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Prologue

Business Intelligence (BI) is generically based on the combination of data collec-
tion from internal and external sources, data integration and applying data analysis
methodologies. Originally, the approach focused on the problems of firms. BI gen-
erates domain insight, information and special purpose knowledge. This is not an
absolute new approach as the BI mainstream may make us believe. For instance,
long ago Buddha has made clear: “But after observation and analysis, when you
find that anything agrees with reason and is conducive to the good and benefit of
one and all, then accept it and live up to it.”

The book Softcomputing for Business Intelligence is the (successful) joint ven-
ture of five editors. It tears down the traditional focus on business, and extends
Business Intelligence techniques in an impressive way to a broad range of fields
like medicine, environment, wind farming, social collaboration and interaction, car
sharing and sustainability. In so far the book is the remarkable output of a program
based on the idea of joint trans-disciplinary research as supported by the Eureka
IberoAmerica Network and the University of Oldenburg. It is the second publica-
tion on BI produced by the network, however, with an interestingly broader view.

The book contains twenty-seven papers allocated to three sections: Softcomput-
ing, Business Intelligence and Knowledge Discovery, and Knowledge Management
and Decision Making. Although the contents touch different domains they are sim-
ilar in so far as they follow the BI principle “Observation and Analysis” while
keeping an eye on sound methodologies, mainly Fuzzy Logic, Compensatory Fuzzy
Logic (CFL) and extensions.

According to C. Read’s slogan “Better to be vaguely right than to be exactly
wrong” section I Softcomputing include five (slightly overlapping) stimulating pa-
pers on compensatory fuzzy logic, fuzzy inference, prospect theory, rough set theory
and the related mathematical morphological theory.

“I would rather discover one causal law than be king of Persia” is a statement
issued by Democritus, and may be considered as the essential of section II on Busi-
ness Intelligence and Knowledge Discovery. The span of subjects delivered in eleven
papers is quite impressive: A fuzzy logic application to assess the vulnerability of
protected areas using scorecards, a Balanced Scorecard based framework for IT
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management, a classification of time-series of medical data, a fuzzy logic approach
to linear regression problems, a review of taxonomies for BI in the tourism indus-
try for improving decision making, assessment of the fuzzy relationships between
hypertension and diabetes by compensatory fuzzy logic, CFL based categorization
of customer data, a survey of relating metaheuristics and data mining techniques,
dashboard based wind farm control specifying key performance measures, portfolio
selection of stocks based on neural networks, and, finally, educational data mining
by applying soft clustering.

Section III is devoted to Knowledge Management and Decision Making, and in-
cludes eleven papers. It may be framed by the slogan “What there is anything I do
not need “, which is dedicated to Aristotle. This means that raw data is not enough.
They should be interpreted by embedding them into a context, analyzing them by
sound methods and visualizing them by tables, graphics and – really useful for hu-
man beings – footnotes. Such generated information is of an explicit and pragmatic
type, and is called knowledge.

The first paper makes a contribution to sustainability indicators using
Compensatory Fuzzy logic, the second one generalize FL operators followed by
contributions devoted to scheduling problems in case of imprecise data and users’
preferences, evaluation of two multi-objective ranking methods and multi-criteria
water restoration management, fuzzy data mining recommender systems, and deci-
sion making under fuzziness of decision makers’ preferences. Next, R&D efficiency
is analyzed by various similarity measures and visualized using Kohonen’s self or-
ganizing maps, QoS of car sharing is studied by a multi-agent framework, multi-
criteria decision making is picked up in a further paper, which presents details of
ELECTRE III. The final paper makes use of CFL for customer segmentation.

The book is a very good example that BI techniques like Compensatory Fuzzy
Logic or, more general, soft computing, are not only useful for enterprises but can be
successfully applied to a broad range of domains like environmental studies, assets
sharing, water resourcing, social interaction etc.The truth of this is simply coined
by Immanuel Kant “There exists nothing more practical than a good theory”.

Hopefully, the book will attract more young researchers around the world and not
only in Ibero-America to soft computing concerning areas of human beings’ vital
interest. I wish the book the attention it really deserves.

Hans-J. Lenz
Freie Universität Berlin, Germany



Editors Preface

It is a renowned fact that Knowledge is the principal productive force in the frame-
work of the Knowledge Society’s ideas.

In the above context, new scientific paradigm emerges. It deals with transdisci-
plinary science with non-linear dynamic systems in evolution, being able at the same
time to take into account and make advantage of not equilibrium states, uncertainty
and vagueness.

Awareness of accelerated interactions among people, environment and econ-
omy is recognized throughout the society. In this sense, Sustainable Development
paradigm gains on importance. The knowledge base for Sustainable Development
grows rapidly with a main characteristic – interconnectivity among heterogenic vari-
ables. All this underlines the need of new ways for solving social, ecologic and
economic problems.

The new scientific and development pattern claims for holistic analysis accord-
ing transdisciplinary science. This new kind of analysis should be used for deci-
sion making in organizations. Consequently, Business Informatics should turn into
position to answer this organizational need through holistic and transdisciplinary
analysis.

Business Intelligence as part of Business Informatics has evolved as disciplinar-
ian science utilizing disciplinarian toolboxes and disciplinarian modules. Important
elements of Business Intelligence like Management Control, Strategic Analysis, and
Data Mining used to be separated modules, without a systemic connection, where
Data Mining systems are composed for a lot of very different disciplinarian so-
lutions. Such characteristics determine Business Intelligence systems as partially
used, because of the disciplinarian background of the users. This lack of connec-
tions between the systems interrupts the automatic-analysis-flows, required for good
decision making support.

“Softcomputing for Business Intelligence” is the new initiative of Eureka Iberoa-
merica Network www.eurekaiberoamerica.com and its extra-regional inter-
national partner, the University of Oldenburg, Germany. It is a further step after the
first joint book “Towards a transdisciplinary technology for Business Intelligence:
Gathering Knowledge Discovery, Knowledge Management and Decision Making”.
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Research program based on transdisciplinary scientific strategy, has been devel-
oped by Eureka Iberoamerica Network and the University of Oldenburg. Its objec-
tive is to create transdisciplinary technology for Business Intelligence. The program
is fostered on a wide understanding of Knowledge Discovery and Business Intelli-
gence with the following objectives:

• Developing of a new transdisciplinary technology for Business Intelligence, join-
ing Knowledge Discovery, Knowledge Management and Decision Making.

• Developing of transdisciplinary theories and practical solutions and strategies
towards modeling of different intellectual activities studied from rational think-
ing such as: Evaluation, Estimation, Reasoning, Learning, Knowledge Discovery
and Decision Making, by mixing rationally different disciplines into Operations
Research and Computational Intelligence.

• Creating a multidisciplinary repository of knowledge, valuable for organizations’
management, in view of all functions, processes and categories involved and us-
ing all kinds of sources.

This new book is a contribution to the above stated strategy, gathering interesting
mix of papers on the crucial topics: Softcomputing, Business Intelligence, Knowl-
edge Discovery and Decision Making.

It offers selected chapters, joined in three parts: I. Softcomputing, II. Business
Intelligence and Knowledge Discovery, and III. Decision Making. Some of them
are result of the work according the program; the rest is included in accordance to
the strategy pursued.

The open vocation of the network offers information and proposals to scientists
and institutions for cooperation, joining research backgrounds and competences.
The first part includes some fundamental efforts in the creation of transdisciplinary
mathematical science, according fields like Fuzzy Logic, Rough Sets, Probability
Theory and Morphology. They contribute to advance towards the transdisciplinary
science required, for technology’s transformation from boxes of disciplinarian tools
and modules, towards holistic systemic analysis, based on users’ background knowl-
edge.

In the second part new general methods of Knowledge Discovery based on Fuzzy
Logic predicates and Metaheuristics are presented, as well as some classical meth-
ods of Data Mining. Furthermore, chapters describing interesting approaches useful
for common Business Intelligence tasks are incorporated.

The final third part joins approaches to Decision Making, setting an emphasis on
their knowledge use through diverse methods.
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Compensatory Fuzzy Logic: A Frame  
for Reasoning and Modeling Preference 
Knowledge in Intelligent Systems 

Rafael Alejandro Espín Andrade, Eduardo Fernández, and Erick González1 

Abstract. This paper presents a new approach to designing multivalued logic 
systems, called Compensatory Fuzzy Logic that besides constituting a formal 
system with logic properties of remarkable interest represents a bridge between 
Logic and Decision-Making. The main aim of this proposal is to use the language 
as key element of communication in the construction of semantic models that 
make easier the evaluation, decision-making and knowledge discovery. The axi-
oms that constitute the base of this proposal gather actual characteristics of the 
decision-making processes, and the way of reasoning of people who intervene in 
them. Some of these axioms are inspired by approaches that adopt a descriptive 
position in supporting decision-making. Most axioms contain elements of a ra-
tional thought. Hence, this logical approach for decision-making may be consid-
ered as a third position that combines normative and descriptive components. This 
approach enters to make part of the arsenal of methods for multicriteria evalua-
tion, adapting itself especially to those situations in which a decision-maker can 
verbally describe, often in an ambiguous way, the heuristic it uses when executing 
actions of multicriteria evaluation/classification. Principal kind of operators of 
Fuzzy Logic are studied according the introduced axioms. Quasi-Arithmetic Based 
Compensatory Logic is introduced and its particular case, the Geometric Mean 
Based Compensatory Logic too. The Universal and Existential quantifiers are 
defined according the definition of this last logic, for discrete and continues sets. 
An illustration example using Geometric Mean Based Compensatory Logic is 
used to explain the Compensatory Fuzzy Logic properties.  
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1 Introduction 

Knowledge, reasoning and decision-making have a deep relationship. The process 
of decision-making for human agents carries a way of reasoning using a body of 
knowledge about decision alternatives, simultaneously incorporating its subjective 
reflection in the decision-maker’s mind. The modeling of decision-making implies 
the simulation of this specific way of reasoning, and as such it connects with Arti-
ficial Intelligence. Nevertheless, Artificial Intelligence has concentrated its princi-
pal effort on diagnosis and knowledge representation; most of its technologies do 
not model human preferences and keep a narrow margin for subjectivity (cf. [41]). 
This way of prioritizing the modeling of a rational way of thought neglects the 
importance of reflecting decision-maker’s subjectivity. To stretch bridges between 
decision analysis and Artificial Intelligence continues being an important issue. 
Mathematical methods of decision analysis keep centering on the modeling of 
preferences and risk attitude without emphasis on representing the experience and 
human reasoning. Functional and relational approaches (including beside those of 
the Classic Decision Theory, the Analytical Hierarchic Process, MACBETH, 
TOPSIS, ELECTRE, PROMETHEE and derivations) are kept as the principal 
manners of constructing the model of decision-maker multicriteria preferences. 
Although secondary in popularity and applications with regard to the first ones, 
the Artificial Intelligence close-related paradigm of learning from examples (e.g. 
[25, 26, 42]) has turned into the third relevant approach for supporting  
decision-making. 

The knowledge of the decision-maker preferences (his/her decision policy) is 
represented by decisions of assigning objects of the universe to certain pre-
existing categories (classification). Later, this knowledge is exploited to produce 
decisions about new objects. Dominance-based Rough Set approach (cf. [25]) is 
probably the best representative of this approach.  The decision policy (that is 
implicit in a decision table) is transformed into rules of the type IF…THEN… that 
allow classifying or arranging new objects. Slowinski et al. [49] proved the equiv-
alence of this paradigm with those that rest on the multi attribute value and on 
relational methods. Nevertheless, the rough set approach is more flexible because 
it does not need the fulfillment of preference independence conditions, which are 
needed by the other approaches. In fact, the decision-maker (DM) is obliged to 
satisfy a single condition: his/her aptitude to evaluate/ classify a core of reference 
objects. There is an explicit resignation to model rationality, even to model the 
reasoning within the decision process. In a certain form, the reasoning remains 
implicit in the reference objects and in the decision rules extracted from them. As 
decision tool, in practice, the quality of this approach depends on the wealth of the 
information system – decision table that represents the knowledge about the deci-
sion policy. In [48], Slowinski argues that it is easier for the DM to exert his/her 
capacity of making decisions than to make explicit his/her decision policy by con-
structing a parametric model. In our view, this is a partial truth. The cognitive 
human limitations make handling of conflicting attributes very difficult when the 
number of attributes increases beyond a few ones. In fact, many human agents  
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already have difficulty to treat 5 conflicting criteria (cf. [38]). This can limit se-
verely the wealth of the set for learning from examples. On the other hand, the 
rejection to explain the decision policy disagrees with one of the aims of decision 
analysis: to encourage DM to think about his/her preferences and values, and in 
this frame to improve the consistency of his/her judgments, and finally of his/her 
decision policy (cf. [21]). Regarding this issue the methods based on functional or 
relational approaches have advantages, since they create an explicit model of  
preferences which facilitates the process of reflection and increasing consistency.  

With the limitations that we have indicated, Dominance-based Rough-Set ap-
proach is, at the moment, the most successful bridge between Artificial Intelli-
gence and multicriteria decision analysis. But the knowledge can be represented 
explicitly. As alternative to the paradigm of learning from examples, let us accept 
that frequently the DM is capable of thinking about his/her preferences with the 
help of a decision analyst and to explain them verbally making explicit the heuris-
tic which he/she uses to make decisions that concern the classification, evaluation 
or sorting of objects of his/her expert domain. Such transformation act of the con-
tent of his mind implies possession, discovery of a form of knowledge that goes 
beyond the typical preferential information with the multicriteria method work; it 
will be called preferential knowledge. Making decisions on the basis of this 
knowledge is a way of reasoning that has been called preferential reasoning (cf. 
[54]). The challenge is to use Artificial Intelligence related technologies  to repre-
sent the preferential knowledge of a DM, including the way in which the DM ag-
gregates the multicriteria information, and later, "to reason" on the basis of this 
knowledge in order to arrive to an evaluation or a final decision. If Logic is the 
best model of the human reasoning, and if making decisions is a way of reasoning 
on the preferential body, then Logic can be a tool for decision-making. Such idea 
was firstly proposed in the framework of Deontic Logics, with emphasis on the 
semantic of the dynamic preferential reasoning (e.g. [29, 30, 36, 55]). From 
MultiCriteria Decision Aid’s perspective multivalent logics have been used as 
models of the preferential reasoning (cf. [52, 53]). In [5, 11, 20] a wide panorama 
of the axiomatic approaches to decision making (including the treatment of in-
complete knowledge and fuzzy preference modeling) is shown. Nevertheless, a 
general axiomatic logical approach to decision making, which deals with evalua-
tion and aggregation in a more compatible way with the vagueness of the language 
and the approximate reasoning, could be a welcome addition to that view.  

Expert Systems are pioneering in the idea of obtaining models departing from 
verbal expressions, so that the human agents can apply their essential experience 
to concrete problems. The logic-based knowledge representation is here a central 
issue.  More recently, a new discipline called Soft-Computing or Computational 
Intelligence has been developed (e.g. [56]), having Fuzzy Logic (e.g. [14, 37, 58]) 
in its foundations. Vagueness and uncertainty are modeled by Fuzzy Logic, which 
has allowed advances in the modeling of knowledge and decision-making based 
on verbal expressions (cf. [12, 31, 33, 34]).  

The principal advantage of an approach to representation of the preferential 
knowledge based on Fuzzy Logic, would be exactly the opportunity to use the 
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language as an element of communication and modeling in the analysis of the 
decision, creating an explicit model of the preferential knowledge; and later to use 
the capacity of inference of the logical frame to propose decisions that reflect 
better the decision policy of the human agent.  

That logic for decision-making would be, ultimately, a functional approach that 
is explicit in its predicates, but preference relations can be modeled like logical 
predicates too. The axioms that constitute the base of this logic must gather actual 
characteristics of the decision-making processes, and the way of reasoning of peo-
ple who intervene in them. Its affinity with the approaches that adopt a descriptive 
position in supporting decision-making should be natural. But the axiomatic logi-
cal body must also contain elements of a rational thought. In this sense, it is possi-
ble to consider a logical approach for decision-making as a third position that 
combines normative and descriptive components. The multivalent logics, with 
their aptitude to treat the imprecision and the approximate reasoning, allow model-
ing properties that, though reasonable, lack general validity and therefore cannot 
be considered to be axioms. 

This paper is done with a critical analysis of Decision-Making from the per-
spective of the Fuzzy Logic. It proposes a new axiomatic-based approach to obey 
for the Multivalent Fuzzy Logics, looking for a system compatible with the pref-
erential reasoning that characterizes the real processes of decision-making. We 
have named this new proposal Compensatory Fuzzy Logic (CFL). This multiva-
lent approach aims to relate, in a natural way, the deductive thought and human 
preferences. With a specific choice of its operators, CFL becomes in the Geomet-
ric Mean Based Compensatory Logic. In the aim to model rational approximate 
reasoning, the proposed multivalued system achieves a more complete compatibil-
ity with the Boolean Propositional Calculus. 

This paper is organized as follows: the main motivations for a new decision 
support-oriented multivalent logic system are given in Section 2, followed by its 
axioms (Section 3) and a description of its operators. Its compatibility with Boole-
an Logic is analyzed in Section 4. Its compatibility with the order is reviewed in 
Section 5, and its usefulness is tested by solving a real decision problem (Section 
6). Finally, some concluding remarks are discussed in the last section. 

2 Fuzzy Logic and Multicriteria Decision-Making 

One way of applying the “Gradualism Principle” – essential property of Fuzzy 
Logic- is the definition of logic where predicates are functions of the  universe 
within the interval [0,1], and conjunction, disjunction, negation and implication 
operations are defined in such a way that their restriction to domain {0,1} results 
in Boolean logic. Different ways to define the operations and their properties  
determine different multivalent logics that are part of Fuzzy Logic Paradigm  
(cf. [14]). More recently, a new discipline has emerged from Fuzzy Logic, called 
narrow Fuzzy Logic or Mathematical Fuzzy Logic (cf. [16, 27, 28]).  
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In this framework the modeling of linguistic information is an important issue. 
The Calculus with Words proposed by Zadeh and Kacprzyk [59] departs from the 
so-called linguistic variables. Several approaches to decision making have used 
those variables for modeling linguistic information, combined with fuzzy prefer-
ence relations and matrices (cf. [31, 32, 33, 59]). There are important advances in 
modeling of preferences through linguistic information (e.g. [12, 31, 33, 34]).  

In the modeling of linguistic information the use of isolated aggregation opera-
tors has often supplanted the employment of groups of operators as a logical sys-
tem (cf. [13, 15]). In consequence, there is a risk of losing the systemic conception 
of reasoning. The use of the language as an element of communication between an 
analyst and a decision-maker (the same as between a knowledge engineer and an 
expert in developing Expert Systems) needs more  use of a system of operators (as 
in multivalent logic systems). The combined operators as a logic system can facili-
tate the modeling from judgments expressed in natural language, in the same way 
the logical formulae are used to represent reasoning in the mathematical logic. 
Here, a system formed by four fundamental operators will be considered in order 
to define a multivalent logic capable of reflecting and inferring preferential 
knowledge. These operators are conjunction, disjunction, negation and strict order. 
The properties of these operators must correspond to those of the way of reasoning 
to be modeled. To make this clearer, let's consider multicriteria decision in its 
three fundamental problems: classification, selection and ranking. In the three 
problems judgments are made on objects or actions a = (a1, a2,…aN), where ai  

represents the condition of the i-th attribute. In classification the judgments are 
absolute; it is a question of determining to what class the object belongs, in 
agreement with its similarity to representative objects of each class.  

Let Gk = (g1, g2,…gN) be the pattern that identifies the k-th class. If xi is the 
truth value that ai is similar to gi, the conjunction c of x1, x2,…xN  gives the truth 
value that a is similar to Gk. Comparison of similarity of truth values with the 
different classes should allow a prescription. 

In the problems of selection, when a set A of potential actions is given, it is a 
question of finding the smallest B⊂A possible so that non-consideration of all 
actions in A-B could be justified. Let us suppose that xi is the truth value of the 
proposition “the level ai of the i-th attribute is convenient for the DM´s objec-
tives”. Then, values provided by the conjunction of x1, x2,…xN (or by a combina-
tion of logical operators) reflect the aggregated convenience of the action a as a 
solution of decision problem, that is, its convenience as a member of B. The truth 
values for the entire y∈A offer reasons to select B and discard A-B. In ranking 
problems, it is a question of performing a partial order of A, discovering and or-
dering equivalence classes. Values provided by conjunctions (or by a combination 
of logical operators) can be used to determine whether a and b belong to the same 
equivalence class or if one of them should be ranked better than the other. In all 
cases, the strict-order operator can be used to distinguish whether c(a) is clearly 
different from c(b) or if an indifference can be accepted. 
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Since ultimately a logic system is a functional model based on operators, a  
decision- making oriented logic should reflect properties from the functional  
approach to decision problems. In the following, this issue is illustrated by consid-
ering a very popular functional model. Let us suppose that the DM’s system of 
preferences is modeled by ܷ = ଵݑଵݓ + ଶݑଶݓ + ⋯ +  ே (1)ݑேݓ

which is defined on a decision set A, with ui ∈ [0,1], wi>0 and ݓଵ + ଶݓ + ⋯ ேݓ+ = 1. This is a widely used model under preferential independence conditions. 
In order to make a connection with logic approaches, we can accept that for each 
particular element of the decision set, the i-th cardinal function value measures 
how convenient the associated attribute is for the DM. U measures how globally 
convenient that element is in terms of the convenience of its attributes. 

The following properties are held: 

 is a cardinal function on the domain of the respective ݅-th  attribute; for ݅ݑ .1
each particular dimension, a strict order is established by >; ܷ represents a weak order on A; besides, if (a,b) ∈ A×A, U(a) > U(b) ⇔ “a is 

strictly preferred to b”; 
Let a be an element of A. Let us denote by ((ܽ)ݔܽ݉ݑ) (ܽ)݊݅݉ݑ the minimum 
(maximum) value of ݅ݑ(ܽ)  (݅ =  1, … ܰ). Note that ݊݅݉ݑ(ܽ)  <  ܷ(ܽ)   ;(ܽ)ݔܽ݉ݑ > 
For each ݅, ܷ is strictly increasing function of ݅ݑ; 
If for each  ݅ݑ(ܽ) = = ܷ then ,݁݉ܽݏݑ   ;݁݉ܽݏݑ 
If ݆ݓ = 1 were permitted with ݆ݑ = ݆ݑ With .(ܽ)݊݅݉ݑ then ܷ would be equal to ,(ܽ)݊݅݉ݑ  =   These are the .(ܽ)ݔܽ݉ݑ would be equal to ܷ ,(ܽ)ݔܽ݉ݑ 
extreme Max-min and Max-max approaches, respectively. 

The above properties are not limited to simple models.  In more complex  
models for DM’s preferences as: ܷ = ଵ݂(ݑଶ, ଷݑ … ଵݑ(ேݑ + ⋯ ௜݂(ݑଵ, … ,௜ିଵݑ ௜ାଵݑ … +௜ݑ(ேݑ ⋯ ே݂(ݑଵ, …  ேݑ(ேିଵݑ

(2) 

with f1 (u2, u3 …uN) + … fi (u1,… ui-1,ui+1 …uN)+… fN (u1, …uN-1)=1 and ܷ = .ଵ௪ଵݑ) ଶ௪ଶݑ … ே௪ே)ଵݑ ே⁄  (2’) 

with ݓଵ + ଶݓ + ⋯ + ேݓ = ܰ 
Properties 1-6 are still satisfied.  

Although different axiomatic initiatives have been recently proposed (see, for 
instance, [24] for the concept of uninorm), most of the multivalent systems use t-
norm and  c-norm axiomatic structure for conjunction and disjunction operators 
(cf. [27]). In our view, there are two properties of t-norm operators that are hardly 
compatible with preferential reasoning. These are the following:  

A. If c is a t-norm, and x1 and x2  are truth values of two predicates, then  ܿ(ݔଵ, (ଶݔ ≤ min (ݔଵ,  ;(ଶݔ

B. If c is a t-norm , c is an associative operator. 
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Property A does not match the above Properties 3, 5 and 6. Dyson ([17]) 
proved that the conjunction “min” operator is equivalent to the maxmin approach 
for multicriteria decision making. As much as ܿ(ݔଵ, (ଶݔ ≤ min (ݔଵ, -ଶ), it correݔ
sponds to a way of reasoning even more “pessimistic” than the maxmin approach. 
On the other hand, if the associative property is fulfilled, hierarchical trees of ob-
jectives representing different preferences produce equal truth values of their 
compound predicates. Under this property, the two trees in figure 1 would repre-
sent the same preferences, something inappropriate in a decision-making model. It 
is obvious, for example, that the objective x is of greater relevance in the right-side 
tree than in the left-side one. 

 

Fig. 1 The advantage of the non-associativeness of the CFL 

From the above arguments, unlike most multivalent logic systems, a new logic for 
decision making should not be based on t-norms and c-norms. 

The complete transitivity and comparability of functional models have been ex-
tensively criticized by the MultiCriteria Decision Aid (MCDA) European school 
(e.g. [45]). In [44], Roy described situations in which a real DM or decision actor 
cannot (or does not want to) make a decision. These hesitations may come from: 

• the DM is a vaguely defined entity, or even a well precised entity with poorly 
defined preference rules [44]; 

• the existence in the DM’s mind (if the DM is a real person) of certain “zones” 
of uncertainty, imprecise beliefs, conflicts and competing aspirations [44]; 

• imprecise attribute values. 

MCDA has introduced the notions of veto and incomparability. They are im-
portant issues for a logic system which pretends to reflect imprecise knowledge 
and reasoning. 

The above Properties 1-6 together with veto and incomparability are desirable 
characteristics for a decision-making oriented logic system. Here we present a 
multivalent compensatory logic which satisfies the above requirements. This ap-
pears as a combined model of decision-making and approximate reasoning.  
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Preference systems more complex than those represented by (1) can be mod-
eled by this approach, but using a combination of logical operators which comes 
from a linguistic expression of decision-maker’s preferences. The MCDA point of 
view can be incorporated by i) modeling veto conditions and ii) modeling the 
above DM’s hesitations by fuzzy orders, which treats comparisons in a non-
deterministic way. This process may be considered a way of making Knowledge 
Engineering on Preferences. 

The aim of combining Logic and Decision-Making on a linguistic framework 
should be supported by a system of axioms which allows: a) to model some kind 
of rationality compatible with approximate reasoning, and descriptive (behavioral) 
effects of veto; b) to handle linguistic preference information from the DM; c) to 
aggregate preference information and handling compromises and trade-offs from 
the DM. This axiomatic system is presented in the next Section. 

3 Compensatory Fuzzy Logic 

Let n be a negation operator from [0,1]  to [0,1], or a strictly decreasing  operator 
fulfilling n(n(x)=x,  n(0)=1 and n(1)=0. [14]. 

Let from now on ݔ = ,ଵݔ) ,ଶݔ … , ݕ ,(௡ݔ = ,ଵݕ) ,ଶݕ … , ݖ ,(௡ݕ = ,ଵݖ) ,ଶݖ … ,  ௡) beݖ
any element of the Cartesian product [0,1]n. 

A quartet of continuous operators (c, d, o, n), c and d from [0,1]n  to [0,1], the 
operator o from [0,1]2  to [0,1] and n a negation operator, constitute a Compensato-
ry Fuzzy Logic (CFL) if the following group of axioms is satisfied:  

I. Compensation Axiom: min (ݔଵ, ,ଶݔ … , (௡ݔ ≤ ,ଵݔ)ܿ ,ଶݔ … , (௡ݔ ≤ max (ݔଵ, ,ଶݔ … ,  (௡ݔ
II. Commutativity or Symmetry Axiom: ܿ൫ݔଵ, ,ଶݔ … , ,௜ݔ … , ,௝ݔ … , ௡൯ݔ = ܿ൫ݔଵ, ,ଶݔ … , ,௝ݔ … , ,௜ݔ … ,  ௡൯ݔ

III. Strict Growth Axiom: If  ݔଵ = ,ଵݕ ଶݔ = ,ଶݕ ௜ିଵݔ = ௜ାଵݔ ,௜ିଵݕ = ,௜ାଵݕ … , ௡ݔ = ௡ݕ  are unequal to zero, and ݔ௜ > ௜ݕ  then ܿ(ݔଵ, ,ଶݔ … , (௡ݔ > ,ଵݕ)ܿ ,ଶݕ … ,  (௡ݕ
IV. Veto Axiom: If ݔ௜ = 0 for an i then ܿ(ݔ) = 0. 
V. Fuzzy Reciprocity Axiom: ݔ)݋, (ݕ = ,ݕ)݋]݊  [(ݔ

VI. Fuzzy Transitivity Axiom: If ݔ)݋, (ݕ ≥ 0.5 and ݕ)݋, (ݖ ≥ 0.5, then ݔ)݋, (ݖ ≥ max (ݔ)݋, ,(ݕ ,ݕ)݋  ((ݖ
VII. Morgan’s Laws: ݊൫ܿ(ݔଵ, ,ଶݔ … , ௡)൯ݔ = ݀൫݊(ݔଵ), ,(ଶݔ)݊ … , ,ଵݔ)݀)݊ ൯(௡ݔ)݊ ,ଶݔ … , ((௡ݔ = ,(ଵݔ)݊)ܿ ,(ଶݔ)݊ … ,  ((௡ݔ)݊

The operators c and d are called conjunction and disjunction, respectively. The 
operator o is called fuzzy strict order. 

The Compensation Axiom gives name to the proposed structure; the property it 
reflects is usually employed in the literature on fuzzy operators to define the con-
cept of compensatory operator (cf. [13]). Note that for the particular case of two 
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components, the fact that operator’s value is between the minimum and maximum 
can be interpreted like the second value compensates the value of the first in the 
truthfulness of a conjunction. The idea is generalized for the case of n compo-
nents. This axiom is consistent with Properties 3 and 6 of Section 2. Note that as ܿ൫ݔଵ, ,ଶݔ … , ,௜ݔ … , ,௝ݔ … , ௡൯ݔ > ݉݅݊൫ݔଵ, ,ଶݔ … , ,௜ݔ … , ,௝ݔ … , -௡൯, the DM’s reasonݔ
ing is less “pessimistic” than the maxmin way of thinking. 

The Symmetry Axiom is desirable for it is natural that the conjunction result is 
independent from the order in which basic predicates are taken. 

The introduction of Strict Growth Axiom provides sensitivity to the system that 
makes any variation in the values of basic predicates modify the truth value of a 
compound predicate, provided that none of the basic predicates has a value of 
zero. An additional consequence of this axiom is the desired property of non-
associativeness, since there are no strictly increasing associative compensatory 
operators (cf. [15]). This axiom is consistent with Property 4 of Section 2. 

The Veto Axiom is inspired by the MCDA approach as was discussed in Sec-
tion 2. This property provides any conjunction of a basic predicate with the ca-
pacity of vetoing, i.e., capacity of preventing any form of compensation when its 
value is equal to zero. 

In a “fuzzy framework”, Axioms V-VI match with the properties of the strict 
preference relation from functional decision models (Property 1-2 of Section 2). 
The fuzzy order allows associating a truth value with the strict preference state-
ment; it is a way of modeling impreciseness that frequently leads to incomparabil-
ity. 

As from now, given a negation operator and in accordance with axioms V and 
VI, a strict order is a predicate o: U2 →[0,1] that meets both of the following con-
ditions: 

A1. ݔ)݋, (ݕ = ,ݕ)݋]݊  (generalized fuzzy reciprocity) [(ݔ
B1. If ݔ)݋, (ݕ ≥ 0.5 and ݕ)݋, (ݖ ≥ 0.5, then ݔ)݋, (ݖ ≥ max (ݔ)݋, ,(ݕ ,ݕ)݋  ((ݖ

(max-max fuzzy transitivity or strong stochastic transitivity) 
The concept of fuzzy strict order is approached in different ways in the litera-

ture (cf. [4, 8, 9, 10, 22, 23, 50, 51]). The property of anti-symmetry ݔ)݌, (ݕ >0 ⟹ ,ݕ)݌ (ݔ = 0 employed by other authors to define strict order is not compati-
ble with the desired sensitive behavior in view of the changes in basic predicates 
(Strict Growth Axiom). According to Switalski [50, 51] and, García-Lapresta and 
Meneses-Poncio [22], the selection of the strong property, max-max fuzzy transi-
tivity, in the presence of fuzzy reciprocity allows satisfying a group of desirable 
properties that provide greater meaning to the strict order.  In this proposal fuzzy 
predicates are playing the role of utilities as was suggested by Switalski in [51]. 
Preference relations associated to the proposed strict fuzzy order are compatible 
with rational utility criteria (cf. [51]). This is a relevant fact for the aim of combin-
ing elements from the normative and descriptive approaches to decision-making.  

The property of reciprocity is obtained in Axiom V selecting ݊(ݔ) = 1 −  .ݔ
Strong stochastic transitivity is compatible with reciprocity. The known alternative 
definitions of transitivity, weak, and moderate stochastic transitivity, can be 
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proved from the strong order in conditions of reciprocity (cf. [51]). T-norms-based 
transitivities studied by Switalski [51] are not compatible with the present axio-
matic proposal because the norm concept is not playing any role in this context. 

Note that transitive property of the models (1) and (2) is fulfilled in the deter-
ministic case: If ݔ)݋, (ݕ = 1 and ݕ)݋, (ݖ = 1, then ݔ)݋, (ݖ = 1. 

Multiplicative Transitivity has been proposed recently by Chiclana et al. (cf. 
[6]) for the analysis of transitivity of reciprocal preferences. Being compatible 
with reciprocity and having some other good properties, Multiplicative Transitivi-
ty could be used as alternative to the max-max fuzzy transitivity in the above Point 
B1. 

With the definition provided by above A1 and B1, the function ݔ)݋, (ݕ (ݔ)ܿ]0.5= − [(ݕ)ܿ + 0.5. 
With ݊(ݔ) = 1 −  is a strict order over the universe of the predicate C (see ݔ

[14], p. 12), which has been already used successfully [19]. The predicate ݔ)݋,  (ݕ
then allows measuring “how much better is x than y” if C measures the conven-
ience of x, y alternatives for the decision maker. If ݔ)݋, (ݕ = 0.5, then x, y would 
be considered indifferent. Furthermore, this logic order can be used more general-
ly to compare truthfulness of statements modelled through predicates. It is an in-
strument to establish a relationship between decision-maker’s preferences and 
truthfulness attributed to his/her knowledge. These elements appear separately in 
most of the theoretical models proposed previously. 

Morgan’s laws are essential properties in the behavior that in natural and  
universally accepted manner relate conjunction (c) and disjunction (d) operators. 
After the above selection of o and n operators, their introduction allows easy  
confirmation of a behavior similar to that of the conjunctive operator expressed in 
the following properties: 

1. Compensation Property: min (ݔଵ, ,ଶݔ … , (௡ݔ ≤ ,ଵݔ)݀ ,ଶݔ … , (௡ݔ ≤ max (ݔଵ, ,ଶݔ … ,   (௡ݔ
2.  Symmetry Property:  ݀൫ݔଵ, ,ଶݔ … , ,௜ݔ … , ,௝ݔ … , ௡൯ݔ = ݀൫ݔଵ, ,ଶݔ … , ,௝ݔ … , ,௜ݔ … ,  ௡൯ݔ
3. Strict Growth Property: 

If  ݔଵ = ,ଵݕ ଶݔ = ,ଶݕ ௜ିଵݔ = ,௜ିଵݕ ௜ାଵݔ = ,௜ାଵݕ … , ௡ݔ = ௡ݕ  are unequal to 
zero, and ݔ௜ > ,ଵݔ)௜ then dݕ ,ଶݔ … , (௡ݔ > ,ଵݕ)݀ ,ଶݕ … ,  (௡ݕ

4. If ݔ௜ = 1 for an i then ݀(ݔ) = 1 

For a vector (ܽ, ܽ, … , ܽ) at any ܽ ∈ [0,1], from the compensation axiom fol-
lows that ܽ = min(ܽ, ܽ, … , ܽ) ≤ ܿ(ܽ, ܽ, … , ܽ) ≤ max(ܽ, ܽ, … , ܽ) = ܽ. This result 
alows the conclusion by means of one of Morgan’s laws that the disjunction satis-
fies the same inequality. Therefore, the following Idempotency Property is met: 
5.  ܿ(ܽ, ܽ, … , ܽ) = ܽ, ݀(ܽ, ܽ, … , ܽ) = ܽ  

This property is consistent with Property 5 of Section 2. It is a consequence 
from Axiom I.  Note that ܿ(1,1, … ,1) = 1. With Veto Axiom this result generaliz-
es the Boolean conjunction.  Note also that non-compensatory operators such that 
,ଵݔ)ܿ  (ଶݔ < ,ଵݔ) ݊݅݉  ଶ) do not satisfy idempotency, thus not matching withݔ
Property 5 of Section 2. 
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There are many possibilities to define the implication in accordance with ad-
vances found on the matter in the literature (cf. [1, 2, 16]); in this work, we rather 
start from definitions that use conjunction, disjunction and negation operators to 
explore the effect that this class of operators has on the implication behavior.  

In general, the implication can be defined as ݅ଵ(ݔ, (ݕ = ,(ݔ)݊)݀ ,ݔ)or ݅ଶ (1) (ݕ (ݕ = ,(ݔ)݊)݀ ,ݔ)ܿ  thus generalizing truth tables of Boolean logic in ,(2) ((ݕ
two different ways.  

The equivalence is consequently defined from the implication operator as ݁(ݔ, (ݕ = ,ݔ)݅ (ݕ ∧ ,ݕ)݅ (ݔ = ,ݔ)݅)ܿ ,(ݕ ,ݕ)݅  .((ݔ
The universal and existential quantifiers must be introduced naturally from the 

selected conjunction and disjunction operators; when these are introduced, at any 
fuzzy predicate p over the universe U, universal and existential propositions are 
defined respectively as:  ∀௫∈௎ (ݔ)݌ = ∧௫∈௎  (3) (ݔ)݌

∃௫∈௎ (ݔ)݌ = ∨௫∈௎  (4) (ݔ)݌

Operators that satisfy Axiom 1 are called Compensatory Operators (cf. [13]). 
The symmetric compensatory operators found in the literature are the following 
[13]: 

1. The maximum and minimum operators; the first one does not satisfy Strict 
Growth and Veto Axioms; the minimum operator does not satisfy the Strict 
Growth Axiom. 

The k-order statistics, that include median operator; they do not satisfy the Strict 
Growth and Veto Axioms. 

Combinations of norm and co-norm like exponential compensatory operators (that 
include the called Zimmerman operator) and convex linear compensatory op-
erators; they do not satisfy the Veto Axiom. 

The arithmetic mean, which does not satisfy the Veto Axiom.  
The quasi-arithmetic means, which include for example the geometric mean. They 

are operators of the formܯ௙(ݔଵ, ,ଶݔ … , (௡ݔ = ݂ିଵ ቀଵ௡ ∑ ௡௜ୀଵ(௜ݔ)݂ ቁ, where f is a 

strictly monotone continuous function which is extended to non-defined 
points by using the corresponding limit. These operators satisfy Axioms I-III.  
If we have in addition that for all ݅ ∈ ሼ1,2, … ݊ሽ, lim௫೔→଴ ,ଵݔ)௙ܯ ,ଶݔ … , (௡ݔ =0, we will be having axiom IV too. Then, taking ݀(ݔଵ, ,ଶݔ … , (௡ݔ = 1 − ݂ିଵ ቀଵ௡ ∑ ݂(1 − ௜)௡௜ୀଵݔ ቁ (ݔ)݊      = 1 − ,ݔ)݋ and ݔ (ݕ = (ݔ)ܿ]0.5 − [(ݕ)ܿ + 0.5 we have a class of Compensatory Logics 
that we can call Quasi Arithmetic Mean Based Compensatory Logic 
(QAMBCL). 
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Within the class of QAMBCL we should select a specific ܯ௙(ݔଵ, ,ଶݔ … ,  ௡)withݔ
additional desirable properties. In the next Section we discuss a particular multi-
valued system based on the geometric mean operator. 

For the case of delimited sets of ℜ௡ universal and existential quantifiers in 
QAMBCL are defined naturally from conjunction and disjunction concepts, re-
spectively, passing to the continuous case through integral calculus from formulas 
3 and 4: 

∀x (ݔ)݌ = ۔ە
ଵି݂ۓ ቆ׬ ௑ݔ݀((ݔ)݌)݂ ׬ ௑ݔ݀ ቇ ݂݅ (ݔ)݌ > 0 for entire ݔ ∈ ܺ0                In any other case  (5) 

∀x (ݔ)݌ = ۔ە
1ۓ − ݂ିଵ ቆ׬ ௑ݔ݀((ݔ)݌)݂ ׬ ௑ݔ݀ ቇ ݂݅ (ݔ)݌ > 0 for entire ݔ ∈ ܺ1                In any other case  (6) 

4 Geometric Mean Based Compensatory Logic (GMBCL) 

The geometric mean belongs to the class of quasi arithmetic means. From the 
above Point 5, the geometric mean can be obtained making ݂(ݔ) = ln  This .ݔ
choice satisfies lim௫೔→଴ ,ଵݔ)௙ܯ ,ଶݔ … , (௡ݔ = 0 and consequently axioms I-IV. 

The geometric mean is one of the most studied and applied quasi-arithmetic 
means, especially in the context of Decision Making. It is a particular case of the 
Ordered Weighted Geometric Operator (OWG) which has very good properties in 
the context of Fuzzy Decision Making. OWG keeps the reciprocal property of 
order relations after aggregation, and guarantees consistency of the obtained fuzzy 
order (cf. [32, 46, 47, 57]). The geometric mean is also simpler than other quasi-
arithmetic means. So, we propose to take the geometric mean  ܿ(ݔଵ, ,ଶݔ … , (௡ݔ = ,ଵݔ) ,ଶݔ … , ௡)ଵݔ ௡⁄  as conjunction operator and study a Com-
pensatory Logic based on it, analyzing its properties related to the Boolean Logic 
and the compatibility with the order. 

Consistently with Morgan’s Laws, the corresponding disjunction would be: ݀(ݔଵ, ,ଶݔ … , (௡ݔ = 1 − ((1 − ଵ)(1ݔ − (ଶݔ … (1 − ௡))ଵݔ ௡⁄  
From the above statements, the quartet of operators formed by the geometric 

mean and its dual as conjunctive and disjunctive operators, together with the order ݔ)݋, (ݕ = (ݔ)ܿ]0.5 − [(ݕ)ܿ + 0.5 and the negation ݊(ݔ) = 1 −  constitute a ݔ
Compensatory Logic that will be named Geometric Mean Based Compensatory 
Logic (GMBCL). 
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For GMBCL, definitions of universal and existential quantifiers would be re-
spectively: 

∀௫∈௎ (ݔ)݌ = ∧௫∈௎ (ݔ)݌ = ඨෑ ௫∈௎೙(ݔ)݌

= ቐexp ቀ1݊ ∑ ln൫(ݔ)݌൯௫∈௎ ቁ  ݂݅ (ݔ)݌ ≠ 0, for entire ݔ ∈ ܷ 0                      ݂݅ for some ,ݔ (ݔ)݌ = 0  
(3’) 

∃௫∈௎ (ݔ)݌ = ∨௫∈௎ (ݔ)݌ = 1 − ඨෑ൫1 − ൯௫∈௎೙(ݔ)݌

= ቐ1 − exp ቀ1݊ ∑ ln൫1 − ൯௫∈௎(ݔ)݌ ቁ  ݂݅ (ݔ)݌ ≠ 0, for entire ݔ ∈ ܷ 0                             ݂݅ for some ,ݔ (ݔ)݌ = 0  
(4’) 

For the case of delimited sets of ℜ௡ , universal and existential quantifiers in 
GMBCL are defined naturally from conjunction and disjunction concepts, respec-
tively, passing to the continuous case through integral calculus: 

∀x (ݔ)݌ = ۔ە
׬݁ۓ ୪୬(௣(௫))ௗ௫೉ ׬ ௗ௫೉ ݂݅ (ݔ)݌ > 0 for entire ݔ ∈ ܺ0         In any other case  (5’) 

∃x (ݔ)݌ = ۔ە
1ۓ − ׬݁ ୪୬(ଵି௣(௫))ௗ௫೉ ׬ ௗ௫೉ ݂݅ (ݔ)݌ > 0 for entire ݔ ∈ ܺ1          In any other case  (6’) 

5 An Illustrative Example: Company Competitiveness 

The following model sorts a group of companies on a competitive market using 
GMBCL. Expert specialists from BIOMUNDI consulting firm, which has achieved 
a huge development in the supply of competitive intelligence services in Cuba, 
took part in its construction. The model corresponds to a consulting work about 
the market of tissue adhesives in several geographic regions. 

Below are verbal expressions and their translation to the language of Predicate 
Calculus: 
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A company is competitive in a line of products for a given market if 1) the 
economy of the company is sound and 2) has a leading-edge technology position 
3) is very strong in a product line on the reference market. 

1. A company is economically sound if it has a good financial situation and 
good sales. If the financial situation were little bad, it should be compensated 
by very good sales. 

2. A company has a leading-edge technology position if its present technology is 
good and in addition, is patent owner or has products under Research & De-
velopment, or destines significant amounts of money for this activity. If its 
technology is little behind, then it should have many patents, or many prod-
ucts under Research & Development, or destine significant amounts of money 
for this activity. 

A company is strong in a product line if it has strength on the market, has a varied 
line of products and is independent from the supplier 

The model is the following compound predicate: (ݔ)ܥ = (ݔ)ݏ ∧ (ݔ)ܶ ∧ ݈ଶ(ݔ)  

where: (ݔ)ݏ = (ݔ)݂ ∧ (ݔ)ݒ ∧ (¬൫݂(ݔ)൯଴.ହ →   ((ݔ)ଶݒ

(ݔ)ܶ = (ݔ)ݐ ∧ (ݔ)݌) ∨ (ݔ)݅ ∨ ((ݔ)݀ ∧ (ݔ)଴.ହݐ¬) → (ݔ)ଶ݌) ∨ ݅ଶ(ݔ) ∨ ݀ଶ(ݔ))) 

and ݈(ݔ) = (ݔ)݉ ∧ (ݔ)݈ݒ ∧   (ݔ)݌݅

The predicates have the following meanings: 

C(x): The company x is competitive 
s(x): The company x has a sound economy 
T(x): The company x has a leading-edge technology position  
l(x):  The company x is strong in the product line 
f(x):  The company x has a good financial situation 
v(x): The company x has good sales 
t(x):The company x has a good technology at present 
p(x):The company x is owner of patents 
i(x):The company x has products under research and development  
d(x):The company x destines significant amounts of money to research & de-
velopment 

m(x):The company x has strength on the market 
vl(x):The company x has a varied line of products 
ip(x):The company x is independent from the supplier  
 

The study and use of functions of the form ݂(ݔ) = -௔ where ܽ is a real numݔ
ber, or of other forms, as ways of modifying the function of associated belonging 
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to a predicate in order to achieve a new meaning that modifies the previous by 
either enhancing or attenuating it, is a usual practice in fuzzy logic applications 
(cf. [15, 40]). Note that in this case, exponents 0.5 and 2 are used to model words 
a bit (more or less) and much (very) respectively, which is a usual practice (cf. 
[39]).  

Figures 2-5 illustrate the model through a logic tree. Figure 2 illustrates the 
conjunctive predicate C(x) for evaluating competitiveness. Figures 3, 4 and 5 in-
clude, step by step, tree predicates which define Economic Soundness ((ݔ)ݏ), 
Leading-Edge Technology Position (ܶ(ݔ)) and Strength in Product Line (݈(ݔ)).  

 

Fig. 2 Conjunctive predicate for evaluating competitiviness 

 

Fig. 3 Inclusion of the Economic Soundness (ܵ(ݔ)) 

 

Fig. 4 Inclusion of the Leading-Edge Technology Position (ܶ(ݔ)) 
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Fig. 5 Inclusion of the Strength in Product Line (݈(ݔ)) 

Conditional expressions in the tree are expressed placing the predicate corre-
sponding to premise over the arch, and the thesis as an end of the same arch. 

Note that: 

1. The preference model constructed by means of language can be very rich and 
varied.  

2. In this case, the use of conditionals allowed increasing the demands of an 
attribute departing from the state of another one. This could describe, though 
it is not a case herein, preference-dependent situations. 

The evaluation is performed as described by the tree using as attributes 
truthfulnesses associated with basic predicates ݂, ܸ, ,ݐ ,݌ ݅, ݀, ,݌݅  and ݉. In ݈ݒ
the example illustrated in Table 1, truthfulnesses were obtained either directly 
by evaluation of duly informed experts, or by using belonging functions over 
numerical data in the predicates where this was possible, as in the case of 
predicates ܸ, ,݌ ݅, ݀, and ݈ݒ, obtained respectively from sales data, number of 
patents, number of products under Research & Development, amount invested 
in R&D, and number of products that make up the line.  

Sigmoid membership functions were used, which in the case of increasing or de-
creasing functions are recommended in the literature because of theoretical 
considerations (cf. [15]). This is illustrated by figures 6 and 7 for the case of 
predicates ܸ and ݅, dependent upon the sales data and the number of products 
under R&D. Some parameters of these functions are determined by setting 
pre-images of two values, as shown in the figures mentioned above. It defines 
expressions corresponding to predicates ܸ and ݅ from the meaning of said ex-
pressions using the data. The pre-image of 0.5 is established so that, based on 
this data, the statement contained in the predicate is considered acceptably 
true. The pre-image of 0.1 establishes a value for which data makes almost 
unacceptable the corresponding statement. 
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Fig. 6 Membership function for the case of predicate ܸ 

 

Fig. 7 Membership function for the case of predicate ݅ 
Table 1 gathers the evaluations of 4 companies on a tissue adhesive market of a 

Latin-American country. The implication used in calculus was ݅ଶ, for which the 
authors deem to have a better behavior (cf. [18]). 

Table 1 Results of the example 

Company x f(x) v(x) t(x) p(x) i(x) d(x) ip(x) vl(x) m(x) S(x) T(x) l(x) l2(x) C(x) 

A 0.5 0.47 0.3 0.93 0.81 0.61 0.6 0.23 0.1 0.5 0.516 0.234 0.058 0.246 

B 0.6 0.63 0.5 0.41 1 0.95 0.8 0.77 0.4 0.611 0.682 0.627 0.393 0.545 

C 0.9 0.75 0.7 0.62 0.55 0 1 0.92 0.8 0.812 0.584 0.903 0.815 0.728 

D 0 0.99 0.8 0.81 0.79 0.7 0.5 0.39 1 0 0.763 0.58 0.336 0 

 
From the predicate truth value (ݔ)ܥ (Table 1) it is inferred that i) it is quite cer-

tain that the company C is competitive on the studied market; ii) it is acceptably 
true that B is also competitive; iii) it is false that A and D are competitive. 

Note also that in Table 1: 

1. All values of the predicate C are between the minimum and maximum truth 
values of the predicates ܵ, ܶ and l2 in keeping with the compensation axiom 
fulfillment. 
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2. The value of the predicate ܥ for the company D is zero due to the value of the 
predicate ܵ, which itself is obtained from the basic predicate ݂, in both cases 
owing to veto axiom. In this case, no compensation is produced despite that, 
for instance, ܶ has a high truthfulness value. 

3. However, although the predicate d in the company C is 0, the final result is 
not such, because d is part of a disjunction within the predicate T. Precisely 
because the contribution of d is disjunctive, despite the fact that d has the val-
ue of 0, it is possible for the company C to be better evaluated through the 
predicate constructed to express the preferences. 

4. The predicate l2 expresses an increase in the demand in relation to l due  
to the modifier introduced. This exponent, as the entire tree structure, deter-
mines the contribution of each basic predicate or attribute to the evaluation of 
Competitiveness. 

5. Truth values of the predicate over company competitiveness are different 
enough as to suggest the competitiveness ranking C-B-A-D. Note that the ap-
plication of strict order definition of GMBCL results in o(0.246;0)=0.6230, 
o(0.545;0.246)=0.6495 and o(0.728;0.545)=0.5918. If we apply implication 
of the weak order used, it would result in o(0.246;0)=1, o(0.545; 
0.246)=0.6057 and o(0.728;0.545)=0.5510. 

6 Conclusions 

This work presents a new approach for multivalent systems, called Compensatory 
Fuzzy Logic that besides contributing a formal system with logic properties of 
remarkable interest, represents a bridge between Logic and Decision-Making in 
the framework of linguistic preference information. The CFL enters to make part 
of the arsenal of methods for multicriteria evaluation, adapting itself especially to 
those situations in which DM can verbally describe, often in an ambiguous way, 
the heuristic he/she uses when executing actions of multicriteria evalua-
tion/classification. However, the consistency of the logic platform provides this 
proposal with a capacity for formalization of reasoning that goes beyond descrip-
tive approaches of decision-making process.  It is an opportunity to use the lan-
guage as key element of communication in the construction of semantic models 
that make easier the evaluation, decision-making and knowledge discovery. The 
CFL can be an important step to bring the scientific community closer to the ob-
jective to create a calculus with words, proposed by Zadeh and Kacprzyc in [59]. 

This approach makes emphasis in using language for aggregation through the 
combination of different logical operators and not only one operator, like other 
methods. However, in practical applications, this method could be combined with 
some existing results of obtaining and modeling the linguistic preference infor-
mation about each attribute, as in [31, 33]. 

The study of fuzzy logic operators lead to a complete class of Compensatory 
Logics called Quasi-Arithmetic Means Based Compensatory Logic (QAMBCL) 
using Quasi-Arithmetic Means as conjunctions and their duals as disjunctions.  
The study of the properties of this class is relevant from the point of view of  
operators’ selection. Their relation with bivalent logic, its use as inference logic 
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systems according mathematical logic, and properties of compatibility with the 
order according measurement theory, are desirable too [35,43]. 

Geometric Mean Based Compensatory Logic (GMBCL) is a particular case of 
QAMBCL. The illustrative case using GMBCL illustrates properties of CFL and 
its usefulness of modeling through language. 

Acknowledgments. We acknowledge support from CYTED project 507RT0325 and 
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Compensatory Fuzzy Logic Inference 

Rafael Alejandro Espín Andrade, Erick González, Eduardo Fernández,  
and Marlies Martinez Alonso  

Abstract. This chapter deals with specific way of inferences possible in the 
framework of Compensatory Fuzzy Logic (CFL). It introduces new and useful 
inference systems based on CFL. They will be called Compensatory Inference 
Systems (CIS). It is a generalization of the deduction like in mathematical logic, 
with implication operators found in the literature regarding fuzzy logic. CIS is a 
combination of one Compensatory Logic and an implication operator. Every CIS 
is a logically rigorous inference system with easy application. In addition CIS may 
be coherently associated with the methods of deduction of the mathematical logic. 
The theoretical basis of this association is proved in this chapter. Valid formulas 
and right deductive structures according CFL are the new concepts introduced 
here. The formulas of the propositional calculus are valid in the bivalent logic if 
and only if they are valid according CFL. The same result is introduced for deduc-
tive right structures. The relevance of these results for approximate reasoning and 
knowledge discovery are illustrated. Further more, probabilistic properties ex-
pressed in a theorem allow applying statistical inference in the framework of CFL. 
This theorem expresses that the universal proposition over a sample can be a sta-
tistic estimator of the corresponding universal proposition over the entire universe. 
Thus CFL joins logical and statistical inferences and gives logical models of au-
tomated learning with properties of a statistical estimator. 

1 Introduction 

There are many approaches to the inference in fuzzy logic. They can be found in 
both Fuzzy Logic in the Narrow Sense and Fuzzy Logic in the Broad Sense. 
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The Fuzzy logic in the narrow/technical sense refers to syntax, semantic, 
axiomatization, completeness and other formalizations, proper for every many-
valued logic. Fuzzy logic in the broad or wide sense is a singularity of this many-
valued logic and refers to concepts like linguistic variable, fuzzy if-then rule, 
fuzzy quantification and defuzzification, truth qualification, the extension princi-
ple, the compositional rule of inference and interpolative reasoning, etc. [3]. 

The fuzzy if-then rules are a very appreciated tool of fuzzy logic; it is the basis 
of the fuzzy reasoning and the fuzzy inference systems. Fuzzy if-then rules are con-
ditional statements of the form “if x1 is A1 and …and xn is An, then y is B”, where 
Ai and B are fuzzy sets. The inference is realized by using the Generalized Modus 
Ponens, which is basically the classical modus ponens, but consisting in particular 
of: “x is A*” and “if x is A then y is B” we infer B*. The fuzzy set B* has member-
ship function described in detail from Jang et al. [6]. For example, from the state-
ment “the tomato is more or less red” and the rule “if the tomato is red, then it is 
ripe”, it can be inferred that according to the generalized modus ponens “the toma-
to is more or less ripe”. The Generalized Modus Ponens is also known as Fuzzy 
Reasoning or Approximate Reasoning. 

The Fuzzy Inference Systems are successful frameworks for inference calcula-
tion. The Mamdani Fuzzy Models, the Sugeno Fuzzy Models and the Tsukamoto 
Fuzzy Models are three of the most recurrent models in the literature. The basic 
scheme of the Fuzzy Inference Systems is described as: from a set of crisp or fuzzy 
input data, other fuzzy sets are obtained as a consequence of every fuzzy if-then 
rule. The next step is the use of an aggregator, which is a unique function, repre-
senting the results of the conjoint of rules. This function needs to be defuzzified, 
in order to convert the fuzzy results into a single crisp output value. 

The success in the application of the above tools is guaranteed, but they need to 
use some extra-logical methods, including the defuzzification. Besides, the func-
tions defined as aggregators in the models, aren’t well justified from the point of 
view of the classical logics. 

The inference upon the Fuzzy Logic in the narrow sense provides some inter-
esting results that are more related to the mathematical logic. The concept of lat-
tice, which is defined in algebra and set theory, is the point of departure. A lattice 
is a particular case of partially ordered set. It includes a binary relation of order 
over every pair of elements of the set. The logic systems found in the literature are 
based on t-norm and t-conorm. 

The axiomatic of the Propositional Fuzzy Logic, also known as Basic Fuzzy 
Logic or Basic Fuzzy Propositional Logic, was introduced by Hájek in 1998. It is a 
Hilbert-style deduction system with the classical modus ponens as the unique rule 
of inference [3]. A natural extension of this axiomatic is obtained when including 
some axioms, where the universal and existential quantifiers appear; it is the Basic 
Fuzzy Predicate Logic. In Hilbert-style deduction systems the axiomatic is formed 
by formulas with the implication operator. The Basic fuzzy logic takes the opera-
tors of implication and conjunction, and the constant 0 (false) for defining the 
negation operator and the disjunction operator. 
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The Fuzzy Logic with Evaluated Syntax includes the notion of lattice. Every an-
tecedent formula is directly evaluated with its truth value, and the result of the 
deduction obtained with the application of the modus ponens is a formula comput-
ed by the order of the lattice with a truth value as well. The axioms, which are not 
necessarily fully true are equally accepted; see Nóvak and Dvorák [10]. The  
deduction in the Fuzzy logic with evaluated syntax uses the theory of proof of 
classical logic; hence, it is a natural generalization of the mathematical logic. 
Nonetheless, [11] agreed that these calculi in the narrow sense haven’t enough 
variety of applications. Other approaches and tendencies according the inference 
can be found in [3, 10, 11]. 

The apparent contradiction between the use of mathematically rigorous calculi 
not widely applied and the use of pragmatic tools for inference with many suc-
cessful applications, is perhaps due to the use of the t-norm and t-conorm para-
digm as the principal rational option to define fuzzy logic systems. However, the 
compensatory operators seem to be more adequate to model the human thinking, 
according to some experiments [9]. In addition, some pragmatic calculations like 
defuzzification are compensatory because they are essentially a mean. 

The unique paradigm of fuzzy logic system found in the literature, based on  
compensatory operators, and not exclusively on single isolated operators [2], is the 
Compensatory Fuzzy Logic (CFL) [4]. A CFL system is a quartet of: a conjunction 
operator, a disjunction operator, a negation operator and a strict fuzzy order operator. 
They must satisfy an axiomatic which belongs to the logic and the decision theory. 

CFL is a formal development of a logic system, from the Narrow Fuzzy Logic 
point of view, but with properties allowing its application in solving all the prob-
lems like in Fuzzy Logic in broad sense. CFL axiomatic can be considered as an 
extension of the mathematical logic, furthermore it can be successfully associated 
with the methodology for Experts Systems, called Knowledge Engineering [1] and 
the notion of Soft Computing [13]. 

The CFL makes possible the idea of computation by words, as proposed by 
Zadeh [14]; it upgrades the use of solely simple linguistic variables, through im-
plementation of complex phrases expressed in natural language. Thus, CFL allows 
to model problems expressed in natural language, using sentences provided by 
experts in the theme, following the methodology of the Expert Systems.  

This chapter aims to introduce new and useful inference systems based on CFL. 
They will be called Compensatory Inference Systems (CIS). They are generaliza-
tions of the deduction, like in mathematical logic, with one implication operator 
found in the literature. 

The chapter is organized as follows: in the second epigraph – Preliminaries – 
some basic concepts and operators of CFL are explained, and a one-parameter 
family system of logic systems is introduced. Likewise, proposed operators for 
CIS, are briefly described. Epigraph 3 defines the statistical properties of the CFL. 
The relation between CFL and Bivalent logic is treated in epigraph 4. Compensa-
tory Inference Systems - as fifth epigraph - exposes the criteria and the results 
according the CIS. Epigraph 6 portrays some experiments with the CIS.  Possibili-
ties of CIS for Approximate Reasoning and Knowledge Discovery are discussed 
in the conclusion of this chapter. 
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2 Preliminaries 

A Compensatory Logic (CL) is a quartet of operators (c, d, o, n), where c is con-
junction, d is disjunction, o is fuzzy strict order and n is negation [4]. 

c and d map vectors of [0,1]n into [0,1], o is a mapping from [0,1]2 into [0,1], 
and n is a unary operator of [0,1] into [0,1]. Some axiomatic must to be satisfied 
for the operators of conjunction and disjunction, like e.g. Compensation Axiom¸ 
Symmetry Axiom, Veto axiom and others [4]. 

A family of CL may be obtained from the quasi-arithmetic means, with the fol-
lowing formula [8]: 

,ଵݔ)௙ܯ ,ଶݔ … , (௡ݔ = ݂ିଵ ൭1݊ ෍ ௡(௜ݔ)݂
௜ୀଵ ൱ (1)

Where ݂(ݔ) is a continuous and strictly monotonic function of one real variable 
for ݔ ∈ (0,1]. 

Then CFL has probabilistic properties, which join logic and statistical infer-
ences. It facilitates models for automated learning, which have properties of statis-
tical estimator. 

A particular one-parameter family can be introduced using the formula below: 

,ଵݔ)௙ܯ ,ଶݔ … , (௡ݔ = ൭1݊ ෍ ௜௣௡ݔ
௜ୀଵ ൱ଵ ௣⁄

 (2)

Where ݌ ∈ (−∞, 0].  
It satisfies the axiom of compensation, if the conjunction is defined as in (2). 

More details about the CL and formulas of family (2) can be found in [4]. 
Parameter p measures the degree of “compensation” in the correspondent logic. 

Since formula (2) is the minimum operator, when ݌ = −∞[2,8], ݌ = 0 is the 
most “compensatory” of all the compensatory systems in the one-parameter family 
exposed in (2). 

The universal proposition over the set x, in CFL, which is the generalization of 
formula (1), is defined as following: 

∀௫∈௑ ݔ (ݔ)݌ = ۔ە
ଵି݂ۓ ቆ׬ ௑ݔ݀((ݔ)݌)݂ ׬ ௑ݔ݀ ቇ ݂݅ (ݔ)݌ > 0 for entire ݔ ∈ ܺ0               In any other case  (3) 

Implication operators are mostly defined like conjunction, disjunction and  
negation of t-norms and t-conorms. In this chapter these concepts will be extended 
to compensatory logics. Other implication operators used here are associated  
with specific t-norm and t-conorms, but they are used in combination with  
compensatory logics to get a CIS.  
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The criteria for selecting implication operators for our purposes are the following: 

1. The operator satisfies the truth value table of the bivalent classical logic. 
The operator must be a continuous function with regard to both arguments or have 

a finite number of removable discontinuities. 

Some implication operators suggested in the literature, which satisfy the two 
conditions expressed above are: 

• Reichenbach implication: ݔ → ݕ = 1 − ݔ +  ݕݔ
• Klir-Yuan implication:  ݔ → ݕ = 1 − ݔ +   ݕଶݔ
• Natural implication, see [4]: ݔ → ݕ = ,(ݔ)݊)݀  (ݕ
• Generalized Zadeh implication: ݔ → ݕ = ,(ݔ)݊)݀ ,ݔ)ܿ  ((ݕ
• Yager implication: ݔ → ݕ =  ௫ݕ

Other classifications can be found in [7]. 

3 Statistical Inference from CFL 

The following theorem can be obtained directly from the Central Limit Theorem: 

Theorem 1: If (ݔ)݌ > 0 for any x in a universe X, then the universal proposition ∀௫∈ெ (ݔ)݌ = ݂ିଵ(ଵ௡ ෌ ௫∈ெ((ݔ)݌)݂ ) of the predicate (ݔ)݌, is a statistical estima-

tor of the truth value of ∀௫∈௑(ݔ)݌, the universal proposition over X. 

Proof 

Since 
ଵ௡ ∑ ௫∈ெ((ݔ)݌)݂  is distributed as ܰ ቀݑ, ఙమ௡ ቁ, where ߪଶ is the variance of ݂((ݔ)݌) and u is the mean of ݂((ݔ)݌), then 

ଵ௡ ෌ ௫∈ெ((ݔ)݌)݂  is an estimator of u 

because of the Central Limit theorem. Accordingly 

 ∀௫∈ெ (ݔ)݌ = ݂ିଵ(ଵ௡ ෌ ௫∈ெ((ݔ)݌)݂ ) is an estimator of ∀௫∈௑(ݔ)݌. Consequently, 

the truth value of the universal proposition over a probabilistic sample M is an 
estimator of the truth value of the universal proposition over the universe X. 

4 The CFL and the Bivalent Logic 

Definition 1 
Let p(x) be a formula of the propositional calculus in CFL. 
A formula is valid according CFL if whatever could be Δ , 0<Δ<1, exist a set S 

of neighborhoods of elements belonging to {0,1}n  such that: ∀௫∈ௌ ݔ (ݔ)݌ > ∆ (4) 

can be obtained. 
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Theorem 2: Let ϕ be formula of the propositional calculus, then ϕ is valid in the 
bivalent logic, if and only if, it is valid according CFL. 

Proof 
If ϕ is valid in the CFL, according to condition (4), every truth value of ϕ can 

not be 0 for any x∈S, including all ݔ ∈ ሼ0,1ሽ௡. Hence, ϕ is valid in the bivalent 
logic, because its possible truth values for ݔ ∈ ሼ0,1ሽ௡ are either 0 or 1, and 0 was 
excluded as we proved. 

If ϕ is a tautology, then due to the continuity (or at least the finite number of 
removable discontinuities) of the operators used to define it and the mean value 
theorem, exists a set S of neighborhoods of elements belonging to ሼ0,1ሽ௡, such 
that ∀௫∈ௌ ݔ (ݔ)݌ > ∆, then ϕ is valid according CFL.  

Remark 1 
Let us note that if we select a tautology, for every Δ, independently how great 

value for it will be selected, ‘sufficiently small sized’ neighborhoods Vi exist, such 
that the truth value of a tautology is greater than Δ. Therefore, it is always possible 
to set beforehand a threshold Δ, with the property that the tautology is greater than 
Δ, for some sufficiently small sized set S, defined like in definition 1.  

5 Compensatory Inference Systems 

A CIS is the combination of a Compensatory Logic and an implication operator. 
The axiomatic of Kleene is a well-known Hilbert-style deduction system, there-

fore the implication is essential part of its logical axioms, which represent tautolo-
gies of the bivalent logic. They are defined as shown below [3]. 1ܺܣ: ܣ → ܤ) → :2ܺܣ  (ܣ ܣ) → (ܤ → ((A → ܤ) → ((ܥ → ܣ) → :3ܺܣ  ((ܥ ܣ → ܤ) → ܣ ∧ :4ܺܣ  (ܤ ܣ ∧ ܤ → A … A ∧ B → B  ܣ :5ܺܣ → ܣ ∨ ܤ … ܤ → ܣ ∨ ܣ) :6ܺܣ  ܤ → (ܥ → ܤ)) → (ܥ → ܣ) ∨ ܤ → :7ܺܣ  ((ܥ ܣ) → (ܤ → ܣ)) → (ܤ¬ → :8ܺܣ  (ܣ¬ (ܣ¬)¬ →   ܣ

 

Kleene’s axiomatic has been used as the basis for constructing bivalent logic in 
the framework of the well-known proof theory. This construction is based on the 
principle of deductive right structures. Such principle is called Deduction Theo-
rem [5], and is described in definition 2. 

 

Definition 2 ߙଵ, ,ଶߙ … , ௡ିଵߙ ⊢ φ is a deductive right structure, if the formula 
ଵߙ  ∧ ଶߙ ∧ … ∧ ௡ିଵߙ → φ is valid in the propositional calculus of the bivalent 
logic. ߙଵ, ,ଶߙ … ,  .௡ିଵ  are the hypotheses and ⊢ is the symbol of inferenceߙ

These classical concepts of deductive systems and proofs can be naturally ex-
tended to fuzzy logic, using the CFL approach. 
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Some right deductive structures are the following: 

a) ¬ܳ, ܲ → ܳ ⊢ ¬ܲ (Modus Tollens) 
b) ¬(ܲ ∧ ܳ) ⊢ ¬ܲ ∨ ¬ܳ (D’ Morgan) 
c) ܲ ⊢ ¬(¬ܲ) (Double negation) 
d) ܲ ∨ ܳ, ¬ܲ ⊢ ܳ (Disjunctive syllogism) 
e) ܲ ⊢ ܲ ∨ ܳ (Disjunction) 
f) ܲ, ܳ ⊢ ܲ ∧ ܳ (Conjunction) 

Definition 3 ߙଵ, ,ଶߙ … , ௡ିଵߙ ⊢ φ is a right deductive structure according CFL, if the formu-
la ߙଵ ∧ ଶߙ ∧ … ∧ ௡ିଵߙ → φ is valid according CFL. 

The truth value of the formula (5) below is considered the truth value of the 
demonstration of φ.  ߙଵ ∧ ଶߙ ∧ … ∧ ௡ିଵߙ → φ (5)

According definition 3, we can obtain the following immediate result:  

Corollary 1: ߙଵ, ,ଶߙ … , ௡ିଵߙ ⊢ φ is a right structure according bivalent logic if and only if ߙଵ, ,ଶߙ … , ௡ିଵߙ ⊢ φ is a right deductive structure according CFL, independently 
of the CIS selected. 

For example, all the right deductive structures used as examples of definition 2, 
are right deductive structures according CFL because of Corollary 1. 

This means that the following formulas are valid according CFL: 

a) ¬ܳ, ܲ → ܳ → ¬ܲ (Modus Tollens) 
b) ¬(ܲ ∧ ܳ) → ¬ܲ ∨ ¬ܳ (D’ Morgan) 
c) ܲ → ¬(¬ܲ) (Double negation) 
d) ܲ ∨ ܳ, ¬ܲ → ܳ (Disjunctive syllogism) 
e) ܲ → ܲ ∨ ܳ (Disjunction) 
f) ܲ, ܳ → ܲ ∧ ܳ (Conjunction) 

6 Experiment with CIS  

All the valid formulas of Bivalent Logic can be deducted using Kleene’s Axioms 
as premises in definition 2. 

Then according Corollary 1,  (∧௜ୀଵ଼ (௜ݔܣ → φ is valid for all φ.  
If we fix the set S of neighborhoods, the greater the truth values of the Kleene’s 

axioms are, according the CIS, the greater the number Δ of the valid condition 
according CFL is for each φ. Therefore the Kleene axioms’ conjunction truth 
value over all set of interpretations is an indicator of how great the truth value of 
valid formulas of bivalent logic are according CFL (4). 

As next tables with Kleene axioms values for different CIS will be presented. 
The definite integrals, simple, double and triple, depending on which axiom is 

applied, are calculated using MATLAB. The values of the formula in expression 
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(4), for some fixed exponent p (see (2)) and every implication operator are calcu-
lated. The results are presented in seven tables summarizing the calculus of the 
truth values of the Kleene’s axioms obtained for seven fixed p, where p is the 
parameter used in (2).  

Table 1 bases its calculus on ݌ = 0, where (2) results in Geometric Mean. Each 
column represents one of the implications’ operators: Natural, Generalized Zadeh, 
Yager, Reichenbach and Klir-Yuan. Each row represents one of the eight Kleene’s 
axioms. The last two rows calculate the values of the Universal Quantifier and the 
Minimum by implication operator, respectively. 

Table 1 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = 0 (Geometric mean) 

  
Natural 
Geometric 

Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.5859 0.5685 0.8825 0.9143 0.7433 

Ax2 0.5122 0.5073 0.8425 0.8709 0.6745 

Ax3 0.5556 0.5669 0.8825 0.9088 0.7416 

Ax4 0.5859 0.5661 0.7436 0.8160 0.7148 

Ax5 0.5859 0.5859 0.7774 0.8160 0.7217 

Ax6 0.5026 0.5038 0.8772 0.8911 0.6617 

Ax7 0.5315 0.5137 0.7574 0.7882 0.6690 

Ax8 0.5981 0.5981 0.7788 0.8301 0.7413 

Universal  
Quantifier 

0.5561 0.5502 0.8158 0.8532 0.7077 

Minimum 0.50258 0.5038 0.74357 0.78820 0.66172 

Table 2 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −1 (Harmonic mean) 

  
Natural  
Harmonic 

Generalized
Zadeh  Yager Reichenbach Klir-Yuan

Ax1 0.6369 0.6111 0.8784 0.9119 0.7369 

Ax2 0.5611 0.5449 0.8344 0.8668 0.6698 

Ax3 0.5996 0.6096 0.8686 0.9018 0.7335 

Ax4 0.6369 0.6161 0.7649 0.8295 0.7285 

Ax5 0.6369 0.6298 0.7905 0.8295 0.7265 

Ax6 0.5440 0.5331 0.8671 0.8823 0.6585 

Ax7 0.5753 0.5560 0.7411 0.7849 0.6640 

Ax8 0.6366 0.6366 0.7744 0.8270 0.7330 

Universal  

Quantifier 

0.60116 0.58962 0.81181 0.85225 0.70475 

Minimum 0.544 0.5331 0.7411 0.78493 0.6585 
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Table 3 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −2 

  Natural 
Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.6527 0.6254 0.8743 0.9094 0.7308 

Ax2 0.5879 0.5677 0.826 0.8626 0.6656 

Ax3 0.6173 0.6242 0.858 0.8961 0.726 

Ax4 0.6527 0.6332 0.7715 0.8343 0.7311 

Ax5 0.6527 0.6413 0.7939 0.8343 0.7251 

Ax6 0.57 0.5565 0.86 0.8763 0.6554 

Ax7 0.5947 0.5782 0.7192 0.7819 0.6595 

Ax8 0.6446 0.6446 0.7703 0.824 0.7252 

Universal  
Quantifier 

0.6191 0.6061 0.8042 0.8496 0.69996 

Minimum 0.57 0.5565 0.7192 0.7819 0.6554 

Table 4 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −3 

  Natural 
Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.6552 0.6278 0.87 0.9068 0.7251 

Ax2 0.5991 0.5782 0.8174 0.8585 0.6619 

Ax3 0.6223 0.6268 0.8497 0.8913 0.719 

Ax4 0.6552 0.6367 0.7728 0.8355 0.7295 

Ax5 0.6552 0.6416 0.7936 0.8355 0.7215 

Ax6 0.5819 0.5688 0.8544 0.8717 0.6527 

Ax7 0.6014 0.5872 0.7033 0.779 0.6555 

Ax8 0.643 0.643 0.7665 0.8211 0.718 

Universal  
Quantifier 

0.6242 0.61101 0.79627 0.84638 0.69482 

Minimum 0.5819 0.5688 0.7033 0.779 0.6527 
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Table 5 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −4 

  Natural 
Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.6521 0.6252 0.8656 0.9042 0.7198 

Ax2 0.6026 0.5821 0.8085 0.8543 0.6586 

Ax3 0.6213 0.6243 0.8428 0.8871 0.7125 

Ax4 0.6521 0.6345 0.7719 0.835 0.7262 

Ax5 0.6521 0.6376 0.7915 0.835 0.7173 

Ax6 0.5864 0.5741 0.8495 0.8679 0.6503 

Ax7 0.6021 0.5899 0.6331 0.7763 0.6521 

Ax8 0.6379 0.6379 0.7629 0.8184 0.7114 

Universal  
Quantifier 

0.6233 0.6106 0.77164 0.84291 0.6899 

Minimum 0.5864 0.5741 0.6331 0.7763 0.6503 

Table 6 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −10 

  Natural 
Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.6142 0.5941 0.8395 0.8876 0.6947 

Ax2 0.5859 0.5711 0.7525 0.8309 0.6449 

Ax3 0.5935 0.5936 0.8149 0.8673 0.6833 

Ax4 0.6142 0.6018 0.7565 0.8231 0.7016 

Ax5 0.6142 0.6022 0.7715 0.8231 0.6929 

Ax6 0.5751 0.5665 0.8272 0.8519 0.6401 

Ax7 0.5817 0.5755 0.3451 0.7635 0.6378 

Ax8 0.601 0.601 0.7462 0.8048 0.683 

Universal  
Quantifier 

0.5954 0.58637 0.4248 0.8225 0.66699 

Minimum 0.5751 0.5665 0.3451 0.7635 0.6378 
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Table 7 Results of the evaluation of each Klenee’s axiom for the formula in condition (4), 
where ݌ = −300 

  Natural 
Generalized
Zadeh Yager Reichenbach Klir-Yuan

Ax1 0.5094 0.5085 0.7089 0.7677 0.6183 

Ax2 0.5084 0.5077 0 0.7228 0.6025 

Ax3 0.5085 0.5085 0 0.7666 0.6036 

Ax4 0.5094 0.5089 0.6983 0.7572 0.6222 

Ax5 0.5094 0.5089 0.6991 0.7572 0.6216 

Ax6 0.5079 0.5076 0.6925 0.7502 0.6024 

Ax7 0.5081 0.5079 0 0.713 0.5993 

Ax8 0.5088 0.5088 0.6978 0.7561 0.6209 

Universal  
Quantifier 0.5086 0.5083 0 0.7179 0.6026 

Minimum 0.5079 0.5076 0 0.713 0.5993 

 
The combination of a CL, defined by a parameter p according to (2), and an 

implication operator for a specific Kleene’s axiom, is a specific formula of the 
propositional calculus of the CFL. Its truth value is obtained by using condition 
(4), which essentially consists in a multiple integral calculus for ܵ = [0,1]௡. 
MATLAB was utilized for the computation. 

The penultimate and ultimate rows of the tables summarize the conjunction and 
the minimum of the results. Basically, they are aggregation operators that allow 
ordering the implication operators by their truth values. For example, in table 1 the 
maximum truth values are obtained for the Reichenbach implication with ݌ = 0, 
and they are 0.8532 and 0.78820, (see the intersection of the ninth and tenth rows 
with the fourth column of table 1).  

The tables show that the Reichenbach implication has the best results for all of 
the fixed p. Axiom 7 has the worst truth values. The fourth and fifth axioms in-
crease their truth values, if p decreases, but they tend to decrease when certain p is 
reached. However, in general it can be assumed that the truth values decrease, if p 
decreases. 

Since the best results were obtained with Reichenbach, Yager and Klir-Yuan 
implications, an optimization problem using these implications was developed. 
The parameters to be estimated are p and the implication operators. Eight objec-
tive functions were maximized according the eight Kleene’s axioms and evaluated 
according condition (4). Genetic algorithms of MATLAB were used for the  
optimization. The results are shown in table 8. 
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Table 8 Results of maximizing the validation function evaluated in every Kleene axiom, by 
the three selected implication operators 

Implication/Axiom Reichenbach ImplicationYager implication Klir-Yuan Implication 

p estimated Truth value p estimated Truth value p estimated Truth value 

Ax1  0 0.914  -1.907e-6 0.883  0 0.743 

Ax2  0 0.871  -1.9073e-6 0.855  0 0.674 

Ax3  -1.9073e-6 0.909  0 0.882  0 0.742 

Ax4  -3.13379 0.835  -2.95215 0.773  -1.97656 0.731 

Ax5  -3.13379 0.835  -2.33789 0.7941  -1.09863 0.727 

Ax6  0 0.892  0 0,8772  0 0,670 

Ax7  0 0.788  0 0.7574  -1.9073e-6 0.669 

Ax8  -1.9073e-6 0.830  -1.9073e-6 0.7790  0 0.741 

 
It shall be remarked that the procedures to compute the truth values in table 8 

remain equal to those applied in the calculations of values in the previous tables. 
The difference in this case is that p is particularly estimated for each Kleene’s 
axiom and not a fixed parameter for all of them. The genetic algorithm was used 
as the method of optimization. 

Table 8 confirms preliminary results in the tables 1-7; Reichenbach implication 
generates the highest truth values for each Kleene’s axiom. For all the axioms the 
best estimated p were ݌ = 0 and ݌ = −1.9073݁-6, except for the fourth and fifth 
axioms, where p is between -1 and -4. The seventh axiom is the worst in all cases, 
except in the Klir-Yuan implication. 

Example 1 
Let us study the CIS, which consists of the Geometric Mean Based Compensatory 
Logic and the Reichenbach implication.  

The tautology of the propositional calculus, which represents the proof of the 
well-known rule named modus ponens, ݔ → ݔ)) → (ݕ →  have truth value ,(ݕ
0.8572 for ܵ = [0,1]ଶ. 

Δ and Δ’ exist, 0<Δ,Δ’<1, such that if the formula (∧௜ୀଵ଼ (௜ݔܣ → φ is valid, 
where ݔܣ௜ are the Kleene’s axioms, then φ is valid. In this case, Δ’= 0.8572 and 
Δ= 0.8799. 

Let us suppose the truth values of the data we are studying are greater than 0.7 
or below 0.3, that means they are 0.3 sized, then ܵ = ଵܸ ∪ ଶܸ ∪ ଷܸ ∪ ସܸ, where ଵܸ = [0,0.3] × [0,0.3], ଶܸ = [0,0.3] × [0.7,1], ଷܸ = [0.7,1] × [0,0.3] and  ସܸ = [0.7,1] × [0.7,1]; consequently, modus ponens have a truth value great than 
0.8911, which is a greater (a better) truth value than 0.8572. 

It can be exemplary concluded that if the neighborhood is [0,1]2 then the truth 
value of the first Kleene’s axiom is 0.9143, see table 1, and for S, its truth value is 
0.9382. 
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7 Approximate Reasoning and Knowledge Discovery by CIS 

Because CFL is compatible with the bivalent logic, CIS can be applied in Approx-
imate Reasoning and Knowledge Discovery by the use of right deductive struc-
tures of bivalent mathematical logic. This will be illustrated as next. 

A Knowledge Discovery method is compounded by three basic components: 
(1) model representation, (2) model evaluation and (3) search. 

A general method of Knowledge Discovery by logical predicates has been in-
troduced in literature [12]. It uses logic predicates like way of representation, mul-
tivalued fuzzy logic for evaluation and any meta-heuristic or optimization method 
as the way to search. 

Searching is made applying as objective function the universal proposition truth 
value, over the set of instances of the used Data Base. 

Searching can be made while fixing specific structure of the predicates, and 
changing the parameters’ value with the purpose to solve 1) specific problem of 
Data Mining or adjusting a hypothesis to improve the truth value; 2) modifying 
the structure of predicates, looking into the space of all possible predicates. 

The first kind of problems is better answered by optimization methods, finding 
local maximums. The second finds solution, using any meta-heuristic for obtain-
ing all predicates with good truth values. 

The way of knowledge discovery from hypotheses shall be illustrated on an  
example of Mexican economy. 

Example 2: 
The following hypotheses can be enunciated: 

a) If the time t after the moment ݐ଴ is short, Gross Domestic Product (GDP) is big, 
the value of Mexican Peso is good, and also inflation, then inflation at the  
moment ݐ଴ +  .will be good (Enough Condition for future inflation) ݐ

b) If the time ݐ after the moment ݐ଴ is short, GDP is big, the value of Mexican 
Peso is good, and inflation too, then the value of Mexican Peso at the moment ݐ଴ +  .will be big. (Enough Condition for future value of Mexican Peso) ݐ

c) If the time t after the moment ݐ଴ is short GDP is big, the value of Mexican peso 
is good, and inflation too, then GDP in moment ݐ଴ +  will be good. (Enough ݐ
Condition for future GDP). 

Hypotheses were modeled using CFL with basic predicates as sigmoid functions. 
Table 9 resumes the truth value of the three hypotheses, where 1’, 2’ y 3’ are 

the necessary conditions corresponding to 1, 2 and 3. Its first half expresses the 
truth value for each hypothesis using the sample. The first row in the first half uses 
fifty cases, and the second row is based on another six additional cases. The se-
cond half expresses the results after doing a continuous search in the parameters 
space to achieve a better necessary condition for the future inflation. A greater 
proximity between the truth values of hypothesis’ 1' estimations for both samples 
is observed after optimization, due to the variance reduction associated to a truth 
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value closer to 1. Then, getting truer value means getting less uncertain one from 
the probabilistic point of view too. 

Table 9 Truth value of the universal propositions of the two samples, before and after the 
parameters searching 

Hypothesis 1 Hypothesis 2 Hypothesis 3 Hypothesis 1' Hypothesis 2' Hypothesis 3' 

0.439202131 0.574390855 0.604586702 0.846168613 0.281018624 0.395033281 

0.519845804 0.657303193 0.754040445 0.890357379 0.330713346 0.578926238 

Hypothesis 1 Hypothesis 2 Hypothesis 3 Hypothesis 1' Hypothesis 2' Hypothesis 3' 

0.15293434 0.493060755 0.476469006 0.992585058 0.361083333 0.353165336 

0.064133476 0.727586495 0.58911645 0.999644446 0.552232295 0.534562806 

 
Table 10 represents the value of sigmoid membership functions parameters, 

Gamma and Beta: the initial ones and the obtained from searching. They are the 
inverse image of 0.5 and 0.1. Consequently, results can be interpreted as a substi-
tution of the states in each fuzzy variable with new states, represented by those 
functions, or in some cases an adjustment of the parameters value for expressing 
better the linguistic variable state. 

Table 10 Parameters, before and after the search by optimization 

 Gamma Beta Gamma Beta 

Inflation 11 5 10.3022482 5.30220976 

GDP 2 0 2.70067599 0.12747186 

Money Value 7 12 6.8657769 12.0650321 

Future Inflation 11 5 6.39146712 6.35080391 

Future GDP 2 0 2 0 

Future Money Value 7 12 7 12 

Time 2 4 1.19916547 4.14284971 

 
Corollary 1 is fundamental for the use of deductive reasoning as search way for 

new ‘good predicates’, using the knowledge base of predicates, discovered previ-
ously. 

According to Corollary 1, using CIS gives the possibility to use right deductive 
structures of Classical Bivalent Logic from discovered good predicates, in order to 
obtain new ones and selecting from the ‘deduced predicates’ new ones with higher 
truth value.  

To summarize, if the premises ߙଵ, ,ଶߙ … ,  ௡ିଵ are approximately true accordingߙ
the Data Base, and the deductive structure ߙଵ ∧ ଶߙ ∧ … ∧ ௡ିଵߙ ⊢ φ is approxi-
mately right, over a set S of interpretations containing approximately the truth 
values of ߙଵ, ,ଶߙ … ,  .௡ିଵ, then, the predicate φ will be approximately trueߙ
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Such approximate reasoning utilizing bivalent logic enables heuristic obtaining 
of predicates, which can have high truth value, according the Data Knowledge 
from the previously obtained predicates. 

Example 3: 
A Data Base B has the following seven variables. They describe patients and 

are presented in detail in one chapter, which will appear in the second part of this 
book:  

a) Age 
b) Race 
c) Hypertension 
d) Body Mass Index (BMI) 
e) Cardiovascular and/or Cerebral Vascular Accident (CVA) antecedents (both 

known for the expression: “Antecedents”) 
f) Sex 
g) Classification of diabetes (Diabetes) 

Combination of Geometric Mean Compensatory Logic with Generalized Zadeh 
implication was used as CIS. 

The seven variables above define fuzzy variables. Many new predicates were 
discovered by using the following two predicates below, which have high truth 
values for every patient: 

• (((Race=white) ∧ (Age=advanced)) → (Classification =diabetes)) (premise)  
Truth value of the universal proposition over B: 0.8632  

• (((Antecedents=true) ∧ (Age=advanced)) → (Classification =diabetes)) 
Truth value of the universal proposition over B: 0.8574  
 
If we consider these predicates like premises, valid for all the instances (pa-

tients), we can make the following sequential demonstration. The right deductive 
structures used, were used as examples before, in section 5: 

Hypothesis 
݁݃ܣ .1 =   ݀݁ܿ݊ܽݒ݀ܽ
݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ .2 =   (ݏ݁ݐܾ݁ܽ݅݀

Premises 

3. ((ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  (ݏ݁ݐܾ݁ܽ݅݀
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)) .4 = (݁ݑݎݐ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  (ݏ݁ݐܾ݁ܽ݅݀

 
5. ¬(ܴܽܿ݁ = ݁ݐℎ݅ݓ ∧ ݁݃ܣ =  Modus Tollens (2,3)                       (݀݁ܿ݊ܽݒ݀ܽ
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ .6 = ݁ݑݎݐ ∧ ݁݃ܣ =  Modus Tollens (2,4)        (݀݁ܿ݊ܽݒ݀ܽ
7. ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ∨ ݁݃ܣ)¬ =  D’ Morgan (5)               (݀݁ܿ݊ܽݒ݀ܽ
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ .8 = (݁ݑݎݐ ∨ ݁݃ܣ)¬ =  D’ Morgan (6) (݀݁ܿ݊ܽݒ݀ܽ
݁݃ܣ)¬)¬ .9 =  Double negation (1) ((݀݁ܿ݊ܽݒ݀ܽ

10. ¬(ܴܽܿ݁ =  Disjunctive Syllogism (7,9)                 (݁ݐℎ݅ݓ
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ .11 =  Disjunctive Syllogism (8,9)   (݁ݑݎݐ
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12. ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ∨ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ =  Addition (10)        (݁ݑݎݐ
13. ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ =  Product (10, 11)        (݁ݑݎݐ

 

According the sequential demonstration, the following deductive structures are 
approximately right. 

݁݃ܣ)  = ,(݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ⊢ ¬(ܴܽܿ݁ = ݁݃ܣ)  (݁ݐℎ݅ݓ = ,(݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ ⊣ = ݁݃ܣ)  (݁ݑݎݐ = ,(݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ⊢ ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬∨ = ݁݃ܣ)  (݁ݑݎݐ = ,(݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ⊢ ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬∧ =   (݁ݑݎݐ
 

Then the following predicates are probably approximately truth 
݁݃ܣ)  = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ = ݁݃ܣ) (݁ݐℎ݅ݓ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ → = ݁݃ܣ)  (݁ݑݎݐ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬∨ = ݁݃ܣ)  (݁ݑݎݐ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬∧ =   (݁ݑݎݐ
 
Because the predicates we used as premises are approximately true, we should 

expect that some of the predicates obtained through reasoning from them, since 
we use deductive structures approximately true, have good truth values as well.  

The truth values of these predicates illustrate that among predicates obtained by 
Boolean reasoning, there are obtained predicates with good truth values: 

݁݃ܣ)  = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ =  (݁ݐℎ݅ݓ
Truth value of the universal proposition over B: 0.6479 (݁݃ܣ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ → =  (݁ݑݎݐ
Truth value of the universal proposition over B: 0.8348 (݁݃ܣ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ = (݁ݐℎ݅ݓ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬∨ =   (݁ݑݎݐ
Truth value of the universal proposition over B: 0.7419 (݁݃ܣ = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)¬ = (ݏ݁ݐܾ݁ܽ݅݀ → ¬(ܴܽܿ݁ (݁ݐℎ݅ݓ= ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)¬ =   (݁ݑݎݐ
Truth value of the universal proposition over B: 0.66021 
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Based on example 3, it the conclusion of the experiments can be made as follows: 
According tables 1-7, the best CIS for using any deductive right structure as a 

way of searching, is the combination of Reichenbach with the conjunction ob-
tained by ݌ = 0 (Geometric mean). 

As observed in table 8, for the case of Kleene axioms, it is possible to find 
more convenient CIS for obtaining the best value of each formula. Consequently, 
it is possible to select the best CIS for using a specific right deductive structure 
like way of searching. 

8 Concluding Remarks  

This chapter introduced new fuzzy inference systems based on Compensatory 
Fuzzy Logic: a quartet of operators, where c, d, o and n are the operators of the 
Compensatory Logic and a fuzzy implication operator. 

Some properties of CFL recommend the study of inference in its framework; 
see [4]: 

• Their logic operators seem to be more adequate to model human thinking, ac-
cording to some experiments [9]. 

• The truth values of the composed predicates can be interpreted semantically by 
themselves, because their operators of conjunction and disjunction are idempo-
tent and continuous. This is an advantage over the systems based on norm and 
conorm. 

• Usually, fuzzy systems model the vagueness of the natural language by means 
of one simple linguistic variable. It doesn’t use only simple linguistic variables, 
but complex phrases expressed in natural language. Thus, CFL allows to model 
problems expressed in natural language, using sentences provided by experts in 
the filed, following the methodology of the Expert Systems. Hence, CFL is 
more adequate than other logic systems to compute with words, according to 
the idea proposed by Zadeh [14]. 

• Theorem 2, establishes a very important result: the equivalence between the 
valid formulas of CFL and bivalent logic. Corollary 1 expresses the same result 
between right deductive structures of CFL and Boolean Logic. 

As consequence of this corollary, a very important result illustrated through the 
examples in this chapter is the possibility of applying the classical Boolean rea-
soning as the search component of Knowledge Discovery by using logical predi-
cates. This is a very important advance in the ways of Approximate Reasoning and 
Knowledge Discovery. The here demonstrated properties built a very coherent 
relation between approximate reasoning and Boolean Logic. 

Probabilistic properties expressed in theorem 1 allow applying statistical infer-
ence in the framework of CFL. That theorem expresses that the universal proposi-
tion over a sample can be a statistic estimator of the corresponding universal 
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proposition over the entire universe. Then CFL joins logical and statistical infer-
ences, it gives logical models of automated learning with properties of a statistical 
estimator too. 

The study of other implications as components of CISs is further needed. The 
experimentation in the use of these new ways of inference and the development of 
tools is very important. Some chapters included in this book are beginning studies 
of Knowledge Discovery by CFL predicates, but studies according searching by 
reasoning and statistical inference by it, should be studied like promising ways of 
inference. The use of Kleene axioms is a good approach to evaluate the behavior 
of CIS systems, but studies of sensitivity and robustness of different CIS operators 
can offer more light over their selection. The realization of the experiments of 
Knowledge Discovery using reasoning by bivalent logic as way to search in the 
space of fuzzy predicates with high truth value according different CIS, different 
deductive right structures, and looking for the solutions of different knowledge 
discovery problems are proved to be important, according the results shown in  
this chapter. 
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A Fuzzy Approach to Prospect Theory 

Rafael Alejandro Espín Andrade, Erick González,  
Eduardo Fernández, and Salvador Muñoz Gutiérrez* 

Abstract. The aim of this chapter is to revisit an experiment of Kahneman and 
Tversky to arrive at conclusions about Prospect theory and the ways of human 
thinking, but using a fuzzy approach, especially the compensatory one. New re-
sults shall be proved and others well-known shall be changed or confirmed. The 
study comprises the examination of logical predicates like those expressed by the 
following sentences: “if a scenario is probable then it is convenient”, “there exist 
probable and convenient scenarios” and “all the scenarios are probable and con-
venient”. According to the empirical results, the Reichenbach implication and the 
Geometric Mean are closest to the people’s way of thinking. 

1 Introduction 

Prospect theory has been well accepted by Decision Theory community. This suc-
cess is due to its right and simple answer to the question: actually how human be-
ings make decisions under uncertainty? [8]. The expected utility theory, another 
classic, can’t deal with situations where the subjectivity of persons is relevant and, 
hence, objectivity is not the only factor to be taken into account [6]. 

Prospect theory is a consequence of many experiments carried out by Kahne-
man and Tversky about the attitude of human being under uncertainty situations. 
They maintained the concept of lottery, used for computing expected utility func-
tions, which consists of a set of premiums often representing money quantities, 
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positive if they are gains or negative if they are losses, while being associated with 
the probability of occurrence, such that the probabilities of all the premiums sum 
one. They studied the shape, slope and other characteristics of a function, named 
value function that measures the risk attitude and preferences of persons. In this 
context, lotteries are called prospects. 

On the other hand, Fuzzy logic is a multi-valued logic, with a wide range of ap-
plications [4]. Some of their essential properties are their facilities to model the 
“vagueness” proper to the natural language and the uncertainty. These properties 
are arguments to justify the relevance of searching for nexuses between Fuzzy 
logic and Prospect theory. Also, fuzzy logic has been a useful tool for modelling 
preferences. 

The notion of t-norm and t-conorm doesn’t seem to be adequate to solve prob-
lems in decision making; however, it is the most extended approach of all, even 
though empirical studies prove that some compensatory operators are closest to 
represent real human thinking than any t-norm or t-conorm system [10]. 

The insufficient study of compensatory operators in fuzzy literature [2], usually 
provokes that the concept of operator prevails over the concept of integrated op-
erators’ system. Maybe, the only exception in the literature is Compensatory 
Fuzzy Logic (CFL) [5]. The CFL consists of a set of axioms, some of them in-
spired in logic and others in Decision theory, which are grouped in a coherent 
way. It is a quartet of continuous operators (c, d, o, n) of, respectively, a conjunc-
tion operator, a disjunction operator, a fuzzy strict order operator and a negation 
operator. 

The conjunction operator of the CFL could be defined with formulas of the 
quasi-arithmetic means and the disjunction operator could be their duals. CFL is a 
recommendable tool to be used in Soft-computing, which is the classification 
given by Zadeh [14] to all the branches of Artificial Intelligence opposites to 
hard-computing, such that a good or approximate solution is accepted, even if it is 
not optimal, and fuzzy logic is one of their bases. 

CFL is designed to calculate using complex sentences expressed in natural lan-
guage, and not the so usually exclusive employment of simple linguistic variables. 
The conception of this new tool is to reaffirm the Zadeh’s idea to compute with 
words rather than with numbers [15]. This characteristic can be used to link CFL 
with Artificial Intelligence branches like Knowledge Engineering, the Expert Sys-
tem’s methodology [1]. 

The aim of this chapter is to revisit an experiment of Kahneman and Tversky 
[8] to arrive at conclusions about Prospect theory and the ways of human thinking, 
but using a fuzzy approach, especially the compensatory one. New results shall be 
proved and others well-known shall be changed or confirmed. The study com-
prises the examination of logical predicates like those expressed by the following 
sentences: “if a scenario is probable then it is convenient”, “there exist probable 
and convenient scenarios” and “all the scenarios are probable and convenient”.   
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In this chapter, a scenario is a premium, which is associated with a probability. An 
implication operator upon a set of five and a one-parameter family of compensa-
tory systems will be selected for representing these predicates. 

The chapter is structured as follows: next section, called Preliminaries, is di-
vided in two parts, the first of them explains the basic concepts of Prospect theory 
and the second one exposes some notions about CFL, including the introduction of 
a compensatory one-parameter family. The third section describes the experiment 
of Kahneman and Tversky that shall be used in the chapter; some other notions 
like implication operators that will be useful are included. This section finishes 
with the description of a fuzzy approach to Prospect theory.  The fourth section 
describes the analysis of the results. 

2 Preliminaries 

A prospect in Prospect theory, as a lottery in Utility theory, is represented by ܮ = ,ଵݔ) ,ଵ݌ ,ଶݔ ,ଶ݌ … , ,௡ݔ ௜݌ ௡), where݌  is the probability to obtain the potential 
outcome or premium ݔ௜ and ∑ ௜௡௜ୀଵ݌ = 1. 

The detailed manner to measure the prospects can be found in [8], it is basically ܸ(ܮ) = ∑ ௡௜ୀଵ(௜ݔ)ݒ(௜݌)ߨ  is called the weighting function or decision weight, which maps over the (݌)ߨ .
probabilities and (ݔ)ݒ is called the value function, which maps over the outcomes 
or premiums.  

Let us note that probabilities aren’t used directly in the final valorisation of the 
prospect, because they don’t influence objectively the result, but subjectively, ac-
cording to a function (݌)ߨ defined by the decision maker. Usually, (݌)ߨ is as-
sumed by individual decision makers as non-linear weights, which are concave 
over certain interval [0, b] and convex over the interval [b, 1], where 0<b<1. 

The value function has the characteristics summarized below, according to em-
pirical results: 

1. There exists a reference point that is valued as indifferent by people. The 
other points are assumed like deviations from this point; therefore, people 
think in terms of gains and losses. 

2. The function is concave over gains and convex over losses. That is to say, it is 
an s-shaped or sigmoidal function. 

3. It is steeper for losses than for gains. This is because people experience losses 
more intensively than gains. 

Hypothetical figures of a value function and a decision weight are represented 
in figures 1 and 2, respectively. 

In brief, people are risk-averse for gains and risk-seeking for losses. 
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Fig. 1 A hypothetical Value Function Fig. 2 A hypothetical weighting function 

A Compensatory Fuzzy Logic (CFL) system is a quartet (c,d,o,n) of operators 
of conjunction, disjunction, fuzzy strict order and  negation, respectively [5]. 

c and d map vectors of [0,1]n into [0,1], o is a mapping from [0,1]2 into [0,1], 
and n is a unary operator of [0,1] into [0,1]. Some axiomatic must to be satisfied 
for the operators of conjunction and disjunction, like for example, Compensation 
Axiom¸ Symmetry Axiom and others [5]. 

A family of CFL systems may be obtained from the quasi-arithmetic means, 
with the following formula below [9]: ܯ௙(ݔଵ, ,ଶݔ … , (௡ݔ = ݂ିଵ ൭1݊ ෍ ௡(௜ݔ)݂

௜ୀଵ ൱ (1) 

Where f(x) is a continuous and strictly monotonic function of one real variable. 
In this chapter the one-parameter family with formula: 

,ଵݔ)௙ܯ ,ଶݔ … , (௡ݔ = ൭1݊ ෍ ௜௣௡ݔ
௜ୀଵ ൱ଵ ௣⁄

 (2) 

Where ( ]0,p ∞−∈  satisfies the axiom of compensation, if the conjunction is 

defined as in (2). More details about the CFL and formulas of family (2) can be 
found in (Espin et al. 2011). 

Therefore, conjunction is defined as follows: 

,ଵݔ)ܿ ,ଶݔ … , (௡ݔ = ൭1݊ ෍ ௜௣௡ݔ
௜ୀଵ ൱ଵ ௣⁄

 (3) 

The disjunction is defined as the dual of the conjunction, that is to say: 

,ଵݔ)݀ ,ଶݔ … , (௡ݔ = ൭1݊ ෍(1 − ௜)௣௡ݔ
௜ୀଵ ൱ଵ ௣⁄

 (4) 
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The fuzzy negation is: ݊(ݔ) = 1 −  (5) ݔ

The fuzzy strict order is: ݔ)݋, (ݕ = (ݔ)ܿ]0.5 − [(ݕ)ܿ +  .is a formula of the propositional calculus in CFL (࢞)݌ (6) 0.5
This formula is valid in the CFL if it satisfies the condition (7), below: ݂ିଵ ൭׬ ׬೙[଴,ଵ]ݔ݀((ݔ)݌)݂ ೙[଴,ଵ]ݔ݀ ൱ > 12 (7) 

3 The Experiments 

This section begins with a useful resume of fuzzy implications. 
In fuzzy literature the classification of implication operators is usually defined 

using other operators, like conjunction, disjunction and negation, but they are al-
ways based on t-norm and t-conorm paradigm. In this chapter, these concepts will 
be extended to any fuzzy system, including the compensatory ones. Here, when it 
would be necessary, the operators will preserve their exact definition, even if they 
don’t correspond to any classification and taking into account that often the defini-
tion of an implication operator is associated with a specific t-norm and t-conorm.  

The criteria for selecting implication operators for our purposes are the  
following: 

1. The operator satisfies the truth-value table of the bivalent classical logic, 
when the truth-values calculus is restricted only to the set {0, 1}. Briefly, the 
truth-value of the formula ݔ → = ݔ is 1 if ݕ  0 or ݔ = = ݕ   1, and is 0 if ݔ =  1 and ݕ =  0. 

2. The operator must be a continuous function with regard to both arguments or 
it has a finite number of removable discontinuities. 

The reason for imposing condition 1 is that this must be a natural extension of 
the mathematical logic. Whereas condition 2 guarantees the “sensitiveness” of the 
composed predicates, that is to say, any change in the simple predicates will be re-
flected in the final results of their corresponding composed predicates. 

Some classifications definitions appeared in the literature are:  

• S-implication [4]: ܫ௦(ݔ, (ݕ = ,(ݔ)݊)݀  where d and n are the disjunction and ,(ݕ
negation operators, respectively. 

• R-implication [4]: ܫோ(ݔ, (ݕ = ݖሼ݌ݑݏ ∈ [0,1]: ,ݔ)ܿ (ݖ ≤ -ሽ, where c is the conݕ
junction operator. 

• QM-implication [11], which is also known as QL-implication [4]: ܫொ௅(ݔ, (ݕ = ,(ݔ)݊)݀ ,ݔ)ܿ   ((ݕ
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• A-implication [12]: The operator satisfies a group of axioms, which implicitly 
associate it with the conjunction, disjunction and negation operators. For ex-
ample, the Law of Importation (ݔ ∧ ݕ → (ݖ ՞ ݔ) → ݕ) → -is one of its axi ((ݖ
oms, where the symbol ՞ is the logic equivalence. 

The implication operators that have appeared in the literature satisfy the two 
conditions expressed above, and their classifications are: 

• Reichenbach implication (S-implication): ݔ → ݕ = 1 − ݔ +   ݕݔ
• Klir-Yuan implication (a variation of the above case without a classification): ݔ → ݕ = 1 − ݔ +  ݕଶݔ
• Natural implication (S-implication), see [5]: ݔ → ݕ = ,(ݔ)݊)݀   (ݕ
• Zadeh implication (QL-implication): ݔ → ݕ = ,(ݔ)݊)݀ ,ݔ)ܿ   ((ݕ
• Yager implication (A-implication): ݔ → ݕ =  ௫ݕ

The formula of the equivalence is defined as: ݔ ՞ ݕ = ݔ) → (ݕ ∧ ݕ) →  It is .(ݔ
valid for any implication operator and any conjunction operator. 

Other classifications can be found in [7]. 
This chapter shall revisit an experiment of Tversky and Kahneman appeared in 

[13]. The results are summarized in the table 1: 

Table 1 Results of an experiment of Tversky and Kahneman 

Premium 1 Premium 2 Probability 1 Probability 2 Equivalent 

0 50 0.9 0.1 9 

0 50 0.5 0.5 21 

0 50 0.1 0.9 37

0 -50 0.9 0.1 -8 

0 -50 0.5 0.5 -21 

0 -50 0.1 0.9 -37

0 100 0.95 0.05 14 

0 100 0.75 0.25 25 

0 100 0.5 0.5 36

0 100 0.25 0.75 52 

0 100 0.05 0.95 78 

0 100 0.95 0.05 -8

0 100 0.75 0.25 -23.5 

0 100 0.5 0.5 -42 

0 100 0.25 0.75 -63

0 100 0.05 0.95 -84 

0 200 0.99 0.01 10 

0 200 0.9 0.1 20

0 200 0.5 0.5 76 

0 200 0.1 0.9 131 

0 200 0.01 0.99 188 

0 -200 0.99 0.01 -3

0 -200 0.9 0.1 -23 

0 -200 0.5 0.5 -89 
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Table 1 (continued) 

Premium 1 Premium 2 Probability 1 Probability 2 Equivalent 

0 -200 0.1 0.9 -155 

0 -200 0.01 0.99 -190 

0 400 0.99 0.01 12 

0 400 0.01 0.99 377 

0 -400 0.99 0.01 -14 

0 -400 0.01 0.99 -380 

50 100 0.9 0.1 59 

50 100 0.5 0.5 71 

50 100 0.1 0.9 83 

-50 -100 0.9 0.1 -59 

-50 -100 0.5 0.5 -71 

-50 -100 0.1 0.9 -85 

50 150 0.95 0.05 64 

50 150 0.75 0.25 72.5 

50 150 0.5 0.5 86 

50 150 0.25 0.75 102 

50 150 0.05 0.95 128 

-50 -150 0.95 0.05 -60 

-50 -150 0.75 0.25 -71 

-50 -150 0.5 0.5 -92 

-50 -150 0.25 0.75 -113 

-50 -150 0.05 0.95 -132 

100 200 0.95 0.05 118 

100 200 0.75 0.25 130 

100 200 0.5 0.5 141 

100 200 0.25 0.75 162 

100 200 0.05 0.95 178 

-100 -200 0.95 0.05 -112 

-100 -200 0.75 0.25 -121 

-100 -200 0.5 0.5 -142 

-100 -200 0.25 0.75 -158 

-100 -200 0.05 0.95 -179 

 
 
Columns 1, 2, 3 and 4 of table 1 represent prospects of two alternatives and the 

ultimate column summarizes equivalent values of their acceptance. 
The data in table 1 will be interpreted with fuzzy models. Sigmoidal is the 

membership function that will be used, according to the recommendation appeared 
in [3]. 
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The sigmoidal function formula is: ݔ)݉݃݅ݏ, ,ߙ (ݕ = 11 + ݁ିఈ(௫ି௬) (8) 

 

 

Fig. 3 A generic sigmoidal function with parameters  =  1 and  =  0.5 

Figure 3 is the graphic of a generic sigmoidal membership function, where  
γ = 1 and β = 0.5. α = 4.3944 was calculated by the following formula below: ߙ = ln(0.9) − ln(0.1)ߛ − ߚ   

Let us note that ߛ)݉݃݅ݏ, ,ߙ (ߛ = ,ߚ)݉݃݅ݏ ,0.5 ,ߙ (ߛ = 0.1 and it is s-shaped, 
different from function in figure 2 and equal to figure 1. ݔ =    is an “indifferent” 
value and ݔ =    is “almost false” in formula (8). 

Here a “scenario” is a premium associated with a probability and it will be clas-
sified with the term “convenient”. 

Three predicates will be calculated using fuzzy variables: 

1. “If the scenario is probable then it is convenient”. 
“All the scenarios are probable and convenient”. This statement measures the risk-

aversion tendency by the decision makers.  
“There exist probable and convenient scenarios”. This statement measures the 

risk-seeking tendency by the decision makers. 

It is converted in an optimization (maximization) problem which will be de-
tailed below in order of apparition: 

1. The first proposition is divided in the following two: “If all the scenarios are 
probable then they are convenient” and “If there are probable scenarios then 
they are convenient”. 
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The maximization problems are respectively: 

1.1. Maximize ଵܲଵ(ݔ) such that ଵܲଵ(ݔ) is: ∧௜ୀଵହ଺ (௜݌)௣ݑ)) → ((௜ݔ)௫ݑ ∧ ௣(1ݑ) − (௜݌ → (((௜ݕ)௫ݑ ՞ ,௜ݍ݁)݉݃݅ݏ ,௘௤ߙ  ௘௤) (9)ߛ

Where up and ux are the sigmoidal functions sigm(p,αp,γp) and sigm(x,αx,γx), 
representing respectively the predicates “the scenario is probable” and “the sce-
nario is convenient”. sigm(eqi,αeq,γeq) is the sigmoidal function of the equivalent 
values.  

1.2.  Besides, the second problem consists in maximizing ଵܲଶ(ݔ) such that ଵܲଶ(ݔ) is: ݉ܽݔ ∧௜ୀଵହ଺ (௜݌)௣ݑ)) → ((௜ݔ)௫ݑ ∨ ௣(1ݑ) − (௜݌ → ՞(((௜ݕ)௫ݑ ,௜ݍ݁)݉݃݅ݏ ,௘௤ߙ  ௘௤) (10)ߛ

2. The maximization problem is to find the maximum of ଶܲ(ݔ) such that ଶܲ(ݔ) is: ݉ܽݔ ∧௜ୀଵହ଺ (௜݌)௣ݑ)) ∧ ((௜ݔ)௫ݑ ∧ ௣(1ݑ) − (௜݌ ∧ ՞(((௜ݕ)௫ݑ ,௜ݍ݁)݉݃݅ݏ ,௘௤ߙ  ௘௤) (11)ߛ

3. The maximization problem consists in maximizing ଷܲ(ݔ) such that ଷܲ(ݔ) is: ݉ܽݔ ∧௜ୀଵହ଺ (௜݌)௣ݑ)) ∧ ((௜ݔ)௫ݑ ∨ ௣(1ݑ) − (௜݌ ∧ ՞(((௜ݕ)௫ݑ ,௜ݍ݁)݉݃݅ݏ ,௘௤ߙ  ௘௤) (12)ߛ

Formulas 9-12 are aggregation operators for all the lotteries, the conjunctions ∧௜ୀଵହ଺  were defined on the set of the 56 lotteries, see table 1. ݑ௣ and ݑ௫ are mod-
elled by using sigmoidal membership functions, the first of them represents the 
subjective perception of probability by people and the second one is the value 
function. 

Because each lottery in table 1 consists in two scenarios with two probabilities, 
there are two evaluations for ݑ௣  and ݑ௫ in the lottery, first for ݌௜  and 1 − ௜݌ , see 
third and fourth columns in table 1, and secondly for ݔ௜ and ݕ௜, see the two first 
columns. The last column represents an equivalent valorisation of the lottery in the 
experiment. It is also modelled with a sigmoidal function which depends on two 
parameters, ߙ௘௤  and ߛ௘௤ . 

The search of the three sigmoidal functions ݑ௣, ݑ௫ and ݍ݁)݉݃݅ݏ௜, ,௘௤ߙ  ௘௤) byߛ
each problem is reduced to the optimization on the space of the six parameters ߛ௣, ,௫ߙ ,௫ߛ ௘௤ߙ  and ߛ௘௤ , where the objective functions are those represented in for-
mulas 9-12. Other unknown in formulas above are the implication operator → and 
hence, the equivalence ↔, therefore, the Reichenbach, Yager, Klir-Yuan, Natural 
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and Zadeh are tested. CFL, depending on parameter p in formula (2) are tested 
too, and the search actually depends on eight parameters, if ݌ and → are included. 

The optimization problems, 1.1, 1.2, 2 and 3, are reduced to estimate the maxi-
mum truth-values of formulas 9-12 respectively, with a fixed → and varying the 
other seven parameters that were detailed in the paragraph above. 

Every formula 9-12 is equivalent to a linguistic problem. For example, in for-
mula 9, ((ݑ௣(݌௜) → ((௜ݔ)௫ݑ ∧ ௣(1ݑ) − (௜݌ →  means for the lottery i, “if (((௜ݕ)௫ݑ
the first scenario is probable then it is convenient and if the second scenario is 
probable then it is convenient”. On the other hand, the logical equivalence ↔ 
emulates the experimental equivalence summarized in the last column of table 1. 
This reasoning can be generalized to the other predicates which represent the other 
problems. 

To sum up, each optimization problem depends on a CFL system. The one-
parameter family of formulas 3, 4, 5, 6 will be one of the parameter to be esti-
mated. Also, each problem derives in five cases, where the implication operator is 
applied from the five proposed in the beginning of the section. 

Some heuristic restrictions of the alphas and gammas that will be applied are: 

1. All the alphas are strictly equal to 0. This condition guarantees that sigmoidal 
is an increasing function and not a constant one, such as the case where it is 
equal 0. 

The values of gammas are between the minimum and the maximum data in table 
1, where they do not represent the equivalent values. 

In case of the equivalent values of the last column in table 1, the gamma will be 
restricted between 0 and 76. As a result of the Prospect theory, it is well-
known that people don’t accept non-positive values with indifference; taking 
into account that gamma is the value which represents indifference (0.5). 76 is 
20% of the absolute value of the maximum number in the last column in table 
1, which has been selected heuristically. 

The optimization will be based on the genetic algorithm coded in MATLAB. 

4 Results 

Tables 2-5 summarize the results for every optimization problem exposed above. 
Table 2, for example, may be read as following: The maximum truth-value of the 
objective function of formula (9) in the case of Reichenbach implication is 
0.93791284, see second column and ultimate file. This is the biggest value by col-
umn in this table; hence, Reichenbach implication is the best of all implication op-
erators for problem 1.1, which linguistically represents the predicate: “If all the 
scenarios are probable then they are convenient”. 

The values which maximize the problem 1.1 are: αx=64, γx=1, αp=11.0376854, 
γp=0.02615738, αeq=45 and γeq=56. The last parameter estimated is ݌ = 0, which 
corresponds to the Geometric Mean in formula (3). 
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Table 2 Estimated parameters for problem 1.1. “If all the scenarios are probable then they 
are convenient” 

Estimated Parameters Reichenbach Yager Klir-Yuan Natural Zadeh 

αx 64 0.88085938 64 57 128 

γx 1 30.6367188 0 1 129 

αp 11.0376854 2.12890625 230 19.8595638 21.6115036 

γp 0.02615738 1 0 0.10683823 0.4031105 

αeq 45 0.09375 65 32 74.8601074 

γeq 56 60.7246094 1 57 73 

P 0 0 0 0 0 

Maximum truth-value 0.93791284 0.85109059 0.87150398 0.88978479 0.79259532 

 
Every pair of parameters represents a sigmoidal membership function and 

hence, a fuzzy selection pattern by people. In case of the Table 2 they are plotted 
in figure 4. 

 

 

Fig. 4 Membership functions of the predicates: “The scenario is convenient” (left) and “the 
scenario is probable” (right), for the problem 1.1, with Reichenbach implication. See table 2 

According to the meaning of each parameter, in problem 1.1, representing the 
predicate: “if the scenario is probable then it is convenient”, people is indifferent 
when the function value is 1 and when the probability is 0.02615738, because γx = 
1 and γp = 0.02615738, respectively.  

Parameter αx = 64 corresponds to βx = 0.9657, according to the formula of α, 
appeared above. Therefore, people consider “almost false” a value function equal-
ling 0.9657. 

A negative value of p suggests a “pessimistic” tendency in the people’s behav-
iour. Let us note that p=0 or p ≈ 0 for all the cases; therefore, people actually have 
a neutral’s behaviour. 

The reasoning above for the problem 1.1 can be extended to the other three 
problems, which their corresponding results are summarized in tables 3-5. Table 3, 
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4 and 5 summarize the values of the optimization problems with objective func-
tions showed in equations (10), (11) and (12), respectively. Their corresponding 
figures are 5, 6 and 7. 

Table 3 Estimated parameters for problem 1.2. “If there are probable scenarios then they 
are convenient” 

Estimated parameters Reichenbach Yager Klir-Yuan Natural Zadeh 

αx 32 0.0703125 64 31 128 

γx 1.5 317.71875 1 1 1 

αp 230 7.5625 6.76686478 97 17.2717075 

γp 0 1 0 1 0 

αeq 0.03500748 0 25 0 65 

γeq 0 1 16 1 17 

P 0 0 0 0 -1.9073E-06 

Maximum truth-value 0.85970284 0.7147067 0.8335026 0.5411961 0.76028923 

Table 4 Estimated parameters for problem 2. “All the scenarios are probable and 
convenient” 

Estimated parameters Reichenbach Yager Klir-Yuan Natural Zadeh 

αx 5.52869034 0.734375 6.02235603 7.0930481 12.0120811 

γx 1 14.8125 1 1 1 

αp 230 230 230 230 230 

γp 0 0 0 0 0 

αeq 62 0.09375 30 24 24 

γeq 53 58.9453125 57 57 57 

P 0 0 0 0 0 

Maximum truth-value 0.90420119 0.81944258 0.89626517 0.83563393 0.87025163 

Table 5 Estimated parameters for problem 3. “There exist probable and convenient 
scenarios” 

Estimated parameters Reichenbach Yager Klir-Yuan Natural Zadeh 

αx 97 0.3203 97 128 97 

γx 1 18.6406 1 65 1 

αp 8.4261 6.7734 8.17059708 15.8297119 14.9041805 

γp 0.354 0 0.24069786 0.58897972 0.82479858 

αeq 229.2813 0.0781 48 129 74.8599014 

γeq 20.375 0 17 73 73 

P 0 0 0 0 0 

Maximum truth-value 0.9046 0.7803 0.87730427 0.83112339 0.76983507 
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Fig. 5 Membership functions of the predicates: “The scenario is convenient” (left) and “the 
scenario is probable” (right), for the problem 1.2, with Reichenbach implication. See  
table 3. 

 

Fig. 6 Membership functions of the predicates: “The scenario is convenient” (left) and “the 
scenario is probable” (right), for the problem 2, with Reichenbach implication. See  
table 4. 

 

Fig. 7 Membership functions of the predicates: “The scenario is convenient” (left) and “the 
scenario is probable” (right), for the problem 3, with Reichenbach implication. See table 5. 
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These results allow arriving to some conclusions: 

• All the predicates show better results with the Reichenbach implication. 
• People measure preferences with Geometric Mean (݌ = 0). 
• With Reichenbach implication, the values of indifference for the scenarios are 

equal or slightly bigger than 1. 
• The probabilities are measured with small slopes and γp>0, for problems: “If all 

the scenarios are probable then they are convenient” and “There exist probable 
and convenient scenarios” (risk-seeking), see tables 2 and 5. Besides, the prob-
abilities for: “If there are probable scenarios then they are convenient” and 
“There exist probable and convenient scenarios” (risk-aversion), have big 
slopes and the minimum of their values is 0.5 for the probability 0, see tables 3 
and 4. 

Other experiments made by authors, show that the shape of the membership 
function, like in figure 2, doesn’t contribute to better results of the truth-values in 
the maximizations. 

Tables below indicate the application of precedent results in the experiment 
summarized in table 1. 

Table 6 Predicates “If all the scenarios are probable then they are convenient” and “If there 
are probable scenarios then they are convenient”, respectively in columns 1 and 2 for 
Reichenbach, Yager and Klir-Yuan implications applied to the experiment of table 1. The 
next-to-last and last columns for every implication represent the conjunction and 
disjunction of the two predicates, respectively. 

 Reichenbach Yager Klir-Yuan 

Lottery ∀ ∃ ∧ ∨ ∀ ∃ ∧ ∨ ∀ ∃ ∧ ∨ 

1 0.01 1.00 0.09 1.00 0.00 0.86 0.05 0.62 0.71 0.53 0.84 1.00 

2 0.07 1.00 0.27 1.00 0.03 0.63 0.14 0.40 0.71 0.82 0.84 1.00 

3 0.55 1.00 0.74 1.00 0.18 0.84 0.39 0.64 0.71 0.96 0.84 1.00 

4 0.00 0.00 0.00 0.00 0.00 0.83 0.00 0.59 0.00 0.19 0.00 0.16 

5 0.01 0.00 0.00 0.00 0.00 0.59 0.00 0.36 0.00 0.03 0.00 0.16 

6 0.00 0.00 0.00 0.00 0.00 0.84 0.00 0.60 0.00 0.19 0.00 0.16 

7 0.01 1.00 0.08 1.00 0.00 0.89 0.04 0.67 0.71 0.51 0.84 0.97 

8 0.02 1.00 0.14 1.00 0.01 0.78 0.07 0.53 0.71 0.64 0.84 1.00 

9 0.07 1.00 0.27 1.00 0.03 0.66 0.14 0.43 0.71 0.82 0.84 1.00 

10 0.28 1.00 0.53 1.00 0.10 0.75 0.28 0.52 0.71 0.93 0.84 1.00 

11 0.66 1.00 0.81 1.00 0.21 0.87 0.42 0.68 0.71 0.97 0.84 1.00 

12 0.01 1.00 0.08 1.00 0.00 0.89 0.04 0.67 0.71 0.51 0.84 0.97 

13 0.02 1.00 0.14 1.00 0.01 0.78 0.07 0.53 0.71 0.64 0.84 1.00 

14 0.07 1.00 0.27 1.00 0.03 0.66 0.14 0.43 0.71 0.82 0.84 1.00 

15 0.28 1.00 0.53 1.00 0.10 0.75 0.28 0.52 0.71 0.93 0.84 1.00 

16 0.66 1.00 0.81 1.00 0.21 0.87 0.42 0.68 0.71 0.97 0.84 1.00 
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Table 6 (continued) 

17 0.00 1.00 0.07 1.00 0.00 0.93 0.03 0.74 0.68 0.50 0.73 0.74 

18 0.01 1.00 0.09 1.00 0.00 0.90 0.05 0.69 0.71 0.53 0.84 1.00 

19 0.07 1.00 0.27 1.00 0.03 0.74 0.15 0.50 0.71 0.82 0.84 1.00 

20 0.55 1.00 0.74 1.00 0.18 0.85 0.39 0.65 0.71 0.96 0.84 1.00 

21 0.74 1.00 0.86 1.00 0.23 0.89 0.45 0.71 0.71 0.97 0.84 1.00 

22 0.00 0.05 0.01 0.03 0.00 0.86 0.00 0.62 0.21 0.28 0.26 0.27 

23 0.00 0.00 0.00 0.00 0.00 0.80 0.00 0.55 0.00 0.19 0.00 0.16 

24 0.01 0.00 0.00 0.00 0.00 0.53 0.00 0.32 0.00 0.03 0.00 0.16 

25 0.00 0.00 0.00 0.00 0.00 0.84 0.00 0.60 0.00 0.19 0.00 0.16 

26 0.00 0.05 0.01 0.03 0.00 0.89 0.00 0.67 0.00 0.28 0.00 0.16 

27 0.00 1.00 0.07 1.00 0.00 1.00 0.04 0.96 0.68 0.50 0.73 0.74 

28 0.74 1.00 0.86 1.00 0.23 1.00 0.48 0.94 0.71 0.97 0.84 1.00 

29 0.00 0.05 0.01 0.03 0.00 0.83 0.00 0.59 0.21 0.28 0.26 0.27 

30 0.00 0.05 0.01 0.03 0.00 0.89 0.00 0.67 0.00 0.28 0.00 0.16 

31 1.00 1.00 1.00 1.00 1.00 0.87 0.93 1.00 1.00 0.98 1.00 1.00 

32 1.00 1.00 1.00 1.00 1.00 0.69 0.83 1.00 1.00 0.97 1.00 1.00 

33 1.00 1.00 1.00 1.00 1.00 0.86 0.93 1.00 1.00 0.98 1.00 1.00 

34 0.00 0.00 0.00 0.00 0.00 0.82 0.00 0.58 0.00 0.19 0.00 0.00 

35 0.01 0.00 0.00 0.00 0.00 0.54 0.00 0.32 0.00 0.03 0.00 0.00 

36 0.00 0.00 0.00 0.00 0.00 0.83 0.00 0.59 0.00 0.19 0.00 0.00 

37 1.00 1.00 1.00 1.00 1.00 0.91 0.95 1.00 1.00 0.98 1.00 1.00 

38 1.00 1.00 1.00 1.00 1.00 0.81 0.90 1.00 1.00 0.97 1.00 1.00 

39 1.00 1.00 1.00 1.00 1.00 0.72 0.85 1.00 1.00 0.97 1.00 1.00 

40 1.00 1.00 1.00 1.00 1.00 0.78 0.88 1.00 1.00 0.97 1.00 1.00 

41 1.00 1.00 1.00 1.00 1.00 0.88 0.94 1.00 1.00 0.98 1.00 1.00 

42 0.00 0.00 0.00 0.00 0.00 0.84 0.00 0.60 0.00 0.24 0.00 0.00 

43 0.01 0.00 0.00 0.00 0.00 0.68 0.00 0.43 0.00 0.08 0.00 0.00 

44 0.01 0.00 0.00 0.00 0.00 0.52 0.00 0.31 0.00 0.03 0.00 0.00 

45 0.01 0.00 0.00 0.00 0.00 0.71 0.00 0.46 0.00 0.08 0.00 0.00 

46 0.00 0.00 0.00 0.00 0.00 0.86 0.00 0.63 0.00 0.24 0.00 0.00 

47 1.00 1.00 1.00 1.00 1.00 0.92 0.96 1.00 1.00 0.98 1.00 1.00 

48 1.00 1.00 1.00 1.00 1.00 0.84 0.92 1.00 1.00 0.97 1.00 1.00 

49 1.00 1.00 1.00 1.00 1.00 0.78 0.88 1.00 1.00 0.97 1.00 1.00 

50 1.00 1.00 1.00 1.00 1.00 0.82 0.90 1.00 1.00 0.97 1.00 1.00 

51 1.00 1.00 1.00 1.00 1.00 0.89 0.95 1.00 1.00 0.98 1.00 1.00 

52 0.00 0.00 0.00 0.00 0.00 0.84 0.00 0.59 0.00 0.24 0.00 0.00 

53 0.01 0.00 0.00 0.00 0.00 0.66 0.00 0.42 0.00 0.08 0.00 0.00 

54 0.01 0.00 0.00 0.00 0.00 0.48 0.00 0.28 0.00 0.03 0.00 0.00 

55 0.01 0.00 0.00 0.00 0.00 0.69 0.00 0.44 0.00 0.08 0.00 0.00 

56 0.00 0.00 0.00 0.00 0.00 0.85 0.00 0.61 0.00 0.24 0.00 0.00 
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Table 7 Predicates “If all the scenarios are probable then they are convenient” and “If there 
are probable scenarios then they are convenient” in columns 1 and 2 for Natural and Zadeh 
implications, respectively, applied to the experiment of table 1. The next-to-last and last 
columns for every implication represent the conjunction and disjunction of the two 
predicates, respectively. 

 Natural Zadeh 

Lottery ∀ ∃ ∧ ∨ ∀ ∃ ∧ ∨ 

1 0.00 1.00 0.02 1.00 0.00 0.49 0.05 0.56 

2 0.01 1.00 0.12 1.00 0.06 0.90 0.06 0.06 

3 0.56 1.00 0.75 1.00 0.00 0.98 0.05 0.56 

4 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 

5 0.00 1.00 0.00 0.00 0.06 0.00 0.06 0.06 

6 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 

7 0.00 1.00 0.01 1.00 0.00 0.42 0.04 0.62 

8 0.00 1.00 0.03 1.00 0.02 0.72 0.09 0.35 

9 0.01 1.00 0.12 1.00 0.06 0.90 0.06 0.06 

10 0.17 1.00 0.41 1.00 0.02 0.97 0.09 0.35 

11 0.71 1.00 0.84 1.00 0.00 0.99 0.04 0.62 

12 0.00 1.00 0.01 1.00 0.00 0.42 0.04 0.62 

13 0.00 1.00 0.03 1.00 0.02 0.72 0.09 0.35 

14 0.01 1.00 0.12 1.00 0.06 0.90 0.06 0.06 

15 0.17 1.00 0.41 1.00 0.02 0.97 0.09 0.35 

16 0.71 1.00 0.84 1.00 0.00 0.99 0.04 0.62 

17 0.00 1.00 0.01 1.00 0.00 0.39 0.03 0.66 

18 0.00 1.00 0.02 1.00 0.00 0.49 0.05 0.56 

19 0.01 1.00 0.12 1.00 0.21 0.90 0.34 0.40 

20 0.56 1.00 0.75 1.00 0.98 0.98 0.98 0.98 

21 0.80 1.00 0.90 1.00 0.99 0.99 0.99 0.99 

22 0.00 1.00 0.01 0.23 0.00 0.14 0.03 0.65 

23 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 

24 0.00 1.00 0.00 0.00 0.06 0.00 0.06 0.06 

25 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 

26 0.00 1.00 0.01 0.23 0.00 0.14 0.03 0.65 

27 0.00 1.00 0.01 1.00 0.00 0.39 0.03 0.66 

28 0.80 1.00 0.90 1.00 0.99 0.99 0.99 0.99 

29 0.00 1.00 0.01 0.23 0.00 0.14 0.03 0.65 

30 0.00 1.00 0.01 0.23 0.00 0.14 0.03 0.65 

31 1.00 1.00 1.00 1.00 0.00 0.99 0.05 0.56 

32 1.00 1.00 1.00 1.00 0.06 0.99 0.06 0.06 

33 1.00 1.00 1.00 1.00 0.00 0.99 0.05 0.56 

34 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 
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Table 7 (continued) 

35 0.00 1.00 0.00 0.00 0.06 0.00 0.06 0.06 

36 0.00 1.00 0.01 0.09 0.00 0.04 0.05 0.56 

37 1.00 1.00 1.00 1.00 0.00 0.99 0.04 0.62 

38 1.00 1.00 1.00 1.00 0.02 0.99 0.09 0.36 

39 1.00 1.00 1.00 1.00 0.21 0.99 0.34 0.40 

40 1.00 1.00 1.00 1.00 0.89 0.99 0.92 0.92 

41 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 

42 0.00 1.00 0.01 0.16 0.00 0.08 0.04 0.62 

43 0.00 1.00 0.00 0.01 0.02 0.00 0.09 0.35 

44 0.00 1.00 0.00 0.00 0.06 0.00 0.06 0.06 

45 0.00 1.00 0.00 0.01 0.02 0.00 0.09 0.35 

46 0.00 1.00 0.01 0.16 0.00 0.08 0.04 0.62 

47 1.00 1.00 1.00 1.00 0.00 0.99 0.04 0.62 

48 1.00 1.00 1.00 1.00 0.02 0.99 0.09 0.36 

49 1.00 1.00 1.00 1.00 0.21 0.99 0.34 0.40 

50 1.00 1.00 1.00 1.00 0.89 0.99 0.92 0.92 

51 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 

52 0.00 1.00 0.01 0.16 0.00 0.08 0.04 0.62 

53 0.00 1.00 0.00 0.01 0.02 0.00 0.09 0.35 

54 0.00 1.00 0.00 0.00 0.06 0.00 0.06 0.06 

55 0.00 1.00 0.00 0.01 0.02 0.00 0.09 0.35 

56 0.00 1.00 0.01 0.16 0.00 0.08 0.04 0.62 

Table 8 Predicate “All the scenarios are probable and convenient” 

Lottery Reichenbach Yager Klir-Yuan Natural Zadeh 

1 0.17806275 0.58009323 0.28618914 0 0.00225796 

2 0.65314345 0.8747217 0.76511623 0 0.04529298 

3 0.9293946 0.96685524 0.9522479 0 0.63724983 

4 0 0.02553434 0 0 0 

5 0 0.02513789 0 0 0 

6 0 0.02076962 0 0 0 

7 0.14424611 0.52671956 0.23647781 0.0070434 0.00155506 

8 0.32336441 0.72274194 0.47123815 0.03470226 0.00692078 

9 0.65314345 0.87480273 0.76511623 0.25384054 0.04529298 

10 0.8684096 0.94566937 0.9122294 0.80782289 0.29075092 

11 0.94273215 0.97224114 0.96104794 0.95945049 0.73654208 

12 0.14424611 0.52671956 0.23647781 0.0070434 0.00155506 

13 0.32336441 0.72274194 0.47123815 0.03470226 0.00692078 

14 0.65314345 0.87480273 0.76511623 0.25384054 0.04529298 
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Table 8 (continued) 

15 0.8684096 0.94566937 0.9122294 0.80782289 0.29075092 

16 0.94273215 0.97224114 0.96104794 0.95945049 0.73654208 

17 0.12166376 0.48342306 0.20192342 0.00512731 0.001154 

18 0.17806275 0.58011323 0.28618914 0.0104797 0.00225796 

19 0.65314345 0.87480273 0.76511623 0.25384054 0.04529298 

20 0.9293946 0.96717048 0.9522479 0.93985357 0.63724983 

21 0.95157961 0.97572583 0.96690981 0.97043746 0.79980276 

22 0 0.02554093 0 0 0 

23 0 0.02552766 0 0 0

24 0 0.02512983 0 0 0 

25 0 0.02076139 0 0 0 

26 0 0.01830749 0 0 0

27 0.12166376 0.48342306 0.20192342 0.00512731 0.001154 

28 0.95157961 0.97572583 0.96690981 0.97043746 0.79980276 

29 0 0.02554093 0 0 0 

30 0 0.01830749 0 0 0

31 0.94196679 0.98541558 0.96591403 0.0104797 0.63806891 

32 0.87969053 0.98349646 0.94482962 0.25384054 0.0885345 

33 0.94196679 0.98555361 0.96591403 0.93985357 0.63806891 

34 0 8.4041E-06 0 0 0 

35 0 8.2753E-06 0 0 0 

36 0 6.8524E-06 0 0 0 

37 0.95099281 0.98606545 0.97025924 0.0070434 0.73695177 

38 0.91096126 0.98411595 0.95359026 0.03470226 0.29565947 

39 0.87969053 0.98349646 0.94482962 0.25384054 0.0885345 

40 0.91096126 0.98416925 0.95359026 0.80782289 0.29565947 

41 0.95099281 0.98624983 0.97025924 0.95945049 0.73695177 

42 0 8.4046E-06 0 0 0 

43 0 8.3853E-06 0 0 0

44 0 8.2726E-06 0 0 0 

45 0 7.7305E-06 0 0 0 

46 0 6.4272E-06 0 0 0 

47 0.95099281 0.98625032 0.97025924 0.95973609 0.73695177 

48 0.91096126 0.9841712 0.95359026 0.81449187 0.29565947 

49 0.87969053 0.98350713 0.94482962 0.44324606 0.0885345 

50 0.91096126 0.9841712 0.95359026 0.81449187 0.29565947 

51 0.95099281 0.98625032 0.97025924 0.95973609 0.73695177 

52 0 2.7983E-09 0 0 0 

53 0 2.7919E-09 0 0 0

54 0 2.7544E-09 0 0 0 

55 0 2.5739E-09 0 0 0 

56 0 2.14E-09 0 0 0 
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Table 9 Predicate “There exist probable and convenient scenarios” 

Lottery Reichenbach Yager Klir-Yuan Natural Zadeh 

1 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

2 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

3 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

4 6.1029E-32 4.4792E-07 9.9667E-35 8.9904E-41 1.52E-68 

5 6.1029E-32 4.4792E-07 9.9667E-35 8.9904E-41 1.52E-68 

6 6.1029E-32 4.4792E-07 9.9667E-35 8.9904E-41 1.52E-68 

7 0.25078333 0.06590838 0.22175174 0.16974259 0.04963672 

8 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

9 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

10 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

11 0.25078333 0.06590838 0.22175174 0.16974259 0.04963672 

12 0.25078333 0.06590838 0.22175174 0.16974259 0.04963672 

13 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

14 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

15 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

16 0.25078333 0.06590838 0.22175174 0.16974259 0.04963672 

17 0.24486462 0.06435289 0.21651821 0.16573651 0.04846525 

18 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

19 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

20 0.25078396 0.06590855 0.22175231 0.16974302 0.04963685 

21 0.24486462 0.06435289 0.21651821 0.16573651 0.04846525 

22 0 4.7947E-19 0 0 0 

23 0 4.9106E-19 0 0 0 

24 0 4.9106E-19 0 0 0 

25 0 4.9106E-19 0 0 0 

26 0 4.7947E-19 0 0 0 

27 0.24486462 0.06435289 0.21651821 0.16573651 0.04846525 

28 0.24486462 0.06435289 0.21651821 0.16573651 0.04846525 

29 0 5.4201E-35 0 0 0 

30 0 5.4201E-35 0 0 0 

31 1 1 1 1 1 

32 1 1 1 1 1 

33 1 1 1 1 1 

34 5.7408E-92 4.7624E-15 4.092E-100 0 0 

35 5.7408E-92 4.7624E-15 4.092E-100 0 0 

36 5.7408E-92 4.7624E-15 4.092E-100 0 0 

37 0.99999747 0.99999747 0.99999747 0.99999747 0.99999747 

38 1 1 1 1 1 
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Table 9 (continued) 

39 1 1 1 1 1 

40 1 1 1 1 1 

41 0.99999747 0.99999747 0.99999747 0.99999747 0.99999747 

42 0 4.9106E-19 0 0 0 

43 0 4.9106E-19 0 0 0 

44 0 4.9106E-19 0 0 0 

45 0 4.9106E-19 0 0 0 

46 0 4.9106E-19 0 0 0 

47 0.99999747 0.99999747 0.99999747 0.99999747 0.99999747 

48 1 1 1 1 1 

49 1 1 1 1 1 

50 1 1 1 1 1 

51 0.99999747 0.99999747 0.99999747 0.99999747 0.99999747 

52 0 5.2211E-27 0 0 0 

53 0 5.2211E-27 0 0 0 

54 0 5.2211E-27 0 0 0 

55 0 5.2211E-27 0 0 0 

56 0 5.2211E-27 0 0 0 

 
Tables 6 and 7 summarize the calculus of the predicates: “If all the scenarios are 

probable then they are convenient” and “If there are probable scenarios then they are 
convenient”, corresponding to problem 1 by each of the 56 lotteries shown in table 
1. The results were separated taking into account the five implication operators: Rei-
chenbach, Yager and Klir-Yuan in table 6, Natural and Zadeh in table 7. 

Every implication operator has associated four columns, the first of them, rep-
resented by symbol ∀, is the value of the predicate: “If all the scenarios are prob-
able then they are convenient”. Sigmoidal functions of figure 4 were used. 

The second column with symbol ∃ corresponds to results of the predicate: “If 
there are probable scenarios then they are convenient”, which uses the member-
ship functions of figure 5. The third and fourth columns are conjunction (symbol 
∧) and disjunction (symbol ∨), respectively, of the two first columns. 

The first column represents risk-aversion by people and the second one repre-
sents risk-seeking. The other two columns compute its aggregation using the con-
junction and the disjunction. 

For instance, with Reichenbach implication the first lottery in table 1 (0, 0.9; 
50, 0.1), has truth-value 0.01 for the predicate “if all the scenarios are probable 
then they are convenient”, see second column and third row in table 6, and truth-
value 1 for “If there are probable scenarios then they are convenient”. The con-
junction and disjunction of these two truth-values may be found in the two next 
columns; they are 0.09 and 1, respectively. The computation is based on the  
sigmoidal functions obtained from the optimization problems 1.1 and 1.2, see  
tables 2 and 3. 
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Table 8 summarizes the results by every lottery in table 1 of the predicate: “All 
the scenarios are probable and convenient”, specifying the implication operator 
used in the calculation. Table 9 is structured as table 8, but here the predicate 
“There exist probable and convenient scenarios” is computed.  

The membership functions appeared in table 4 and figure 6 were used to calcu-
late the values of table 8. On the other hand, the elements of table 9 were calcu-
lated with the aid of the results in table 5 and figure 7. 

5 Concluding Remarks 

This chapter makes a fuzzy approach to Prospect theory by using the compensa-
tory fuzzy logic. A one-parameter family of Compensatory Fuzzy Logic and five 
implication operators selected are used to obtain the maximization of four objec-
tive functions with the genetic algorithm coded in MATLAB. This approach is a 
revisit to a 1992 experiment of Kahneman and Tversky. 

The family of CFL depends on a parameter p, equal to or less than 0 and they 
are based on the formula of the quasi-arithmetic mean. On the other hand, Rei-
chenbach implication, Yager implication, Klir-Yuan implication, Natural implica-
tion and Zadeh implication are selected because they generalize the truth table of 
the bivalent logic, when they are restricted to values 0 or 1. Also, they are con-
tinuous or they have at most a finite number of removable discontinuities. 

According to the empirical results, the Reichenbach implication and the  
Geometric Mean are closest to the people’s way of thinking. The sigmoidal mem-
bership functions of some predicates, like “the scenario is convenient” or “the 
scenario is probable” are found to be included in the composed predicates like “If 
the scenario is probable then it is convenient”, “All the scenarios are probable and 
convenient” or “There exist probable and convenient scenarios”. 

1 or 1.5 are the values of indifference for the premiums, according to Reichen-
bach implication results. The membership function for probabilities changes for 
each predicate. 

The sigmoidal functions were used for modelling every predicate, including 
those related with probabilities, even though its shape differs from the function  
illustrated in figure 2. 
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Probabilistic Approaches to the Rough  
Set Theory and Their Applications  
in Decision-Making 

Rafael Bello Pérez and Maria M. Garcia1* 

Abstract. Rough sets were presented by Professor Zdzislaw Pawlak in a seminal 
paper published in 1982.  Rough Sets Theory (RST) has evolved into a methodol-
ogy for dealing with different types of problems, such as the uncertainty produced 
by inconsistencies in data. RST is the best tool for modeling uncertainty when it 
shows up as inconsistency, according to several analyses. This is the main reason 
for which the RST has been included in the family of Soft Computing techniques. 
The classical RST is defined by using an equivalence relation as an indiscernibili-
ty relation. This is very restrictive in different domains, so several extensions of 
the theory have been formulated. One of these alternatives is based on a probabil-
istic approach, where several variants have been proposed such as the Variable 
Precision Rough Sets model, Rough Bayesian model, and Parameterized Rough 
Set model. Here is presented an analysis about the evolution of the RST in order to 
enrich the applicability to solve real problems by means of the probabilistic ap-
proaches of rough sets and its application to knowledge discovering and decision 
making, two main activities in Business Intelligence. 

1 Introduction 

The aim of the information systems is to model the real world, but the uncertainty 
pervades our understanding of the real world; for this reason, it is necessary to 
consider and properly handle the uncertainty to implement computational systems 
and solve real problems [22]. The applications in Business Informatics are not the 
exceptions. 

Logical experts and philosophers have considered the problems of vagueness 
and uncertainty for many years. More recently, computer scientists, particularly 
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researchers related with Artificial Intelligence have worked out novel approaches 
on this research field, being the Fuzzy Sets Theory [40] one of the most outstand-
ing and representative approaches.  

Bonnisone and Tong [6] classify knowledge faultiness in:  uncertainty, impre-
cision and incomplete information. This latter term is used to indicate the lack of a 
value, whereas “imprecision” denotes the existence of a value which cannot be 
measured with the suitable accuracy.  Finally, the term “uncertainty” stands for 
the fact that an agent has formulated a subjective opinion on a veracity of a fact 
which is not known for sure. Bosc and Prade [8] coin two new terms: vagueness 
and inconsistency. The vagueness is a new category modeled by means of 
fuzzy sets but that essentially falls under the classification of imprecision, just like 
the aforementioned concept. The “inconsistency” describes a situation in which 
there are two or more conflicting values to be assigned to a variable [6] and [22]. 

This is the background where in Soft Computing is developed as an emergent 
approach of Computer Science whose goal is the remarkable ability of the human 
mind to reason and learn in an uncertain environment [7] and [13]. The essence of 
Soft Computing is to consider the pervading imprecision of the real world in the 
computational systems. For that reason, the ruling principle of Soft Computing is 
exploiting the tolerance, imprecision, uncertainty and partial truths in order to get 
flexibility, robustness, low solution costs and a better harmony with reality. Soft 
Computing is not a single methodology; on the contrary, it is an umbrella of ap-
proaches whose key members are fuzzy logic, neurocomputing and probabilistic 
reasoning, in addition to genetic algorithms, chaotic systems, belief networks and 
some elements of the learning theory (Lotfi A. Zadeh in [13]). The common de-
nominator of these technologies is that they are not based in the classical reason-
ing and modeling approaches usually relying on Boolean logic, analytical models, 
hard classifications and determinist search. In a similar way to Zadeh, more re-
cently Verdegay, Yager and Bonissone [29] provided their own definition of Soft 
Computing, in which the metaheuristics are emphasized. 

It is quite common that a given combination of observations is associated with 
two or more different outcomes. According to [11], RST is the best tool for han-
dling uncertainty when this is provoked by inconsistency. Li et al [16] argue that 
fuzzy logic, neural networks, and probabilistic reasoning were the initial compo-
nents of Soft Computing, and that subsequently other components were added, 
such as the rough sets. In [2] and [3], the authors present an analysis of the rela-
tionship between rough sets and other components of Soft Computing. 

The RST provides ways to directly model the uncertainty caused by inconsis-
tencies in the information, and it also to takes into account the granularity of in-
formation. However, the classical approach based on a relation of inseparability is 
an equivalence relation; it is very strict to model real problems. In many real word 
applications, the assumption of exact data is not fulfilled and some objects are 
misclassified or condition attribute values are corrupted.  
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On the other hand, the definition of lower approximation is also very strict; it is 
enough for two objects in a universe of one million objects that they were insepar-
able and belong to different classes for the system to result inconsistent, and  
consequently it will affect the lower approximation of those classes. The strict 
definition of the approximations has consequences in all the techniques that are 
built from rough sets. One of the most important aspects is the selection of fea-
tures based on the concept of reduct (a reduct is generally defined as a minimal 
subset of attributes that can classify the same domain of objects as unambiguously 
as the original set of attributes). 

The RST can be more flexible by using a weaker indiscernibility relation or re-
laxing the lower and upper definitions, the two basic concepts of the theory. The 
Pawlak’s Rough Set Model may be extended by using an arbitrary binary relation 
instead of equivalent relations, [24]; by considering any binary relations on 
attribute values, instead of the trivial equality relation (=); an object x is related to 
another object y, based on an attribute a, if their values on a are related, with re-
spect to a subset A of attributes, x is related to y if their values are related for 
every attribute in A. When all relations Ra are chosen to be =, the proposed defini-
tion is reduced to the definition in the Pawlak’s Rough Set Model.  

In this chapter the second alternativeis discussed, presenting an analysis of 
ways to make flexible the RST using a probabilistic approach. The main objective 
in this chapter is to provide an analysis and review of probabilistic approaches to 
rough sets. Several probabilistic extensions of the rough set model have been    
proposed to make the approach more applicable to real life data analysis problems, 
in which the information may be incomplete, with noises or uncertainties; impor-
tant reviews about this subject are presented in [33] and [44]. This alternative 
approaches to the classical rough set theory that can be achieved by decreasing the 
classification precision in the knowledge obtained through rough set’s analysis. 
Also, there is included the use of them to achieve decision-making troubles,  
which result to be of great interest in Business Informatics, especially in Business 
Intelligence.  

Business Intelligence (BI) mainly refers to computer-based techniques used in 
identifying, extracting and analyzing business data. BI is a broad category of ap-
plications and technologies for gathering, storing, analyzing, and providing access 
to data to help enterprise users make better business decisions. Business Intelli-
gence -understood broadly- can include the subset of competitive intelligence.  
Using data that has been stored, software applications are able to use this data to 
report past business information as well as predict future business information,  
including trends, threats, opportunities and patterns; to do this, BI includes  
techniques for different activities, among them decision making. 

2 Rough Set Theory 

The whole knowledge about the domain is contained in the set of objects, called 
Information System. A decision system(U, A ∪ {d}, where d ∉ A) is obtained 
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when a new attribute d, called decision attribute, is added for each object in U. A 
simple idea of rough sets is the following: objects having exactly the same values  
of condition attributes are indiscernible by using these attributes. This indiscerni-
bility relation is the mathematical basis of RST. Such relation induces a partition 
of the universe U in equivalence classes; that is, a set of indiscernible objects ac-
cording to the relation. 

Any subset ܺ ك ܷ can be expressed exactly or approximately in terms of these 
sets by using two crisp sets called lower approximation and upper approximation. 
The lower approximation (כܤ(ܺ)) of a set of objects (concerning those attributes) 
is a collection of objects whose equivalence classes are fully contained into the set 
of objects we want to approximate; while the upper approximation (כܤ(ܺ)) of the 
same set of objects is a collection of objects whose equivalence classes are at least 
partially contained into the set of objects it is wanted to be approximated. כܤ(ܺ) = ሼݔ ∈ ܷ | (ݔ)ܤ ك ܺሽ (1) 

(ܺ)כܤ = ሼݔ ∈ ܷ | (ݔ)ܤ ת ܺ ≠  ሽ (2)׎

ܤ ஻ܰ(ܺ) = (ܺ)כܤ −  (3) (ܺ)כܤ

If the boundary region (ܤ ஻ܰ) is empty (ܤ ஻ܰ(ܺ) =  then X is crisp according ׎
to B; otherwise X is said to be rough. Objects members of the boundary region 
have a membership status that cannot be classified with certainty as members of 
the underlying concept. Using this approximations the positive, negative, and 
boundary regions of X can be defined: the positive region, ܱܲܵ(ܺ) = -con ,(ܺ)כܤ
sists of all objects that are definitely contained in the set X, the negative region,  ܰܩܧ(ܺ) = ܷ −  consists of all objects that are definitely not contained in ,(ܺ)כܤ
the set X, and the boundary region, defined by (3), consists of all objects that may 
be contained in X. 

RST provides several measures to characterize a given set. These measures are 
very useful in order to evaluate the quality of the results computed via rough-set-
based methods, for instance, the strength of the decision-making processes and the 
certainty of the discovered knowledge. Pawlak defines a measure to evaluate the 
quality of classification [21], this measure (ߛ஻) is used to calculate the degree of 
consistency of a decision system: If ߛ஻(ܻ) = 1, the decision system is consistent; 
otherwise it is inconsistent [28]. 

In this classical rough set model, the lower and upper approximations are  
defined based on the two extreme cases (full inclusion or non-empty overlap)  
regarding the relationships between an equivalence class and a target set, this  
requirement limits unnecessarily the applications of rough sets in practical prob-
lems; in the next sections other approaches are analyzed, these are based on  
considering the degree of set overlap in the rough set formulation. 
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3 Rough Sets Based on Probabilistic Approaches 

Based on the notion of rough membership functions, different approaches for the 
construction of a probabilistic rough set model have been developed. Yao et al. 
[38] put into groups the existing rough set models into two major classes, the  
algebraic and probabilistic rough set models, depending on whether statistical  
information is used; some of them are analyzed in this section. While non-
probabilistic studies of rough sets focus on algebraic and qualitative properties of 
the theory, probabilistic approaches are more practical and capture quantitative 
properties of the theory [32]. Algebraic rough set approximations may be consi-
dered as qualitative approximations of a set, in this case the extent of overlap  
between a set and an equivalence class is not considered; by incorporating the 
overlap, probabilistic rough set approximations have been introduced. Probabilis-
tic rough set approximations can be formulated based on the notions of rough 
membership functions and rough inclusion. The probabilistic approaches expand 
the positive and negative regions (defined from the lower and upper approxima-
tions) by providing probabilities that define boundary regions; since the boundary 
region introduces uncertainty into the discernibility of objects, the major challenge 
in data analysis by using rough sets is to minimize the size of this region, this is 
done by relaxing the definitions of the POS and NEG regions to include objects 
that would otherwise not have been previously included. 

An attempt to use probabilistic information for approximations was suggested 
by Pawlak et al. [20]. Their model is based essentially on the majority rule. Yao 
and Wong [37] introduced a more general probabilistic approximation in the  
decision-theoretic rough set model (DTRSM). כܤ(ܺ) − ߙ = ሼݔ ∈ ܷ | ([ݔ]|ܣ)ܲ ≥  ሽ (4a)ߙ

(ܺ)כܤ − ߚ = ሼݔ ∈ ܷ | ([ݔ]|ܣ)ܲ >  ሽ (4b)ߚ

Where 0 ≤ ߚ < ߙ ≤ 1. If 1= ߙ and 0= ߚ, the classical lower and upper approx-
imations are obtained. Based on Bayesian decision procedure, DTRSM provides 
systematic methods for deriving the required thresholds on probabilities for defin-
ing the three regions: positive region, boundary region and negative region. A 
review on decision-theoretic rough sets is presented in [9]. 

Liu et. al. [9] introduce three-way decision-theoretic rough sets and answer 
“why” and “how” to use DTRSM to solve practical problems. It divides the un-
iverse into three regions, which lead the generalized three-way decision rules. The 
probabilistic positive rules express that an object or object sets belong to one deci-
sion class when the threshold is more than α, which enable us to make decisions 
of acceptance; the probabilistic boundary rule express that an object or sets of 
objects belong to one decision class when the thresholds are between α and β, 
which lead to doubt about the decision; the probabilistic negative rules express 
that an object or sets of objects do not belong to one decision class when the thre-
shold is less than β, which enable to make decisions of rejection. A great chal-
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lenge for the probabilistic rough set models is the acquirement of a pair of thre-
sholds. Unfortunately, the thresholds are usually given by expert’s experience in 
most of the probabilistic rough sets. 

3.1 Rough Sets Based on Rough Membership Function 

By definition, elements in the same equivalent class have the same degree of 
membership. The rough membership may be interpreted as the probability of x 
belonging to X given that x belongs to an equivalence class, this interpretation 
leads to probabilistic rough sets; the probabilistic rough set models may be inter-
preted based on rough membership functions [38]. The rough membership func-
tion is defined by (5), this measure in the interval [0, 1]. ߤ௑஻(ݔ) = |ܺ ת |(ݔ)ܤ||(ݔ)ܤ  denotes the equivalence class of object x according to the relation B. By (ݔ)ܤ (5) 
definition, elements in the same equivalent class have the same degree of mem-
bership. This value may be interpreted analogously to conditional probability (as a 
frequency-based judgment of conditional probability). This interpretation leads to 
probabilistic rough sets [30] and [20]. Using the rough membership function, the 
lower and upper approximations are defined by (6) and (7). כܤ(ܺ) = ሼݔ ∈ ܷ | (ݔ)௑஻ߤ = 1ሽ (6) 

(ܺ)כܤ = ሼݔ ∈ ܷ | (ݔ)௑஻ߤ > 0ሽ (7) 

The former definitions of lower and upper approximations can be made more 
general by using an arbitrary precision threshold “߬”, expression (8) and (9): ߬כܤ(ܺ) = ሼݔ ∈ ܷ | (ݔ)௑஻ߤ ≥ ߬ሽ (8) 

(ܺ)߬כܤ = ሼݔ ∈ ܷ | (ݔ)௑஻ߤ > 1 − ߬ሽ (9) 

3.2 Variable Precision Rough Sets Model 

The Variable Precision Rough Sets (VPRS) model is a generalized version of the 
conventional rough set approach which inherits all of its fundamental mathemati-
cal properties and aims at handling vague information. This model was introduced 
in [43]. The VPRS model defines the positive region as an area where, on the 
basis of available data, the rough membership of objects to the given set is certain 
to some degree. 

The VPRS model allows for a controlled degree of misclassification. Any par-
tially incorrect classification rule provides valuable trend information about  
future test cases if most of the available data which are applied to such a rule can 
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be correctly classified. The target of this model is to loose the former definition  
of lower and upper approximations introduced in the classical rough set  
methodology. 

This model deals with this type of information by introducing a precision pa-
rameterb, the value of this parameter represents a bound on the conditional proba-
bility of a proportion of objects in a condition class, which are classified to the 
same decision class [27]. Ziarko in [43] considers the parameter b as an admissible 
level of classification error defined in the domain ߚ ∈ [0,0.5). Other alternative 
presented in [1] and [5] considered the parameter b to denote the proportion of 
correct classifications, in which case the appropriate range is (0.5,1]. 

The concepts of b-lower approximation and b-upper approximations are de-
fined as follows, where ܦ଴(ܻ ܺ⁄ ) is an inclusion degree is defined by (12) and ߚ ∈ (ܺ)ఉכܤ ,[0.5,1) = ሼݔ ∈ ܷ ׷ ܺ)଴ܦ ⁄஻[ݔ] ) ≥ ሽߚ =∪ ሼ[ݔ]஻: ܺ)଴ܦ ⁄஻[ݔ] ) ≥  ሽ (10)ߚ

(ܺ)ఉכܤ = ሼݔ ∈ ܷ ׷ ܺ)଴ܦ ⁄஻[ݔ] ) > 1 − ∪=         ሽߚ ሼ[ݔ]஻: ܺ)଴ܦ ⁄஻[ݔ] ) > 1 −  ሽߚ
(11) 

Let U be a finite set, ܨ = ሼܺ: ܺ ك ܷሽ and ك a partial order relation on F. For all 
X, Y ∈ F, D0 is computed as follows: 

ܻ)଴ܦ ܺ⁄ ) = ቐ |ܻ ת ܺ||ܺ| ݂݅ ܺ ≠ 1׎ otherwise (12) 

This means that an elementary class belongs to the lower approximation of X if 
and only if a 100% * b of its elements belong to X; in a similar way, an elementary 
class is excluded from the upper approximation of X if and only if a 100% * b of 
its elements does not belong to X. The grade of looseness allowed in our model is 
fixed in advance by properly setting the value of the parameter b. Due to the exis-
tence of β, the VPRS can resist data noise or remove data errors. 

According to [27], the VPRS model lacks a feasible method to determine the 
value of the parameter b. Ziarko [43] proposed the b value to be specified by the 
user, Beynon proposed the allowable b value range to be an interval [5], and for 
the case of reduct calculation proposed two methods of selecting a b-reduct  
without determining a b value [4]. Other method to determine the precision  
parameter value in the context of reduct calculation is introduced in [27]. In a 
similar way, authors in [14] analyze the decision-theoretic rough set model from 
an optimization viewpoint. 

3.3 Rough Bayesian Model 

Sleezak [25] proposed an alternative parameterized rough set model, called Rough 
Bayesian model, in which the lower and upper approximations of X are defined as 
follows: 
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,ܺ)כܤ (ݐߝ = ቊݔ ∈ ஻[ݔ]| :ܷ ת ܺ||ܺ| ≥ ݐߝ כ ஻[ݔ]| ת (ܷ − ܺ)||(ܷ − ܺ)| ቋ (13) 

,ܺ)כܤ (ݍߝ = ቊݔ ∈ ஻[ݔ]| :ܷ ת ܺ||ܺ| ظ ݍߝ כ ஻[ݔ]| ת (ܷ − ܺ)||(ܷ − ܺ)| ቋ (14) 

Where ݐߝ, ݍߝ ∈ [1, +∞] , such that ݐߝ >  .ݍߝ

3.4 Parameterized Rough Set Model 

In [10], a generalization of the original definition of rough sets and variable preci-
sion rough sets is introduced, this generalization is based on the concept of abso-
lute and relative rough membership, it is called Parameterized Rough Set model; 
according to the authors, the classical rough set model, the VPRS model, and the 
Rough Bayesian model are special cases of this. 

The generalized VPRS model proposed in [10] assumes that, in order to include 
an object x in the positive region of set X, it is not sufficient to have a minimum 
percentage of objects from X in [ݔ]ோ, but it is also necessary that the percentage of 
objects from X in [ݔ] R is sufficiently greater than the percentage of objects from 
X outside [ݔ]ோ. In other words, it is necessary that both, the absolute and the rela-
tive memberships of x in X are not smaller than the given thresholds t and a, re-
spectively. 

This model is defined as follows: Let ߙ and ߙ ,ߚ ≥  be two real values in the ,ߚ
range of variation of each relative rough membership ܿ(ݔ, ܺ) and 0 ≤ ݍ ≤ ݐ ≤ 1. 
The parameterized lower and upper approximations of X in U with respect to rela-
tive rough membership ܿ(ݔ, ܺ) are defined, respectively, by (15) and (16): כܤ(ܺ, ,ݐ (ߙ = ቊݔ ∈ ܷ: ஻[ݔ]| ת |஻[ݔ]||ܺ ≥ ݐ ܽ݊݀ ,ݔ)ܿ ܺ) ≥  ቋ (15)ߙ

,ܺ)כܤ ,ݍ (ߚ = ቊݔ ∈ ܷ: ஻[ݔ]| ת |஻[ݔ]||ܺ ظ ݍ ݎ݋ ,ݔ)ܿ ܺ) ظ  ቋ (16)ߚ

Where ܿ(ݔ, ܺ) is a relative rough membership measure; in [10] several expres-
sions for ܿ(ݔ, ܺ) are proposed, for example (17): ܿ(ݔ, ܺ) = ஻[ݔ]| ת |஻[ݔ]||ܺ − |ܺ||ܷ| (17) 

The Parameterized Rough Set model is the most general since it involves both, 
absolute and relative rough memberships; moreover, it can be generalized further 
by considering more than one relative rough membership. 
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3.5 Applications in Decision-Making 

Decision-Making is a chosen strategy in order to achieve some purposes. Decision 
theory considers how is the best way to make decisions in the light of uncertainty 
about data. The basic approach to make decisions with a rough set model is to 
analyze a dataset in order to acquire lower and upper approximations. Immediate 
decisions (Unambiguous) can be formulated from the positive and negative re-
gions, while Delayed decisions (Ambiguous) are based on the boundary region. 

According to [38] the probabilistic rough set models are justified based on the 
framework of the decision theory; the results given in that work suggest that both 
algebraic rough set and probabilistic rough set models can be viewed as a special 
case of the decision theoretic framework. Several decision rules are derived using 
the probabilistic approach based on the membership function. The VPRSM has 
been used in many areas to support decision making [12]; for instance, a multi-
attribute decision making method based on the concept of extended dominance  
relation and variable precision rough sets in this paper is proposed in [18], other 
example is presented in [15]. The use of a probabilistic approach for Decision-
Making in Incomplete Information is analyzed in [39]. 

The concept of three-way decisions plays an important role in many real world 
Decision-Making problems; usually the Decision-Making is based on available 
information and evidence, when the evidence is insufficient or weak, it might be 
impossible to make either a positive or a negative decision. Yao [34], [35] and 
[36] propose to formulate decision rules according to three categories of decisions; 
this kinds of rules are derived from the three regions. As it was explained before, 
rules generated by the three regions form three-way decision rules: the positive 
rules generated by the positive region make decisions of acceptance; the negative 
rules generated by the negative region make decisions of rejection; and the boun-
dary rules generated by the boundary region make deferred or non-committed  
decisions. Using this three-way decision approach, a solution to multi-category 
decision-making is proposed in [42]; other application is presented in [17], from 
the idea of three-way decisions of a new discriminate analysis approach by com-
bining decision-theoretic rough sets and binary logistic regression is proponed. A 
multi-view decision method based on decision-theoretic rough set model is pro-
posed in [41], in which optimistic decision, pessimistic decision, and indifferent 
decision are provided according to the cost of misclassification. 

In real life, many important decision problems are not determined by a single 
decision-maker but by a group of them. In group Decision-Making, the members 
usually make judgments on the same decision problem independently. Due to the 
difference among them, there could be great disagreements on the same decision 
problem. Therefore, how to effectively integrate the evaluation of the decision-
maker is an interesting problem. In [31], a study about how to use the variable 
precision rough set model as a tool to support group decision-making in credit risk 
management is presented. This technique is able to remove errors or inconsistency 
in a set of decision.  
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In group decision-making, the individual importance of the decision makers is 
introduced by using different weights for them; the analytical hierarchy process 
(AHP) technique is used to obtain members’ weight, and aggregate group  
preference [23]. AHP is the multicriteria decision technique that can combine  
qualitative and quantitative factors for prioritizing, ranking and evaluating differ-
ent decision alternatives. In [31], the VPRS and AHP are combined to obtain the 
weight of condition attribute sets decided by each decision maker, three VPRS-
based models to obtain Integrated Risk Exposure (IRE) are discussed; the effec-
tiveness of the methods is evaluated in an application in credit risk management, 
credit risk is represented by IRE.  

One of the challenges a decision maker faces in using rough sets is to choose a 
suitable rough set model for data analysis; authors in [12] have observed that the 
availability of information regarding the analysis data is crucial for selecting a 
suitable rough set approach, and they present a list of decision types correspond-
ing to the available information and user’s needs. 

3.6 An Example of Three-Way Decisions 

Suppose a bank has to decide on the orders it receives from companies whether to 
grant a loan or not. The purpose of the credits can be to make investments, to cov-
er unexpected expenses, to address problems of lack of financial capacity, etc. In 
order to do this, a criterion is established for helping the bank’s management to 
decide on the granting of the credit. 

The past experience of the bank can be used to set the criterion, on which cre-
dits have been effective or not. The available information is shown in Table 1, in 
which the applicant companies are described by a set of attributes; in this analysis 
is only considered the following information: the company’s sector, business 
productivity, the company’s production market, the company‘s finances state.  
Furthermore, it is known if the credit granted had a positive effect or not.  

Table 1 Previous cases met by the bank 

Company Sector Productivity Market Finances Effectiveness

E1 Agricultural low limited low no 

E2 Industry high wide low yes 

E3 Industry average wide average no 

E4 Agricultural average average high yes 

E5 Industry average wide average yes 

E6 Services high average high yes 

 



Probabilistic Approaches to the Rough Set Theory and Their Applications  77 

 

From the information contained in Table 1, there may be formulated rules such 
as "three-way decisions", as follows:  

R1: ([ݔ])ݏ݁ܦ →௉ ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك  .with all certainty the decision is C ,(ܥ)ܱܵܲ

R2: ([ݔ])ݏ݁ܦ →஻ ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك  .uncertainty over the decision C ,(ܥ)ܦܰܤ

R3: ([ݔ])ݏ݁ܦ →ே ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك  with allcertainty the decision is ,(ܥ)ܩܧܰ
NOT C. 

After applying the definitions of RST the positive region of the decision Effec-
tiveness class = "if" is: 

POS(Effectiveness=”if”)= {E2, E4, E6} 

BND (Effectiveness=”if”)= {E3, E5} 

NEG (Effectiveness =”if”)= {E1} 

Rule1 means that if the description of a company applying for a loan is insepar-
able from companies E2, E4, or E6, then it should be given the credit for sure. By 
rule 3, if it is inseparable of E1, with all certainty it must not be given the credit. 
According to the second rule, if it is inseparable from E3 or E5, there will be a 
doubt about granting the credit or not. 

Obviously in a real situation where the available information is hundreds or 
thousands of cases rather than the 6 in Table 1, there can be inconsistencies on the 
information (such as between the cases of E3 and E5 in Table 1) but that because 
of the given amount of information available is not significant. In this case it 
would be necessary to use probabilistic approaches, and therefore the rules to use 
would be: 

R1: ([ݔ])ݏ݁ܦ →௉ ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك ܱܲܵఈ,ఉ(ܥ) 

R2: ([ݔ])ݏ݁ܦ →஻ ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك  (ܥ)ఈ,ఉܦܰܤ

R3: ([ݔ])ݏ݁ܦ →ே ,(ܥ)ݏ݁ܦ [ݔ] ݎ݋݂ ك  (ܥ)ఈ,ఉܩܧܰ

Where ܱܲܵఈ,ఉ(ܥ) = ሼݔ ∈ ܷ ׷ ([ݔ]|ܥ)ݎܲ ≥ (ܥ)ఈ,ఉܦܰܤ  ሽߙ = ሼݔ ∈ ܷ ׷ ߚ < ([ݔ]|ܥ)ݎܲ < (ܥ)ఈ,ఉܩܧܰ  ሽߙ = ሼݔ ∈ ܷ ׷ ([ݔ]|ܥ)ݎܲ ≤   ሽߚ

And ܲ([ݔ]|ܥ)ݎ = ([ݔ]|ܥ)0ܦ = ܥ| ת [ܺ]| ോ |[ܺ]|, from expression (12). 
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New Rough Sets by Influence Zones 
Morphological Concept 

Juan I. Pastore, Agustina Bouchet, and Virginia L. Ballarin1* 

Abstract. Rough Sets and Mathematical Morphology theories are both defined 
through dual operators sharing similar properties. This allows to establish equiva-
lences between the basic morphological operators and rough sets. The concept of 
Influence Zones has been widely studied and used successfully in applications that 
are solved by Mathematical Morphology techniques. In this work we define the 
Rough Sets by Influence Zones based in morphological concept. To the best of our 
knowledge, this approach has not been explored until now. 

1 Introduction 

Rough Sets (RS) theory is an important tool to solve the problem of obtaining  
useful knowledge that is not evident in information stored in a database. This  
information may be affected by imprecision, uncertainty and even it may be in-
complete. RS theory is based on the "discernibility and approach" concepts. To 
discern means "to distinguish one thing from another, through the senses or human 
reason," the idea is to find all objects that produce different types of information. 
When it says "approach", it refers to the existence of vagueness, ie inaccurate in-
formation of a set of objects. From these concepts all the mathematical structure of 
RS is built. The main idea of this methodology is the approximation of a set with 
two others, called lower and upper approximation. 

The Mathematical Morphology (MM) is a theory for image processing based 
on concepts of geometry, algebra, topology and sets theory, created originally with 
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the goal to characterize physical and structural properties of different materials. 
Currently the MM has become a solid mathematical theory providing powerful 
tools for Digital Image Processing (DIP). The central idea of this theory is to ana-
lyze the geometric structures in an image by probing it with small patterns, called 
structuring elements (SE). The MM allows enhancing areas, edge detection, ana-
lyzing structure and segment regions, among others. One advantage of MM is its 
simplicity of implementation, and its pillars are the two basic operations, erosion 
and dilation. From these two operators it is possible to construct new operators by 
composition, which differentiates it from other image processing techniques. The 
shape and size of the SE are chosen depending on the type of analysis to be per-
formed and the shape of the objects that make up the images. The SE is moved 
over the image, so that it covers the whole image pixel by pixel, performing a 
comparison between the SE and the image. The result is a new binary image  
containing the result of the comparison. 

Both theories, defined from the upper and lower approximation sets in the case 
of RS and dilation and erosion operations in the case of MM, share similar proper-
ties. The definitions of upper approximation set and dilation are mathematically 
equivalent, while the definitions of lower approximation set and erosion are also 
equivalent. 

The upper approximation set is the union of the elementary sets having non-
empty intersection with the concept. That is, these sets that contain all the objects 
based on knowledge of attributes that can not be classified as not belonging to the 
concept. Dilation of a binary image by a SE consists on all the pixels for which the 
translation of the SE intercepts the image. The application of the dilation adds all 
the bottom pixels that touch the edge of an object, ie fill contrasts that do not fit 
the SE, like small holes and bays. 

The lower approximation of a set is the union of the elementary sets contained 
in the concept. That is, contains all objects, based on knowledge of attributes that 
can be classified with certainty that they belongs to the concept. The erosion  
of a binary image by a SE produces a thinning of the image taking as reference the 
SE. The application of erosion removes groups of pixels where the SE does not 
"fit", ie, it removes groups of pixels smaller than the SE, like small islands and 
protrusions. 

This work aims to analyze deeply the relationship between the two theories  
and to explore a novel characterizations of RS which we will call Rougt Sets by 
Influence Zones (RS-IZ) based in morphological concepts. 

2 Basic Concepts of Rough Sets 

RS theory was proposed by Pawlak [13-15] as a new mathematical model for 
knowledge representation and treatment of uncertainty. This theory has evolved 
into a methodology to address a wide variety of issues, including the uncertainty 
in the information. The philosophy of this new theory is based on the assumption 
that each object in the universe can be associated with some information [12].  
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A major advantage of RS theory applied to data analysis is that it requires no pre-
liminary or additional information, but is based solely on the internal structure of 
the original data to model knowledge. Therefore, it is not necessary any assump-
tions about the data, and it used to analyze both qualitative and quantitative fea-
tures. This theory is useful when the classes are imprecise, but nevertheless can be 
approximated by precise sets [10]. It has been used successfully in various appli-
cations, such as analysis of the information, data analysis and data mining, and 
knowledge discovery, ie those applications where the need arises for intelligent 
decision support. 

The indiscernible relationship -objects characterized by the same information 
are not discernible- is the key concept of the RS theory. Inaccurate information is 
the cause of not discernibility of objects in terms of available data, therefore, their 
allocation needs a set. Rough could be understood as "vague, imprecise," there-
fore, a RS is a set of objects that, in general, can not be accurately characterized in 
terms of available information. This theory assumes that a RS can be replaced or 
represented by a pair of precise sets called lower and upper approximation. The 
lower approximation contains of all objects which surely belong to the set and up-
per approximation contains objects that possibly belong to the set. The boundary 
(or region of doubt) is the set of elements that can not be with certainty classified 
using the set of attributes. 

The following section presents some basic notions related to information sys-
tems and RS. 

3 Information Systems 

Information systems (IS) are the basic information structure in the theory of RS 
[11].  An IS comprises a quadruple ܵ = (ܷ, ,ܣ ܸ, ݂) where ܷ is a nonempty finite 
set called the universe; ܣ = ሼܽଵ, ܽଶ, … , ܽ௡ሽ is a nonempty finite set of attributes 
describing the objects; ܸ = ڂ ௜ܸ௡௜ୀଵ   where ௜ܸ represents the domain associated 
with each attribute ܽ௜; and ݂: ܷ × ܣ → ܸ such that ݂(ݔ, ܽ௜) ∈ ௜ܸ  for  each ܽ௜ ∈  ܣ
and ݔ ∈ ܷ, is the total decision function called the information function [9]. Each 
information system  ܵ = (ܷ, ,ܣ ܸ, ݂)  has associated a multidimensional binary ar-
ray ܯ ∈ ሼ0,1ሽ௖(௎)×௖(஺)×ఒ where each position determines the value of the category 
that identifies each atributte, being ܿ(ڄ)the cardinality of a set and ߣ the maximum 
number of categories between the attributes. 

Table 1 shows an example of IS [17], the universe consists of six objects, which 
are described by the set of attributes ܣ given by: ܣ = ሼ(ܽଵ) ℎ݁ܽ݀ܽܿℎ݁, (ܽଶ) ݉݊݅ܽ݌ ݈݁ܿݏݑ, (ܽଷ) ݁ݎݑݐܽݎ݁݌݉݁ݐ, (ܽସ) ݂݈ݑሽ  

Figure 1 shows the binary multidimensional array ܯ ∈ ሼ0,1ሽ଺×ଷ×ଷ associated to 
the former IS. The first column of M  represents the headache values, where one 
(1) represents the presence of headache and zero (0) the absence. The second col-
umn of M  represents the muscle pain values, where one (1) indicates the presence  
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of muscle pain and zero (0) represents the absense. Finally, the third dimension of 
M  indicates the temperature defined as a category as follows: ܯ(݅, ݆, 1) = ቄ଴  not normal temperatureଵ         normal temperature  ܯ(݅, ݆, 2) = ቄ଴  not high temperatureଵ         high temperature  ܯ(݅, ݆, 3) = ቄ଴  not very high temperatureଵ         very high temperature  

Table 1 Information System 

Patient Headache Muscle pain Temperature Flu 

P1 No Yes High Yes 

P2 Yes No High Yes 

P3 Yes Yes Very high Yes 

P4 No Yes Normal No 

P5 Yes No High No 

P6 No Yes Very high Yes 
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Fig. 1 Binary multidimensional array associated to the example given in Table 1 

3.1 Indiscernible Relation 

In an information system, for each subset of attributes, a binary relation called in-
discernible relationship can defined. 

Being ܵ = (ܷ, ,ܣ ܸ, ݂) an IS, it is said that the objects ݔ and ݕ are inseparable 
for a subset of attributes ܤ ك ,ݔ)݂ if and only if ,ܣ ܽ௜) = ,ݕ)݂ ܽ௜) for  ∀ܽ௜ ∈  ܤ
[11]. This relationship is denoted by ݔۃ,  ஻. Otherwise, are said to be separable orۄݕ
distinguishable with respect to the subset B . 

The relationship of inseparability ℜ = ,ݔۃ  ஻ defined above is an equivalenceۄݕ
relation. An equivalence relation induces a partition of the universe ܷ. The equi-
valence class of an item ݔ ∈ ܷ is the set of all elements ݕ ∈ ܷ such that ݔ ℜ ݕ, i.e. 
the elements of ܷ that are similar to ݔ considering the attributes contained within ܤ. By (ݔ)ܤ we denote the set of all ݕ ∈ ܷ such that ݔۃ,  ஻. Various relations ofۄݕ
separability will lead to different variants of approximate sets.  
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3.2 Decision System  

Being ܵ = (ܷ, ,ܣ ܸ, ݂) an IS, if  to  each element of ܷ is assigned a new attribute ݀ ב -called  decision indicating the decision in that state or situation, then a deci ܣ
sion system(ܷ, ܣ ∪ ሼ݀ሽ, ܸ, ݂) is defined [11]. The decision attribute ݀ induces a 
partition  of the universe ܷ. That is to say, ܷ = ڂ ௜ܺ௠௜ୀଵ , where ௜ܺ = ሼݔ ∈ (ݔ)݀|ܷ = ݅ሽ are called decision classes. These decisions classes are 
discussed as RS and often are called concepts. 

3.3 Rough Sets 

Being ܵ = (ܷ, ,ܣ ܸ, ݂) 
 
an IS, ܤ ك ܺ a subset of attributes and ܣ ؿ ܷ, the set ܺ 

can be approximated using only the information contained in ܤ by building the 

lower and upper approximations of ܺ, named כܤ(ܺ) and ( )*B X , respectively, de-

fined by [3, 20]: כܤ(ܺ) = ሼݔ ∈ ܷ | (ݔ)ܤ ك ܺሽ (1) 

(ܺ)כܤ = ሼݔ ∈ ܷ | (ݔ)ܤ ת ܺ ≠  ሽ (2)׎

From equations (1) and (2) follows that the lower approximation of a set with 
respect to a set of attributes is defined as the collection of objects whose equiva-
lence classes are fully contained in the set, while the upper approximation is de-
fined as the collection of objects whose equivalence classes are at least partially 
contained in the set.  

Being ܵ = (ܷ, ,ܣ ܸ, ݂)
 
an IS, the sets defined above satisfy the following prop-

erties [1]: 

Property 1: כܤ(ܺ) ك ܺ ك (ܺ)כܤ ك ܷ  
Property 2: (׎)כܤ = (׎)כܤ =   ׎
Property 3: כܤ(U) = (U)כܤ = U 
Property 4: כܤ(X ∪ Y) = (X)כܤ ∪   (Y)כܤ
Property 5: כܤ(X ת Y) = (X)כܤ ת  (Y)כܤ
Property 6: ܺ ك ܻ ֜ (X)כܤ ك (Y)כܤ ∧ (X)כܤ ك   (Y)כܤ
Property 7: כܤ(ܺ) = U − ܷ)כܤ − ܺ)  

A Rough Set is defined as the pair (כܤ(ܺ),  Therefore, a RS is a pair .((ܺ)כܤ
of lower and upper approximations of a set in terms of objects not discernible. In 
other words, a RS is a collection of objects which, in general, can not accurately 
be classified in terms of the values of the set of attributes, while the upper and 
lower approximations can. Consequently, each RS has border cases, i.e. objects 
that can not be classified with certainty as members of the set or its complement 
and, therefore, can be replaced or represented by a pair of precise sets, their  
approaches. 
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Fig. 2 Lower and upper aproximation 

4 Basic Concepts of Mathematical Morphology 

The word Morphology originates from two Greek words morphe (form) and logos 
(science). From a scientific perspective, this word refers to the study of forms and 
structures that matter can take. In digital image processing, Mathematical Mor-
phology (MM) is the name of a specific methodology for analyzing the geometric 
structures in an image [18,19]. 

MM, whose early works are due to the German scientist Hermann Minkowski  
(1897 and 1901) and was subsequently studied by H. Hadwiger (1957 and  
1959), is based on sets theory. The continuation of such research with some  
reformulations was conducted by two researchers at the Centre of Morphologie 
Mathematique (CMM) from l'Ecole des Mines de Paris in Fontainebleau, Georges 
Matheron and Jean Serra, who in the sixties worked on mineralogy and petrogra-
phy problems. Its main objective was to characterize physical properties of  
certain materials, such as the permeability of porous media, examining 
its geometric structure. That was how the MM theory started, based on concepts of 
geometry, algebra, topology and set theory [16, 18]. The MM can process images 
for purposes of enhancement, filtering, restoration, segmentation, edge, detection, 
skeletonization, filling regions, thickening, structural analysis, etc. 

In particular, the MM studies the geometrical structures of the components 
present in the images.  Characteristics related to the geometry and topology of the 
components of the images are extracted by nonlinear operations. This theory al-
lows to analyze the shape, size, orientation and overlapping of objects in digital 
images. The key of this techniques lies on the "structuring element" (SE), a set 
completely defined and of known geometry, that is traslated and compared with  
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the image pixel by pixel. The shape and size of SE allow to test and quantify how 
the item "is or is not contained" in the image [5]. 

One advantage of MM is its simplicity of implementation and its pillars are the 
two basic operations, erosion and dilation. From them, by composition, it 
is possible to construct new operators, a property that differentiates it from oth-
er image processing techniques [2]. 

Binary MM is defined from two basic operations called dilation and erosion. 
These operations compare the subsets within the binary image with a SE, which is 
a two dimensional set. The shape and size of the SE is chosen depending on the 
type of analysis to perform, and the shape of the objects within the images. The 
SE is moved, so that performs a pixel by pixel comparison within the full image. 
The result is a new binary image containing the result of the comparison. 
The morphological dilation and erosion operators are the basis of the MM, dilation 
is equivalent to  Minkowski Sum while erosion is equivalent to Minkowski sub-
traction [7, 18].  

Below is the definition of these operators. 
Let ܣ and ܤ be two subsets of Թଶ. Binary dilation of ܣ by a SE ܤ, denoted by ߜ஻(ܣ), is the set of points ݔ ∈ Թଶ such that the set ܤ௫ = ሼܾ + ܾ|ݔ ∈ -ሽ has nonܤ

empty intersection with ߜ :[18 ,6] ܣ஻(ܣ) = ሼݔ ∈ Թଶ ௫ܤ| ת ܣ ≠  ሽ (3)׎

Dilate the image ܣ by the SE ܤ consists in the removal of all the points ݔ for 
which the set ܤ௫ is not included, or equivalently to assign to the dilated image  all 
points x  such that ܤ௫ intercepts the image. The dilation adds all the points that 
touch the edge of an object, i.e., fill contrasts that do not fit the SE (eg, small holes 
and bays).  

Binary erosion of ܣ by a SE ܤ, denoted by  ߝ஻(ܣ), is the set of points ݔ ∈ Թଶ 
such that the set ܤ௫ = ሼܾ + ܾ|ݔ ∈ (ܣ)஻ߜ :[18 ,6] ܣ ሽ is contained in the setܤ = ሼݔ ∈ Թଶ ௫ܤ| ת  ሽ (4)ܣ

Erode the image ܣ by the SE ܤ consists in decreasing the set A  through a 
process of removing elements, taken as reference the SE ܤ. The final size and 
shape of the eroded set depend heavily on the size and shape of the SE [4]. This is 
because the application of erosion removes groups of pixels where the SE does not 
"fit", i.e. removes groups of pixels, like small islands and protrusions, smaller than 
the size of the SE. 

Figure 3 shows an example of the dilation and erosion of an image with a  
circular SE.  
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Fig. 3 Erosion and dilation 

Noting the examples of erosion and dilation shown in Figure 3, it is clear that 
the erosion operator "shrinks" the set, while the dilatation as "expand".  

The basic binary operators have the following properties [18]: 
Property 1: Dilation and erosion are increasing operators, that is to say, pre-

serve the inclusion relation between sets. Being ܣ, ,ᇱܣ ܤ ك Թଶ: ܣ ك Ԣܣ ֜ (ܣ)஻ߜ ك ܣ (Ԣܣ)஻ߜ ك Ԣܣ ֜ (ܣ)஻ߝ ك  (Ԣܣ)஻ߝ

Property 2: The expansion is increasing while erosion is decreasing for the SE ܤ, i.e., being ܣ, ,ܤ ᇱܤ ك Թଶ: ܤ ك Ԣܤ ֜ (ܣ)஻ߜ ك ܤ (ܣ)஻ᇲߜ ك Ԣܤ ֜ (ܣ)஻ᇲߝ ك  (ܣ)஻ߝ
Property 3: Erosion and dilation are not idempotent operators: ߜ஻(ߜ஻(ܣ)) ≠ ܣ∀       (ܣ)஻ߜ ≠ ,׎ ܤ ≠ ሼ0ሽ ߝ஻(ߝ஻(ܣ)) ≠ ܣ∀       (ܣ)஻ߝ ≠ ,׎ ܤ ≠ ሼ0ሽ 

Property 4: The dilatation is commutative, while erosion is not: ߜ஻(ܣ) = ,ܣ∀   (ܤ)஻ߜ ܤ ك Թଶ 

Usually, ߝ஻(ܣ) ≠ ,ܣ ℎݐ݅ݓ (ܤ)஺ߝ ܤ ك Թଶ, ܣ ≠  .ܤ
Property 5: The dilatation is associative, while erosion is not, ie, whether ܣ, ,ܤ ܥ ك Թଶ: ߜ஼(ߜ஻(ܣ)) =  (ܣ)ఋ಴(஻)ߜ
Usually, ߝ஼(ߝ஻(ܣ)) ≠  .(ܣ)ఌ಴(஻)ߝ
Property 6: Dilatation and erosion are dual operators, ie ∀ܣ, ܤ ك Թଶ: ߜ஻(ܣ஼) = (஼ܣ)஻ߝ ℎݐ݅ݓ  ஼[(ܣ)஻ߝ)] =  ஼[(ܣ)஻ߜ)]

Property 7: When the SE has its center ܱ, the dilation by ܤ is extensive and 
erosion by ܤ is no extensive, that is to say: ݂݅ ܱ ∈ ܤ ֜ ܣ ك ܣ∀     (ܣ)஻ߜ ك Թଶ ݂݅ ܱ ∈ ܤ ֜ (ܣ)஻ߝ ك ܣ∀     ܣ ك Թଶ 
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Property 8: ߜఋಳమ(஻భ)(ܣ) = ஻భߜ ቀߜ஻మ(ܣ)ቁ = ஻మߜ ቀߜ஻భ(ܣ)ቁ  ∀ܣ, ,ଵܤ ଶܤ ك Թଶ 

Property 9: ߝఋಳమ(஻భ)(ܣ) = ஻భߝ ቀߝ஻మ(ܣ)ቁ = ஻మߝ ቀߝ஻భ(ܣ)ቁ  ∀ܣ, ,ଵܤ ଶܤ ك Թଶ 

Property 10: ߜ஻భ∪஻మ(ܣ) = (ܣ)஻భߜ ∪ (ܣ)஻మߜ = (ܣ)஻మߜ ∪ ,ܣ∀  (ܣ)஻భߜ ,ଵܤ ଶܤ ك Թଶ 

Property 11: ߝ஻భ∪஻మ(ܣ) = (ܣ)஻భߝ ∪ (ܣ)஻మߝ = (ܣ)஻మߝ ∪ ,ܣ∀  (ܣ)஻భߝ ,ଵܤ ଶܤ ك Թଶ 

Property 6 is particularly interesting in practice, since it says that erode the ob-
ject is equivalent to dilate its background. 

From property 7 it follows that if ܱ ∈ ܤ ׷ (ܣ)஻ߝ  ≤ ܣ ≤  .(ܣ)஻ߜ
Properties 8 and 9 are also of particular interest. Given a complex SE ܤ, if you 

can find a decomposition as a union of simple elements, then you can perform a 
dilation (or erosion) by ܤ as a combination of dilation (or erosion) for simple 
forms.   

Dilation and erosion are not inverse operations. Applying a dilation or ero-
sion to dilation of a given set by the same SE, in general, do not obtain the original 
set.  Therefore, typically: ߜ஻(ߝ஻(ܣ)) ≠  .((ܣ)஻ߜ)஻ߝ

The combination of erosion and dilation operators produces in 
new morphological operators [18]. 

4.1 Relationship between Both Theories 

The lower and upper approximations may be obtained from the erosion and dila-
tion [8]. For a given SE the equivalence relation is defined by: ݔℜݕ ֞ ݕ ∈ ௫ܤ  (5) 

For the equivalence relation ℜ, the class equivalence is obtained by 
(ݔ)ݎ  = ሼݕ ∈ ݕ|ܷ ∈ ௫ሽܤ = ݔ∀   ௫ܤ ∈ ܷ. 

It is assumed that the origin of ܷ belongs to the SE ܤ.  This means that: ∀ݔ ∈ ܷ, ݔ ∈ ݔ∀ ௫ and thereforeܤ ∈ ܷ, ܤis symmetric ൫ ܤ then ℜ is reflexive. If ,ݔℜݔ = ,ݔ)∀  :ෘ൯ thenܤ (ݕ ∈ ܷଶ, ݕℜݔ ֞ ݕ ∈ ௫ܤ ֞ ݕ − ݔ ∈ ܤ ֞ ݔ − ݕ ∈ ෘܤ ֞ ݔ ∈ ௬ܤ ֞  ݔℜݕ

which proves ℜ is symmetric. 
From this relation we see that the lower approximation and erosion coincide: ∀ܺ ؿ ܷ, (ܺ)כܤ = ሼݔ ∈ (ݔ)ݎ|ܷ ؿ ܺሽ = ሼݔ ∈ ௫ܤ|ܷ ؿ ܺሽ =  (ܺ)஻ߝ

Similarly, it can be observed that the upper and dilation approximation  
coincide: ∀ܺ ؿ ܷ, (ܺ)כܤ = ሼݔ ∈ (ݔ)ݎ|ܷ ת ܺ ≠ ሽ׎ = ሼݔ ∈ ௫ܤ|ܷ ת ܺ ≠ ሽ׎ =  (ܺ)஻ߜ
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5 Influence Zones  

The concept of Influence Zones (IZ) has been widely studied and used successful-
ly in applications that are resolved by MM techniques.  This concept is de-
fined from the basic operations, erosion and dilation. Equivalences discussed 
in the previous section, between the lower and upper RS and basic morphological 
operators is of great interest to define the equivalent in the theory of RS, which 
until now has not been explored. 

Let (Ա, ݀) be a metric space and let ܵ a subset de Ա such that  ܵ = ሪ ௜ܺ௜∈ூ  

where ሼ ௜ܺሽ௜∈ூ is a disjoint family of connected components Ա. The Influence 
Zones (IZ) of ௜ܺ, denoted by ܼܫ( ௜ܺ), represents the set of all points that are closest 
to the component ௜ܺ than any other component

 ௝ܺ , ݅ ≠ ݆. Formally [19]: ܼܫ( ௜ܺ) = ሼݔ ∈ ,ݔ)݀|ܺ ௜ܺ) < ,ݔ)݀ ܵ − ௜ܺ)ሽ (6) 

From the definitions of morphological dilation and erosion, the
 
)ܼܫ ௜ܺ) can be 

expressed equivalently [5]: 

)ܼܫ ௜ܺ) = ራ ۈۉ
)௡ିఒߜۇ ௜ܺ) ת ఒߝ ൮ቌራ ௜ܺ௝ஷ௜ ቍ஼൲ۋی

௡ۊ
ఒୀଵ  

              = ራ ൮ߜఒ( ௜ܺ)\ߜఒ ቌራ ௝ܺ௝ஷ௜ ቍ൲௡
ఒୀଵ  

(7) 

where ߜఒ represents the dilation of a ball of radius ߣ and ߝఒ the erosion of a ball of 
radius ߣ. 

Given an image, the IZ operator creates another image with the influences 
zones of the connected components according to the connectivity defined by 
the SE ܤ. Figure 4 shows an example of this operator. 

The expression given above in terms of morphological dilations and erosions is 
the basis for the definition of RS by influence zones proposed in this work. 

 

Fig. 4 Influence Zones 



New Rough Sets by Influence Zones Morphological Concept 91 

 

5.1 Rough Sets by Influence Zones  

If does not exist a decision attribute d  to determine a partition of the universe ܷ, 
the Rough Sets by Influence Zones (RS-IZ) will allow to process a family of data 
sets, identifying influence zones, thus obtaining their separation. 

Let ܵ = (ܷ, ,ܣ ܸ, ݂) an IS such that ܷ = ሪ ௜ܺ௜∈ூ  where the ሼ ௜ܺሽ௜∈ூ is a family 

of disjoint sets.  The Rough Sets by Influence Zones (RS-IZ), denoted by ܴܵ )ܼܫ− ௜ܺ), are defined as follows: 

ܴܵ − )ܼܫ ௜ܺ) = ራ ቎ܤఒכ( ௜ܺ)\ܤఒכ ቌራ ௝ܺ௝ஷ௜ ቍ቏ఒ  (8) 

where ߣ decreases and denotes the cardinal of the set of attributes ܤ ك   .ܣ

5.2 Relationship between IZ and RS-IZ 

When defining the IZ in MM, the value of ߣ, in the union, is growing, since ߜఒ 
represents the dilation of a ball of radius ߣ, and Property 2 indicates that: ߣଵ ଶߣ> ֜ ఒభߜ ك  .ఒమߜ

However, in the RS theory this inclusion relationship is not satisfied. For upper 
approximation the inclusion is verified as the cardinal of the set of attributes de-
creases, ie: ߣଵ > ଶߣ ֜ כఒభܤ ك כఒమܤ . 

Therefore, in the definition of RS-IZ ߣ values are decreasing. 

6 Application Example  

Below an example of an IS is shown. Its universe is composed of six items, which 
are described by the set of attributes A  given by: ܣ = ሼ(ܽଵ) ℎ݁ܽ݀ܽܿℎ݁, (ܽଶ) ݉݊݅ܽ݌ ݈݁ܿݏݑ, (ܽଷ) ݁ݎݑݐܽݎ݁݌݉݁ݐ, (ܽସ) ݂݈ݑሽ 

Table 1 defined the IS to be used in this example. Being  ܵ = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽ the universe consists of the six patients.  First we pro-
vide a disjoint partition of the universe as

 
ܵ = ሪ ௜ܺ௜∈ூ  where the ௜ܺsets must be 

disjoint. 

Example 1: Being ܤఒୀଶ = ሼℎ݁ܽ݀ܽܿℎ݁,  ሽ the subset of attributes to be݊݅ܽ݌ ݈݁ܿݏݑ݉
considered first, with ߣ the number of attributes in the set ܤ.  In this case, the 
classes are determined as follows: ܤ( ଵܲ) = )ܤ ସܲ) = )ܤ ଺ܲ) = ሼ ଵܲ, ସܲ, ଺ܲሽ; ܤ( ଶܲ) = )ܤ ହܲ) = ሼ ଶܲ, ହܲሽ and ܤ( ଷܲ) = ሼ ଷܲሽ 
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These classes induce a partition of the universe as follows: ଵܺ = ሼ ଵܲ, ସܲ, ଺ܲሽ; ܺଶ = ሼ ଶܲ, ହܲሽ and ܺଷ = ሼ ଷܲሽ 

Being ܤఒୀଵ = ሼℎ݁ܽ݀ܽܿℎ݁ሽ. Therefore, the classes are determined as follows: ܤ( ଵܲ) = )ܤ ସܲ) = )ܤ ଺ܲ) = ሼ ଵܲ, ସܲ, ଺ܲሽ  and ܤ( ଶܲ) = )ܤ ଷܲ) = )ܤ ହܲ) = ሼ ଶܲ, ଷܲ, ହܲሽ 

We compute the ܴܵ − )ܼܫ ଵܺ): 

• To ߣ = )כܤ  :2 ଵܺ) = ሼ ଵܲ, ସܲ, ଺ܲሽ          כܤ(ܺଶ ∪ ܺଷ) = ሼ ଶܲ, ଷܲ, ହܲሽቋ ܴܵ − ܫ ఒܼୀଶ( ଵܺ) = ሼ ଵܲ, ସܲ, ଺ܲሽ 

• To ߣ = )כܤ  :1 ଵܺ) = ሼ ଵܲ, ସܲ, ଺ܲሽ          כܤ(ܺଶ ∪ ܺଷ) = ሼ ଶܲ, ଷܲ, ହܲሽቋ ܴܵ − ܫ ఒܼୀଵ( ଵܺ) = ሼ ଵܲ, ସܲ, ଺ܲሽ 

Then: ܴܵ − )ܼܫ ଵܺ) = ሼ ଵܲ, ସܲ, ଺ܲሽ   
We compute the ܴܵ −  :(ଶܺ)ܼܫ

• To ߣ = (ଶܺ)כܤ  :2 = ሼ ଶܲ, ହܲሽ                     כܤ( ଵܺ ∪ ܺଷ) = ሼ ଵܲ, ଷܲ, ସܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଶ(ܺଶ) = ሼ ଶܲ, ହܲሽ 

• To ߣ = (ଶܺ)כܤ  :1 = ሼ ଶܲ, ଷܲ, ହܲሽ                           כܤ( ଵܺ ∪ ܺଷ) = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଵ(ܺଶ) =  ׎

Then: ܴܵ − (ଶܺ)ܼܫ = ሼ ଶܲ, ହܲሽ   
We compute the ܴܵ −  :(ଷܺ)ܼܫ

• To ߣ = (ଷܺ)כܤ  :2 = ሼ ଷܲሽ                                 כܤ( ଵܺ ∪ ܺଶ) = ሼ ଵܲ, ଶܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଶ(ܺଷ) = ሼ ଷܲሽ 

• To ߣ = (ଷܺ)כܤ  :1 = ሼ ଶܲ, ଷܲ, ହܲሽ                           כܤ( ଵܺ ∪ ܺଶ) = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଵ(ܺଷ) =  ׎

Then: ܴܵ − (ଷܺ)ܼܫ = ሼ ଷܲሽ 
 

Figure 5 shows the composition of each of the RS-IZ of the previous example. 
 



New Rough Sets by Influence Zones Morphological Concept 93 

 

 

Fig. 5 Rough Sets by Influence Zones of the example 1 

Example 2: Here we analyze an example where the partition of the universe ܵ 
is defined a priori, unlike the previous example where the partition 
is induced from the classes defined by the set ܤ.  

Being ଵܺ = ሼ ଵܲ, ହܲ, ଺ܲሽ, ܺଶ = ሼ ଶܲ, ଷܲሽ and ܺଷ = ሼ ସܲሽ disjoint partition of space ܵ = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽ. 
Being ܤఒୀଷ = ሼℎ݁ܽ݀ܽܿℎ݁, ,݊݅ܽ݌ ݈݁ܿݏݑ݉  .ሽ݁ݎݑݐܽݎ݁݌݉݁ݐ
Therefore, the classes are determined as follows: ܤ( ଵܲ) = ሼ ଵܲሽ; ܤ( ଶܲ) = )ܤ ହܲ) = ሼ ଶܲ, ହܲሽ; ܤ( ଷܲ) = ሼ ଷܲሽ; ܤ( ସܲ) = ሼ ସܲሽ and ܤ( ଺ܲ) = ሼ ଺ܲሽ 
Being ܤఒୀଶ = ሼℎ݁ܽ݀ܽܿℎ݁, t݁݉݁ݎݑݐܽݎ݁݌ሽ. Therefore, the classes are deter-

mined as follows: ܤ( ଵܲ) = ሼ ଵܲሽ; ܤ( ଶܲ) = )ܤ ହܲ) = ሼ ଶܲ, ହܲሽ; ܤ( ଷܲ) = )ܤ ଺ܲ) = ሼ ଷܲ, ଺ܲሽ and ܤ( ସܲ) = ሼ ସܲሽ 
Being ܤఒୀଵ = ሼt݁݉݁ݎݑݐܽݎ݁݌ሽ. Therefore, the classes are determined as fol-

lows: ܤ( ଵܲ) = )ܤ ଶܲ) = )ܤ ହܲ) = ሼ ଵܲ, ଶܲ, ହܲሽ; ܤ( ଷܲ) = )ܤ ଺ܲ) = ሼ ଷܲ, ଺ܲሽ and ܤ( ସܲ) = ሼ ସܲሽ  
We compute the ܴܵ − )ܼܫ ଵܺ): 

• To ߣ = )כܤ  :3 ଵܺ) = ሼ ଵܲ, ଶܲ, ହܲ, ଺ܲሽ          כܤ(ܺଶ ∪ ܺଷ) = ሼ ଶܲ, ଷܲ, ସܲ, ହܲሽቋ ܴܵ − ܫ ఒܼୀଷ( ଵܺ) = ሼ ଵܲ, ଺ܲሽ 

• To ߣ = )כܤ  :2 ଵܺ) = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽ          כܤ(ܺଶ ∪ ܺଷ) = ሼ ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଶ( ଵܺ) = ሼ ଵܲሽ 
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• To ߣ = )כܤ  :1 ଵܺ) = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽ               כܤ(ܺଶ ∪ ܺଷ) = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଵ( ଵܺ) =  ׎

Then: ܴܵ − )ܼܫ ଵܺ) = ሼ ଵܲ, ଺ܲሽ  
We compute the ܴܵ −  :(ଶܺ)ܼܫ

• To ߣ = (ଶܺ)כܤ  :3 = ሼ ଶܲ, ଷܲ, ହܲሽ                     כܤ( ଵܺ ∪ ܺଷ) = ሼ ଵܲ, ଶܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଷ(ܺଶ) = ሼ ଷܲሽ 

• To ߣ = (ଶܺ)כܤ  :2 = ሼ ଶܲ, ଷܲ, ହܲ, ଺ܲሽ                     כܤ( ଵܺ ∪ ܺଷ) = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଶ(ܺଶ) =  ׎

• To ߣ = (ଶܺ)כܤ  :1 = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽ               כܤ( ଵܺ ∪ ܺଷ) = ሼ ଵܲ, ଶܲ, ଷܲ, ସܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଵ(ܺଶ) =  ׎

Then: ܴܵ − (ଶܺ)ܼܫ = ሼ ଷܲሽ  
We compute the ܴܵ −  :(ଷܺ)ܼܫ

• To ߣ = (ଷܺ)כܤ  :3 = ሼ ସܲሽ                                 כܤ( ଵܺ ∪ ܺଶ) = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଷ(ܺଷ) = ሼ ସܲሽ 

• To ߣ = (ଷܺ)כܤ  :2 = ሼ ସܲሽ                                 כܤ( ଵܺ ∪ ܺଶ) = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଶ(ܺଷ) = ሼ ସܲሽ 

• To ߣ = (ଷܺ)כܤ  :1 = ሼ ସܲሽ                                 כܤ( ଵܺ ∪ ܺଶ) = ሼ ଵܲ, ଶܲ, ଷܲ, ହܲ, ଺ܲሽቋ ܴܵ − ܫ ఒܼୀଵ(ܺଷ) = ሼ ସܲሽ 

Then: ܴܵ − (ଷܺ)ܼܫ = ሼ ସܲሽ 
 

Figure 6 shows the composition of each of the RS-IZ of the previous  
example. 
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Fig. 6 Rough Sets by Influence Zones of Example 2 

7 Conclusion 

In this work we analized deeply the relationship between the two theories, Rough 
Sets and Mathematical Morphology, and we defined a novel characterization of 
Rough Sets which we called Rough Sets by Influence Zones based in morphologi-
cal concepts. 

When it does not exist a decision attribute or it is not available, this novel defi-
nition of Rough Sets by Influence Zones, allows determining a new partition of 
the universe generating influence zones. 

Finally we presented an example, with various partitions of the space obtaining 
different Rough Sets by Influence Zones. 
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Fuzzy Tree Studio: A Tool for the Design  
of the Scorecard for the Management  
of Protected Areas 

Gustavo J. Meschino, Marcela Nabte, Sebastián Gesualdo,  
Adrián Monjeau, and Lucía I. Passoni  

Abstract. This paper presents a Scorecard, which associated with a geographic in-
formation system (GIS), will provide a management tool to assess vulnerability 
within a protected area. To accomplish this task a novel framework is presented, 
which enables the design of logical predicates evaluated with fuzzy logic. This 
tool may guide decisions and investment priorities in protected areas. We have 
taken the Valdes Peninsula Protected Natural Area as a case study, which has been 
declared a World Heritage Site by UNESCO. In this area we have released an in-
tense amount of variables related to natural resources, as well as human uses of 
land and territory and the effectiveness of the management plan and management 
area. To evaluate the vulnerability values of different parcels, according to a set of 
field collected variables is proposed a framework that manages logic predicates 
using fuzzy logic. Several ecologists evaluated this framework satisfactorily due 
to the easy-to-use interface and that the shown results are highly understandable 
for those who need to make decisions on environmental care. 

                                                           
Gustavo J. Meschino ⋅ Lucía I. Passoni 
Laboratorio de Bioingeniería, Facultad de Ingeniería,  
Universidad Nacional de Mar del Plata, Argentina 
e-mail: {gustavo.meschino,isabel.passoni}@gmail.com 

Marcela Nabte ⋅ Adrián Monjeau 
Consejo Nacional de Investigaciones Científicas y Técnicas, CONICET, Argentina 
e-mail: mjnabte@yahoo.com.ar, amonjeau@gmail.com 

Sebastián Gesualdo 
Universidad CAECE, Mar del Plata, Argentina 
e-mail: sebastián.gesualdo@gmail.com 

Adrián Monjeau 
Universidad Atlántida Argentina, Mar del Plata, Argentina 



100 G.J. Meschino et al. 

 

1 Introduction 

When ecologists look at the need to generate predictive knowledge, their descrip-
tions must be converted into quantitative data. A quantitative approach requires 
precise numerical data in order to gain the benefits of mathematics and statistics. 
However, in ecology often the precise number is inaccessible because the impreci-
sion is a constitutive part of reality. Most of the ecological patterns and processes 
can be predicted only beyond a certain "noise" [2]. Where random reigns, as the 
deep root of the vagueness, is where our tools are useless to make predictions [12]. 
This drawback has led scientists to ridiculous situations where all the statistical 
and mathematical paraphernalia was blind to what was obvious to the senses [9], 
all in the pursuit of accurate data to apply a biological reality that refuses to be 
tamed by the accuracy intended. Fuzzy logic has come to address this problem, la-
vishing powerful tools to predict situations from elusive data using logical predi-
cates and logical syntaxes [14] connected together in a cascade of reasoning that 
comes from experience and common sense [4]. 

In this case study we propose to apply Fuzzy Logic to assess the vulnerability 
within a protected area. Protected areas are needed to prevent the extinction of its 
main elements [6, 7, 13]. These elements (e.g., biological species) can be valued 
according to their likelihood of extinction [5]. The level of threat to these species 
and the effectiveness of protected area management are key elements in the ana-
lyzed system. To analyze this issue using fuzzy logic it is necessary to define, with 
as little ambiguity as possible, logical predicates that permit the formalization and 
evaluation of its truth value. 

Some knowledge describing the status of protected area, from the experience 
based on multiple studies [10, 11], can be formalized as:  

1. The vulnerability increases when the value of their conservation targets in-
creases, 

The value of the conservation targets increases when increasing the possibility of 
extinction. 

The vulnerability increases when the conflict increases. 
The conflict increases as threats increase. 
The conflict increases when management inefficiency increases. 

This paper presents a Scorecard, which associated with a geographic informa-
tion system (GIS), will provide a management tool to measure vulnerability. This 
tool may guide decisions and investment priorities in protected areas. We have 
taken the Valdes Peninsula Protected Natural Area as a case study, which has been 
declared a World Heritage Site by UNESCO. In this area we have released an in-
tense amount of variables related to natural resources, as well as human uses of 
land and territory and the effectiveness of the management plan and management 
area. 
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2 Materials and Methods 

2.1 Study Site 

The Valdes Peninsula lies northeast of the province of Chubut, Argentina, be-
tween 42 º and 42 º 45 'S and 63 º 35' and 65 º 17 'W. Its area is 400 000 ha. It was 
declared a Natural Heritage Site by UNESCO in 1999. The province of Chubut 
created a natural reserve by the Provincial Law Nº 4722, called Protected Natural 
Area Valdés Peninsula. According to the classification of conservation units of the 
World Conservation Union (IUCN), the area has been placed in category VI  
(Managed Resource Protected Area). Fig. 1 shows a map of Valdes Peninsula,  
including the ten lots where data was collected clearly pointed. 

  

 

Fig. 1 Map of Valdés Peninsula, showing the ten lots where data was collected clearly pointed 

The Valdés Peninsula has worldwide relevance for its spectacular marine 
mammals (whales, dolphins, elephants and sea lions). It is in these coastal areas, 
attractive for tourism, where management efforts are concentrated. Masked by 
these charismatic megafauna, Valdes Peninsula has a rich and varied terrestrial 
fauna in the interior [11], which represents 98% of World Heritage area. This area 
is completely occupied by private ranches devoted to sheep farming [10]. In this 
sector the protected area management is not only poor [8] but wildlife is combated 
as a threat to sheep or competition with resources [3, 8], with some exceptions due 
to circumstantial conservationist owners [10]. 
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2.2 Data Acquisition 

Information on natural resources, threats and management effectiveness is based 
on five sources: 

• Survey of published information (See [10] and its references). 
• Materials collected: Marcela Nabte campaigned in 2005, 2006 and mid-2007, 

in which materials were collected mainly from skeletal elements of specimens 
run over, killed or found dead in the field [10]. The collected material is tempo-
rarily deposited in the Laboratory Animals of the National Center Patagonia 
(Puerto Madryn, Chubut, Argentina). 

• Direct observations: the most detailed observations were made by the authors 
of this paper (MN, AM) or people with experience in the field; 

• Identification of skins: during the fieldwork surveys were conducted on skins 
of animals hunted presumably by rural people, which in some cases were  
documented photographically [10].  

• Interviews with rural people and park guards.  

2.3 Species Account 

For this case study we have consider only the most conspicuous elements of the 
terrestrial mammal fauna of the Peninsula Valdes, excluding small mammals and 
bats from the analysis. The species included in this study are: 

• Guanaco (Lama guanicoe), 
• Patagonian Mara (Dolichotis patagonum), 
• Large Hairy Armadillo (Chaetophractus villosus), 
• Patagonian Pichi (Zaedyus pichiy), 
• Grey Fox (Pseudalopex griseus), 
• Geoffroy's Cat (Leopardus geoffroyi), 
• Pampas´Cat (Leopardus colocolo pajeros), 
• Puma (Puma concolor), 
• Patagonian Hog-nosed Skunk (Conepatus humboldtii), 
• Lesser Grison (Galictis cuja). 

2.4 Fuzzy Logic Predicates Concepts 

Definition #1. A fuzzy predicate ݌ is a linguistic expression (a proposition) with 
degree of truth ߤ௣ 

 
into [0, 1] interval. It applies the “principle of gradualism” 

which states that a proposition may be both true and false, having some degree of 
truth (or falsehood) assigned. 

Definition #2. A simple fuzzy predicate ݌ݏ is a fuzzy predicate whose degree of 
truth ߤ௦௣ can be obtained by some of the next alternatives: 
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• The application of a membership function associated with a fuzzy term, to a 
quantitative variable. E.g. sp = "Intensity is high", is associated with the varia-
ble "intensity" which is measured in meters and the concept "high" is defined 
by a membership function over the magnitude of the intensity. 

• The association of discrete values into the interval [0, 1] to language labels 
(generally adjectives) of a variable. For example: variable "intensity", and its 
labels "high": ߤ௦௣ = 0.9; "medium": ߤ௦௣ = 0.5; "low": ߤ௦௣ = 0.1. 

• Determination of real value into the [0, 1] interval by an expert. It is normally 
required in situations of some subjectivity where there is a variable that cannot 
be quantified by using one of the two previous cases, e.g. "Infrastructure is 
adequate". 

Definition #3. A compound predicate cp is a fuzzy predicate obtained by combi-
nation of simple fuzzy predicates or other compound fuzzy predicates, joined by 
logical connectives and operators (and, or, not, implication, double-implication). 
For example: ܿ݌ =  2݌ݏ ݀݊ܽ (1݌ݏ ݎ݋ 2݌ܿ) ݀݊ܽ 1݌ܿ

Definition #4. Compound predicates can be represented as a tree structure, having 
its nodes associated by logical connectives (and, or, not, implication, double-
implication) and the successive branches related to lower hierarchical level predi-
cates (simple or compound). Of course, the root of the tree corresponds to a main 
compound predicate and the leaves will be simple predicates. 

It is needed defining logic systems based on a quadruple of continuous opera-
tors: conjunction, disjunction, order and negation, over a set of truth values for 
predicates, into the real interval [0, 1], such that when the truth values are re-
stricted to {0, 1}, these operations become classic Boolean predicates [1]. 

Some logic systems are quite simple, for example using minimum and maxi-
mum operations for conjunction and disjunction respectively. Some others quit 
some axioms in order to achieve a sensitive and idempotent multi-valued system, 
as compensatory logics systems. These systems are sensible to the value of truth 
of the predicates involved and they have been widely used to represent knowledge 
as a predicates system. 

In Table 1 we present some systems for conjunction and disjunction (“and” and 
“or”) operators, their operations and references. The “not” operator is usually  
implemented as   though there are another proposals. 

2.5 Fuzzy Tree Studio Product Perspective 

Fuzzy Tree Studio is a software product conceived as a Decision Support System. 
It tackles Fuzzy Logic concepts by means of a friendly graphical user interface. 
The main objective is giving some help in data analysis by applying previous  
expert knowledge, allowing evaluation and comparison of alternatives. 

The Fuzzy Tree Studio user interface provides easy access to the various tools 
and features to browse, view, edit, manage and query Fuzzy Predicates Trees.  
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Table 1 Some systems for conjunction and disjunction operators 

 Conjunction and Disjunction Reference 

Max-Min   ݔ)ܥଵ, ,ଶݔ … , (௡ݔ = ,ଵݔ)݊݅݉ ,ଶݔ … , ,ଵݔ)ܦ  (௡ݔ ,ଶݔ … , (௡ݔ = ,ଵݔ)ݔܽ݉ ,ଶݔ … ,  (௡ݔ

Dubois & 
Prade, 1985 

Probabilistic ݔ)ܥଵ, (ଶݔ = ,ଵݔ)ܦ  ଶݔଵݔ (ଶݔ = ଵݔ + ଶݔ − ଶݔଵݔ Dubois & 
Prade, 1985 

GMBCL (Geo-
metric Mean 
Based Compen-
satory Logic)   

,ଵݔ)ܥ ,ଶݔ … , (௡ݔ = ,ଵݔ) ,ଶݔ … , ,ଵݔ)ܦ  ௡)భ೙ݔ ,ଶݔ … , (௡ݔ = 1 − [(1 − ଵ)(1ݔ − (ଶݔ … (1 − ௡)]భ೙ݔ
Espin 
Andrade, 
Marx Gómez, 
Mazcorro 
Téllez, & 
Fernández 
González, 
2003 

AMBCL 
(Arithmetic 
Mean Based 
Compensatory 
Logic) 

,ଵݔ)ܥ ,ଶݔ … , (௡ݔ = ቂmin ,ଵݔ) ,ଶݔ … , (௡ݔ ଵ௡ ∑ ௜௡௜ୀଵݔ ቃభమ  ݔ)ܦଵ, ,ଶݔ … , (௡ݔ =  

1 − ൥min (1 − ,ଵݔ 1 − ,ଶݔ … , 1 − (௡ݔ 1݊ ෍(1 − ௜)௡ݔ
௜ୀଵ ൩ଵଶ

Bouchet, 
Pastore, 
Espin 
Andrade, 
Brun, & 
Ballarin, 
2010 

 
Queries are based on objective data coming from different cases to be consi-

dered as alternatives. A degree of truth of a main Predicate will be delivered for 
each case. 

Fuzzy Tree Studio consists of three main parts: the Tree designer and viewer, 
the Data generator and importer, and the Query analyzer. 

The pipeline to work will contain the next three stages: 

• Tree design: user should provide a predicates tree structure. The root is the 
main predicate to evaluate, and leaves are the simple predicates that will be 
evaluated considering data values. 

• Data generation: user is able to import data from files or write them down in a 
table. Data may be numerical or keywords, choices from list of options. Data 
must be coherent with respect to the designed tree. 

• Tree evaluation: based on a data set, the degree of truth of the root will be giv-
en for each case. But additionally, useful graphical and numerical information 
is delivered, to allow the analysis of the particular cases. 

Fuzzy Tree Studio was thought to be scalable. In future versions it is planned to 
include some Evolutionary Algorithms to improve the tree design and the parame-
ters of the membership functions included in the model. 

Fuzzy Tree Studio has proven to be helpful as a tool for model generation  
and analysis from automated control, psychology, ecology, economics, finances, 
biology, medicine, social sciences, management, etc. 
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Fuzzy Tree Studio is intended to be used by people having some experience in 
Fuzzy Logic and Predicates Logic. Its use is simple for any user familiarized with 
typical Windows applications. 

2.5.1 Some other General Specifications 

FTS allows working with more than one project at the same time. Project data can 
be stored in XML format to be compatible with other or future systems. 

During the tree design, the user can see errors or omissions causing problems 
for the future evaluation stage. There are functions for undo, redo, copy, cut, paste 
as usual. Additionally, information about the tree is given at design time: weight, 
number of leaves nodes, number of composed predicates, depth, and grade. 

When a valid design is achieved, a linguistic expression for the main predicate 
is shown. It is formed taking the description of the nodes. 

Simple predicates (leaves nodes) are intended to be evaluated by data. Their 
degree of truth can be defined by: 

• Membership functions (triangular, trapezoidal, Gaussian, sigmoid, S shaped, Z 
shaped). In this case, a value from the dataset will be taken and evaluated using 
the membership function. 

• User-defined Labels, related with different degrees of truth. In this case, the da-
taset should contain the description of the label (for example, “big”, “enough”, 
“small”) and it will be associated with a value of true previously defined. 

• User-values. In this case the value is directly taken from the dataset. It is sup-
posed that some expert gave the value according to his expertise. For example, 
used in cases such “The quality of the soil is good”, which could not be quanti-
fied by using a numerical variable. 

Composed predicates are characterized by a logical operator (and, or, not, im-
plication, double implication) and associated to one or more simple predicates. 

The membership functions can be changed by varying their parameters. Besides 
the shape of the function can be visualized as the parameters are changed, the user 
can modify the function interactively with the mouse by displacing some points. 

2.5.2 Tree Evaluation 

Since there are a variety of options to compute the fuzzy operations between de-
grees of truth, in FTS the user can choose between of them which was presented in 
Table 1: Max-Min, Probabilistic, GMBCL (Geometric Mean Based Compensatory 
Logic) or AMBCL (Arithmetic Mean Based Compensatory Logic). 

Results of the degree of truth for the main predicate are given as a table for 
each case in the dataset, showing the results of the different systems in columns. 

Given a particular case in the table, a graphical representation of the tree for 
this case may be asked. In this representation, the partial degree of truth across the 
tree is shown using a color scale. So the user will be able to analyze which 
branches of the tree (partial composed predicates) are strongly true or weakly true. 
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2.6 Data Quantification 

We have considered three kinds of indicators for the case study, a) the conflictivi-
ty of the protected area, b) threats, c) efficiency / inefficiency of the area manage-
ment.   

a) Conflictivity is a function of the conservation value of each species. This con-
servation value of target species has been characterized by three numerical in-
dicators related with the possibility of extinction (logical predicates R(i), C(i) 
and I(i)) based on previous studies [8, 10]: rarity, criticality, irreplaceability: 

• Rarity: was estimated from the relative abundance assigned by sample (parce-
las) obtained from the sources mentioned above. 

• Criticality: was estimated from population trend assessments made from sur-
veys and historical records [11]. A 0 (zero) is assigned to a growing population, 
and to declining populations increasing values up to 1.  

• Irreplaceability: was estimated from considering the ecological role within the 
area and its taxonomic uniqueness. For example, a species of large carnivore, 
unique and the only predator of large herbivores is irreplaceable in the area be-
cause no other species is capable of filling that role, and therefore the value is 
1; but a small herbivore that shares its diet with other species is more "replace-
able" in its ecosystem function, and their absence may be covered by other 
elements of their trophic guild. 

b) Conflictivity depends on the level of Anthropic pressure to the conservation 
values. The Anthropic pressure has been characterized by three numerical indi-
cators (Area, Time, and Intensity): 

• Area: the total relative area occupied by the disturbance. The maximum value 
(1) is whether it occurs throughout the area and the minimum (0) if the distur-
bance does not occur in the plot. 

• Time: the length of time in which the disturbance occurs. The maximum value 
(1) is if the disturbance happens all the time,  intermediate values are estimates 
of the frequency with which the action takes place, from occasional to frequent, 
and the minimum value (0) if the disturbance never happens. 

• Intensity: It is the power to modify the existing natural conditions, i.e., number 
of hunters or amount of poison, or grazing load per square kilometer. 

c) Vulnerability is also a function of the Inefficiency of the management (predicate 
EI). The Ineffective management indicator is estimated from studies of the 
management plan revision [8] after considering time and money spent on con-
trol and surveillance in various sectors of the protected area. 

2.7 Fuzzy Predicates Definition  

We reformulated the available knowledge as logical predicates in a tree scheme, 
for each Anthropic Pressure. 
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Vulnerability is high when Conflictivity is high and the Environmental 
Management is inefficient. 

Conflictivity is high when relative conservative value of the SIG 
area is high and at the same time, the prevalent anthropic pres-
sure is high. 

Relative conservative value of the SIG area is high 
when Specie 1 is rare or Specie 1 is critical or Specie 1 
is irreplaceable; or when Specie 2 is rare or Specie 2 is 
critical or Specie 2 is irreplaceable; … ; or when Specie 
n is rare or Specie n is critical or Specie n is irreplace-
able. 

Prevalent anthropic pressure is high when its time is 
long, its area is big and its intensity is strong. 

Being n the number of species considered. 
Symbolically: 

VULH(ap) := CH ∧ EI 

CH := VH ∧ PH 

VH := [R(1) ∨ C(1) ∨ I(1)] ∨ [R(2) ∨ C(2) ∨ I(2)] ∨ … ∨ [R(n) 
∨ C(n) ∨ I(n)] 

PH := TL ∧ AH ∧ IS 
Where:  

VULH(ap) =“Vulnerability for the anthropic pressure considered is high.” 
CH  = “Conflictivity is high.” 
EI  = “Environmental Management is inefficient.” 
VH  = “Relative conservative value of the SIG area is high.” 
PH  = “Prevalent anthropic pressure is high.” 
R(i)  = “Specie i is rare.”  
C(i)  = “Specie i is critical.” 
I(i)  = “Specie i is irreplaceable.” 
TL  = “Prevalent anthropic pressure time is long.” 
AB  = “Prevalent anthropic pressure area is big.” 
IS  = “Prevalent anthropic pressure intensity is strong.” 

In this way, we can compute the degree of truth of the main predicate VULH 
by operating with the degree of truth of lower level predicates (R(i), C(i), I(i), TL, AB, 
IS). 

After computing the degree of truth of the main predicate for each considered 
anthropic pressure, we compute a general value of Vulnerability, considering. 

AreaVulnerability := VULH(hunting) ∨ VULH(poisoning) ∨ 
VULH(sheepGrazing) 
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3 Results 

3.1 Application of Fuzzy Tree Studio 

In Figure 2, a general visualization of the Fuzzy Tree Studio Environment is 
shown. On the left is a bar with tools to create both compound and simple predi-
cates nodes. On the right, a project browser shows the available elements (dia-
grams and datasets) and there are two settings windows. 

 

 

Fig. 2 Fuzzy Tree Studio Environment 

When a tree is about to be evaluated using a dataset, the window in Figure 3 al-
lows selection of the logic models that will be used when degrees of truth will be 
computed. 

A results table is delivered after computing the degree of truth of the main pre-
dicate for each dataset register, which is shown partially in Figure 4. Also, these 
results are shown for some areas in Table 2. 

In order to deep into the analysis, if user clicks on a result cell for a specific 
register, a detailed colored tree is made. It can be seen on Figure 5. 
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Fig. 3 Logical models selections for evaluate a predicates tree 

 
Fig. 4 Results table after computing the degree of truth of the main predicate for each data-
set register. There is a column for each logic system (in this example, GMBCL and 
AMBCL) 

 
Fig. 5 Detailed colored tree for a specific register. Red means high degree of truth, while 
green means low degrees of truth 
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Table 2 Results for a partial set of parcels, using Min-Max (MM), Geometric Mean Based Com-
pensatory Logic (GM) and Arithmetic Mean Based Compensatory Logic (AM) operators 

Parcel 

Poisoning 

Vulnerability 

Hunting 

Vulnerability 

Grazing 

Vulnerability Total threat 

MM GM  AM  MM GM  AM  MM GM  AM  MM GM  AM  

#1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

#2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

#3 0.00 0.00 0.00 0.50 0.57 0.52 0.50 0.70 0.61 0.50 0.50 0.51 

#4 0.30 0.57 0.48 0.50 0.65 0.60 0.60 0.77 0.69 0.60 0.67 0.65 

#5 0.00 0.00 0.00 0.50 0.57 0.52 0.50 0.70 0.61 0.50 0.50 0.51 

#6 0.00 0.00 0.00 0.40 0.52 0.44 0.40 0.63 0.52 0.40 0.43 0.44 

#7 0.00 0.00 0.00 0.60 0.72 0.65 0.60 0.77 0.69 0.60 0.60 0.59 

#8 0.70 0.84 0.77 0.70 0.78 0.73 0.70 0.83 0.77 0.70 0.82 0.76 

#9 0.50 0.70 0.64 0.70 0.78 0.73 0.70 0.83 0.77 0.70 0.78 0.74 

#10 0.70 0.84 0.77 0.70 0.78 0.73 0.70 0.83 0.77 0.70 0.82 0.76 

 
Using results of Table 2, SIG maps of vulnerability can be obtained, coloring 

with a semaphore-color bar the different parcels according with their vulnerability 
values (red=1, green=0). The Kruskal-Wallis test was performed on each set of 
Vulnerability source (Poisoning, Hunting and Grazing) and also over the Total 
threat to compare results from each logical operator: Max-Min (MM), Geometric 
Mean Based Compensatory Logic (GM) and Arithmetic Mean Based Compensa-
tory Logic (AM). The multiple comparison test (ߙ = 0.05) showed no mean ranks 
significantly different among any of the groups (݌ > 0.05) within all the Vulne-
rability sources and also on the Total Threat data.   

4 Discussion and Conclusions 

Analyzing results in Table 2, we can consider that the first two parcels show null 
values of vulnerability. When these records were inspected using the colored tree 
(Figure 5), null inefficiency values of the Environmental Management were 
shown, forcing to get  null vulnerability values, despite the existence of  high con-
servative values of the present species. Other parcels show a wide spread of vulne-
rability values, showing the use of compensatory logics a wider range than those 
obtained with the standard max-min operators. 

The Fuzzy Tree Studio framework into a making decision process oriented to 
the environmental care, has proved to have an easy-to-use interface and helpful for 
those who need to prioritize policies. 

When results of this paper are contrasted against the viewpoint of a person with 
deep experience in Peninsula Valdes (e.g. a park guard), they are logical and ex-
pected. Consequently we can consider that the system implements the expert 
knowledge successfully. What is the contribution of this paper to that person? 
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Probably, it is only the simplification of the main problems of the area in a color 
map. However, these results are significant to those who are not near of the troub-
lesome territory and those who need making decisions that involves the area. In-
deed, one of the contributions of the fuzzy logic based system is being a surrogate 
for experience [9]. 

For this particular application was discarded the use of fuzzy logic systems 
with a knowledge base of rules (Mamdani type), since the design contained sever-
al systems with cascade stages. The parameterization of such a design was not 
simple; given that the logical operators and also the defuzzification method must 
be selected according to improve the efficacy. The performance obtained with this 
kind of design did not improve the results achieved with the Fuzzy Tree Studio; 
and also this approach did not provide how visualize the results, as does the FTS 
framework, (Figure 5).  

Another contribution, perhaps the most important, is to provide a solution that 
synergizes the SIG and the fuzzy data processing technologies, integrating geo-
graphical information with data from surveys and countless opinions, individual 
experiences, subjectivities, biases, and good or bad luck of observers and sam-
plers. A data source like this, subject to a classical statistical package, would not 
yield results showing differences between plots. When results say there are no sta-
tistical significant differences, the work of the scientist finds its border. Of course 
there are patterns beyond the limits of statistics. Field ecologists are well aware of 
this tension between differences that are seen with the naked eye and the difficulty 
of statistics to detect them [9]. Fuzzy logic provides a tool that enables slant a step 
beyond the boundaries that the mathematics of accurate data has demarcated be-
tween models and reality. Fuzzy logic provides another way of thinking that can 
treat this type of data and model situations where the change of state variables can 
predict behavior in the dependent variables, not linked by correlation, regression 
or deterministic models, but by a cascade of logical predicates  and the logical cor-
respondence with warning color matching, that guide the decision making process. 
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Framework for the Alignment of Business Goals 
with Technological Infrastructure 

Roberto Pérez López de Castro, Pablo M. Marin Ortega,  
and Patricia Pérez Lorences1  

Abstract. There is not a full integration between business and technological do-
mains in organizations; it creates problems with the availability of the necessary 
information for the decision-making process, and the under use and exploit of in-
stalled Information Technologies (IT) capabilities. In the present investigation is 
proposed a framework to solve this problem. The framework consists of an enter-
prise architecture, several specific procedures, from which we proposed two glob-
al indicators; the first one for management control based on Compensatory Fuzzy 
Logic (CFL), which measures the strategy performance from the compensation of 
the indicators defined in a Balanced Scorecard (BSC); the other one is an indicator 
to evaluate the IT Management (IGTI) based on the assessment of process maturi-
ty expressing a single comprehensive measure. The framework considers the 
alignment among business requirements, business processes and IT resources tak-
ing into account the risks management and benefits.  

1 Introduction 

A survey of 385 finance and IT executives, by CFO Research Services, asked 
them to identify the drivers for poor information quality (IQ). Nearly half of them 
pointed (45 percent) the non-integration of IT systems and the variability of busi-
ness processes as an acute problem that constrains management’s ability to work 
effectively and focus on high-value activities. Approximately the same number 
agrees that finance and business units alike spend too much time developing sup-
plemental reports and analysis. Other disappointing and productivity sapping by 
products of poor information quality include that “multiple versions of the truth,” 
misguides incentive programs, and leads to unrealistic plans and budgets [11]. 

In fact, 61 percent of respondents say they could still do a better job of just 
making sure the financial information they generate accurately reflects the  
performance of their businesses. The business impact of this poor IQ, say  
respondents, includes widespread decision-making problems that are often tied to 
inaccurate, untimely, and irrelevant information. 

                                                           
 Roberto Pérez López de Castro ⋅ Pablo M. Marin Ortega ⋅ Patricia Pérez Lorences 
Central University of Las Villas, Cuba 
e-mail: {robertop,pablomo,patriciapl}@uclv.edu.cu 
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Recently, studies showed how managers of companies had begun using Enter-
prise Architectures (EA) for various reasons. A study in 2007 conducted by the 
Society for Information Management's (SIM) Enterprise Architecture Working 
Group (EAWG) to better understand the state of the practices of the EA in organi-
zations and assessed the status of the IT capabilities of the organizations to  
develop an EA [9], the main results shows that 85% of respondents were in full 
agreement with the EA facilitate systemic change, 80% think that EA is a tool to 
align the business goals and IT initiatives, 90% are strongly agreed that the EA 
provide a guide to the business, data, applications and technologies, nearly 90% 
agreed that EA is a tool for business planning , 84% strongly agreed that the EA is 
a tool for decision making, more than 83% strongly agreed that the purpose / func-
tion of the EA is to align business goals and IT investments, over 87% agreed that 
improves the interoperability of information systems. 

The main goal of this research is to develop a framework that facilitates the inte-
gration of both: business and technology domains, as a tool that contributes to the im-
provement of necessary information availability for the decision making process. The 
framework considers the alignment among business requirements, business processes 
and IT resources taking into account the risks management and benefits. 

2 Framework Description 

The framework proposal is based structurally on the matrix proposed by Zachman 
(Figure 1), considering their first four rows, in which are defined: the business 
strategy, the business model, the system model and the technology infrastructure.  

 

Fig. 1 Zachman Framework [14]  
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In this paper we only focus in creating a global indicator to measure the strate-
gy performance. One of the most important steps in the development of any stra-
tegic control tool is the development of strategic plans, through feedbacks, where 
the indicators capable of monitoring the management control, play an important 
role. Being it, one of the principal difficulties found in the literature used for this 
research. 

In this sense, we proposed an indicator to measure of management control us-
ing compensatory fuzzy logic; it is capable to evaluate based on the behavior of 
the indicators defined in the BSC (Figure 3). 
Step 1: Built the matrix GI(m,k) 

To prepare a matrix where all the indicators and the strategic goals appear de-
fined for the organization. The prepared matrix, must be presented to a group of 
chosen experts who have to answer the question: How true is it, that the indicator 
"k" is an important element in the measurement of the fulfillment of the strategic 
goal "m"? The scale to be used would be a continuous scale between 0 and 1; 
where 0 would be the most false value and 1 the most truthful one. 

 

Fig. 3 Specific procedure for calculating the truth value of the strategic plan implementation 

Start

To build a matrix with all strategic goals vs. all 
indicators defined in the BSC (GI(m,k))

Calculation of value of true that the strategic goal “m” 
is being measured by the indicators defined in the 

BSC (VGIm)

VGIm > 0.5 Redesign of the BSC

Calculation of the value of truth that the strategy is 
being fulfilled (E)

End
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Step 2: Calculation of value of truth, that the strategic goal "m" is being measured 
by the indicators defined in the BSC (VGIm) 

With the previous information we can answer the question: How true it is, that 
the strategic goal “m” is being measured by the indicators defined in the BSC?  

• A strategic goal is being measured if and only if exist indicators that 
measure it.  

This can be expressed using compensatory fuzzy logic as:  ܸܫܩ௠ = ∃௞(ܸܫܩ(௠,௞)) (1)

Where:  ܸܫܩ௠: Value of truth that the strategic goal “m” is being measured by the indi-
cators defined in the BSC.  ܸܫܩ(௠,௞): Matrix with the truth value of the expert consensus that the presence 
of the strategic goal “m” is measuring by the indicator “k”.  

The people in charge of designing the BSC should be ensuring that the value 
obtained in ܸܫܩ(௠) for each goal, has a value greater than 0.5.The ideal value 
would be given by: maximizing ܸܫܩ(௠)and minimize the number of indicators de-
fined in the BSC.  

 
Step 3: Calculation of the value of truth that the strategy is being fulfilled (E) 

As a premise, must be ensured that the VGIm value was more true than false for 
all strategic goals.  

A strategy is being fulfilled if and only if all the important strategic goals are 
being met.  

• A strategic goal is important if there are critical success factors that justify its 
approach.  

• An important strategic goal is being met if and only if all the indicators defined 
in the BSC for its measurement are being met.  

Based on the principles stated above and using compensatory fuzzy logic to 
compensate the indicator defined in the BSC, given as:  ܧ =  ∀௠(ܸܩ௠ → (∀௞(ܸܫܩ௠ → ௞))) (2)ܫܸ

Where:  ܧ: Value of truth that the strategy is being fulfilled. ܸܩ௠: Value of truth that the element “ ݆” is a key success factor and in turn ad-
vises the strategic goal “ ݉”.  ܸܫܩ௠: Value of truth that the strategic goal “ ݉” is being measured by the indi-
cators defined in the BSC.  ܸܫ௞: Value of truth of the criterion of measurement of indicator “ ݇”. 

 
To calculate ܸܫ௞  we propose to use the sigmoidal membership function.  
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Where: ܵ = ܺ  .”݇ “ ௞: Value of truth of the criterion of measurement of indicatorܫܸ =   .௞: Calculated value of the indicator “ ݇” according to the companyܫ
Gamma (ߛ): Value acceptable. It would be equal to the value at which the indi-

cator is considered acceptable.  
Beta (ߚ): Value almost unacceptable: It would be equal to the pre-image of a 

symmetric sigmoidal function for the optimal value defined for the indicator, or it 
would be the same ߚ = (Value at which the indicator is acceptable - Value from 
which the indicator is optimal).  

Alfa (ߙ): Sigmoidal function parameter. 
The use of compensatory fuzzy logic as a knowledge engineering tool, allows 

managers to better analyze the information needed to design a BSC, given that the 
concepts involved in strategic business, are essentially subjective and imprecise.  
The proposed indicator for measuring the strategy gives managers a tool for con-
sistent feedback to the development of strategic projects to meet the dynamic 
changes in the environment. With the combination of metaheuristics which are 
able to determine from a broad set of indicators and goals, and compensatory 
fuzzy logic we would define the ideal balanced scorecard to maximize VGIm val-
ue and minimize the number of indicators defined in the balanced scorecard.  

4 Semantic Model to Support the Integration of Business 
Processes 

When it comes to Business Process Management (BPM) the main problem found 
is the non-existence of an integration solution that allows merging the semantical-
ly supported modeling and orchestration of business processes, with interopera-
bility solutions at data level. Despite the fact that process modeling languages  
allow the combination of process definition (their structure) with Web services or-
chestration (as process execution structure), they are not able until now to define 
the integration mechanisms for heterogeneous data schemas. On the other hand, 
the solutions designed to achieve interoperability of the information systems don’t 
achieve a complete integration since they don’t include the integration at 
processes level. 

Hepp [6] argues that BPM is “the approach to manage the execution of IT-
supported business operations from a business expert’s process view rather than 
from a technical perspective” [6]. In this definition Hepp points out the main prob-
lem in initial stages of BPM, the divorce between the Business Perspective and the 
IT Perspective; creating a need for a unified view on business processes in a ma-
chine-readable form that allows querying their process spaces by logical expres-
sions, with the lack of such a machine-readable representation of their process 
space as a whole on a semantic level been a major obstacle towards mechanization 
of BPM [6]. As it turns out is quite difficult for business analysts to use the exist-
ing tools due to high complexity, and equally difficult to IT specialists to under-
stand the business needs and what a process represents. 



Framework for the Alignment of Business Goals with Technological Infrastructure 119 

 

Another issue presents itself whenever two or more companies need to collabo-
rate, or even applications within the same company, they invariably need to ex-
change information electronically and integrate the results in each system. In an 
ideal scenario, this information exchange and integration is performed in an auto-
matic way allowing business partners to interoperate information seamlessly. How-
ever, because of the large number of diverse information systems the data format 
(syntax) of each exchange (message) usually differs from company to company, or 
sometimes even within the same company if more than one software product is 
used. The situation is similar to the Tower of Babel involving many different people 
that want to work together on a specific task without understanding each other. 

This makes it very challenging to exchange information in an interoperable 
way. Interoperability in this context means “the ability of two or more systems or 
components to exchange information and to use the information that has been ex-
changed” (IEEE Standard Computer Dictionary). Even when you have internal in-
formation integrated (said in a modern ERP system), to manage the information 
exchange with other companies in the Supply Chain, users either have to agree on 
a common model to express the data to be exchanged or they have to individually 
translate the data received from the business partner to the data format they own. 

The traditional solution consists on providing interfaces that allows the access 
of providers and clients to the necessary data for the management. When the ver-
tical integration degree in the chain is high, it could be viable the adoption or 
agreement of a common data model, but when this it is not the case, it is very 
complex the task of providing a different interface for each provider or client with 
a different schema. The use of a unique interface is a solution of compromise that 
is able to transfer the responsibility of translating the data schemas to those that 
you access, from providers to clients. This type of solutions is recognized under 
the common name of “integration projects”. 

The proposed model combines semantic Business Process Modeling, with support 
from Supply Chain Operations Reference model (SCOR) ontology; this will allow 
modeling the logistic integration processes in the Supply Chain based on a recognized 
standard. The main goal is to define the mechanisms to orchestrate the integration 
processes in the Supply Chain and provide the business analysts in charge of model-
ing the new processes common knowledge base to assist the proceeding.  

 
Fig. 4 Sematic Mapping in STASIS [3] 
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The neutral representation of incoming schemata provides the basis for the identi-
fication of the relevant semantic entities being the basis of the mapping process; 
based on the annotation made with respect to the ontologies and on the logic rela-
tions identified between these ontologies, reasoning can identify correspondences on 
the semantic entity level and support the mapping process. In Figure 4 we show an 
example implementation of how this is perceived in project STASIS [3]. 

 

Fig. 5 Proposed Model for semantically supported Business Process Integration 

The main contribution in this aspect will be the addition of the fourth level of the 
SCOR process model from each company to the mapping process; based on metho-
dologies [1] to align, map and merge ontologies; the hierarchical structure of the 
SCOR model should prove to be useful to enhance the results of this procedure.  

As result from the mapping system you get a transformation language (could be 
expressed in XSLT), it will be used to generate the web service which will be used 
as translator for the different schemas in the current information interchange. This 
way seamless interoperation at the process level is achieved including these trans-
lators in the executable process model of the workflow.  

5 Indicator to Evaluate the Level of IT Governance (IGTI) 

At this stage we assess IT governance in the organization to which we proposed an 
indicator to evaluate the level of IT Governance (IGTI). The steps to develop this 
stage are: 
 
Step 1: Determination of the relative importance of domains and control objec-
tives 

The first step of this stage is to define the domains and control objectives to di-
agnose. From the framework COBIT 4.1[4] was made a general proposal, which 
must be adapted by the team considering elements to be added or removed  
depending on the characteristics of the organization. Then we proceed with the 
collection, verification and analysis of information for which we designed a set of 
interview guides. Based on previous results, is passed to determine the maturity 
level of each control objective according the maturity models defined by COBIT. 
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Step 2: Assessment of the domains and control objectives 
We propose the assessment of each control objective through the following ex-

pression: ܥܱܧௗ௚ = ௗܹ௚ × ௗ௚5ܯܰ  (3)

Where: ܥܱܧௗ௚: Assessment of the control objective “݀” of the domain “݃” ௗܹ௚: Weight (relative importance) of the control objective “݀” of the domain 
 ”݃“ ௗ௚: Maturity level of the control objective “݀” of the domainܯܰ ”݃“

The sum of the assessments of the control objectives is the domain result  

௚ܦܴ = ෍ ௗ௚ܥܱܧ
௠೒
ௗୀଵ  (4)

Where: ܴܦ௚: Result of the domain “݃” 
The evaluation of each domain is calculated using the following expression: ܦܧ௚ = ௚ݓ × ௚ܦܴ × 100 (5)

Where: ܦܧ௚: Evaluation of the domain “݃” ݓ௚: Weight of the domain “݃” 
 

Step 3: Determination of indicator IGTI. Graphical representation of results 
The Indicator to evaluate the level of IT Governance (IGTI) is calculated as 

shown: ீܫ ்ூ = ෍ ௚ସܦܧ
௚ୀଵ  (6) 

We define the scale for assessment of IT Governance from Non-existent level 
to Optimized, as shown in table 1. We propose a graphical representation of re-
sults, using control radars and Cause-Effect graphical. 

Table 1 Scale for assessment of IT Governance 

Intervals IGTI (%) IT Governance Assessment

(95≤ IGTI ≤100) Level 5: Optimized 

(75≤ IGTI <95) Level 4: Managed  

(55≤ IGTI <75) Level 3: Defined 

(35≤ IGTI < 55) Level 2: Repeatable  

(15≤ IGTI < 35) Level 1: Initial/Ad Hoc 

(IGTI < 15) Level 0: Non-existent 
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Step 4: Preparation of evaluation report 
From the results obtained in the previous stages, this step is required to produce 

a report which includes assessing: the analysis of IT resources and alignment to 
business objectives, analysis of IT risk management, the analysis of the characte-
rization of worker satisfaction, and a list of domains and control objectives that re-
flected greater difficulty in evaluating management. Should be noted the main 
problems affecting the governance of IT in the organization. 

For the calculation of all the expressions defined above can be used math pack-
ages such as Matlab, but it is also left well defined expressions for easy matrix 
calculation in Excel spreadsheet, if the user does not have access to any of those 
packages.  

6 Conclusions 

The proposed indicators contributed as new measures for management control and 
strategy performance from the compensation using CFL of the indicators defined 
in a Balanced Scorecard; and the assessment of process maturity expressing a sin-
gle comprehensive measure in the global IT Governance indicator. 

The lack of a commonly accepted schema is still a major handicap for Business 
Process Management. Competing standardization bodies have proposed numerous 
specifications and competing schemas that capture only parts of the business 
process life cycle. We proposed an integration model helping to merge the hetero-
geneous proposals for BPM in an attempt to bridge the gap between the IT and 
business domains.  

The proposed framework, as well as all the tools that conform it, help to im-
prove the availability of the necessary information for the decision making 
process, based on the integration of the business and technological domains. 
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Time Series Classification with Motifs  
and Characteristics 
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Gustavo Enrique Almeida Prado Alves Batista, Cláudio Saddy Rodrigues Coy,  
João José Fagundes, and Wu Feng Chung  

Abstract. In the last years, there is a huge increase of interest in application of 
time series. Virtually all human endeavors create time-oriented data, and the Data 
Mining community has proposed a large number of approaches to analyze such 
data. One of the most common tasks in Data Mining is classification, in which 
each time series should be associated to a class. Empirical evidence has shown 
that the nearest neighbor rule is very effective to classify time series data. Howev-
er, the nearest neighbor classifier is unable to provide any form of explanation. In 
this chapter we describe a novel method to induce classifiers from time series data. 
Our approach uses standard Machine Learning classifiers using motifs and charac-
teristics as features. We show that our approach can be very effective for classifi-
cation, providing higher accuracy for most of the data sets used in an empirical 
evaluation. In addition, when used with symbolic models, such as decision trees, 
our approach provides very compact decision rules, leveraging knowledge discov-
ery from time series. We also show two case studies with real world medical data. 
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1 Introduction 

The Data Mining process has been applied to several areas with the objective of 
extracting relevant and interesting knowledge from large data sets, so that such 
knowledge can be used to support the decision-making process. Knowledge ex-
traction from time series is a subject that has attracted the attention of researchers 
and experts in several application areas, since several of those areas generate time-
oriented data. A few examples of application areas for time series are the analysis 
of stock market, manufacturing processes, amino acid sequences data, and the 
medical area with monitoring of chemical, physical and biological variables that 
describe a patient clinical state. Time series data consist of an ordered set of ob-
servations, about a determined phenomenon, measured along a time period, being 
the temporal characteristic the main interest aspect for the Data Mining process. 

Machine Learning is one of the research areas that contribute with algorithms 
and methods used in the Data Mining process. However, dealing with temporal 
and sequential data is a challenge for most of the Machine Learning algorithms, 
since many of them assume the data are independent and identically distributed 
(i.i.d.). In contrast, time series data have a natural order, and consequently the 
probability of occurrence of an observation in a certain time instant usually  
depends of previously observed values.  

This chapter presents an approach to mine temporal data using characteristic 
extraction and motif discovery. The proposed approach consists of two strategies, 
the extraction of global characteristics and the discovery of motifs. The first strat-
egy is widely used in time series research, and describes the global data features 
using, for instance, descriptive statistics. However, in some application domains, 
the global data behavior may not evidence some important details and a more de-
tailed analysis may be necessary. The second strategy uses motifs discovery and 
aims to provide a local view of the temporal data. The proposed approach has the 
objective of unifying the global view given by the general characteristics with the 
local view provided by the motifs identification. 

We show examples of use of the proposed approach with experiments per-
formed in time series data sets available in literature, specifically from the UCR 
Time Series Classification/Clustering archive. We also show two case studies with 
time series from the medical area for the classification of electrocardiograms and 
anorectal manometry exams. 

2 Definitions and Notations 

This section presents some definitions and terminologies used in this chapter. 

Definition 1 (Time Series) [2] A time series ܼ is an ordered collection of real-
valued observations of length m,  that is,  ܼ = ,ଵݖ) ,ଶݖ … , ௧ݖ  ௠)  withݖ ∈ ܴ,  for 1 ≤ ݐ ≤ ݉. 

Definition 1 states that a time series is a collection of real values ordered  
temporally. For some problems, it may be necessary to transform the real-valued  
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observations into symbolic values. In doing so, we avail a wide class of algorithms 
developed exclusively to work with symbolic sequences, for instance, hashing and 
SuffixTrees data structures as well as algorithms to string matching [6]. The defi-
nition of a symbolic time series is presented in Definition 2. 

Definition 2 (Symbolic Time Series) [8] A time series ܼ of length ݉’ is a collec-
tion of ordered values ܼ = ,ଵݖ) ,ଶݖ … , ௧ᇲݖ ௠) withݖ ∈ ∑  ,  for 1 ≤ Ԣݐ ≤ ݉Ԣ where ∑  , is a finite alphabet of symbols. 

Some methods rely on analyzing small portions of a time series with the objec-
tive of, for example, identifying local characteristics or reducing the search space. 
These small portions are named subsequence (Definition 3) and are extracted with 
a sliding window (Definition 4). 

Definition 3 (Subsequence) [2] Given a time series ܼ of length ݉, a subsequence ܥ of ܼ is a continuous sample of ܼ of length ݊, with  ݊ << ݉. Therefore,  ܥ = ൫ݖ௣, … , ௣ା௡ିଵ൯ for 1ݖ ≤ ݌ ≤ ݉ − ݊ + 1. 

Definition 4  (Sliding Window) consists of extracting all subsequences of length ݊ 
of a time series ܼ of length ݉, resulting in subsequences (ݖଵ, … , ,ଶݖ) ,(௡ݖ … , ,௜ݖ) ,…,(௡ାଵݖ … , ௡ା௜ିଵ), for 1ݖ ≤ ݅ ≤ ݉ − ݊ + 1. 

As previously mentioned, the proposed method jointly applies two strategies to 
construct the input for Machine Learning algorithms. The characteristics1 extrac-
tion and motifs identification are used to construct an attribute-value representa-
tion. Features are typically related to descriptive statistics such as average,  
standard deviation and maximums and minimums which supply information on 
the global behavior of a time series. In contrast, motifs provide information about 
the existence of local behaviors. Motifs can be understood as a frequent subse-
quence present in a time series that have morphological similarity.  

In the following definitions, concepts related to motifs are formalized, starting 
with the match concept, necessary to determine the similarity between two subse-
quences.  

Definition 5 (Match) [2] Given a positive real number r and a time series Z con-
taining a subsequence ܥ beginning at position ݌ and another ܯ in position ݍ, in 
which the distance between the two objects is denoted by ܦ, if ܥ)ܦ, (ܯ ≤  .ܥ is similar to ܯ then ,ݎ

Although the match definition is simple and intuitive, in some situations two 
subsequences can be considered similar due to the fact that they share a large 
number of observations. This fact contributes to generate what is called a false 
motif. In these cases, it is necessary to apply the concept of trivial match forma-
lized in the Definition 6. 

Definition 6 (Trivial Match) [2] Given a time series ܼ and subsequences ܥ and ܯ 
beginning at positions ݌ and ݍ, trivial match between ܯ and ܥ occurs if ݌ =  or ݍ
if there is not a subsequence ܯԢ beginning at ݍԢ such that ܥ)ܦ, (Ԣܯ > ݍ for ,ݎ < Ԣݍ < ݌ or ݌ < ݍ <  .ݍ
                                                           
1 In this chapter, the words characteristics, attributes and features are used indistinctly. 
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Stage 2: Motifs Extraction 
The naïve algorithm for motif identification evaluates all possible matchings 

and, therefore, has time complexity of O(m2), being m the size of the time series. 
Such time complexity can be considered very high and will result in large execu-
tion times for most classification problems. Alternative approaches have been 
proposed aiming to reduce the time complexity [3, 14]. In this chapter we use the 
approach proposed by [1], namely Random Projections in conjunction with the 
proposal of [9]. The second stage, motifs identification, is divided in three steps, 
as described next: 

 
Step 1 – Subsequence matrix building: the process of building a Subsequence 

Matrix (SM) consists of extracting all subsequences of length n from the time se-
ries, using a sliding window. Each subsequence is transformed in a string using 
the Symbolic Aggregate aproXimation (SAX) method [7]. The SAX discretization 
uses an alphabet, which size should be provided by the user. Figure 4 (a) presents 
an example with an alphabet of three symbols (a, b, c) in which subsequences of 
length 16 are extracted with a sliding window, and each subsequence is discretized 
using SAX giving origin to string of length nsax=4. 

 

 

Fig. 4 Representation of the motif identification process, adapted from [2] 

Step 2 – Collision matrix building: the Collision Matrix (CM) is used to iden-
tify subsequences that are likely motifs. Such matrix, initially null, has number of 
rows and columns equal to the number of rows of matrix SM. CM is filled in us-
ing an iterative process. In each iteration, a different randomly chosen mask is 
used to indicate which columns of SM are currently active.  The active columns 
form a hash key, and the locations of the subsequences are inserted in a hash table 
according to those keys – Figure 4 (c). For instance, in Figure 4 (b) the current 
mask is (1, 2); therefore, the subsequences in the rows (1 and 58) and (2 and 985) 
of SM will collide since they have the same hash key, considering only the values 
of columns 1 and 2. At the end of each iteration, MC is updated by counting the 
number of subsequences that collided – Figure 4 (d). The process is repeated for a 
determined number of times. Each iteration requires that the hash structure is 
cleaned and filled in again. 
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Step 3 – Collision matrix analysis: a large value in a CM position is an in-
dicative, although it is not a guarantee, of the existence of a motif. In order to 
identify a motif, we should verify in the CM matrix the location of the subse-
quences that resulted in the largest number of collisions. The distance between 
those subsequences is calculated over the original (real-valued) data. If two subse-
quences are inside a radius r, they are considered motifs. Other subsequences may 
also be inside the same radius and need to be also identified as motifs [2]. In gen-
eral, a sequential search is performed using the subsequence defined as motif over 
the entire time series. 

This strategy to identify motifs is an interactive and probabilistic process. Since 
this strategy does not explore the entire search space, it is more efficient than other 
approaches such as the naïve brute-force algorithm [2]. In contrast, the probabilis-
tic strategy may lead to false negatives, i.e., it may not identify all existing motifs. 
An empirical comparison between the probabilistic and the brute force algorithm 
was performed in [9]. In that experiment, the probabilistic approach was signifi-
cantly faster than the brute-force and both methods identified the same motifs. 

Figure 5 illustrates schematically the process of identifying motifs and mapping 
them to an attribute-value table. In this example, four motifs, Mo1, Mo2, Mo3 e 
Mo4, are identified in two time series T1 and T2. The attribute-value representation 
indicates the occurrence (1) or not (0) of each motif in the time series. 

 

 

Fig. 5 Schematic representation of motif identification [8] 

Motifs allied with extracted characteristics can be represented together in a fi-
nal attribute-value table. In such table, each attribute is associated with an ex-
tracted characteristic or with a presence (0 or 1), frequency or location of an iden-
tified motif. Figure 6 illustrates this process.  

 

Fig. 6 Attribute-value representation obtained with characteristics and motifs 
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3.3 Third Phase– Knowledge Extraction from Time Series 
Databases 

This phase defines the Machine Learning algorithms that will be used to build a 
prediction model or to explore and understand the data. Most of the previous work 
applied non-symbolic algorithms due to the temporal nature of the data. Our expe-
riments show we can obtain competitive classification performance even when 
symbolic algorithms are used. In addition, our representation using motifs and 
characteristics usually lead to very simple models that can be easily interpretable 
by non-experts. 

4 Case Study – Benchmark Datasets 

This section presents a case study of the proposed method applied to six temporal 
benchmark datasets: FaceFour, Coffee, Beef, Trace, Wafer and Gun-Point, availa-
ble at the UCR Times Series Classification/Clustering data base [5]. Table 1 
presents a summarized description of these datasets. 

Table 1 Description of the benchmarks datasets 

Dataset #Ex. Time  
Series Length 

Number 
of Classes 

%Class Trivial 
classifier Error 

FaceFour 112 350 1 

2 

3 

4 

19.6%  

30.4% 

25.9% 

24.1% 

69.6% 

Coffee 56 286 1 

2 

48.2% 

51.8% 

51.8% 

Beef 60 470 1 

2 

3 

4 

5 

20.0% 

20.0% 

20.0% 

20.0% 

20.0% 

80.0% 

Trace 200 275 1 

2 

3 

4 

25.0% 

25.0% 

25.0% 

25.0% 

75.0% 

Wafer 7164 128 1 

2 

10.6% 

89.4% 

10.6% 

Gun-Point 200 150 1 

2 

50.0% 

50.0% 

50.0% 
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Our evaluation compares the proposed approach to a frequently used strategy to 
classify time series, in which data are directly given to a Machine Learning algo-
rithm. This approach is widely used in the area, and is able to provide excellent re-
sults in terms of classification error. In particular, the k-nearest neighbors (kNN), 
with k = 1, is widely used in classification of time series, frequently providing re-
sults that are very difficult to beat [4]. 

In this case study, models were induced using WEKA3 Data Mining software 
[15] with J48 and kNN algorithms with their default settings. 

We use the average error rate as the main metric to assess our results. We chose 
this measure due its simple interpretability and because of its frequent use in time 
series classification papers; allowing direct comparison with other results in the li-
terature. The average error was estimated with 2 × 5 fold cross-validation since 
most of the selected datasets have a limited number of samples, each sample cor-
responding to a time series. In order to facilitate the reproduction of results and 
comparison with methods proposed by other researchers, we selected publicly 
available datasets widely used in the area. 

The comparison of the results was performed using the t-Student statistical test, 
using the mathematical and statistical environment R4. 

4.1 Results and Discussion 

Table 2 presents the mean error rates and their standard deviations for the induced 
classifiers for each dataset. The lowest rates are shown in bold and those that 
present statistical significant difference (s.s.d.) are marked at the s.s.d. column. 

In this table, it is possible to notice that the symbolic models induced by J48 
over the attribute-value table created by the proposed method presented a higher 
accuracy than the traditional approach, in which J48 induces a classifier over the 
raw data, with s.s.d in four of the six datasets. Similar results were obtained with 
the kNN algorithm. 

Table 2 Mean errors and standard deviations of the induced models 

Datasets 

J48 kNN 

Proposed  
method 

Traditional  
approach 

s.s.d. 
Proposed 
method 

Traditional 
approach 

s.s.d. 

FaceFour 13,4 (5,3) 19,8 (5,7) † 3,7 (2,5) 7,0 (3,7) † 

Coffee 9,1 (6,0) 39,0 (10,6) † 7,8 (4,6) 34,7 (10,3) † 

Beef 43,7 (14,4) 49,7 (9,6) 47,0 (9,7) 53,3 (11,8) 

Trace 1,1 (1,5) 22,7 (5,1) † 0,0 (0,0) 13,8 (3,4) † 

Wafer 0,2 (0,2) 1,1 (0,4) † 0,1 (0,1) 0,2 (0,1) † 

Gun-Point 11,1 (5,8) 12,2 (6,6) 7,2 (6,1) 6,6 (1,4) 

                                                           
3 http://www.cs.waikato.ac.nz/ml/weka/ 
4 http://www.r-project.org/ 



134  

 

The use of symbolic m
ristics, as well as motifs (l
levant information to the 
posed method (a) and b
Values between parenthe
node. 

Fig. 7 Induced trees using th

The knowledge represe
and intuitive in comparis
Figure 7 (b). Thus, the p
easier interpretability, due
the use of motifs as attribu

5 Case Study – M

This section presents a ca
rived from Electrocardiog
tions. The ECG is a test t
cardiac activity captured 
This test, when performe
However, many devices o
data set used in this case 
ries Classification/Cluste
represented by time serie
shows examples of two tim

A.G. Maletzke et a

models enabled the joint representation of global charact
local characteristics), which in real cases may provide r
domain experts. Figure 7 shows a tree built with the pro

by the traditional approach (b) for the Wafer data se
eses indicate the coverage of each branch till the le

he proposed method (a) and with the traditional ap-proach (b) 

ented by the tree in Figure 7 (a) is more understandab
on with the knowledge represented in the tree shown i

proposed method allowed the construction of models o
e to the use of low complexity characteristics as well a
utes for the induction of models. 

Medical Area Datasets  

ase study with medical data in which time series are de
gram (ECG) and Anorectal Manometry (AM) examina
that aims to describe the electrical phenomena related t
over time through electrodes pre-positioned in the bod

ed in the full mode, is composed by twelve electrode
often use only a part of these electrodes [12]. The EC
study was obtained from the UCR repository Times Se

ering. This data set is composed of 200 examination
es composed of 96 observations. Figure 8 (a) and (b
me series from the ECG dataset. 

al.

e-
e-
o-
et. 
af 

 

le 
in 
of 
as 

e-
a-
to 

dy. 
es. 

CG 
e-
ns 
b) 



Time Series Classification w 

 

Fig. 8 Time series examples 

Two types of abnorma
with (66.5%) and without

The second data set co
with fecal incontinence. T
patient's loss of the ability
in appropriate and social
were captured by eight se

This data set consists
formed by the Coloprocto
during the period of May
tients and the other eight
nence Grade III. The AM
of voluntary contraction a
anatomic anal region. 

Due to the fact that ea
each sensor, both global c
time series considering on

Figure 9 (a) shows a t
and Figure 9 (b) shows th
with the help of experts. 

Fig. 9 Time series example o

with Motifs and Characteristics 13

 

extracted from the ECG dataset 

al characteristics are described in this data set: patien
t (33.5%) clinical signs of supraventricular tachycardia. 
onsists of an important exam for the diagnosis of patien
This condition, of varying degrees, is characterized by th
y and capability to control the passage of feces and gase
lly acceptable time and place. The data from this exam
nsors arranged radially in the anal sphincter [13]. 
 of 17 Anorectal Manometry exams, which were pe

ology Service, Faculty of Medical Sciences at UNICAM
y/1995 to November/1996. Nine of these are normal p
t exams represent patients with abnormal fecal incont

M examination follows a protocol in which three section
are performed, in order to capture the work done by th

ach exam is composed of eight time series derived fro
characteristics and motifs were extracted from these eigh
nly the periods of voluntary contraction. 
ime series obtained from a sensor of a AM examinatio
he bounded sections of the voluntary contraction period

obtained from the AM exam 

35

nts 

nts 
he 
es, 
m 

er-
MP 

a-
ti-
ns 
he 

m 
ht 

on 
ds 

 



136 A.G. Maletzke et al. 

 

Table 3 presents a summary of the characteristics of the ECG and AM datasets. 

Table 3 Description of the ECG and AM datasets 

Dataset #Ex. Time  
Series Length 

Number 
of Classes 

%Class Trivial 
classifier Error 

ECG 200 96 1 

2 

66,5% 
33,5% 

33,5% 

AM 17 320 1 

2 

53,0% 

47,0% 

47,0% 

 

 
In this case study the focus was concentrated at the task of classification by the 

induction of decision trees. Once again, induction of the models was also per-
formed using the WEKA Data Mining software [15] using the J48 algorithm with 
its default settings. Preliminary experiments were conducted using the holdout ap-
proach, in which the data set is divided into two subsets: a training data set and a 
testing data set. For the AM data set, 65% of the cases were used for training and 
35% for the testing set. As for the ECG data set, both training and testing sets 
were composed by the same number of examples. 

Sizes of motifs were determined according to previous work presented in  
Maletzke [8] and Maletzke et al. [10]. Thus, ten different values were used for  
the parameter size of motifs determined by the variation of 1% to 10% relative to 
the size of time series in each data set, in increments of 1%. As for the global cha-
racteristics, three of them were considered:  mean value for all observations, as 
well as maximum and minimum values. 

5.1 Results and Discussion 

A major challenge of the presented approach is the definition of parameters such 
as the characteristics to be used and the size of motifs. These parameters are spe-
cific for each domain. Therefore, the results presented in this section refer to the 
use of motifs of different sizes for ECG and AM. Nevertheless, it may contribute 
as a guide for other domains, specially the medical ones.  

As mentioned before, evaluation was performed considering the classification 
accuracy of symbolic models induced by the J48 algorithm for the induction of 
decision trees.  

Table 4 presents the error rates for the induced classifiers for each dataset. For 
the ECG data set, the proposed method presented an error value of one order of 
magnitude lower than the traditional approach. For the AM dataset, both ap-
proaches achieved the same performance. However, the proposed approach has 
the advantage that the generated models are significantly more understandable 
than the ones generated with the traditional approach. 
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Table 4 Comparative performance between the proposed and the traditional meth-ods for 
ECG and AM datasets 

 

Dataset 
Proposed 
method 

Traditional 
approach 

ECG 2.0 25.2 

AM 16.7 16.7 
 

 
In this case study, we opted for the induction of decision trees due to the fact 

that these models are more adequate when the objective is to interpret and under-
stand of the details of the generated model, a characteristic that becomes quite 
complex when symbolic models are not used.  

In a joint analysis among domain and computer science specialists, the con-
junction of global information (characteristic) with local information (motifs) was 
considered to contribute to a more complete construction of models involving time 
series.  

6 Conclusion 

The chapter presented a new approach for mining time series by extracting global 
and local attributes. This approach can be applied in order to construct an 
attribute-value representation of temporal data, allowing the application of tradi-
tional Machine Learning methods and in particular symbolic methods such as  
decision trees. In contrast to the traditional analysis, that considers each temporal 
observation as an attribute, this approach identifies patterns (local and global) that 
enable to construct intelligible structures that simplify model analysis. In addition, 
the analysis of each component that conform this structure can reveal a novelty 
pattern in the data. 

Two case studies of the proposed approach were presented in this chapter: one 
using benchmark datasets available in the scientific community and another using 
two real medical datasets. The results from both the case studies were considered 
satisfactory and with promising future research.  

It is important to emphasize the contribution of the approach using motifs and 
global characteristics for the induction of symbolic models, especially in the  
medical field, as in these cases the analysis and the verification of the generated 
conclusions are fundamental issues to the research, diagnosis, treatment and  
prevention of diseases. 
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Solving Regression Analysis by Fuzzy Quadratic 
Programming 

Ricardo Coelho Silva, Carlos Cruz Corona, and José Luis Verdegay Galdeano   

Abstract. Regression analysis, which includes any techniques for modeling and 
analyzing several variables, is a statistical tool that focuses in finding a relation-
ship between a dependent variable and one or more independent variables. When 
this relationship is found, some values of parameters are determined which help a 
function to best fit in a set of data observations. In regression analysis, it is also  
interesting to characterize the variation of the depend variable around the inde-
pendent ones. A regression problem can be formulated as a mathematical  
programming problem, where the objective is to minimize the difference between 
the estimated values and the observed values. This proposal provides a fuzzy solu-
tion to the problem that involves all particular -punctual- solutions provided by 
other methods. To clarify the above developments, a numerical example about the 
price mechanism of prefabricated houses is analyzed. 

1 Introduction 

Regression analysis is widely used for prediction and forecasting, where its use 
has substantial overlap with the field of machine learning. It is also used to under-
stand, which among the independent variables are relates to the dependent one, 
and to explore the forms of these relationships. The performance of regression 
analysis in practice depends on the form of the data-generating process, and how it 
relates to the regression approach being used. However, it is more natural that the 
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given data are imprecise and vague because they are observations that are subjec-
tive. In this context, some technique to deal with these imprecise data must be 
used, and one of these techniques is fuzzy regression analysis, which is more con-
sidered in systems where human estimations is influential.  

Tanaka and Lee [5] classified the fuzzy regression analysis in two categories that 
are possibilistic regression analysis, which is based on possibility concepts, and least 
squares method, which minimizes errors between the given outputs and the esti-
mated ones. The first work about possibilistic regression analysis was proposed by 
Tanaka et al. [8] in which is used a fuzzy linear system as a regression model. In [7] 
and [5], a interval regression analysis, which is a simplest version of possibilistic re-
gression, based on quadratic programming is shown. It is an approach that unifies 
the possibility and necessity regression analyses. Other proposals based on the use of 
possibility concepts can be found in [3, 4, 6]. Another direction of fuzzy regression 
is fuzzy least squares approaches and some approaches can be found in [2, 12]. In 
[14], an approach that uses quadratic programming is shown and it integrates the 
two categories from fuzzy regression analysis, where it reconciles the minimization 
of estimated deviations of the central tendency with the minimization of estimated 
deviations in the spreads of membership functions.  

A regression problem can be formulated as a mathematical programming prob-
lem, where the objective is to minimize the difference between the estimated val-
ues and the observed values. These data lack this kind of exact knowledge, and 
only approximate, vague and imprecise values are known. Moreover, these impre-
cise values can be dealt with fuzzy logic. In this case, the concept of fuzzy  
mathematical programming emerges when it is used. In this work, the input and 
output data are real numbers and the coefficients of these data are fuzzy numbers.  

With this in mind, the goal of this paper is to apply a parametrical approach [1, 
13] developed by authors based on fuzzy quadratic programming to solve this 
problem. This proposal provides a fuzzy solution to the problem that involves all 
particular -punctual- solutions provided by other methods. To clarify the above 
developments, a numerical example about the price mechanism of prefabricated 
houses is analyzed. 

The paper is organized as follows: Section 2 briefly shows about fuzzy linear 
regression and how transforming a regression problem into mathematical pro-
gramming problem with fuzzy costs. In this section, a novel approach is shown 
that solves quadratic programming problems with fuzzy costs where these are 
transformed into parametrical quadratic multi-objective programming problems. 
To clarify the above developments, a numerical example is analyzed in Section 3. 
Finally, conclusions are presented in Section 4. 

2 Fuzzy Regression by Quadratic Programming 

In this section, a brief introduction about fuzzy linear regression, which is used  
extensively in practical applications, is shown that has been based on linear  
programming when introduced by Tanaka et al. [8]. An approach that solves  
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quadratic programming problems with fuzzy costs, where these are transformed 
into parametrical quadratic multi-objective programming problems, is also de-
scribed in this section. 

2.1 Fuzzy Linear Regression 

Fuzzy linear regression was the first type of regression analysis to be studied be-
cause models which depend linearly on their unknown parameters are easier to fit 
than models which are non-linearly related to their parameters.  

Fuzzy linear regression models are often fitted using the least squares approach, 
which is used in this work, or possibilistic regression analysis. 

In fuzzy linear regression, the model is a linear combination of the parameters, 
which are represented by fuzzy numbers, and independent variables that deter-
mines the dependent variable.  

Table 1 Input-Ouput data 

Samples Output Inputs 

1 yi  x11, … , x1n  

. . . 

. . . 

. . . 

m ym  xm1, … , xmn  
 
In Table 1, the independent variable, x୧୨, represents the ݆th input for the ݅th 

sample, when the dependent variable, yො୧, is an estimated value of the output, y୧, 
that is an observation for the ݅th sample. 

The goal is to find the fuzzy parameters out that obtain the best estimation of 
the regression problem. Thus, the problem of fuzzy regression can be formulated 
by a straight line as: 

෤௜ݕ = ሚ଴ܣ + ෍ ௜௠ݔሚ௜ܣ
௜ୀଵ  (1)

where ܣሚ଴ is a fuzzy coefficient and ܣሚ௜(݅ = 1, … , ݉) is a vector of fuzzy coeffi-
cients.  

Each fuzzy coefficient is characterized by a function membership defined by 
decision maker. The membership function can be defined as ߤ஺෨ೕ: ܴ → [0,1], ݆ ∈ ሼ0,1, … , ݉ሽ. 

In particular these membership functions will be supposed as: 
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(ݕ)஺෨ೕߤ = ൞ 0       ݂݅ ௝௎ܣ ≤ ݕ ݎ݋ ݕ ≤ ௝௅ܣ ݂݅           (ݕ)௝௅ℎ஺෨ೕܣ ≤ ݕ ≤ ݆     ௝ܣ ∈ (ݕ)஺෨ೕ݃ܬ ݂݅ ௝ܣ ≤ ݕ ≤ ௝௎ܣ  (2)

The target is to minimize the difference between the observations and the esti-
mations. ݕ௜ − ෤௜ݕ = ߳௜ (3)

where ߳௜ is the residual, which is a random variable with zero mean. Thus, ac-
cording to [8] the fuzzy regression analysis by using least square model can be 
transformed into a fuzzy quadratic programming problem as: 

݉݅݊ ෍ ቌݕ௜ − ሚ଴ܣ − ෍ ௜௝௡ݔሚ௝ܣ
௝ୀଵ ቍଶ௠

௜ୀଵ  

.ݏ ௝ݔ௧ܣ  .ݐ + ௝หݔ௎೟หܣ ≥ ௝ݔ௧ܣ         ௝ݕ − ௝หݔ௅೟หܣ ≤ ௝ݕ                                      ܿ௜ ≥ 0, ݅ = 0,1, … , ݊ ݆ = 1, … , ݉ 

(4) 

2.2 Fuzzy Quadratic Programming 

An optimization problem that is described with a quadratic objective function sub-
ject to linear constraints is called a “Quadratic Programming” problem. QP can be 
viewed both as a special case of the nonlinear programming and a generalization 
of the linear programming. In the real world problems have parameters that are 
seldom known exactly and have to be estimated by decision maker. Hence, the ݊ × ݊ symmetric matrix Q and the n vector ࢉ have fuzzy numbers in these compo-
nents. A fuzzy quadratic programming problem can be formulated as: min ܿ̃௧ ݔ + 12 ௧ݔ ෨ܳݏݔ. .ݐ ݔܣ ≤ ݔ       ܾ ≥ 0 

(5)

where the fuzzy numbers are characterized by membership functions that are 
defined by decision makers. The membership functions can be defined as ߤ௝, :௜௝ߤ ܴ → [0,1],   ݅, ݆ ∈ ܬ = ሼ1,2, … , ݊ሽ. 

In particular these membership functions will be supposed as: 

(ݕ)௝ߤ = ൞ 0        ݂݅ ௝ܿ௎ ≤ ݕ ݎ݋ ݕ ≤ ௝ܿ௅ℎ௝(ݕ)           ݂݅ ௝ܿ௅ ≤ ݕ ≤ ௝ܿ     ݆ ∈ ݂݅ (ݕ)௝݃ܬ ௝ܿ ≤ ݕ ≤ ௝ܿ௎    (6) 
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and 

(ݕ)௜௝ߤ = ൞ 0         ݂݅ ௜௝௎ݍ ≤ ݕ ݎ݋ ݕ ≤ ௜௝௅ݍ ݂݅           (ݕ)௜௝௅ℎ௜௝ݍ ≤ ݕ ≤ ,݅     ௜௝ݍ ݆ ∈ ݂݅  (ݕ)௜௝݃ܬ ௜௝ݍ ≤ ݕ ≤ ௜௝௎ݍ  (7) 

where h(·) and g(·) are assumed to be strictly increasing and decreasing conti-
nuous functions, respectively, ℎ௝൫ ௝ܿ൯ = ݃௝൫ ௝ܿ൯ = 1, ݆ ∈ ௜௝൯ݍand ℎ௜௝൫ ܬ =݃௜௝൫ݍ௜௝൯ = 1, ݅, ݆ ∈  .ܬ

A multi-objective approach to solve a linear programming problem with impre-
cise costs is described in [10, 11]. As the linear problem is a particular case of qu-
adratic problem, this approach can be extended to solve quadratic programming 
problems with fuzzy costs. 

The quadratic objective function can be divided into two parts, where the first 
one is a linear term and the second one is a quadratic term. According to this, the 
fuzzy costs can only be in the first part or only the second part or in both. 

The linear problem considered in [10] used trapezoid membership functions for 
the costs but here, for the sake of simplicity, they will be supposed to be like (6) 
and (7). 

Then, by considering the (1 − ߙ ,cut of every cost-(ߙ ∈ ݔ∀ ,[0,1] ∈ ܴ, (ݔ)௝ߤ ≥ 1 − ߙ ֞ ℎ௝ି ଵ(1 − (ߙ ≤ ݔ ≤ ݃௝ି ଵ(1 − ݔ∀,(ߙ ∈ ܴ, (ݔ)௜௝ߤ ≥ 1 − ߙ ֞ ℎ௜௝ିଵ(1 − (ߙ ≤ ݔ ≤ ݃௜௝ିଵ(1 − (8) ,(ߙ

Where ݅, ݆ ∈ ܬ = ሼ1,2, … , ݊ሽ. 
Thus, according to the parametric transformations shown above, a fuzzy solu-

tion to (5) may be found from the parametric solution of the multi-objective para-
metric quadratic programming problem min ൤(ܿଵ)௧ݔ + 12 ,ݔ௧ܳଵݔ (ܿଶ)௧ݔ + 12 ,ݔ௧ܳଵݔ … , ൫ܿଶ೙൯௧ݔ + 12 ,ݔ௧ܳଵݔ (ܿଵ)௧ݔ+ 12 ,ݔ௧ܳଶݔ … , ൫ܿଶ೙൯௧ݔ + 12 ,ݔ௧ܳଶݔ … , ൫ܿଶ೙൯௧ݔ+ 12 .ݏ ൨ݔ௧ܳଶ೙మݔ ݔܣ  .ݐ ≤ ܾ, ݔ ≥ 0,          ܿ௞, ܳ௣ ∈ 1)ܧ − ,(ߙ ߙ ∈ [0,1],          ݇ = 1,2, … , 2௡ ܽ݊݀ ݌ = 1,2, … , 2௡మ

 

(9) 

where 1)ܧ − ߙ for each ,(ߙ ∈ [0,1], is the set of vectors in ܴ௡ such that each 
of its components is either in the lower bound, ℎ௝ି ଵ(1 − or in the upper bound, ݃௝ି ,(ߙ ଵ(1 − of the respective (1 ,(ߙ − ݇∀ ,cut, that is-(ߙ = 1,2, … , 2௡, and ∀݅, ݆ ∈ ௞ܿ .ܬ = (ܿଵ௞, ܿଶ௞, … , ܿ௡௞) ∈ 1)ܧ − (ߙ ֞ ௝ܿ௞ = ቊℎ௝ି ଵ(1 − (ߙ ௝ି݃ݎ݋ ଵ(1 − (ߙ  (10)
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and ܳ௞ = ଵଵ௞ݍ) , … , ଵ௡௞ݍ , … , ௡௡௞ݍ ) ∈ 1)ܧ − (ߙ ֞ ௜௝௞ݍ = ቊℎ௜௝ିଵ(1 − (ߙ ௜௝ିଵ(1݃ݎ݋ − (ߙ  (11) 

The obtained parametrical solutions for any of multi-objective models above, to 
the different ߙ values, generate a set of solutions and then we use the Representa-
tion Theorem to integrate all of these particular alpha-solutions. 

3 Numerical Example 

In this section, a kind of data sets that represents the price mechanism of prefabri-
cated houses is analyzed. The input and output data shown in Table 2 are obtained 
from the catalogue issued by some corporations, as described in [8]. The computa-
tional results and a comparative analysis of the linear and quadratic parametric ap-
proaches responses will be presented. 

Table 2 Data related to prefabricated houses 

No. yi     

1 606 1 38.09 36.43 

2 710 1 62.10 26.50 

3 808 1 63.76 44.71 

4 826 1 74.52 38.09 

5 865 1 75.38 41.10 

6 852 2 52.99 26.49 

7 917 2 62.93 26.49 

8 1031 2 72.04 33.12 

9 1092 2 76.12 43.06 

10 1203 2 90.26 42.64 

11 1394 3 85.70 31.33 

12 1420 3 92.27 27.64 

13 1601 3 105.98 27.64 

14 1632 3 79.25 66.21 

15 1699 3 120.50 32.25 

 
The tests were all performed on a PC with 2.26GHZ Intel® CoreTM 2 Duo pro-

cessor, 4GB RAM running Ubuntu 9.10 operational system. All the problems pre-
sented in this work were resolved using NSGA-II evolutionary algorithm [9] 
which was implemented in MATLAB® 7.8.0 program. The evolutionary algorithm 
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parameters are: 100 generations and 100 individuals in the population, while the 
crossover and mutation index are 0.6 and 0.3, respectively. 

Figure 1 shows that the observations, which are represented by diamonds, are 
inside of the interval formed by the obtained solutions for the linear formulation. 
The objective function of this formulation is described for 
$\min~\sum_{i=1}^{m}\left|y_{i}\tilde{A}_{0}\sum_{j=1}^{n}\tilde{A}_{j}x_
{ij}\right|$ subject to the same constraints presented in Problem (4). The upper 
and lower box-and-whisker diagram, which shows the spread of the data, 
represent upper and lower values, respectively, of each one fuzzy number of the 
population of obtained optimal solutions. The box lies between the upper and low-
er quartiles, and the median can also be indicated by dividing the box into two. 
The whiskers are straight line extending from the end of the box to the maximum 
and minimum extreme values. 

 

 

Fig. 1 Fuzzy regression model by linear programming for house price data 

Figure 2 shows that the observations, which are represented by diamonds, are 
also inside of the interval formed by the obtained solutions for the quadratic for-
mulation. It is easy to see that the quadratic formulation obtains an interval closer 
than the linear formulation. Another point is that the most of the lower values are 
more concentrate and some minimum extreme values are more distant for the low-
er quartile. Therefore, the quadratic formulation obtains parameters that fit better 
to the observed values. 
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Fig. 2 Fuzzy regression model by quadratic programming for house price data 

4 Conclusions 

Quadratic Programming problems are very important in a variety of both theoreti-
cal and practical areas. When real-world applications are considered, the vague-
ness appears in a natural way, and hence it makes perfect sense to think in Fuzzy 
Quadratic Programming problems. In contrast to what happens with Fuzzy Linear 
Programming problems, unfortunately until now no solution method has been 
found for this important class of problems. In this context this paper has presented 
an operative and novel method for solving Fuzzy Quadratic Multi-Objective  
Programming problems which is carried out by performing two phases which fi-
nally provide the user with a fuzzy solution. The obtained solutions allow the au-
thors to follow along this research line trying to solve real problems in practice, in 
such a way that oriented Decision Support Systems involving Fuzzy Quadratic 
Programming problems can be built. 

An evolutionary algorithm called NSGA-II was used and it produces a se-
quence of points according to a prescribed set of instructions, together with a  
termination criterion. Usually we look for a sequence that converges to a set of ef-
ficient solutions, but in many cases however we have to be satisfied with less  
favorable solutions. Then the procedure may stop either 1) if a point belonging  
to a prefixed set (the solution set) is reached, or 2) if some prefixed condition for 
satisfaction is verified. 

In any case, assuming that a solution set is prefixed, the algorithm would stop if a 
point in that solution set is reached. Frequently, however, the convergence to a point 
in the solution set is not easy because, for example, of the existence of local opti-
mum points. Hence we must redefine some rules to finish the iterative procedure. 
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Hence the control rules of the algorithms solving convex programming prob-
lems could be associated to the solution set, and to the criteria for terminating the 
algorithm. As it is clear, fuzziness could be introduced in both points, not assum-
ing it as inherent in the problem, but as help for obtaining, in a more effective 
way, some solution for satisfying the decision-maker’s wishes. This mean that the 
decision maker might be more comfortable obtaining a solution expressed in terms 
of satisfaction instead of optimization, as it is the case when fuzzy control rules 
are applied to the processes. 
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Business Intelligence Taxonomy 

Pablo M. Marin Ortega, Lourdes García Ávila, and Jorge Marx Gómez  

Abstract. The tourism industry has been steadily rising in the world, creating new 
job opportunities in many countries. Today’s information management solutions 
for the complex tasks of tourism industry are still at an early stage. This paper 
presents some preliminary results on the state of the art analysis on the existing 
tourism ontologies and enterprise architectures. First result presented in this paper 
identifies taxonomy for business intelligence in the tourism domain. We identify 
several tourism standards which are suitable as basis for business intelligence.  

1 Introduction 

The World Tourism Organization [21] vision forecasts that international arrivals 
are expected to reach nearly 1.6 billion by the year 2020. Of those worldwide ar-
rivals in 2020, 1.2 billion will be intraregional and 378 million will be long-haul 
travelers. The total tourist arrivals by region shows that by 2020 the top three re-
ceiving regions will be Europe (717 million tourists), East Asia and the Pacific 
(397 million) and the Americas (282 million), followed by Africa, the Middle East 
and South Asia. In Cuba the tourism industry according to [2] represent the 7% of 
the Gross Domestic Product (PIB by its Spanish acronym). In the most recent 20 
years, the revenues for this sector to the internal economy came to 30 billion dol-
lars, and they covered 46% of the whole imports.  

Tourism is viewed as an information intensive industry where information 
plays an important role for decision and action making and the Information Tech-
nology (IT) starts to play a challenging role in the tourism domain[17]. Business 
Intelligence (BI) provides the ability to analyze business information in order to 
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support and improve the decision making process across a broad range of business 
activities. But the BI tools alone facilitate "how" it is possible to achieve a solu-
tion from the IT point of view, but they do not assure "what" is the information 
that is really needed. Enterprise Architectures (EA) are a good starting point for 
the design of any BI solution, because EA captures a wide information variety, es-
tablishes relations between the technological domain and the business domain, and 
stores all the information joined on a single repository. Existing EA, however, 
lack of semantics for humans and systems to understand them exactly and com-
monly, this causes communication problems between humans or between systems 
or between human and system. These communication problems keep enterprises 
from implementing integration and collaboration with other companies.  

This paper focuses on the state of the art analysis on the existing tourism ontol-
ogies, EA frameworks and BI components. We present several existing tourism 
ontologies and EA frameworks which are suitable to serve as a basis for the design 
of BI. Furthermore we propose taxonomy to design BI in the tourism industry that 
allows the mapping of tourism ontologies, an EA and the components of any BI 
solution. 

This paper is organized as follows: Section 2 provides related work. In Section 
3, we present important outlines about tourism ontologies. Section 4 we chose an 
EA. A new taxonomy to design BI is suggested in Section 5. Finally, conclusions 
and future work are discussed in Section 6. 

2 Related Work 

In tourism domain, there already exist different standard and ontologies which are 
designed and used internally by tourism agents to help them manage heterogene-
ous tourism data, in the Table 1, we summarize some work aimed to generate 
global standards to facilitate inter and intra tourism data exchange. 

There are many enterprise architecture frameworks, and new ones are being 
added every day. Recent work shows that the most commonly used framework is 
the Zachman Framework, followed by the organization’s own frameworks, fol-
lowed by TOGAF, U.S. DoD (this covers about two-thirds of all enterprises)1[6]. 
Frameworks provide guidance on how to describe architectures and based on them 
we can define taxonomy. 

BI technologies are used to provide historical, current, and predictive views of 
business operations. Common functions of BI technologies are reporting, on-line 
analytical process (OLAP), analytics, data mining, business performance man-
agement, benchmarks, text mining, and predictive analytics[6].  

                                                           
1  A press time survey showed the following statistics [IEA200501]: Zachman Framework: 25%; 

Organization’s own: 22%; TOGAF: 11%; U.S., DoD Architecture Framework: 11%; E2AF: 
9%; FEAF: 9%; IAF: 3%; TAFIM: 2%; TEAF: 0%; ISO/IEC 14252 (IEEE Std 1003.0): 0%; 
Other: 9%. 
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Table 1 Global standards to facilitate inter and intra tourism data exchange 

Related Works Description Source 

Mondecas tourism ontology Used by Destination Marketing Organizations and dis-
tributors, it’s maintained and manipulates comprehen-
sive knowledge bases and catalogs from many sources. 

[15] 

WTO thesaurus Includes information and definitions of the topic tourism 
and leisure activities. In addition to showing equivalent 
terms in the five official languages of the Organization 
(Arabic, English, French, Russian and Spanish), some 
records contain definitions, links to online references 
and other useful information.  

[22] 

e-Tourism Ontology The goal of the ontology is to support tourism organiza-
tions with exchanging data and information without 
changing their local data structures and information sys-
tems. 

[20] 

Travel Itinerary Ontology Simple ontology for representing a travel itinerary [4] 

General Geographic Ontology Provides geographic location information for cities, air-
ports, ports, and other facilities. Includes name, country, 
lat/long, etc. 

[18] 

TAGA Travel Ontology Provides typical concepts of travelling combined with 
concepts describing typical tourism activities. 

[26] 

German Hotel Classification / 
Deutsche Hotelklassifizierung 

Offers a German standardized classification system 
called “Deutsche Hotelklassifizierung” (German Hotel 
Classification). 

[3] 

NC 127:2001 Offers a Cuban’s standard to the tourism industry, in-
cluded a classification system. 

[16] 

ISO 18513:2003 Offers a standard that it defines terms used in the tour-
ism industry in relation to the various types of tourism 
accommodation and other related services. 

[9] 

 
Generally, a BI system should have the following basic features[23]: 

• Data Management: including data extraction, data cleaning, data integration, as 
well as efficient storage and maintenance of large amounts of data. 

• Data Analysis: including information queries, report generation, and data visua-
lization functions. 

• Knowledge Discovery: extracting useful information (knowledge) from the ra-
pidly growing volumes of digital data in databases.  

Nowadays, there are many companies around the world considered as BI dis-
tributors, each introducing their own products as qualified in meeting all organiza-
tional needs, in Table 2. we present a study developed by [19] about the top 5 
Worldwide BI tools revenue by vendor, 2007-2009. Nevertheless, these applica-
tions do not assure the totality of the necessary information in the decision making 
process is available. Most of the existing solutions are focused on the technological  
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capacities, and it answers to the question of, how achieving the solution? But not, 
what would be the necessary information? That the solution must support,  
according to the real needs for the business; these elements indicate that do not ex-
ist alignment between the business domain and technological domain. 

Table 2 (Top 5) Worldwide Business Intelligence Tools Revenue by Vendor, 2007–2009 

Company  

Revenue ($M) Share (%) 2007-2008 
Growth (%) 

2008-2009 
Growth (%) 2007 2008 2009 2007 2008 2009 

SAP 1356.7 1,574.6 1,557.1 19.0 20.2 19.5 16.1 -1.1 

IBM 1153.3 1,145.6 1,224.3 16.1 14.7 15.3 -0.7 6.9 

SAS 785.4 870.5 909.5 11.0 11.1 11.4 10.8 4.5 

Oracle 596.7 701.1 719.5 8.3 9.0 9.0 17.5 2.6 

Microsoft 554.9 648.7 701.3 7.8 8.3 8.8 16.9 8.1 

Other 2,706.2 2872.7 2893.6 37.8 36.8 36.1 6.2 0.7 

Total 7,153.2 7,813.4 8,005.3 100.0 100.0 100.0 9.2 2.5 

3 Tourism Ontologies 

Several tourism ontologies were considered for reuse, one of the most popular is 
e-Tourism Ontology. It organizes tourism related information and concepts. The 
ontology will allow achieving interoperability through the use of a shared vocabu-
lary and meanings for terms with respect to other terms. The Class Overview of 
the ontology is show below. 

Class Overview[13] 

• Accommodation 
• Activity 
• ContactData 
• DateTime 

- OpeningHours 
- Period 

o DatePeriod 
o TimePeriod 

- Season 
• Event 
• Infrastructure 
• Location 

- GPSCoordinates 
- PostalAddress 

• Room 
- ConferenceRoom 
- Guestroom 

• Ticket 
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With the above Class Overview of the e-Tourism Ontology we can get an 
idea about the main concepts needed today in the Tourism Industry, and based 
on these we will propose taxonomy for developing a BI solution for the Tourism 
Industry. 

4 Enterprise Architecture 

The purpose of enterprise architecture is to create a map of IT assets and business 
processes and a set of governance principles that drive an ongoing discussion 
about business strategy and how it can be expressed through IT. There are many 
different suggested frameworks to develop enterprise architecture. However, most 
frameworks contain four basic domains, as follows: (1) business architecture: do-
cumentation that outlines the company’s most important business processes; (2) 
information architecture: identifies where important blocks of information, such as 
a customer record, are kept and how one typically accesses them; (3) application 
system architecture: a map of the relationships of software applications to one 
another; and (4) the infrastructure technology architecture: a blueprint for the ga-
mut of hardware, storage systems, and networks. The business architecture is the 
most critical, but also the most difficult to implement, according to industry practi-
tioners[14]. 

In order to define a taxonomy model, a framework to define EA is required. 
There are various EA frameworks, as explained above. Among them, the Zachman 
Framework [24, 25] is selected as a base EA framework to define the taxonomy. 
Although the Zachman framework lacks in modeling for detailed EA components 
and relationships among them and does not provide concrete implementing  
method, it is valuable in the point that it presents general framework which every 
enterprise can use to build its EA [10]. Beside “the Zachman Framework is an on-
tology – a theory of the existence of a structured set of essential components of an 
object for which explicit expression is necessary, and perhaps even mandatory for 
creating, operating, and changing the object (the object being an enterprise, a de-
partment, a value chain, a solution, a project, an airplane, a building, a product, a 
profession, or whatever)” [12]. In order to cope the taxonomy with the BI solution 
we considering only the first four rows of the framework, which are defined as: 
the strategy model, business model, system model and technology model. The 
structure of the framework is show in the Table 3. 

Based in the structure of the framework we can define taxonomy of the enter-
prise, where the first hierarchical level is the “Scope content”, followed by “Busi-
ness Concept” and so on (see Figure 1), in each level is necessary to define the 
elements defined in each row of the enterprise architecture. 
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Table 3 The Zachman Enter

 What How

Scope 
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Scope Contexts

Business Concepts

Technology Physics

Tool Components

Balanced ScoreCard

Process
Dashboard

Knowledge discovery

Data Analysis

Data Warehouse

Conforms to ETL

Translated into 
operational terms

Translated into 
operational terms

Alert and Reporting 

Data Mining

Enterprise Architecture
Management Control 

Tools
Business Intelligence 

Components 

Conforms to

Conforms to

Conforms to

 

Fig. 2 Business Intelligence Taxonomy 

The BSC [11] was included because it is a representative tool on business strat-
egy alignments. The BSC suggests four perspectives: financial, customers, internal 
business processes, and learning and growth to measure enterprise performance. 
The four perspectives of the BSC offer a balance between short term and long 
term goals, between desired outcomes and performance drivers of those outcomes, 
and between hard goals measures and softer, more subjective measures. Using the 
BSC, enterprises can align strategies and make processes executed according to 
strategies[5], and this process help to know which is the necessary information for 
the decision making process. 

Attending on the structure defined in the EA (Table 3), it must be completed by 
rows, given that each row represents a top level with respect to the one that fol-
lows in order, nevertheless there exist a big dependency among each of the ele-
ments for columns. In Table 4 appear the dependencies that we proposed between 
each cells. The order to fulfill each cell depends on the relationships among  
the cells. 

In order to fulfill the goals of this paper is necessary to map the approach found 
in the Tourism Industry (see Table 1), we propose to use as vocabulary to describe 
the enterprise architecture the ISO 18513:2003, because ISO (International Organ-
ization for Standardization) is the world’s largest developer of voluntary technical 
standards. ISO is a non-governmental organization with 163 members[8], included 
Cuba. The ISO 18513:2003 standard, “Tourism services Hotel and other types of 
tourism accommodation Terminology”, defines terms used in the tourism industry 
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in relation to the various types of tourism accommodation and other related  
services. It has been published in January 2001 and is directly adopted from a 
standard by the European Committee for Standardization (CEN). The standard is 
designed to define a common vocabulary for a better understanding between the 
users and providers of tourism services. 

Table 4 Fulfillment rules 

 What How Where Who When Why 

Scope 
Contents 

A1 B1 C1 D1 E1 F1 

Business 
Concepts 

A2 ← (A1) 

 

B2← 
(B1+A2) 

C2← 
(C1+B2) 

D2← 
(D1+B2+C2) 

E2← 
(E1+A2+C2) 

F2← 
(F1+B2) 

System 
Logic 

A3← 
(A2+B2+F2) 

B3← 
(B2+F2) 

C3← 
(C2+A3+B3) 

D3← 
(D2+F2+B3) 

E3← 
(E2+B3+C3) 

F3←(F2) 

Technology 
Physics 

A4← (A3) B4← 
(B3+A4) 

C4← 
(C3+A4+B4) 

D4← 
(D3+A4+B4) 

E4← 
(E3+D4) 

F4←(F3) 

 
Furthermore we proposed to used in the “Business Concepts” row the elements 

defined in e-Tourism Ontology, because this ontology cover common concepts of 
the tourism industry, besides it was developed taking into account existing stan-
dard initiatives and its main goal is to support tourism organizations with data and 
information exchange without changing their local data structures and information 
systems. In the Table 5 we proposed how to map the Overview Class of the  
ontology with each column of the Business Concepts row. 

Table 5 Mapping between Business Concepts and Class Overview 

 What How Where Who When Why 

Business 
Concepts 

Infrastructure 

 

Accommodation 

Room 

Ticket 

Location 

 

ContactData 

 

DateTime 

Event 

 

Activity 

 
The BSC in the strategic level help to the manager to translate the strategy to 

operative terms, because it develops a strategic planning and management with the 
goal to align business activities with the organization strategy, improves internal 
and external communications, and monitors organization performance against 
strategic goals in order to continuously improve strategic performance and re-
sults[1]. 

Wherever is necessary to have a set of Key Performance Indicators (KPI) in the 
tactical level (Business Metric in the Figure 2) mapping with the BSC, so tactical 
staff knows which are they goals and what they should do; beside this linking is 
necessary for the knowledge discovery process. Using different algorithms is 
possible to find the relationships among KPIs and among BSC indicators and 
KPIs, these relationships help to explain some behaviors in the environment of the 
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enterprise. This process helps the manager in the decision making process and cla-
rifies for them which is the right way for the organization to succeed. 

The other part of the any BI solution is the “Data Management”, the first step 
of the Data Management and sometime the most difficult and hard is the extract, 
transform, and load (ETL) process, because the information is distributed 
throughout the length and wide of organizational systems, with different technolo-
gy and different models. To have an EA linking with a BSC to develop BI it helps 
to know: 

1. What will be the necessary information to load in the data warehouse? 
What will be the necessary changes to make on the data before loading them in the 
data warehouse? 
Which are the technologies that support the necessary data to load in the data 
warehouse? 
Where are distribute the necessary data to load in the data warehouse? 
When will be necessary to load the information in the data warehouse? 
Which will be the main roles of the BI? 
Which will be the necessary reports? 

To know the answer of these questions before developing BI is very important 
to reduce cost and time. Sometimes the cost and the time increase because the 
company staff does not know the answer of these questions and then they lost a lot 
time developing patches to fix errors previously committed. The problem is that to 
develop BI successfully is necessary first an alignment between business domain 
and technology domain, and is necessary too a common understanding among the 
business staff and the technological staff, because BI is: “An interactive process 
for exploring and analyzing structured, domain-specific information (often stored 
in data warehouses) to discern business trends or patterns, thereby deriving in-
sights and drawing conclusions. The business intelligence process includes com-
municating findings and effecting change. Domains include customers, suppliers, 
products, services and competitors”[7].  

6 Conclusion and Future Work 

In this paper, we presented some early stage work on the taxonomy for BI in tour-
ism industry, we also identify several tourism standards and ontologies and several 
problems in the development of BI. Based on this, we proposed taxonomy for BI 
to improve the availability of the necessary information for the decision making 
process, based on the integration of the business and technological domains. In the 
future we work to define based on the proposed taxonomy, an ontological model 
to help to improve the process of mapping among EA component, BSC and  
BI component as well as to design some tools, to measure the alignment degree 
between business and technological domains and the performance of BI. 
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Discovering Knowledge by Fuzzy Predicates  
in Compensatory Fuzzy Logic Using 
Metaheuristic Algorithms 

Marlies Martínez Alonso, Rafael Alejandro Espín Andrade,  
Vivian López Batista, and Alejandro Rosete Suárez  

Abstract. Compensatory Fuzzy Logic (CFL) is a logical system that enables an 
optimal way of modeling knowledge. Its axiomatic character enables the work of 
natural language translation of logic, so it is used in knowledge discovery and de-
cision-making.Obtaining LDC predicates with high values of truth is a general and 
flexible approach that can be used to discover patterns and new knowledge from 
data. This work proposes a method for knowledge discovery from obtaining LDC 
predicates, to obtain different structures of knowledge using a metaheuristic ap-
proach. A series of experiments and results descriptions of certains advantages for 
representing several patterns and tendencies from data is used to prove the  
proposed method. 

1 Introduction  

Multivalent Logics generalize Bivalent Logic (BL) to a whole range of interme-
diate values between true (1) and false (0). Thus, it is possible to work with sets 
that do not have perfectly defined limits, where the transition between member-
ship and non-membership of a variable in a set is gradual [3]. 
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Although the many advantages of multivalent systems to model ambiguous or 
vague knowledge have certain difficulties modeling knowledge in a natural way. 
For that reason is frequent in these applications the use of free operators and the 
extralogical resource called defuzzification [5]. 

The main difficulties of multivalent systems in the work of knowledge model-
ing are that not generalize completely all formulas of the Bivalent Logic. This dif-
ficulty sometimes causes bad behaviors for some interpretations of the logical va-
riables. Another difficulty becomes evident when modeling decision-making 
problems, where not achieve the most appropriate behavior. In this case, the defi-
ciency is given by the associative character of the operators of conjunction and 
disjunction, and the lack of sensibility to changes in the value of true of basic pre-
dicates when calculating the value of truth of compound predicates [7]. 

CFL is a multivalent system distinguished by its quality to generalize all  
formulas of BL. It has been demonstrated using Kleene´s axiomatic that the valid 
formulas of BL are exactly the formulas that have truth value greater than 0.5 in 
the context of the CFL. It has the characteristic of being a sensible system which 
ensures that any variation in the truth value of the compound predicates. CFL 
waiver of compliance with the associative classical properties of conjunction and 
disjunction to achieve a knowledge representation closer to human thinking. Its 
ability to formalize the reasoning makes possible its use in situations requiring 
multicriteria evaluations and ambiguous verbal descriptions of knowledge. There-
fore, offers an opportunity to use language in the construction of semantic models 
that facilitate evaluation, decision making and knowledge discovery [7, 8]. 

The knowledge discovery by finding CFL predicates makes use of metaheuris-
tics for exploring the space of possible predicates, identifying those that have high 
value of true. This is a way to generalize a part of the genetic programming dedi-
cated to the collection of predicates that represent logical formulas; part that is in-
tended mainly to circuit design [1, 6]. In this case, unlike genetic programming, 
the learning is not supervised; neither have we used the classical binary trees that 
have been used by genetic programming to prevent the deficiencies of the binary 
representation.  

This work begins by giving some basic notions of the CFL. Then is describes 
some of the basic notions of the proposed approach. Finally, show some experi-
mental results which show certain advantages of the proposed approach as a tool 
for knowledge discovery. 

2 Basic Notions of CFL 

The main difficulties of multivalent logical approaches in the modeling of know-
ledge are: 

• The associative property of conjunction and disjunction operators used. 
• The lack of sensitivity to changes in the values of truth of the basic predicates 

when calculating the truth value of the compound predicate. 
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• The total absence of compensation of truth values of predicates when calculat-
ing the truth value of the compound predicates using operators.  

The association is a characteristic present in a great part of the operators used 
for aggregation. This characteristic is not good for data mining due to the  
existence of equality of hierarchies of objectives and preferences. Moreover, the 
sensitivity is the ability to react to the values of the predicates. This makes that 
different situations in the state of the systems generate different assessments in the 
veracity of knowledge and different models have different behaviors. Finally, the 
compensation is the capacities of the values of basic predicates are compensated to 
each other when calculating the truth value of the compound predicate. Classical 
approaches of Decision Theory include models such as additives, which accept 
compensation without limits, and the descriptive, which accept partially compen-
sation, the latter being more akin to the reasoning of the actual agents [7]. 

In the CFL operation conjunction (∧ (and)) is given by the geometric mean of 
the truth value that takes the predicate of the analyzed variable. In equation 1 is 
represents the conjunction operator of the CFL. In this case c is the operator 
representing conjunction and ܺ௡ is the true value of the variable n. ܿ(ݔଵ, ,ଶݔ ,ଷݔ … , (௡ݔ = ඥݔଵ + ଶݔ + ,ଷݔ … … , ଵ೙ݔ+  (1) 

The disjunction (∨ (or)) is represented by the complement of the geometric 
mean of denials of the truth values of the variables. It is calculated according to 
the equation 2, where d is the disjunction operator and ܺ௡ is the truth value having 
the variable n. ݀(ݔଵ, ,ଶݔ … , (௡ݔ = 1 − ඥ(1 − (ଵݔ כ (1 − (ଶݔ ,כ . . , (1 − ௡)೙ݔ  (2) 

The negation (¬), as in the rest of the operators in the Fuzzy Logic, calculated 
using the complement of the value of the variable denied. In equation 2 shows 
how to calculate it. In this case, n represents the negation operator and ௜ܺ 
represents the value of the variable i. ݊(ݔ௜) = 1 −  ௜ (3)ݔ

The implication (ื) can be defined in either of two ways shown in equations 4 
and 5. In these equations, i represents the implication operator and x, y represent 
any two variables. ݅ଵ(ݔ, (ݕ = ,(ݔ)݊)݀  (4) (ݕ

or ݅ଶ(ݔ, (ݕ = ,(ݔ)݊)݀ ,ݔ)ܿ  (5) ((ݕ

Where d is the disjunction operator, c is the conjunction operator and n is the 
negation operator mentioned above.  
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The equivalence or double implication (ุ) remains as the conjunction of the 
implication and its reciprocal. For any two variables x and y can be defined equi-
valence as shown in equation 6. ݁(ݔ, (ݕ = ,ݔ)݅)ܿ ,(ݕ ,ݕ)݅ (6) ((ݔ

Where c and i are the conjunction and implication operators presented above. 
The universal and existential quantifiers are calculated according to equations 7 

and 8. For any fuzzy predicate p in the universe U, universal propositions and ex-
istential are respectively defined as: ∀௫∈௎ (ݔ)݌ = ∧௫∈௎ ௫∈௎∃ (7) (ݔ)݌ (ݔ)݌ = ∨௫∈௎  (8) (ݔ)݌

3 Search Method of CFL Predicates 

The method proposed in this paper is based on providing flexibility for different 
knowledge structures, using different search algorithms. To achieve this flexibility 
we use a declarative approach, which consists in separating the mechanism to ex-
press requirements, of the mechanism used to satisfy them. The declarative ap-
proach is based on the use of optimization methods and general purpose searches 
such as: Genetic Algorithms, Evolutionary Algorithms, Simulated Annealing, the 
Search Tabu and the classical methods of Artificial Intelligence such as the Sto-
chastic Hill Climbing (SHC) [1, 6]. To discover knowledge by obtaining CFL  
predicates, we need to find good predicates in the space of possible predicates. A 
predicate is considered good if it has a high truth value in the set of examples. 
Therefore, the problem is oriented to the use of a metaheuristic approach, which 
consists in optimizing a function in a space (objective function) [2, 6]. 

The metaheuristic approach to perform searches enables the separation of the 
evaluation of solutions of the search mechanism used. The separation of both  
mechanisms increases the flexibility of the method for possible changes to the se-
lected search algorithm and it is related to the function evaluates predicates (func-
tion to be optimized). 

The proposed search algorithm is composed of three key elements: 

• knowledge representation in the form of predicates 
• evaluation of predicates using the operators of the CFL 
• metaheuristic approach to perform searches 

Representation: 
For the representation of predicates we use general trees. A general tree is  

defined as non-empty finite set T, of elements called nodes, such as: 

• T contains an element distinguished R, called the root of T. 
• The remaining elements of T form an ordered collection of zero or more  

disjoint trees T1, T2, .., Tn. 
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In this case, the terminal nodes of the tree are related variables with the prob-
lem and the internal nodes of the tree are the operators (negation, ¬), (conjunction, ∧), (disjunction, ∨), (implication, →) , (double implication or equivalence (↔)) of 
the CFL.  

Evaluation: 
To evaluate predicates one of the fundamental elements is the truth value that 

takes the predicate in the set of data studied. In the Predicate Logic, universal and 
existential quantifiers are frequently used. The universal quantifier determines 
whether a formula (predicate) is true for all values within the domain. The existen-
tial quantifier indicates that a formula is true for any values within the domain. In 
this paper we use the universal quantifier CFL (see equation 7) to calculate the 
true value that acquires a predicate in the dataset.  

The proposed method takes into account other important characteristics when 
evaluating a predicate. They are: 

1. Not to repeat (to avoid obvious predicates as ݌ ∨ ݌ →  .(݌
2. To have a specific structure (if one wishes to obtain rules (implies) as the root 

node). 
3. Involving as many variables in the examples used. 
4. To be small. 

The first feature is important because it allows avoiding finding predicates evi-
dent, which acquire high truth value but provide little knowledge new. To achieve 
the goal we define to penalize with 0 those predicates that have repeated variables. 

The second characteristic is used for association rules. In this case is assessed 
that the root node of the tree is an implication (implies) and are penalized with 0 to 
those that are not rules. This makes the search is directed to obtain only rules. 

Feature number three is defined in order to obtain more relations between the 
variables analyzed and therefore more knowledge. The four features is a natural 
interest from the point of view of knowledge engineering, because small predi-
cates are easier to interpret than large and complex predicates. 

In equation 9 shows the function that evaluates the quality of a predicate: ܧ = ܶ כ ܥܸܵܦ כ ܥܵ) − ܥܵܵ + 1)  (9) 

Where: 

• Evaluation (E): evaluation of the predicate. 
• Value of true (T): truth value of the predicate in the set of examples. 
• Number of different variables (DV): number of different variables present in 

the tree. 
• Size with constant (SC): number of nodes (terminal and internal) having the 

tree counting constants. 
• Size without constant (SSC): number of nodes (terminal and internal) that has 

the tree without the constants. 
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Equation 9 represents the objective function to be optimized for search predi-
cates. As shown, this feature aims to achieve to find predicates with high values of 
truth, small, and with the most variables involved in the examples. In this equa-
tion, the evaluation is directly proportional to the value of truth and the number of 
variables to be used, and inversely proportional to the length. 

4 Metaheuristic Approach for Searching 

The metaheuristic approach uses two basic mechanisms: the evaluation mechan-
ism and the search mechanism. Both mechanisms are implemented separately and 
independently. This facilitates scalability and flexibility to changes in the re-
quirements of the predicates to obtain and in the algorithm to use. 

The method of obtaining predicates proposed in this paper uses three funda-
mental and independent components: 

• Mutations (generate new solutions from others). 
• Evaluation (seen in the previous section). 
• Search algorithm. 

To mutations defined a set of mutation operators more general and more specif-
ic according to the structure of knowledge that will be obtained. The general  
mutation operators are as follows: 

Operators 1 

• A terminal node is replaced by another terminal node, taken at random.  
• An internal node is replaced by another internal node, taken at random. 
• A subtree is replaced by a terminal node, both selected at random.  
• A terminal node is replaced by a subtree, both selected at random. 

To obtain different knowledge structures we define the following more specific 
operators: 

Operators 2 

Operators to obtain classification rules: 

1. Set the implication operator (→) as the root node. 
2. Set the variable representing the class as a consequent of the rule. 
3. Use the operators conjunction (∧) in the antecedent of the rule. 
4. Only mutate the antecedent of the rule using the Operators 1, except mutation 

number 2, since no change of logic connective, always is conjuntion (∧). 

Operators for supervised learning: 

1. Set the double implication operator (ุ) as the root node. 
2. Set one of the ends of the equivalence the variable representing the class. 
3. Use the conjunction (∧) as logical connective between variables. 
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4. Mutate the extreme of equivalence in that does not appear the variable 
representing the class using the Operators 1, except mutation number 2, since 
no change of logic connective, always is conjuntion (∧). 

Operators to obtain cluster: 

1. Set the disjunction operator (∨) as the root node of the tree. 
2. Set as subtrees clauses in conjunction (∧). 
3. Only mutate the clauses in conjunction using Operators 1, except mutation 

number 2, since no change of logic connective, always is conjunction (∧). 

The search of CFL predicates begins to generate initials solutions. These solu-
tions are generated depending on the knowledge one wishes to obtain. If we wish 
to obtain classification rules, cluster, etc. Then used mutation operators allowing 
obtaining such a structure directly. 

Otherwise, the initial solution is generated entirely at random, from an initial 
tree representing a predicate with only one node: the node terminal 0.5. Subse-
quently, 10 mutations are applied to the starting node to obtain a tree, using  
mutation operators Operator 1. 

In both cases, at each iteration a new solution is generated from the previous 
solutions comparing the evaluation of the current tree (current solution) with the 
mutated tree (candidate solution) and select the tree with better evaluation. The 
search ends when it finds a tree with the desired truth value or when finishes  
running the predefined number of iterations. 

5 Experiments 

To prove the proposed method it was necessary to implement an experimental tool 
that would enable experiments using real data. For this implementation was defined 
using Visual Prolog programming language. This is a logic programming language 
objects oriented based on Prolog, which like Prolog has a high capacity of deduction 
to find relationships between the objects created, variables and lists [9]. 

Experiments were designed to obtain association rules, general predicates, clas-
sification rules and supervised learning. We used 800 iterations of SHC to search 
each of the predicates. The main metric used to assess the quality of the results is 
the truth value that acquires the predicates in the data set. 

The diabetes database is derived from a study in a group of persons identified 
as diabetics or at risk for it. This database works with actual data taken from the 
results of a survey conducted by the Health Center of Jaruco, Mayabeque  
province, Cuba.  

It is noteworthy that the data used in the experiments were to be processed, 
since the method works with linguistic labels and truth value and not the actual 
values of the variables. It was therefore necessary assigning degrees of member-
ship in each of the variables, with respect to joint fuzzy previously defined. 
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The diabetes database contains 7 variables that describe a set of characteristics 
associated with patients. These variables are: 

1. Age 
2. Race 
3. Hypertension 
4. Body Mass Index (BMI) 
5. Cardiovascular and/or Cerebral Vascular Accident (CVA) antecedents (both 

known for the expression: “Antecedents”) 
6. Sex 
7. Classification of diabetes (Diabetes) 

For each of the variables the following labels and membership functions are es-
tablished: 

Age: 

• Universe of discourse U ={Set of all ages} 
• Membership function: Sigmoid 
• Tag: “Old Age” 

Sigmoid function has the following equation: (ݔ)ݑ = 11 + ݁ିఈ(௫ି௬)   

ߙ = (ln 0.9 − ln ߛ(0.1 − ߚ   

where: ߛ is the value 0.5 (as true as false). ߚ is the value 0.1 (almost false). 
The Sigmoid function parameters are fixed by two values. First, the value at 

which it is considered that the statement in the predicate is true, which is set from 
0.5. The second is the value for which the data is unacceptable, which is set from 
the value 0.1. 

To define the patient has an “Old Age” was used as the value “0.5” at age 
ߛ  = 40 years and the value “0.1” is 19 = ߚ years. 

Race: 

• Universe of discourse U = {White, Mixed race, Black} 
• Membership function: Function Singleton 
• Tag: “White Race” 

To define a patient with “White Race” is assigned a truth value to each element 
as follows: 

White Race= {White|1, Mixed race|0.5}. Black race represents the value zero. 
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Hypertension: 

• Universe of discourse U = {Hypertensive Detected, Risk of Hypertension, 
Group of no risk} 

• Membership function: Function Singleton 
• Tag: “Significant Hypertension” 

To define a patient with “Significant Hypertension” is assigned a truth value to 
each element as follows: 

Significant Hypertension = {Hypertensive detected|1, Risk of Hyperten-
sion|0.5}. No Risk Group represents the value zero 

BMI: 

• Universe of discourse U = {Set of all possible values of BMI } 
• Membership function: Function Singleton 
• Tag: “High BMI” 

To define a patient with “High BMI” was used as the value “0.5” at BMI ߛ = 25 
kg/m2 and the value “0.1” is 17 =ߚ kg/m2. 

Antecedents: 

• Universe of discourse U = {Antecedents Detected, Mild Antecedents, No Risk 
Group} 

• Membership function: Function Singleton 
• Tag: “Significant Antecedents” 

To define a patient with “Significant Antecedents” is assigned a truth value to 
each element as follows: 

Significant Antecedents= {Antecedents Detected|1, Mild Antecedents|0.5}. No 
Risk Group represents the value zero. 

Sex: 

• Universe of discourse U = {Possible Sexes} 
• Membership function: Function Singleton 

In the case of sex as there are only two possible values we assign value 1 to 
males and 0 females. 

Diabetes: 

• Universe of discourse U = {Detected Diabetic, Risk Group, Alteration of  
Fasting Glucose, No Risk Group} 

• Membership function: Function Singleton. 
• Tag: “Degree of Diabetes” 
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To define the “Degree of Diabetes” is assigned a truth value to each element as 
follows: 

Degree of Diabetes= {Detected Diabetic|1, Risk Group|0.8, Alteration of Fast-
ing Glucose|0.5}. No Risk Group represents the value zero. 

After processing all the data, we proceeded to perform the experiments using in 
this case the Stochastic Hill Climber as Metaheuristic Algorithm. To obtain each 
predicate is performed 800 iterations of Climber Hills.  

The following are some of the general findings predicates obtained. All have 
truth values above 0.80. These results can be noted that frequently appear togeth-
er, the variables advanced age and certain antecedents. It also shows a strong rela-
tionship between mass high, certain antecedents, advanced age, hypertension true 
and diabetes classification. 

General Predicates: ((ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)) = (݁ݑݎݐ ∧ ݁݃ܣ) = →(((݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)) = ݏݏܽܯ) ݎ݋ (ݏ݁ݐܾ݁ܽ݅݀ = ℎ݅݃ℎ))  
True value: 0.9256 
 ((ܴܽܿ݁ = (݁ݐℎ݅ݓ  ∨ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ))))  = (݁ݑݎݐ ݁݃ܣ) ∧ = ((݀݁ܿ݊ܽݒ݀ܽ  ∧ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) = (((݁ݑݎݐ → =ݏ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ))) (ݏ݁ݐܾ݁ܽ݅݀  ∨ ݏݏܽܯ) = ℎ݅݃ℎ)))  → ݔ݁ܵ)  = ݈݉ܽ݁)))) 
True value: 0.9205 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ))  = ((݁ݑݎݐ  → ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ))))  = (݁ݑݎݐ  ∧ =ݏݏܽܯ) ℎ݅݃ℎ))  ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ  ∨ (ܴܽܿ݁ =  (((݁ݐℎ݅ݓ
True value: 0.8603 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ))  = (݁ݑݎݐ  → ݁݃ܣ)  =    ((݀݁ܿ݊ܽݒ݀ܽ
True value: 0.8200 
݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ))  = ((ݏ݁ݐܾ݁ܽ݅݀ → ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)) = ((݁ݑݎݐ → =݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ)  (((݁ݑݎݐ
True value: 0.8131 
ݏݏܽܯ))  = ℎ݅݃ℎ) ∨ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ)) = (݁ݑݎݐ  ∨ ݔ݁ܵ) = ݈݉ܽ݁)))  
True value: 0.8124 
 
The following are some rules of association obtained. All predicates have truth 

values above 0.80. One feature that stands out in these results is the presence in 
some predicates of the male sex and white race. Another feature to note is that in 
almost all predicates it appears influence that advanced age. They also frequently 
appear together the advanced age, antecedents true, diabetic classification, and 
hypertension true. 
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Association Rules: 
݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)))  = (ݏ݁ݐܾ݁ܽ݅݀  ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ) = (((݁ݑݎݐ  → =ݔ݁ܵ)  ݈݉ܽ݁)) 

True value: 0.9532 
 ((((ܴܽܿ݁ = (݁ݐℎ݅ݓ  ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) = ((ݏ݁ݐܾ݁ܽ݅݀  ∧ ݁݃ܣ) = ( ((݀݁ܿ݊ܽݒ݀ܽ  → ݏݏܽܯ)  = ℎ݅݃ℎ)) 
True value: 0.9189 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)))  = (݁ݑݎݐ ∧ ݁݃ܣ) = (((݀݁ܿ݊ܽݒ݀ܽ → (((ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ =ݔ݁ܵ) ݈݉ܽ݁)) ∨ ݏݏܽܯ)) = ℎ݅݃ℎ) ∨ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) =  ((((݁ݑݎݐ
True value: 0.9166 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ))  = ((݁ݑݎݐ → ((ܴܽܿ݁ = (݁ݐℎ݅ݓ ∨ ݁݃ܣ) =  (((݀݁ܿ݊ܽݒ݀ܽ
True value: 0.9125 
݁݃ܣ)  = (݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) =  (݁ݑݎݐ
True value: 0.9036 
݁݃ܣ)))  = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) = (((ݏ݁ݐܾ݁ܽ݅݀ → =݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ))) (݁ݑݎݐ ∧ ݏݏܽܯ) = ℎ݅݃ℎ)) ∧ (ܴܽܿ݁ =  (((݁ݐℎ݅ݓ
True value: 0.8320 
 
Are shown below a few rules of classification obtained in experiments. From 

these results it is important to note the influence of high mass, advanced age, 
hypertension and certain antecedents in having diabetes. Moreover, it also shows 
the presence of the male sex and race white in the patients suffering from this  
disease. 

Classification Rules: 
ݔ݁ܵ)))))  = ݈݉ܽ݁) ∧ (ܴܽܿ݁ = ((݁ݐℎ݅ݓ ∧ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) = ((݁ݑݎݐ ∧ =݁݃ܣ) (((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.9741 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)))  = (݁ݑݎݐ ∧ ݏݏܽܯ)) = ℎ݅݃ℎ) ∧ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) = →((((݁ݑݎݐ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.9014  
݁݃ܣ))))  = (݀݁ܿ݊ܽݒ݀ܽ ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ) = ((݁ݑݎݐ ∧ =݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ))) (݁ݑݎݐ ∧ ݔ݁ܵ) = ݈݉ܽ݁)) ∧ (ܴܽܿ݁ = →((((݁ݐℎ݅ݓ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8907  
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ݏݏܽܯ)))) = ℎ݅݃ℎ) ∧ ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)) = (݁ݑݎݐ ∧ ݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ) = ∧(((݁ݑݎݐ ݁݃ܣ) = (((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8713 
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)))  = (݁ݑݎݐ ∧ ݁݃ܣ) = (((݀݁ܿ݊ܽݒ݀ܽ → =݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8347 
 (((ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ ݔ݁ܵ)) = ݈݉ܽ݁) ∧ ݁݃ܣ) = →((((݀݁ܿ݊ܽݒ݀ܽ ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.7173  
 
The predicates obtained by supervised learning are shown below. The truth 

values achieved are also lower than in the previous cases. The main feature shown 
in these results is the influence of being old, have antecedents, and suffer from 
hypertension, with the onset of diabetes. Also observed certain influences of the 
white race in the problem. 

Supervised learning: ((݁݃ܣ = (݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8941 
 (ܴܽܿ݁ = (݁ݐℎ݅ݓ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8632  
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)))  = (݁ݑݎݐ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → =݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.8574  
݊݋݅ݏ݊݁ݐݎ݁݌ݕܪ)))  = (݁ݑݎݐ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → =݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.7041  
ݏݐ݊݁݀݁ܿ݁ݐ݊ܣ)))  = (݁ݑݎݐ ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → =݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ)  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.7014  
ݔ݁ܵ)))  = ݈݉ܽ݁) ∧ ݁݃ܣ) = ((݀݁ܿ݊ܽݒ݀ܽ → ݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܥ) =  ((ݏ݁ݐܾ݁ܽ݅݀
True value: 0.6912  

Observations: 
In these experiments the majority of predicates reach of the truth value above 

0.80. In predicates obtained the main relationships found are: 

• Relationship between advanced age, presence of hypertension and obesity. 
• Relationship between suffering from antecedents and have advanced age. 
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• Relationship between suffering from antecedents, hypertension, obesity and 
have diabetes. 

• Relationship between the male sex and the presence of diabetes. 
• Relationship between the white race and the presence of diabetes. 

Besides taking as measure the high values of truth, we conducted a study of the 
real characteristics of diabetes for comparison with the results obtained. Accord-
ing to investigations, obesity increases the risk of diabetes and the risk of develop-
ing hypertension. Diabetes and hypertension commonly coexist; the appearance of 
both is common in elderly [5, 9]. Comparing the predicates obtained and the real 
characteristics of diabetes observed many similarities. Therefore obtained predi-
cates truthfully describe the relationships associated with diabetes. 

With respect to sex and race, irrespective of which any person may have di-
abetes. Therefore, the influence of these two features in the analyzed data can be 
considered novel discovery.  

6 Conclusion 

The experimental result indicates that this approach has facilities for obtaining 
logical predicates that reflect reality. This proposal does not replace existing me-
thods for the discovery of knowledge, but provides a general and flexible  
approach that enables a new way to extract knowledge.  

In the near future the plan is to optimize the tool to obtain different structures of 
knowledge and combine the use of different metaheuristics algorithms. In addition 
it’s intended to investigate in greater volumes of data and make comparisons with 
results from other knowledge discovery tools. 
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Categorization of Unlabelled Customer-Related 
Data Using Methods from Compensatory Fuzzy 
Logic 

Sven Kölpin and Daniel Stamer1  

Abstract. This paper introduces an approach to enable categorization of unla-
belled customer-related data by using methods from Compensatory Fuzzy Logic. 
At first, a very general and adaptable model, which is used to analyze customer-
related data, is demonstrated. This model is called the WWWA(A)-model. It de-
scribes the basic and general attributes of all customer-related data.  Furthermore, 
this paper introduces a general workflow that shows how the categorization of 
unlabelled customer-related data with Compensatory Fuzzy Logic and the 
WWWA(A)-model should be done. The workflow is very different from other 
data-mining concepts due to the focus on human knowledge. In order to prove the 
usability of the WWWA(A)-model and the phase model, data is being analyzed. It 
is shown how the introduced model can be utilized to derive sets of customer clas-
ses from unlabelled customer-related data. 

1 Introduction 

Gaining a higher standard of knowledge about customers is very important for 
companies as mostly already stored data is not sufficient [4]. 

There are numerous reasons why information cannot be gathered directly, 
though such knowledge is of vital importance for the strategic decisions making 
process in companies. To extract this knowledge, which is indirectly embedded in 
stored data on customers, actual expert knowledge is needed. This focuses on the 
evaluation of available data on customers. 

In most cases it is impossible for companies to gather the necessary knowledge 
directly by querying their customers. On the one hand customer's rights often  
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prevent a company to improve knowledge in this way because the personal infor-
mation on individuals, especially in a non-anonymous context, is protected [1]. 

On the other hand most customers are just not willing to reveal personal infor-
mation. Main reasons are concerns about personal privacy issues or expected high 
time expenditure for answering questionnaires or surveys. However, sourcing 
direct information is important for companies.  

In order to generate additional knowledge from customer-related data, methods 
from multi-valued logic can be used that enable the opportunity to categorize 
groups of customers. These categories express the additionally gained knowledge 
by evaluating a customers' membership in a certain class. The problem with dif-
ferent methodologies from the field of multi-valued logic is that most of these 
models are very difficult to apply practically. 

In addition to the expert knowledge from the application domain, information is 
also needed on how to use the different methods from the logic sciences. Further-
more, it is still necessary to manually execute all calculations, which are needed 
by a certain method from the applied field of multi-valued logic. 

Different methods of multi-valued logic have been implemented in various ap-
plication domains [8]. A certain problem is that these implementations are highly 
specialized on the very purpose they have been constructed for.  

This is why the central aim of this work is to generate a very general but more 
useful model that enables the categorization of customer-related data using multi-
valued logic. Such a model allows setting the main focus on expert knowledge. 
Hence, an additional mathematician or logician might not be needed in the process. 
It also strives to eliminate the need to manually calculate the applied logic model. 

To provide a practical example, in which the proposed model can be applied, 
the reader is encouraged to think of a supermarket chain located somewhere in 
central Europe. Such a market generates a huge amount of billing data, however, it 
often lacks in having an automated way of preparing this data or to extract hidden 
knowledge from these data sets. The billing data of a supermarket contains a lot of 
information that can be seen as customer-related data that the proposed model can 
be applied to this domain. For example, it can be used to analyze the data to  
answer strategic questions as “Who are the customers that come to our market?”  

2 Utilized Methods 

The main idea of the introduced concept is to generate new knowledge from exist-
ing datasets by using the basic concepts of Fuzzy Clustering and Compensatory 
Fuzzy Logic. These two concepts are described in this section. 

2.1 Fuzzy Clustering 

A cluster is “a set of entities which are alike, and entities from different clusters are 
not alike'” [3]. This means that the idea of (automated) clustering is to group certain 
data-objects with same properties into one or more clusters by using clustering  
algorithms. In the approach of this paper, this classification is done automatically. 
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The use of Fuzzy methods in the context of clustering has the advantage of the 
creation of intermediate classifications [8]. Each data-object can belong to each 
cluster with a certain degree of membership. The problem with other clustering 
methods, e.g. k-means clustering, is that they create binary or “crisp” classifica-
tions. This means that an object, or in this case a customer, can only be assigned to 
one cluster at a time. In the context, this could possibly lead to wrong assump-
tions, because a customer can have properties that allow him to be in several clus-
ters. In Fuzzy Clustering each object has a certain membership coefficient repre-
sented by ݑ௜,௝ ∈ [0,1] where ݅ is the ݅௧௛ cluster and ݆ the ݆௧௛ object satisfying the 
two constrains represented in formula (1) and (2). ෍ ௜,௝௄ݑ

௜ୀଵ = 1, ∀݆ (1) 

0 < ෍ ௜,௝ேݑ
௝ୀଵ < ܰ, ∀݅ (2) 

Formula 1 assures the same overall weight of each data-object and formula 2 
makes sure that there are no empty clusters [9]. These constraints are the basis for 
all further calculations of Fuzzy Clusters in this paper. 

2.2 Fuzzy Logic 

In the conventional Boolean logic theory, the truth value of a predicate p only 
maps to exactly one of the values of the set {0, 1}, which means it can either be 
true or false. 

In contrast to this, Fuzzy Logic is a form of multi-valued logic which uses truth 
ranges from the interval [0, 1] to express a certain degree of truth of a specific 
predicate. Typically, the truth values are defined by the scale of a specific predi-
cate. Typically, the truth values are defined by the scale shown in table 1 [2]. 

Table 1 Typical scale for Fuzzy truth values 

Fuzzy truth value Semantic meaning 

0 false 

0,1  nearly false 

0,2 very false 

0,3 somewhat false 

0,4 more false than true 

0,5 as true as false 

0,6 more true than false 

0,7 somewhat true 

0,8 very true 

0,9 nearly true 

1 true  
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By using the specific values for the membership degree of a predicate and the 
operations to connect them, rules can be applied to calculate the truth values for 
certain decisions. For the example above, the following rules could be created: 

 

IF hot USE nothing 
IF warm AND NOT hot USE summer jacket 
IF (very cold OR cold) USE winter jacket 

2.3 Compensatory Fuzzy Logic 

Compensatory Fuzzy Logic (CFL) is a new approach for handling the decision-
making process. It is based on the ideas of the classic Fuzzy Logic methodology 
but another definition for the logical operators is suggested [2]. These new defini-
tions support the idea that “the increase or decrease of a conjunction or disjunction 
truth value, resulting from the truth value change of one of their components, can 
be traded off by the corresponding decrease or increase of the other” [5]. CFL 
achieves a complete generalization of Bivalued Logic [2]. 

Because of the performance of CFL, this paper will use the logical operators 
suggested by this model. In the following, the CFL conjunction (6) and CFL dis-
junction (7) operators are described. ܿ(ݔଵ, ,ଶݔ … , (௡ݔ = ଵݔ) × ଶݔ × … × ,ଵݔ)݀௡)ଵ୬ (6)ݔ ,ଶݔ … , (௡ݔ =  1 − [(1 − (ଵݔ × (1 − (ଶݔ × … × (1 − ௡)]ଵ௡ (7)ݔ

3 Properties of Customer-Related Data 

In order to develop a model to classify data entities of a customer, a certain 
awareness of what a customer actually is, has to be identified. The following defi-
nition of a customer will clarify the understanding of customers in this context. 

“A customer is a person who buys goods or services from a shop or business” 
[6]. 

For it is obvious, customers are regarded in a very general understanding. In 
addition to this definition, the ambiguity from the term “customer-related data” 
needs to be removed. In this work the focus is on all data, which is, as the terms 
states, related to the customer in its very role as a customer. Since the earlier defi-
nition explains that only as soon as a person purchases a good or service he be-
comes a customer. Hence, to a customer and his purchases will be refered, when 
talking about customer-related data. 

With this concrete understanding of these terms, the properties of customer-
related data can be further investigated. 

3.1 Storage 

Companies usually store customer-related data in the form of structured relational 
database patterns [4]. Customer entities have a relationship with billing data of 
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their purchases in stores, where they have purchased different items for instance. 
These entities are usually designed very differently and it is to determine, which 
attributes are common in these designs. 

The definition of a customer states that a person is a customer when this person 
purchases items of any kind (goods or services) from a business. The matter of the 
business is definitely clear, since it will always be the business that tries to catego-
rize its customers. Since persons only become customers, if they purchase some-
thing, these two different entities (person and purchase) always have a  
relationship with each other. 

This concludes that the simplest form of input needs to link data between a cus-
tomer and at least one item the customer has purchased. The customer may be 
anonymous, but the actual purchase can still be identified.  

3.1.1 Generalized Form 

In a generalized form these data sets basically appear in the form that is portrayed 
in figure 2. This form assumes that a purchase is always associated with four fixed 
attributes. 

 

 

Fig. 2 Generalized form of entities and their relationships in input data 

The four basic attributes are defined in the WHAT, WHEN, WHERE 
AMOUNT (WWWA(A))-model which is described in the following: 

• WHAT: The first attribute “what” focuses on the type of a good or service that 
actually has been purchased. Good data may be a unique identifier or a unique, 
unambiguous description in a textual form.  

• WHEN: The attribute “when” describes the point of time when the purchase 
has been made. The data type should be a time stamp. 

• WHERE: The attribute “where” refers to the place where a purchase has been 
conducted.  

• AMOUNT: The attribute “amount” describes the quantity of items that have 
been purchased by a customer. This could be represented as an integer (a per-
son bought 3 pizzas) or as a double (a person bought 1.5 liters of water). 

Due to the fact that this model of customer-related data is very abstract and 
generalized, another attribute has been added that it can be adapted to all use cas-
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es. This attribute is called the “Additional Attribute”. In the example of the cus-
tomer-related data of a mobility service provider, the additional attribute could 
contain information about the distance that a customer has travelled. 

Furthermore, the model in figure 2 assumes that a customer can always be ad-
dressed by an ID. If such a pseudo identity of a customer cannot be determined, 
the ID of the actual purchase can always be given. 

3.2 Domain Expert Knowledge 

There is a lot of very distinct expert knowledge on the evaluation of the data sets 
given in companies. This knowledge is mostly available from people, who do not 
have a technical background and do not come from computer science or other 
fields of practical or theoretical logic.  

Before any kind of calculation is being done, target categories need to be de-
fined by the experts such as the managers of a company. These target categories 
will then be populated with the individual memberships of each customer object. 
It is important to understand that technically all customer objects appear in each 
class, but their actual membership of (ݔ)ݑ within a certain class might be 0.0 or 
another very small value. This demonstrates that their actual membership is very 
improbable, however, not totally impossible. In the following, a sample is shown 
of how these categories might look like within the example of the super market. 

• Children - When mostly sweets and soft drinks are purchased on the cash desk, 
it is very likely that the customer in front of it is underage. 

• Elderly people – This group of customers mostly tend to buy goods in very 
small portions, thus they are able to store them for a long time. 

• Family – In this case the buyer may purchase huge amounts of food and bever-
ages to cover the needs of a family. 

• Student - This class might buy goods, which have the aim to solve a purpose, 
such deep frozen pizza and occasionally alcoholic beverages on Fridays or Sat-
urdays. We are aware of the fact, that this is actually a pretty strong stereotype, 
but it might still be of interest. 

• Vegetarian - It might be very interesting to see how many vegetarians actually 
shop in a particular market, since this number of customers is steadily increas-
ing in recent years. 

Indeed, the model needs to be provided with the membership functions, which 
allow the classification of customers. These function come in the form, which is 
portrayed in figure 1.  

At last, a number of rules are necessary, which will be used to sort the custom-
ers into their classes. The general appearance of these classes is shown earlier and 
a more concrete example, which suits the example of the supermarket should look 
as following. 
 

Student WHEN timeOfPurchase IS very late AND 
numberOfBoughtProducts IS few 
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4 General Approach 

A general phase model for the classification of customer-related data is shown in 
the figure 3. The proposed workflow consists out of five steps which are explained 
in the following. 

 

Extract relevant dimensions from datasource
(following the WWWAA-Model)

Define target categories 
(as needed by the management)

Create membership functions
based on expert knowledge

Create rules based
on expert- and management knowledge

Use Compensatory Fuzzy Logic to calculate the
membership possibilities

 

Fig. 3 Phase model for the classification of customer-related data 

• Extract relevant dimensions: In this step, the relevant dimensions of the cus-
tomer-related data need to be extracted from a company’s data source. Most of 
the times, data will be stored in relational databases. However, there is no re-
striction to what form the data source needs to have in this model. It can be a 
(relational) database, a flat file or even data objects from any object-oriented 
programming language. The important thing is that at least the WHAT, WHEN 
WHERE and the AMOUNT (WWWA) will be extracted that a Fuzzy categori-
zation is possible.  

• Define target categories: The next step is the definition of the target catego-
ries. This stage of the model is very different from other data-mining strategies 
due to the fact that the categories or clusters are defined by a person before data 
has been analyzed by an algorithm.  An example for defining target categories 
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5 Practical Use Case 

The introduced WWWA(A)-model and the proposed workflow has been imple-
mented in an application named “CFL customer categorization tool”. Random 
billing data from a supermarket is restructured into the XML-Format that it repre-
sents the WWWA(A) model. The following figure 5 shows a small extract from 
the WWWA(A) XML-File.  
 

 

Fig. 5 XML-Representation of the WWWA(A)-model 

The application is able to use this XML-structure as a data model and the pro-
posed workflow-model for the categorization of unlabelled customer-related data. 

We tested the proposed workflow model with 10.000 training data sets, using 
only three target categories (Teenager, Housewives and Students). We managed to 
make the right categorization in about 71% of the time.  

The quality of the categorization of the training data sets mainly depends on the 
rules that connect the different membership functions. After our first attempt of a 
categorization, we formulated more complex rules and managed to get better re-
sults.  

The second approach showed an improved percentage of correct categorization. 
This time we were able to match the right category in about 77% of the test cases. 
However it also appeared to us, that the percentage of successful categorization  
also depends on the number of target categories. A relatively small set of target 
categories allows a relatively precise categorization. A huge variety of target cate-
gories causes an opposite result. 
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It is therefore conceivable to use a proportionally well designed composition of 
well-defined rules and a relatively small set of target categories. 

6 Conclusion 

A general data model for the categorization of customer-related data was intro-
duced. This model, called the WWWA(A)-model, was used in a concrete use case 
to show its usability. 

The introduced workflow model, which enables the categorization of customer-
related data following the WWWA(A)-model, was described and tested. The prac-
tical use case showed that the quality of the results mainly depend on the rules that 
an expert creates. In the future, it could be possible to use genetic algorithms to 
improve the rules that have been created by a human expert. 

References 

1. Agre, P.E., Rotenberg, M.: Technology and Privacy: The New Landscape. The MIT 
Press (1998) 

2. Espin, R., Fernandez, J., Marx-Gomez, J., Lecich, M.: Compensatory Fuzzy Logic: A 
Fuzzy normative model for decision making. Investigación Operativa. Universidad de la 
Habana (2), 188–197 (2006) 

3. Everitt, B.: Cluster Analysis. Social Science Research Council, London (1980) 
4. Grothe, M., Gentsch, P.: Business Intelligence - Aus Information Wettbewerbsvorteile 

gewinnen. Addison-Wesley (2010) 
5. Javier, G., Espin, R., Laura, V.: A framework for tissue discrimination in Magnetic 

Resonance brain images based on predicates analysis and Compensatory Fuzzy Logic, 
pp. 1–16. TSI Press (2008) 

6. Pearsall, J., Hanks, P.: Oxford Dictionary of English. Oxford University Press (2010) 
7. Rosete, A., Espin, R., Marx-Gomez, J.: A general approach for knowledge discovery 

based on Compensatory Fuzzy Logic and metaheuristic search (2006) 
8. Xu, R., Wunsch, D.: Clustering. IEEE Press (2009) 
9. Zadeh, L.: Fuzzy Sets. Information and Control, 338–353 (1965) 



  
R.A. Espín Andrade et al. (eds.), Soft Computing for Business Intelligence,  
Studies in Computational Intelligence 537,  

187 

DOI: 10.1007/978-3-642-53737-0_13, © Springer-Verlag Berlin Heidelberg 2014  

Knowledge Discovery by Fuzzy Predicates 

Taymi Ceruto Cordovés, Alejandro Rosete Suárez,  
and Rafael Alejandro Espín Andrade1  

Abstract. With the rapid growth of databases in many modern enterprises, data 
mining has become an increasingly important approach for data analysis. The 
operations research community has contributed to this field significantly, especial-
ly through the formulation and solution of numerous data mining problems as 
optimization problems. This paper provides a survey of a hybrid version of 
metaheuristics and data mining with the purpose of obtaining fuzzy predicates. We 
believe that the patterns obtained by this technique represent a combination free of 
logical operators that other algorithms can’t obtain. Finally, in this paper we apply 
the method in a good dataset and show the conclusions. 

1 Introduction 

The traditional method of turning data into knowledge relapses on manual analysis 
and interpretation. This form of manual probing of a data set is slow, expensive, 
and highly subjective. In fact, as data volumes grow dramatically, this type of 
manual data analysis is becoming completely impractical in many domains. Data-
bases are increasing in size in two ways:  the number of records in the database 
and the number of attributes. This job is certainly not one for humans; hence, 
analysis work needs to be automated, at least partially. 

The knowledge discovery in databases (KDD) has evolved from the intersection 
of research fields such as machine learning, pattern re-cognition, databases,  
statistics, artificial intelligence (AI), knowledge acquisition for expert systems, data 
visualization, and high-performance computing. The unifying goal is extracting 
high-level knowledge from low-level data in the context of large data sets [19, 20]. 

KDD refers to the overall process of discovering useful knowledge from data, 
and Data Mining (DM) refers to a particular step in this process. The additional 
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steps in the KDD process, such as data pre-paration, data selection, data cleaning, 
incorporation of appropriate prior knowledge, and proper interpretation of the 
results of mining, are essential to ensure that useful knowledge is derived from the 
data [13]. 

2 Data Mining 

DM is the extraction of implicit, previously unknown, and potentia-lly useful in-
formation from data. It is the application of specific algorithms for extracting pat-
terns from data. Strong patterns, if found, will likely generalize to make accurate 
predictions on future data [13].  

The discovered patterns should be valid on new data with some degree of cer-
tainly. We also want patterns to be novel (at least to the system and preferably to 
the user) and potentially useful, that is, lead to some benefit to the user or task. 
Finally, the patterns should be understandable, if not immediately then after some 
postprocessing. 

The knowledge discovery goals are defined by the intended use of the system. 
We divide the discovery goal into prediction, where the system finds patterns for 
predicting the future behavior of some entities, and description, where the system 
finds patterns for presentation to a user in a human-understandable form [19]. 

Below are the main types of mining [3, 19, 39, 41, 42]: 

1. Association Rule Mining (Apriori, Genetic Algorithms, CN2 Rules): rule 
sets are the most ancient knowledge representations, and probably the easiest 
to understand. It involves the discovery of rules used to describe the condi-
tions where items occur together are associated. Usually the condition of a 
rule is a predicate in certain logic, and the action is an associated class, mea-
ning that we predict action for an input instance that makes true condition. It 
often used for market basket or transactional data analysis. 

2. Classification and Prediction (CART, CHAID, ID3, C4.5, C5.0, J4.8): in-
volves identifying data characteristics that can be used to generate a model for 
prediction of similar occurrences in future data. Decision trees classify in-
stances by sorting them down the tree from the root to some leaf node, which 
provides the classification of the instance. Each node in the tree specifies a 
test of some attribute of the instance, and each branch descen-ding from that 
node corresponds to one of the possible range of values for this attribute. 

3. Cluster Analysis (K-Means, Neural Networks, Expectation-Maximization): 
attempts to look for groups (clusters) of data items that have a strong similari-
ty to other objects in the group, but are the most dissimilar to objects in other 
groups. 

In a general way it can be said that these algorithms use a limited knowledge 
representation; because the structure of the knowledge to be obtained has few  
variation possibilities. For example: the rules are only conditional relation  
among conditions and conclusions. This restricts the possibility to obtain a new 
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knowledge, where the main logical relation is the conjunction or disjunction or 
equivalence or any free combination of logical operators.  

Each knowledge representation language restricts the space of possible solu-
tions because of the limitations of its definition. It means that any learning algo-
rithm and knowledge representation can be only the best algorithm in a certain 
subset of problems. 

For this reason the main objective of this work is to define a new way for 
knowledge discovery in databases, which allows obtaining fuzzy predicates as 
more flexible way of representing knowledge, using different metaheuristic  
algorithms.  

3 Background 

In order to obtain predicates, three main approaches are relevant from the litera-
ture: 

Inductive Logic Programming (ILP) [35] has been defined as the intersection 
of inductive learning and logic programming. It is a discipline which investigates 
the inductive construction of first-order clausal theories from examples and  
background knowledge. ILP inherits its goal: to develop techniques to induce 
hypotheses from observations (examples) and to synthesize new knowledge from 
experience.  

ILP has limitations as a classical machine learning techniques. It needs a set of 
observations (positive and negative examples), background knowledge, hypothesis 
language and covers relation.  

Genetic Programming (GP) [24, 25, 30] is based on Genetic Algorithms. The 
main idea is to obtain a mathematic expression that relates some variables with a 
given target variable. The mathematic expression is often expressed as a tree, 
where the internal nodes are operators (such as addition, multiplication, etc), and 
the terminal nodes are variables or constants. Each tree is evaluated in each exam-
ple according to the error between the result of its application and the target varia-
ble.  

GP has as limitations the use exclusive of genetic algorithms, the learning is 
supervised and the trees that are obtained can vary of size (it implies that it is nec-
essary to implement limits in the growth). Our proposal is different in two senses: 
learning can be unsupervised and other algorithms (not genetic algorithms) may 
be used. 

Discovering Fuzzy Association Rules [1, 7, 8, 9, 10, 18, 21, 22, 26, 27, 28] 
The linguistic representation makes those rules discovered to be much natural or 
human experts to understand.  The definition of linguistic terms is based on set 
theory and hence we call the rules having these terms fuzzy association rules. In 
fact, the use of fuzzy techniques has been considered as one of the key compo-
nents of DM systems because of the affinity with the human knowledge represen-
tation. This approach is based on Genetic Algorithms or Ant Colony Optimization 
and the structure of the predicate is predefined (rules). 
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As our proposal is to obtain any sort of fuzzy predicates, none of these notable 
approaches are directly usable. The predicates to be obtained are not advocated to 
relate to a specified variable, nor to have a specific structure, but to obtain fuzzy 
predicates with great truth values in the given examples. To the best of our 
knowledge, there has not been another attempt to obtain fuzzy predicates before. 

4 Knowledge Discovery by Fuzzy Predicates 

This paper is based on two components of Softcomputing. Basically, Soft Compu-
ting is not a homogeneous body of concepts and techniques. It’s a collection of 
methodologies that aim to exploit the tolerance for imprecision and uncertainty to 
achieve tractability, robustness, and low solution cost [6, 36, 39, 40, 45]. 

The viewpoint that we will consider here is other different to the one outlined 
by Zadeh in 1994. For us its principal constituents are fuzzy sets, probabilistic 
reasoning, neural networks and metaheuristics [40]. In large measure, these com-
ponents are complementary, not competitive. It is becoming increasingly clear that 
in many cases it is advantageous to combine them. The hybridization in the Soft 
Computing context favors and enriches the appearance of original procedures 
which can help resolve new problems, like this. Softcomputing is likely to play an 
increasingly important role in many application areas. 

Our data-mining method can be viewed as three primary algorithmic compo-
nents: (1) model representation, (2) model evaluation, and (3) search. 

4.1 Model Representation 

Model representation is the language used to describe discoverable patterns. If the 
representation is too limited, then no amount of examples can produce an accurate 
model for the data. It is important that a data analyst fully comprehend the repre-
sentational assumptions that might be inherent in a particular method.  

For representation, we choose a compact description of relations based in Nor-
mal Forms, because in classic logic any predicate may be represented in these 
forms. It worth clarifying that the equivalences that are obtained from this alterna-
tive are more true than false in Multi-valued logic, but not absolutely true. In par-
ticular, we use the Conjunctive and Disjunctive Normal Forms with connectives 
and modifiers for intensifying or moderating the value of the variable [5, 15, 16, 
23].  

We also decided to use to represent the genotype a mixture of Michigan ap-
proach with Iterative Learning [14]. In the Michigan approach an individual is a 
predicate and the whole population is the solution to the problem. In the other 
hand, in Iterative Learning an individual is a predicate, like in Michigan, but the 
solution provided by the algorithm is the best individual of the population; alt-
hough the final solution is the concatenation of the predicates obtained by running 
the algorithm several time. 
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We use a chromosome fixed-length and Integer Coding, but in reality the predi-
cate has variable size because we add a special value that indicates the absence of 
that variable in the predicate. Each variable involved in the predicate can take  
different values according to the following scale. 

 
Scale 
0 it isn’t in the predicate 
1 it’s in the predicate 
2 it appears denied 
3 it appears with the modifier very (it intensifies the value of the variable) 
4 it appears with the modifier hiper (it intensifies more the value of the varia-

ble) 
5 it appears with the modifier something (effect contrary of the very) 

 
In the chromosome the variables can appear twice or more times, but in this 

case it include two or more clauses. For that reason the two last positions in the 
chromosome represent the normal form type (1-CNF, 2-DFN) and the number of 
clauses.  

A code example with its corresponding predicate is shown next: 

(X1 ∧ ¬X2) ∨ (X0∧ (X1)
2) X0 X1 X2 X0 X1 X2 NFT NC 

0 1 2 1 3 0 2 2 

4.2 Model Evaluation 

Model-evaluation criteria are quantitative statements (or fit functions) of how well 
a particular pattern. This is a key factor for the extraction of knowledge because 
the interest obtained depends directly on them. Furthermore, quality measures 
provide the expert with the importance and interest of the predicates obtained.  

Fuzzy representation is a way to more completely describe the uncertainty as-
sociated with concepts. For each solution the unique aspect that was considered is 
the truth value, which depends on the number of clauses, variables and rows of the 
data set. The truth value is calculated using Fuzzy Logic (FL). Ever since Zadeh 
[44] suggested the use of the 'min-max' operators, but many researchers added and 
continue to add various new interpretations to the representation of combined 
concepts introducing new computational formulas for 'AND', 'OR' and 'IF... 
THEN', etc. 

The main feature of the FL is that it doesn't give a unique definition of the clas-
sic operations as the union or the intersection. We studied about the appropriate 
fuzzy operators for decision-making. For example, Zadeh operators (min-max) are 
insensitive. In this case, the change of one variable does not change the value of 
the result. The probability operators aren’t idempotent; the conjunction of two 
variables, with the same values, does not result in the same number, in fact the  
results with a lower value [31, 32]. 
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We also studied other operators such as Hamacher, Einstein, Lukasiewicz, and 
Drastic and determined that they have the same problem, because they are associa-
tive [33, 34]. On the contrary, the compensatory fuzzy logic is sensitive and idem-
potent [11, 12]. This aspect is very important for the correct interpretation of the 
results and for this reason we studied another type of operators. We researched the 
Harmonic mean, the Geometric Mean and the Arithmetic Mean, and their dual. 
All these have a value between the maximum and minimum. 

4.3 Search 

Search strategy is very important and before defining it, the first thing that it is 
necessary to keep in mind it is the dimension of the space of the search. Search 
method consists of two components: (1) parameter search and (2) model search. In 
many cases the data-mining problem has been reduced to purely an optimization 
task: find the patterns that optimize the evaluation criteria.  

Metaheuristics represent an important class of techniques to solve, approxi-
mately, hard combinatorial optimization problems for which the use of exact  
methods is impractical. Heuristic methods such as Tabu Search, Simulated An-
nealing, Hill Climbing, Genetic Algorithm [4, 17, 29, 38] have been used each of 
them in isolation, or in combination.  

Many successful applications have been reported for all of them. According to 
NFL Theorem [43] it is impossible to say which is the best of all algorithms. It 
depends on the encoding of the problem, the correct selection of the objective 
function as well as this of the operators. So, the only possibility is to make exper-
iments with different parameters. 

In particular, we use BiCIAM [2, 37]. It is Open Source library that represents a 
unified model of metaheuristic algorithms based in “Generate and Test” paradigm. 
It has been developed in our university. The most important aspect is that it sepa-
rates the problem of the algorithm and defines the characteristics of the problem 
only once. This library allows also the comparison of algorithms. 

5 Experimental Results 

To evaluate the usefulness of the proposed approach some experiments  
have been carried on a real-world database extracted from the UCI Machine 
Learning Repository. It is a source of very good data mining datasets at 
http://www.ics.uci.edu/~mlearn/MLOther.html. 

That site also includes references of other good data mining sites. 
The real-world database “Adult” was extracted from the census bureau data-

base in 1994 by Ronny Kohavi and Barry Becker, Data Mining and Visualization, 
Silicon Graphics.  

This database consists of 48842 records with 14 attributes each one. But to de-
velop the different experiments, we extracted the 4 attributes from them: age, 
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hours-per-week capital-gain and capital-loss. The 4 continuous attributes we 
mapped to ordinal attributes as follows:  

• age: cut into levels Young (0-25), Middle-aged (26-45), Senior (46-65) and Old 
(66+). 

• hours-per-week: cut into levels Part-time (0-25), Full-time (25-40), Over-time 
(40-60) and Too-much (60+). 

• capital-gain and capital-loss: each cut into levels None (0), Low (0 < median 
of the values greater zero < max) and High (>=max). 

The following values have been considered for the parameters of each approach 
(Hill Climbing): 

30 independent runs of 500 iterations, each one 
14 bits per gene for the codification,  
In particular for genetic process:  
20 individuals, 10 truncation 
0.9 as crossover probability 
0.5 as mutation probability 
Several experiments have been carried to analyse the fuzzy predicates obtained 

by the proposed approach. Analysing the results we can highlight the following 
conclusions: 

• The results obtained by the proposed approach, presenting a good relationship 
between the size of the search space and the results obtained, and getting a 
good truth value (quality measures > 0.8). 

• Our approach which allows us to obtain diversity types of predicates in the 
same run. But it also returns repeated solutions, that should be eliminated in a 
postprocessing phase. 

• The results show how the proposed approach obtained knowledge with high 
truth value. Furthermore, the interpretability and visualization of the predicates 
is maintained in a high level. For that reason we will continues work in that  
direction.  

• On the other hand, we have to take care with the relationship between the  
runtime and size of the search space, because now the runtime isn’t totally rea-
sonable.  

6 Conclusion  

In this paper, a new form of discovering knowledge has been considered that to 
extract fuzzy predicates from data given. To do that, we have proposed the use of 
specific representation model and metaheuristics algorithms for the search.  

Here, we present our conclusions: 

• The learning process is not supervised. 
• The form of the predicates isn’t totally restricted 
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• We uses different fuzzy operators (although compensatory is privileged by its 
properties)  

• There is more than one search method available.  

We haven't found yet in the literature a method that has these same  
characteristics. 
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Innovative Wind Farm Control  

Mischa Böhm, Oliver Norkus, and Deyan Stoyanov  

Abstract   The change from nuclear power to renewable energy currently provides 
a large part of the ongoing discussions in politics, science and business. From the 
renewable energies’ standpoint, wind energy shall be a key technology in the fu-
ture energy mix.  Concerning offshore wind energy in Germany there are some 
projects currently carried out on construction of wind farms and further more are 
planned. However, large uncertainties still exist due to the gap of experience in the 
operations of offshore wind farms. It has not been investigated yet, with which 
key figures they can be controlled, nor what aspects of wind farm management 
could be automated. Moreover, the use of methods and techniques of BI in this 
domain have not been researched yet and the existing utilization is just realized in 
a decent way. For these reasons the University of Oldenburg started to join this 
field of research. To establish in this area there was a research on a ratio analysis 
and on a flexible, scalable and modern BI reporting, which entered prototypical 
the domain of wind farm control, based on a dashboard and a mobile application. 
This chapter gives an overview of the results of this research. 

1 Indicators for Wind Farm Management 

Performance measurement systems are among the most important tools for deci-
sion making. To improve the control and the reporting of wind farms it is neces-
sary to ensure that the key performance indicators are substantial investigated and 
standardized. The central challenge was to develop a performance measurement 
system for wind farm control. This challenge is settled in the field of analysis-
oriented business intelligence. 

The aim of the indicator analysis was to design a structured performance  
measurement system. The result is an ordered set of indicators for the wind farm 
control. 
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The approach to design a performance measurement system for wind farm con-
trol was to proceed in a three-stage development. First, relevant literature was 
identified and studied ([2, 4, 9, 10, 11, 15]). In summary, the management, the  
relevant processes and the question, which are the relevant key figures for control-
ling a wind farm, are rather unstructured and less standardized, often spontaneous-
ly and not optimized (c.f. p. 842 ff. [5]). This aspect Mr. Gößmann, CTO of 
EnBW Regional AG1, also accentuate in an interview entitled Intelligent Networks 
are an opportunity for innovative Companies: 

"Especially by the fact that even with the large number of requirements no ready 
solution exists, there are great chances [...].” (p.20, [9]) 

Within the literature studies the relevant knowledge has been extracted. Subse-
quently, on the basis of extracted knowledge from the literature a theoretical ap-
proach for the performance measurement system for wind farm control was de-
signed. In the next step this theoretical approach underwent an evaluation and 
optimization by experts. 

In the first phase the subject was the study of literature. Through a comprehen-
sive review of relevant literature in the domains wind energy plants, wind power, 
wind turbines and wind farms the knowledge for designing a first version of the 
performance measurement system was extracted. At this stage relevant institutions 
of these domains were already contacted and gave literature recommendations.  

In the next phase the indicator system was performed in a first version. This 
first version represents a theoretical approach because the design was carried out 
on the basis of the extracted knowledge. Under this concept the following steps 
were performed: 

Definition: The performance indicators have been defined based on their syn-
tactic and semantic shape, by use and targets. The monitoring and control subject 
was calculated and displayed. The result of this first step of designing the perfor-
mance measurement system was the key indicators and their definition. 

Selection and categorization: Each of these figures was described by a fact 
sheet. The set of indicators was factually and logically divided into categories and 
subcategories. In addition to the factual and logical grouping the subdivision was 
also based on mathematical relationships between the individual indicators. The 
result of this step was the orderly and assorted performance measurement system 
in a theoretical approach, and the description of any indicator by ratios titles and 
further attributes. 

The performance measurement system for the wind farm control in the version 
of the theoretical approach was the entry point into the third phase: optimization 
and evaluation. To make this project of performance measurement system known 
and to gain further evaluation partner, it was published into a German scientific 
journal of system for measuring and controlling [7]. 

 

                                                           
1 EnBW Regional AG is a subsidiary of EnBW AG, Germany’s third largest power company. 
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The evaluation partners can be segmented into three areas: 

• Wind farm operators, primarily in Germany, but also from Italy 
• manufacturers of wind turbines and their components 
• provider of software for the operation of wind farms 

With each evaluation partner the following steps were implemented. The par-
ticular result of the current evaluation phase represents the object to be optimized 
in the next evaluation iteration. 

1. Presentation of the presentment, architecture and structure of the performance 
measurement system. 

Discuss and refine the appearance, architecture and structure. 
Presentation of the individual indicators of performance measurement system. 
Discussion of the individual figures especially with regard to target values, control 

intervals and calculating and dealing with discrepancies. 
Optimization of single figures, in addition of the indicator system to specific fig-

ures, discussion of key figures. 

After the evaluation and optimization within the involvement of experts the 
performance measurement system was finally designed. 

Regarding the architecture of a performance measurement system is to distin-
guish between the type of linkage of the individual indicators and the type of deri-
vation. The type of linkage of the individual indicators differentiated between a 
hierarchical and a no-nonsense logic operation. By type of derivation is to distin-
guish between empirical-inductive and deductive-logical [8]. The individual fig-
ures for the performance measurement system for wind farm control mainly are 
linked in a qualitative context.  Also available with a factual and logical link these 
figures are in conjunction with each other and affect mostly independently control 
the object. As an example, the oil values of the generator may be mentioned. The 
oil pressure, oil temperature and oil level are factually and logically connected but 
interact not quantitative with each other. So far there is not a hierarchical link be-
tween these technical indicators. The business figures are linked hierarchically. 
The individual cost components (maintenance costs, transportation costs, etc.) can 
be combined to measure the total cost in addition. The difference between the total 
cost and total revenue is the profit. The indicators so far based on a hierarchical, 
quantitative as well as a factual and logical link. The plan for approach the design 
of performance measurement system has shown that derivation should base on an 
empirical-inductive and deductive-logical analysis. The challenge is to integrate 
the knowledge of the literature studies with the practical knowledge, which is 
represented through the experts’ opinions. The logical-deductive derivation was 
based on selected and recommended literature. The empirical-inductive derivation 
has been realized through interviews and group discussions. 

The performance measurement system for wind farm control consists of a set of 
individual indicators. These individual indicators were categorized according to 
their application objective. The categorization based on the application objectives 
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as well as on the structure of the performance measurement system. There can be 
distinguishing three different application objectives. The first application objective 
is the maximum extraction of power from the wind by an optimal control of each 
wind turbines. In this area the single wind turbine represents a monolithic system. 
The parameters are determined through measurement systems at the wind turbines 
and directly relate to a specific wind turbine.  The second application objective is 
concerning the operational management of the multi-wind turbine wind farm. The 
practical application of this objective is to minimize the downtime on the basis of 
optimal processes for maintenance, best possible cost situation and minimum use 
of resources like materials, tools and employees. The third application objective of 
the indicator system is to inform the executive management, the investors and fur-
ther stakeholders like banking and insurance houses about costs, revenues and 
profits. So, on one hand the management and on the other hand decision-making 
can handle with the optimal and actual information. Following these three goals 
the performance measurement system for wind farm control consists of three 
areas. Each application objective represents a target area in the performance mea-
surement system. The first area includes figures based on the technical aspects of a 
wind turbine, the second area deals with processes, materials and personnel man-
agement and the third summarizes aspects of management. From first to last area 
technical aspects decrease and economic aspects grow. These three areas are  
described below. 

The first area – the technical control - of performance measurement system 
covers all aspects of the technical operation of a wind turbine and is called tech-
nical control. The key figures that directly influence the control technology of a 
wind turbine are variable. In this area in addition to this motion data there are also 
master data. This master data describes the wind turbine control systems in gener-
al and concern to the technical control only indirectly as basic data. Besides the 
master and transaction data, the first area consists of another group of indicators: 
the weather data. Master data are constant throughout all phases of a wind turbine 
and affect the control technique only indirectly. The master data can be divided in-
to general and technical master data. General master data are for example the 
manufacturer and the type of construction, as the date of commissioning and the 
coordinates of the wind power plant. Technical master data include the hub height, 
the nominal power of the turbine as well as the position of the rotor blades and the 
number of rotor blades. Transaction data are by their nature variable. The control 
circuits such as the yaw drive, the security system and the yaw control rides based 
on the transactional data. Furthermore disturbance events are reported based on 
the transaction data. The specific information to the disturbance events forms the 
basis for maintenance management. The movement data of a wind turbine can be 
distinguished by the affected component or by the control loop. The control loop 
wind direction control is associated with the indicators yaw angle and pitch angle. 
The availability, speed and the oil temperature are each indicators of each compo-
nent as gearbox, generator and turbine. At the power generating turbine the indica-
tors current, voltage and frequency are measured. The degree of oscillation is 
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measured at the nacelle and the rotor blades. Relating to the safety system, the cur-
rent position of the brake and the oil values of the brake system are important.  

Besides the master and transaction data, the regulation of a wind turbine is 
strongly addicted to the weather. There is a closed link between the transaction da-
ta and the weather. Without the information of weather measurement cannot the 
control circuits cannot operate. For example, the wind direction tracking needs the 
wind direction and blade yaw control and the security system requires the wind 
speed. To recognize and recite storms and other hazardous weather situations are 
in addition to the wind speed, the humidity, the air temperature and the air density 
relevant. 

The second area - the commercial control - includes all aspects of the process 
of the maintenance and therefore necessary materials, labor, tools and transport 
and associated maintenance data. Furthermore, the parameters of the wind farm 
network and the power grid, as well as the availability and the weather forecast 
data are associated with this area. 

The area of commercial control founded on the area of technical control.  
The ratios of each individual wind turbines reporting the faults and failures are 

input parameters for the field of commercial control. In the field of operations 
management it is about correction the faults and failures and to minimization the 
downtime. Therefore there are two different scenarios for undertake the mainten-
ance: the operator can perform the maintenance themselves or a service partner is 
involved and the maintenance is outsourced. Regardless of the maintenance scena-
rio processes such as maintenance, inspection, repair and improvement resources 
are necessary for a rugged operation. These resources relate to the material, the 
appliance of transport, the tool kit and the staff. As part of a damaged-oriented 
maintenance strategy, damage is a service event in the expression of a repair ac-
tion. In the time-and state-oriented maintenance strategy the service event is an in-
spection or maintenance action. In any case of service event materials, tools, staff 
and an appliance of transport is assigned. These actions are done on the basis of 
maintenance and deployment plans.  

Another area of management is the feed-in. Wind farms feed their generated 
power mostly through a substation or a central feed-in component into the grid. 
This requires that the network parameters with the network indicators of the wind 
farm match. The grid operator purports the network parameters.  The feed-in  
component has to abide by these guidelines so that the grid does not collapse. Es-
pecially in the field of offshore wind farms the journey to a wind turbine is very 
expensive and weather-dependent. For the transport a ship or a helicopter can be 
used only under proper weather conditions. Similarly, the execution of mainten-
ance work is weather-dependent, off- as well an on-shore. The rope access as well 
as the operation of cherry picker requires suitable weather conditions. Therefore 
the prediction of the weather data is relevant to plan the service events. 

The application goal of the second area is to minimize downtime of the wind 
farm so as to maximize yield. To achieve the goals specific performance indica-
tors are considered, such as the real and energetically availability. The real availa-
bility represents the observation period without the failures caused downtime.  
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The energetically availability is a given period minimized by the wind calm time. 
Basis of the calculation are the default and operating times, at which the operating 
hours are divided into full-load and part-load hours. 

The third area of performance measurement system relates to the management 
of the wind farm. The indicators in this section are uncoupled from technical  
aspects, they relate to economic aspects.  

The goal of this area is to inform the management, as well as investors, to learn 
about for example the current and historical cost, revenue and profits in order to 
decide well informed about strategic and tactical aspects. As in other companies: 
For wind turbines depreciation shall be made. For the land on which WKA is built 
a rent is to be due. Salaries and employee-related costs of e.g. maintenance per-
sonnel are subsumed under personnel costs. Costs of materials and tools are main-
tenance costs. The level of transport costs between onshore and offshore Wind 
farms. Other types of costs are the insurance, administrative and capital costs. The 
sum of the costs is compared with income earnings. The monetary income is the 
mathematical product of the feed-in and feed-in capacity in watt and euro per watt. 

In these three areas the indicators for a wind farm control are pictured.  
Once the wind farm control can be realized on the basis of a universal set of in-

dicators further steps can be addressed. The classical wind farm control elements 
can be extended so that the wind farm control becomes innovative and intelligent 
under the involvement of other disciplines. The merging of the topics business  
intelligence and wind farm control could result in the new field of research intelli-
gent wind farm control. In addition to the further automation of control mechan-
isms, a prediction of errors in annexes and a revenue forecast based on wind fore-
casts and error estimates would become possible. Furthermore an innovative and 
flexible reporting can be constructed on the base of the performance measurement 
system. 

2 Dashboard Reporting 

The installation and operation of new wind farms are more complex and more ex-
pensive than the existing onshore wind farms. For this reason it is necessary to get 
a hold of the costs and the revenues of the wind farms, to analyze the break-even 
point for further investment in offshore wind farms. Under these circumstances 
reports must be created to deliver the relevant information and measures to the 
management of the wind farm.  

To get deeper in the context of the wind farm management the three different 
areas will be explained in detail, while each of this areas have their own specific 
requirements for the reporting. 

The first area is the regulation. In this area processes will be initialized to tech-
nically and physically regulate a wind farm. A report in regulation of wind farms 
needs technical real-time data and displays very detailed technical data [5, 7]. 

The second one is the operational management. This area is working with sen-
sor data to ensure the correct operations of the wind farm and displays all working 
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processes of the wind farm and in particular wind power plants. This area requires 
reports, which displays processes of the operation, the maintenance and the ser-
vice. These aspects conserve the short-term planning of a wind farm [5, 7]. 

The last area is the management of a wind farm. The management needs infor-
mation about the profitability, the revenues and the availability of wind farms to 
support strategic decisions in the development of offshore wind farms. These  
reports are based on actual and historical data, which are on a high abstract level 
[6, 7]. 

In this work the focus is on the management area. Hence the following aspects 
will focus on the specific requirements in the reporting for the management of an 
offshore wind farm. There are some very critical factors for this area. The availa-
bility of power plants in offshore wind farms is still unknown and not totally dis-
covered in comparison to onshore wind farms. Therefore it is important for the 
management to be informed about this availability. Other important facts are the 
generated and the expected revenues of the offshore wind farm. Reports will com-
pare those revenues with each other and will give huge information about the ac-
tual profitability of the wind farm [6]. 

For a fitting representation of this data a dashboard was chosen as the optimal 
platform. It displays the information in form of a cockpit in a good-looking way 
with interactive charts and graphics. With a dashboard all relevant data are in view 
at a glance. 

For the development of the dashboard a BI-Suite was chosen. In this case SAP 
BO with the dashboard development tool SAP BO Xcelsius was the choice. 

SAP BO Xcelsius has some advantages compared to other solutions, because it 
offers many different great looking graphical items to display the information and 
it offers a good possibility to create an interactive report based on live data. These 
characteristics are well suited for reporting to management and for this specific 
case. 

Another advantage or disadvantage comes with the properties of standard soft-
ware solution, which will not be explained any further in this context. 

Speaking of the whole SAP BO BI Suite the tool SAP BO Universe, a semantic 
layer between the front-end reports and the back-end data sources, enables the 
reuse of an established connection to the relevant data source in different reports 
or in the creation of different reports in different tools [13]. 

In the conceptual work of this dashboard it is mandatory to define concrete 
functional and non-functional requirements. The most important requirements 
specialize the way in which the data will be displayed in a dashboard. It is obliga-
tory, that the revenue and the expected revenue of a power plant, a cluster in the 
wind farm and of the whole wind farm will be displayed. These revenues and ex-
pected revenues must be distinguishable into days, months and a year. The sum of 
the revenues should be displayed in form of a bar chart. Additionally the average 
revenue of a wind farm should be calculated. This average will be related to the 
generated revenue of each power plant. So if divergences occur on a power plant 
or on a wind farm the dashboard should make this visible for the user in form of 
graphical representation or notification. 
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On the technical site of the non-functional requirements the dashboard has to be 
interactive and displays the data graphs in real time to fulfill its purpose. The de-
velopment should base on an exchangeable and extensible data source and should 
be implemented with a SAP BO Universe. Regarding the user interface the dash-
board needs four different views on the relevant data. The first should display the 
revenue/ expected revenue of a power plant, a cluster or the whole wind farm, de-
pending on the selection of the user, in a year and the allocation per month. Just 
like this the second view should display the revenue/ expected revenue of a power 
plant, a cluster or the whole wind farm in a month and the allocation per day. The 
third view should display the accumulated revenues/ expected revenue per month 
within a year. On the last view the user can choose a month and the average reve-
nues of the wind farm should be displayed. The deviations per power plant from 
the average revenues of the wind farm have to be shown as well. 

At the starting point of the development it is important to consider the data 
source and how it could be used in the creation of the dashboard or the report. A 
recently built new wind farm center in the North Sea 45 km north of the German 
island Borkum delivers the required data and serves as a great research object. 

In this case the operational data of the wind farm are continuously saved in a 
SQL database. For the development an extract of this database with all original da-
ta sets was exported. In detail a database dump was extracted as a Flat File. This 
data set consists of real time sensor data from two different power plant manufac-
turers, which are working in this concrete wind farm. 

The first step in the realization of the dashboard, the Flat File was uploaded and 
integrated into a SAP BW system as a DataSource. The next step was taken to 
transform the two different data types to one consistent data type for the reporting 
and to ensure a good performance in the reporting later on. The DataSource was 
loaded and mapped into a DataStore-Object. Afterwards the transformed data was 
published as a MultiProvider for further extensions of this InfoProvider and to 
create a possibility to access this data via the SAP BO system. 

The next step is the integration of this data into the SAP BO system or to  
enable the access on the MultiProvider from the SAP BO system. A SAP BO Un-
iverse, as mentioned earlier, is the semantic layer to integrate the data from differ-
ent sources and it allows user to create reports out of business objects instead of 
SQL queries. In the context of this specific wind farm there are millions of opera-
tional data.  This data - from half a year of operations - was integrated into SAP 
BW Flat File. Now the data can dynamically be loaded into the system with the 
help of SAP Universe. To insure the performance of the report and the aggregation 
of the relevant data in reports later on, the aggregation behavior in the universe 
has to be set accordingly. In the first approach the data access should be realized 
with a Query-as-a-Webservice to directly and dynamically load the necessary data 
in the dashboard with a parameterized query at run time. But this proceeding was 
not performant at all, even after changing the settings of the query and the un-
iverse. Instead the data should now be preloaded and aggregated to create a per-
formant data access. Therefore SAP Web Intelligence reports were created based 
on the requirements of the dashboard and the data was preloaded from the  
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3 Mobile Reporting 

Businessmen and decision makers face many challenges every day and without 
accurate and up to date information they couldn’t succeed. Business life these 
days is much more dynamic and mobile. Therefore decisions must often be made 
on the fly and outside the office. For this reason the mobile business and mobile 
reporting are some of the most popular topics in the business environment. The 
modern wind farm management is no exception and the demand for mobile solu-
tion is steadily growing. 

Mobile reporting faces a wide range of challenges; some of them have a higher 
priority. For the successful implementation of a mobile solution there are many 
requirements to be fulfilled. On one hand some of them are standard resp.  
very common, like: user-oriented and decision-supported visualization of data, 
economical use of resources and visualization of standardized and harmonized in-
formation at any time and location. On the other hand there are very specific re-
quirements for the wind farm management, like: visualization of information 
about the produced annual or monthly energy, information about the wind farm 
and the wind turbines.  

Furthermore mobile reporting, resp. mobile business intelligence is characte-
rized by a large number of factors and can be realized with different methods. 
There are four approaches, which pursue mainly the same goals but differ in the 
technical realization and their functionalities: web page (web application), reports 
resp. dashboards, mobile server and native applications. The web page is the sim-
plest form for making information from an IT system available on mobile devices. 
Every internet compatible device with internet browser can be used for this type of 
reporting. Reports and dashboards are mobile oriented web pages, which offer 
more comfortable business intelligence usage. Layout and information are defined 
and customized for specific devices or common specifications, like screen resolu-
tion. For the third type of mobile reporting a mobile server is used to automate the 
process of layout and information customization for the specific devices. This type 
of server coordinates the layout visualization and the information flow between 
mobile device and IT system. Native application is the last method for the realiza-
tion of mobile reporting. It is a standalone client software for specific operation 
systems, such as Android, iOS, Windows Mobile, Blackberry OS, etc. and it is  
installed on a mobile device. 

For the realization of “mobile reporting for wind farm management” case sce-
nario a native application was developed. The fourth type of mobile business intel-
ligence is most difficult to implement and it is applicable only on a single platform 
(for example iPhone with iOS). However this is the most powerful solution, be-
cause there are more or less no restrictions for the developer. A native application 
can support camera, GPS, store data and more on the mobile device. It can access 
external database systems, connect with third party software and a lot more.  

This mobile solution was a supplement to the previously mentioned dashboard 
reporting and most of the concept was inherited. The key indicators and the most 
of the requirements are the same, but the solution differs in realization and  
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structure: dashboard reporting has its basis on standard software while mobile re-
porting bases on custom development. For this reason the software architecture 
was one of the important concept components. It has two layers, the application 
layer and the technical platform, whereas the whole concept bases on standard 
server-client architecture. The application layer focuses on the management and 
covers the four major reports: Annual, Monthly, Cumulated Yield and Monthly 
Deviation. Additionally the mobile solution makes some main information about 
the wind farm and the wind turbines available. Because of that the application has 
three main screens or also called intends: Log-On, Control and Report. The first 
step is to successfully log on to the application. After that the second screen ap-
pears. With three tabs the user can access information about the wind farm (WP), 
wind turbines (WINDKRAFTANLAGE) different reports (Reports). 

Mobile WindFarmManagement (mWFM) was developed as a native application 
based on this concept for mobile reporting. The mobile operating system Android 
had been chosen as a platform for the realization, because of the market share, the 
rapidly growing positions and well-structured developer community. Additionally 
open-source software and widely distributed JAVA technology are used for the de-
velopment of Android applications. Open-source software had been chosen also 
for the implementation of the server database system. MySQL is one of the most 
distributed free database system and together with the Apache server, which share 
is around 55 Percent of all internet servers, is commonly used combination of 
server-database system for different web-applications. In addition apache server 
supports PHP, which had been chosen as a technology for the interface. For the 
mWFM development the easy to install integrated environment XAMPP was 
used. This tool includes MySQL, Apache, PHP, Tomcat and much more. As for 
the developer environment the choice fell on Eclipse IDE with ADT (Android De-
velopment Tools) plug-in and Android SDK with the AVD (Android Virtual  
Device) Manager.  

The development process can be divided in several stages. The first step is to 
set the foundations - to shape the main layout of the application. Android applica-
tions use XML to define the layout and java to implement the functions, but the 
layout can be defined also as JAVA code. In Eclipse the layout can be shaped with 
a user-friendly GUI, where the single elements are put together per drag and drop 
and XML code is generated automatically. Once the layouts are shaped the devel-
oper can proceed with the second step - the declaration of activities and element 
behavior in Java. Android provides many pre-defined Java-Classes and Methods, 
which cover a huge range of functions and activities. Additional functions can be 
implemented with third party libraries, for example for graphical diagrams, charts, 
etc. When the main activities are declared, the developer can proceed with the 
third step – database and information configuration. There are two main objects in 
this matter – database and data-flow, which are very important for a reliable and 
performant reporting. For the mWFM application two types of database were 
tested – normalized and denormalized. At first a denormalized database with only 
one table was used, in which the data was stored. The wind farm data is saved in 
five-minute tact, so over one million data-sets of information are stored annually. 
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The result was a database with a single table and big amount of data-sets, which 
reflected a very poor performance with over five seconds delays of information vi-
sualization. This concept would work very well, if it was enhanced with additional 
business intelligence technologies. However to keep the realization as simple as 
possible no further business intelligence technologies were used as middle-ware. 
For this reason the database was normalized and the data was stored in several 
tables. For example the data for the annual yield report was stored in a single table 
with only 72 (twelve months by six turbines) data-sets. The performance was 
much better and the calculated delay-times were less than half a second. Com-
pared to the database there were less problems with the data-flow, which was de-
veloped with a PHP interface. This approach is very simple and stable on one 
hand and there are predefined Java-Classes on the other hand, which allow direct 
connection between the Android application and the PHP interface. 

The application basics were implemented with these three steps. The fourth step 
was the realization of the reports and the optimization of the information visualiza-
tion. For mobile reporting the graphical visualization is even more important, than 
for the classical reporting. Information must be optimally structured for the small 
mobile device screen. Very often overflow of displayed information can confuse 
the end-user and make the application useless. Keeping this in mind, charts, tables, 
numerical information, etc. must be customized for mobile devices and mobile re-
porting. Unfortunately Android offers no directly usable Java classes and methods 
for the graphical visualization, so a third party library was used. To test different 
functions and visual effects, the reports were built separately and with different 
structures. The annual yield report displays the information in a bar diagram. The 
monthly yield report displays the values also in a bar diagram, but with a zoom 
function, so the user can display data on a daily basis. The cumulated yield report 
displays the information in a line-and-dot diagram. The last report, monthly  
deviation, displays the values in a modified bar diagram, where positive values are 
visualized over the x-axis (0-axis) and negative values are displayed below the x-
axis (0-axis). In all four reports a table displays the target-actual comparison. 

The last development process stage of the mWFM application was the final test 
and the evaluation of the product. In the AVD Manager the developer can confi-
gure a virtual mobile device and directly install the application on it. This allows 
an instant application test and result evaluation. However in the last step, the ap-
plication was exported as .apk-Data, which is the standard Android file format, 
and installed on different mobile devices (HTC, Samsung, etc.). To use the 
mWFM there are only two restrictions – a screen resolution with 800x480 pixels 
and an Android OS above version 2.2. 

The result of few months’ research and development was a fully operational 
Android native reporting application for wind farm management. It displays any-
where and anytime common information about a wind farm and wind turbines, for 
example capacity, geographical position, etc. The highlights of the mWFM appli-
cation are the four reports, which visualize critical data in a user-friendly way not 
only as numerical data, but also as charts and diagrams. The application was very 
positively evaluated by branch experts and there are already demands for further 
development of this application with more functions and for additional platforms. 
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A Tool for Data Mining in the Efficient Portfolio 
Management 

Vivian F. López, Noel Alonso, María N. Moreno, and Gabriel V. González  

Abstract.  In this work we perform a tool to data mining in the portfolios analysis. 
We perform an automatic data survey to draw up an optimum portfolio, and to 
automate the one year forecast of a portfolio's payoff and risk, showing the ad-
vantages of using formally grounded models in portfolio management and adopt-
ing a strategy that ensures, a high rate of return at a minimum risk. The use of 
neural networks provides an interesting alternative to the statistical classifier. We 
can take a decision on the purchase or sale of a given asset, using a neural network 
to classify the process into three decisions: buy, sell or do nothing. 

1 Introduction 

The decision-making process about when, how and what to invest is one of the 
most evocative issues in the investment world. These decisions challenge the in-
vestor's entire range of knowledge, which is always complicated, but particularly 
nowadays, when the exchange markets are highly volatile. Such is the case of 
portfolio management, which is still performed as craftwork. Selection is made 
according to the investor's favorite assets, or following the manager's ratings ac-
cording to her experience, knowledge or intuition, but seldom based on formal 
grounds. This means that investors maintain inefficient portfolios that are not ad-
justed to the expected risk-payoff ratio. 

Currently, portfolio analysis can be approached from two points of view. First, 
we have portfolio selection, which Harry Markowitz introduced in 1952 [10]. The 
second aspect is portfolio management aimed at finding the optimal structure. To-
day, financial market problems are often solved using artificial intelligence. Despite 
the great deal of effort already put into making financial time series predictions [9], 
support vector machines [6], neural networks [14], prediction rules [4], genetic  
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algorithms [1] and multiagent system [12], the prediction of a stock market index is 
still difficult to attain. The main reason for the complexity of this task is the lack of 
autocorrelation of index value which changes even in a one-day period. 

According to Markowitz, the selection is grounded in the simple observation of 
prices that maximize the expected payoff at a given level of risk. Although the 
information is growing day by day, its in-depth processing is very complicated 
and not within easy reach of the average investor, who is usually unable to capture 
and interpret the data. In this work we perform an automatic data survey to draw 
up an optimum portfolio, to estimate the market risk and, at a given moment, to 
help the decision process regarding an asset. The main objectives of the system 
are: 

1. To automate the one year forecast of a portfolio's payoff and risk, showing the 
advantages of using theoretically grounded models in portfolio management 
and adopting a strategy that ensures a high rate of return at minimum risk.  

2. To make the correct decision in the purchase or sale of a given asset, using a 
neural network to classify the process into three decisions: buy, sell or do 
nothing.  

3. To use On-Line Analytical Processing (OLAP) [13] for obtained portfolios.  

The automatic implementation is warranted by two fundamental reasons: The 
application of the models for portfolio management implies a lot of numerical 
calculations, impossible to perform without computing facilities and data mining, 
although there exist in the market some tools for this purpose, they are out of 
reach of most of the managers or traders of this field. 

2 Portfolio Theory 

Markowitz established the aim of setting up the menu of the possible payoff-risk 
combinations that are eligible, giving as the decision variable the weight or ratio 
assigned to each asset (W). Grounded in these ideas, the process of selecting the 
optimum portfolio can be summarized in the following steps: 

1. Specification of a body of assets and investment funds to be considered for 
the portfolio screening.  

Asset analysis by means of the estimation of their expected payoffs, variances and 
covariances.  

Determination of the investor's efficient frontier and indifference curves.  
Derivation of the optimum portfolio.  
Analysis of the Risk Evaluation (VaR) [8] of the optimum portfolio.  

These steps are briefly described in Section 3. In Section 4 a description of the 
system is made. Section 5 deals with the neural network training, the OLAP for 
portfolios analysis is briefly described in Section 6 and finally the conclusions. 
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3 Portfolio Selection 

Let there be an investor with a budget to be employed in the buying of assets to 
maximize their expected utility. The Stock Exchange will provide him or her with 
a lot of investment choices, as many as shares. Nevertheless, the investor must 
deter-mine the share combination which, while maximizing the proposed objec-
tive, uses up the entire available budget. That is, he or she must know what assets 
to buy and how much to spend on each one of them. 

3.1 Asset Analysis 

Following Markowitz, the first step starts with observation and experience and 
finishes with some specific ideas on the future behaviour of the available assets, 
particularly concerning the density functions of the future payoffs of the shares. 

3.2 Computing the Historical Payoff 

Let us see how to compute the historical payoff (Rit) of an asset i in a given period 
of time t.  Let ௜ܲ(௧ିଵ) be the price of asset i at the end of period ݐ − 1, that is, at the 
beginning of period ݐ. Assuming that we buy the share at this moment, it will be 
the purchase price. Let dit be the cash-flow obtained by the asset in period ݐ. Fi-
nally, let Pit be considered as the price of the share at the end of period ݐ or, in our 
case, its selling price. The payoff obtained in period ݐ will be computed as in  
Equation 1. ܴ௜௧ = ௜ܲ௧ − ௜ܲ(௧ିଵ) + ݀௜௧௜ܲ(௧ିଵ)  (1)

3.3 Derivation of Efficient Border 

Once the individual features of each asset are known, we study features that will 
comprise the portfolio. For this purpose, we will assume that we have n possible 
assets, each of them with its mean and variance, as representative of its payoff and 
risk. A portfolio is a set of assets so it will also have a payoff and variance differ-
ent from those of its components. Portfolio payoff, Rc will be a function of the 
different random variables of payoff of the constituent assets and thus will itself 
be a random variable. Let us compute the risk. To this end, we will compute the 
portfolio payoff variance V(Rc) as a function of the assets payoff variance σi

2, as 
in Eq.2: 

௖ܸ = ൥෍ ܴ௜௡
௜ୀଵ ൩ = ෍ ߱௜ଶߪ௜ଶ௡

௜ୀଵ + ෍ ߱௜௡
௜ୀଵ ௝߱ߪ௜௝ = ෍ ෍ ߱௜߱௝ߪ௜௝௜ୀଵ  (2)
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That is, the portfolio payoff variance will depend on the covariances of the assets 
payoffs. 

3.4 Computing the Optimum Portfolio 

Once the expected values and variance (risk) of payoff are known, we must decide 
on the optimum portfolio to choose. We will follow the process defined in the 
mean-variance rule: compute the efficient portfolios and select the portfolio that 
maximizes the utility of the decision maker. There are several ways to compute 
the efficient portfolio borders. Markowitz proposes, among others, the following 
one, maximize Rc, produced in Eq.3: 

ܴ௖ = ෍ ߱௜ܴ௜௡
௜ୀଵ  (3) 

As is apparent, the problem is approached in terms of quadratic programming 
where a minimum for an investment risk has to be found, with a given payoff level 
and no possibility of debt. 

3.5 Analysis of Risk Evaluation of Optimum Portfolio 

The concept of Risk Evaluation (VaR) [11] comes from the need to measure with 
some level of confidence the percentage of loss that a portfolio will undergo in a 
predefined time. This is an estimation of the maximum loss that the portfolio can 
have. In the system implemented, the VaR is calculated for each asset by the 
Normal Delta Method [15], chosen because it is considered the simplest one to 
estimate since it requires only the market values, the final portfolio positions and 
the variance-covariance matrices. To calculate VaR the steps are: 

a) Identify the purchase value for each asset.  
b) Check that the changes in the associated values for the asset follow a normal 

distribution.  
c) Compute the variance and covariances for each portfolio asset.  
d) Compute the portfolio variance.  
e) The VaR is calculated by multiplying the portfolio variance by the corre-

sponding factor to the confidence level (1.65 in this case)  

Thus, the VaR is a useful tool in that it gives investors a more precise criterion 
for judging the work done by portfolio managers. Furthermore, it allows us to 
monitor and control the risks through time by verifying that the short term portfo-
lio does not diverge from the long term objectives. 

4 System Description 

Based on this experience, a new multiagent model was developed for the automat-
ic efficient management of investment fund portfolios that takes into account the 
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history over a given period, adapts to dynamic market conditions and upgrades 
itself via the web periodically. The arquitecture of the multiagent system coordi-
nates three kinds of agents [3]: Interface, Analysis, and Information agents [12], as 
shown in Figure 1. 

 
Fig. 1 The arquitecture of the multiagent system 

In the system each investor is represented as an agent that can keep the invest-
ment for a certain amount of time according to individual preferences. Interface 
Agents interact with the user receiving user specifications and delivering results, 
in our model each agent distributes their wealth and divide it among the agents to 
learn its investment strategy from the sample data. Analysis Agent makes autono-
mous in-vestment decisions in each investment period. Accordingly, each agent is 
optimized for the best possible forecasting of asset analysis in order to place prof-
itable and risk adjusted decisions. The portfolio manager agent is targeted to find 
the optimum portfolio (optimal risk-profit on the efficient frontier) according to 
Markowitz theory [10]. Based on this knowledge, the Information Agents, decide 
what information is needed and initiate collaborative searches with other  
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agents. In addition the Analysis Agent suggests the investor what assets to buy and 
the amount to be invested in each one to obtain a bigger payoff and a lower risk. 
Besides that it must indicate what is most suitable for the asset according to the 
daily evolution of prices and payoffs of each asset: keep, sell or buy. 

The model offers a methodology for the composition of efficient portfolios, be-
coming a more appropriate tool for investment decision making. The tool is a 
simple but efficient IDE for investment decision making. The tool al lows users to 
make as-set analysis, visualize, interpret any asset and can offer a scale of portfo-
lios through an easy-to-use graphical user interface. In summary, the main features 
are, as shown in Figure 2: 

2. Assets: data base asset management to be considered for the portfolio screen-
ing.  

Optimize: to draw up an optimum portfolio.  
Portfolios: to efficient management of investment fund portfolios, and see the 

portfolio evolution.  
Alerts: about VaR of the optimum portfolio.  
Reports: to show OLAP of portfolios.  

 

Fig. 2 System for efficient portfolio management 

In next section, the aforementioned functions are implemented: 
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4.1 Specification of the Asset Set 

The system can work with any portfolio on the stock-exchange market, so there 
are as many possibilities as assets. To perform the prediction computations, for 
each as-set in the portfolio, a data base is defined with the following fields: ISIN 
code (fund registration), name of the asset, estimated time in portfolio (inversely 
dependent on risk), date of portfolio participation, value of participation, payoff, 
equivalent yearly rate (APR), observed volatility, market distribution and number 
of days to take into account. 

The data sets for performing the forecasting study of profitability and risk in a 
portfolio of values uses the 14 funds of different managers of the above mentioned 
values that were taken from the Fibanc Mediulanum Banking Group Platform All 
Funds [5]. The number of days to bear in mind is determined by the least amount 
of all the observations of each one of the 14 founds. For the particular study we 
used the set of assets appearing in Figure 2. 

4.2 Obtaining the Ideal Portfolio 

With the previous data the historical payoff is computed for each asset for a period 
of 321 days, and the following values are obtained: daily payoff (with respect to 
previous day), daily volatility (standard deviation), average daily payoff, daily 
profit or loss and VaR for each asset. 

With the results obtained in the historical payoff phase, minimum variance point 
(MVP) is determined inside the boundary of production possibilities. To do this, the 
assets are initially given random weights and two restrictions are implicitly imposed: 

1. The client has to spend 100% of the available money.  
2. No negative weights are allowed.  

The user has the possibility to add his or her own restrictions, as shown in Fig-
ure 1. For the entire portfolio the MVP is computed. This gives us the minimum 
standard deviation of the portfolio (minimum risk). Later on, the portfolio average 
daily payoff (MRP) is calculated. This is the Sharpe Ratio simplified by consider-
ing that the risk free interest rate is 0% (this is the case with the Goverment 
Bonds). Finally the MRP/MVP ratio is computed (maximum slope of the straight 
line) to maximize the payoff/risk ratio or, equivalently, maximum payoff at a  
minimum risk.  

In summary, we try to find the right weights for each one of the portfolio com-
ponents so that the agent can choose the best distribution. Once the payoff and risk 
are calculated, we select the efficient portfolio and compute the VaR. Let us sup-
pose that the investor has decided to invest 30000 Euros. The first thing to do is to 
randomly distribute this amount among 14 investment assets in order to calculate 
the profitability and the volatility of this distribution in the portfolio. Later the  
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Fig. 3 The user has the possibility to add his own restrictions for efficient portfolio 

computations previously mentioned are performed according to the fixed re-
strictions. The weights which maximize the portfolio of each of the considered 
assets are found. To obtain the results we click directly on the calculate button 
shown in Figure 3. 

With this information we can obtain the ideal portfolio, as shown in Figure 4. 
Taking into account the history of observations in a fixed period for 14 assets and 
the previous calculations, Figure 4 shows the final amount to be allocated to each 
asset and the time that it must remain in the portfolio to obtain a bigger payoff and 
lower risk. As can be seen, the amount of Euros is very different from the one 
initially assigned. In Figure 4 it appears beside the amount that it is necessary to 
invest in each asset and the percent to keep it, the APR profitability in one year 
that it is possible to obtain and the volatility in 431 days. The assets whose final 
amount is 0 Euros, are those not recommended to buy. The system also returns the 
estimated profitability in 431 working days, ensuing from 8% and from 11% in 
one year which means 3419.9129 Euros. The VaR analysis is shown too in the 
Figure 4. 
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Fig. 4 Final amount and time necessary for efficient portfolio 

4.3 Portfolios 

In this module each user can view his portfolios and the profit ability of these 
developments. The users or asset manager can also configure portfolios to receive 
alerts on asset values. In portfolio detail, if by pressing the button view graph a pie 
chart of the distribution of the assets within the portfolio, will be shown, as shown 
in Figure 5. 

4.4 Alerts 

You can also configure your portfolios to receive alerts. Alerts are notifications 
that are sent by email, or you can see from the application. The alerts are generat-
ed when the profitability of the portfolio exceeds certain limits. From this screen 
already con-figured alerts and a form to add new settings can be seen. To add a 
new configuration the minimum rate and/or the maximum level of profitability 
that we want to reach in portfolio, must be defined. 
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Fig. 5 The pie chart of the distribution of the assets 

5 Neural Network Classification 

In [2] it is pointed out that the market knows everything. In consequence, we must 
always study it as a source of maximum available information and thus take  
decisions of buying or selling the stock. It is not necessary to know all this infor-
mation: we must simply study the evolutions of prices that are formed. The evolu-
tions will indicate to some degree the likely direction that the prices are going to 
take in the future, since the market remembers the formations of prices that have 
taken place throughout history and, they will probably occur again with identical 
consequences on most occasions. 

As soon as all the combinations of the list of assets are obtained, in order to 
guarantee maximum profitability and the minimal risk, it would be desirable to be 
able to classify the state of the price in a certain period, bearing in mind its behav-
ior in a previous period and to be able to know if it goes down, up or keeps con-
stant within the fixed period. It might help the investor to take a decision to buy, 
sell or do nothing. 
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With this aim, for every asset we train a perceptron neural network with a sin-
gle hidden layer [7]. For our case the significant input parameters are the value of 
daily participation, payoff and daily payoff. With them the net is trained to learn 
the behavior of the prices in a one-year period, classifying them into three classes 
according to their daily profitability: Class 0 (do nothing), Class 1 (sell), Class 2 
(buy). 

In the training phase we use 70% of the available information and the remain-
ing 30% is used for the validation. The net has three input neurons, corresponding 
to the significant input attributes and three output neurons (c lasses). The number 
of neurons in the hidden layer is a parameter to play with to achieve a tradeoff 
between efficiency and speed of training. In our case, with three neurons an ac-
ceptable result is reached. 

Once the architecture of the net is defined, we train it using the Weka tool [16]. 
To do this it is necessary to fix some parameters that takes part in the training 
process. These parameters always depend on the problem to be solved and after 
performing some simulations the learning rate is fixed at 0.3 the momentum at 0.1 
and the number of training cycles is 30. After training, we perform an estimation 
of the results provided by the network through the test patterns, and we verify that 
the number of examples correctly classified depends on the fund in question, rang-
ing between 96% and 100%, as we show in the results of the experiments, the 
error in the estimation of the classes being 0.03. 

We observed that the network correctly classified the validation pattern. Once 
the net has been trained with the prices and final earnings, it can be consulted with 
any other input value in future periods, and they will be classified to help in the 
decision making on an asset. 

For neural network classification, we performed two fundamental experiments, 
consisting of training a neural network for every fund and another one with the 
information of all the funds in the same period used in the analysis of the portfo-
lio. The worst results on the number of examples classified correctly were ob-
tained by the net that included all the funds for the analyzed period, which could 
only correctly classify 95.24 % of the cases presented. With one different net for 
each fund the results range from 96.90 % corresponding to the Fidelity Fund up to 
100 % of the majority, as can be seen in Table 1. 

Table 1 Examples correctly classified for each asset 

Name Assets Precision Name Assets Precision 
Franklin H.Y. ”A” 100.00 Dexia eq l aust ”c” 98.25 

Dws Invest Bric Plus 100.00 Ubam Us Equi Value A 100.00 

Aberdeen Asia Pac ”A” 97.90 Sch Eur Dyn Grwth A 100.00 

Fortis l Eq Turk ”C” 100.00 Newton Hig Inc 100.00 

Cre Suis.Cap Jp ”H” 98.30 Ing(l)inv Eur h.d ”x” 100.00 

Challenge Country Mix (S)  98.60 Challenge Financial Fund  100.00 

Challenge Germany Equity  97.30 Fidelity Eur S.C. ”E” 96.90 
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The results obtained by means of neural networks were contrasted with those 
derived from a statistical method. Several approaches were considered based on 
statistical time series processing and curve adjustments. Curve fitting of data of 
each one of the investment funds was used. The objective was to find the curve 
that best fits the data, and use it as a model. 

To each one of the investment fund datasets in the case study the curve is func-
tion of the independent variable (x) value participation (valor p) and from it the 
dependent variable is (y) daily profit or loss (result). The rest of the variables was 
not taken in account to include them in the model because they are significantly 
dependent to each other. 

A trial version of the TableCurve2D tool by SYSTAT Software Inc. [17] was 
used to carry out the curve fitting for each investment fund. The Figure 6 shows 
the graphs of the obtained models, as well as their corresponding mathematical 
expressions, for the best fund (Ing(l)invEurh.dx). We can see that classification 
errors are 38, worse than neuronal networks classification. Results were poor so 
our conclusion was to use nonparametric approaches, like neural networks, which 
can learn and adapt to new conditions. The classification errors with neural net-
works were much better in all the cases. 

 

 

Fig. 6 Graphs of the obtained models for fund (Ing(l)invEurh.d “x”) 

6 OLAP for Portfolios Analysis Obtained 

The OLAP for portfolios analysis is a technique often used in the Business Intelli-
gence (BI). The goal is to allow a multidimensional analysis of high volume data-
bases to a special analysis from different points of view (in this case about assets 
and portfolios). The OLAP is a data mining tool that allows to create new views 
and customize portfolio to make reports that suits the needs of investor, as shown 
in Figure 7. 
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Fig. 7 OLAP for portfolios analysis 

7 Conclusions 

A system was created on a formal theorical basis which automates the forecast of 
the profitability and risk of a portfolio of assets over a one year period, by adopt-
ing a strategy that guarantees high profitability and minimal risk for the investor, 
without restriction in the number and types of assets. 

This model offers a methodology for the composition of efficient portfolios, be-
coming a basic tool for investment decision making. The financial adviser, accord-
ing to the type of investor (risk adverse, average risk or risk lover), can offer a 
scale of portfolios with a certain yield, in view of risk level. 

The system is able to suggest the asset the investor should buy and the time that 
it must remain in the portfolio to be profitable. As a consequence, this manage-
ment is more efficient and achieves better results. Moreover the computer system 
makes the numerous calculations for the application of the models governing the 
management mentioned above, as well as the periodic upgrading of the infor-
mation bases. This system can adapt itself to new trends, since it keeps training 
with new information, so it can therefore adapt to dynamical market conditions 
taking into account the good results of previous periods. 

The use of neural networks provides an interesting alternative to the statistical 
classifier. With the results described in previous tables it is clearly shown that with 
the neural networks classifiers a high level of accuracy can be achieved. 
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Educational Data Mining: User Categorization 
in Virtual Learning Environments 

Angel Cobo Ortega, Rocío Rocha Blanco, and Yurlenis Álvarez Diaz1  

Abstract. This chapter provides a brief overview of applying educational data 
mining (EDM) to identify the behaviour of students in virtual teaching environ-
ments and presents the results of one particular b-learning initiative. The purpose 
of the research is to explore the usage patterns of asynchronous communication 
tools by students. The initiative was developed over one semester on an operations 
research course that was taught using a b-learning methodology at a School of 
Economic Sciences. In particular, active, non-active, collaborative and passive us-
ers were identified using a soft clustering approach. A fuzzy clustering algorithm 
is used to identify groups of students based on their social interaction in forums 
and the temporal evolution of this classification during the semester is presented. 

1 Introduction 

The use of new information and communication technologies (ICTs) offers a new 
way of producing, distributing and receiving university education and comple-
ments traditional teaching and learning methods [14]. In recent years there has 
been considerable interest in incorporating virtual environments into teaching 
strategies and methodologies. These methodologies are being revised, incorporat-
ing blended learning as a combination of face-to-face and virtual teaching. 
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Blended instruction, also known as b-learning, is an approach that combines the 
benefits of online and classroom instructions to improve distance learning envi-
ronments where learners can be easily disoriented due to a lack of communication 
or direct guidance [15]. In these new teaching models, technology is a vehicle that 
delivers instruction, facilitating the creation of interactive learning environments, 
intelligent tutoring systems and allowing for integration into the educational 
processes of a large number of e-learning resources. There are a growing number 
of courses taught using Computer-Supported Collaborative Learning (CSCL) 
tools, such as Moodle, WebCT and Blackboard. These tools generate large reposi-
tories of data that can be explored to understand how students learn. Data include 
interesting and valuable information, such as the number of times, frequency and 
physical and temporal distribution of accesses, pages visited, activities carried 
out… In a b-learning model this information can be combined with indicators ob-
tained directly by the teacher regarding classroom activities. Educational Data 
Mining (EDM) focuses on data mining techniques for using these data to address 
important educational questions. These techniques can be useful for predicting 
student performance, identifying behaviour patterns, defining individualised learn-
ing strategies and recommendation systems to improve students learning. 

In particular, online asynchronous discussion forums in CSCL environments 
play an important role in the collaborative learning of students. Thousands of mes-
sages could be generated in a few months in these forums, with long discussion 
threads and many interactions between students. Therefore, CSCL tools should 
provide a mean to help instructors evaluate student participation and analyse the 
structure of these interactions [4, 18]. 

In this chapter we present the results of a study on the social interaction of stu-
dents during a one-semester b-learning initiative. Several variables were used to 
dynamically identify groups of students responding to common patterns. The re-
mainder of the chapter is organised as follows. In the following section, various 
systems for categorising users in social environments are summarised, along with 
a review of the classification strategies used in e-learning processes. The next  
section includes an explanation of the role of data mining techniques in the 
knowledge discovery processes in educational contexts. After that, the focus turns 
primarily on soft computing algorithms that can be used in clustering problems 
and their application in EDM. The last two sections present details of the b-
learning initiative, describing the data compilation process, pre-processing and the 
analysis performed. This is followed by a description of the results and the conclu-
sions drawn. 

2 User Categorisation in Social Communication 
Environments 

Learning on the Internet is highly compatible with social constructivism, empha-
sising the manner in which students actively construct their knowledge on the ba-
sis of what they already know through social interaction in learning contexts, 
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rather than passively receiving knowledge in a pre-packaged form [24]. Several 
studies have been conducted in the scientific community, not only regarding the 
benefits of social learning environments, but also in order to identify what the pat-
terns and types of user behaviour are in such environments. Previous studies have 
demonstrated that monitoring and interpreting online learning activities can ulti-
mately lead to enriched user and learner models. Research by Hong [9], defined 
some measurable parameters for an online class and established that performance 
can be defined from the documents, total discussions and percentage of open 
documents in the following ways: active/passive activity, active/passive day and 
active/passive student. Other authors such as [7] characterise users as: participa-
tive, deep, useful, non-collaborative, having initiative, skilled or communicative, 
focusing on the collaboration activity level and the student performance  
indicators.  

[21] carried out a clustering approach and applied data mining to the data pro-
vided by a CSCL backed database and built analytical models which summarised 
interaction patterns to obtain profiles of student behaviour. As a result, six clusters 
of students were identified: high initiative and  high participation in forums; me-
dium/low initiative; low initiative; high initiative and low participation in forums; 
average in all areas; and low initiative, average participation in forums, extreme 
(low/high) participation in chat rooms. 

More recently, the study conducted by [22] focuses on Web 2.0 and its poten-
tial in higher education and identified two different taxonomies of users. The first, 
according to the type of interaction on the social network (social, popular, com-
municator, sponge, in love, and ghost) and the second, in terms of computer skills 
demonstrated. Another study conducted in the field of the social Web by Forrester 
Research, Inc characterises social computing behaviour on a scale, with six levels 
of participation: creators, critics, collectors, assemblers, spectators, inactive, ac-
cording to the monthly activity performed by the users. The categorisation of so-
cial media carried out by [23] of InSites Consulting follows this line of research, 
but based on the log-in frequency and frequency of social media activity. As a re-
sult of this investigation, four social media user types were identified: addicts 
(high log-in and activity frequency), voyeurs (high log-in, but low activity fre-
quency), special occasions (low log-in, but high activity frequency) and passive 
users (low log-in and activity frequency). 

3 Educational Data Mining 

Simply stated, Data Mining (DM) refers to extracting or “mining” knowledge 
from large amounts of data [8]. This area has attracted a great deal of attention in 
the information industry and in society as a whole in recent years and data mining 
techniques have been applied in a wide variety of areas. In particular, the increas-
ing use of information and communication technology also allows the interactions 
between students, with their instructors and with educational resources to be re-
corded, so that mining techniques can be used to gain a deeper understanding of 
the learning process and make proposals for improvements. 
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There are many applications or tasks in educational environments that have 
been resolved through data mining. Educational Data Mining (EDM) is a field that 
applies statistical methods, automatic learning and DM algorithms over different 
types of educational data [19] and is very useful for understanding students better 
and the settings in which they learn [2]. 

According to [19] EDM has emerged as a research area in recent years involv-
ing researchers all over the world from different research related areas, which are 
as follows: 

• Offline education tries to transmit knowledge and skills based on face-to-face 
contact and also studies how humans learn from a psychological point of view. 
Psychometrics and statistical techniques have been applied to data, such as stu-
dent behaviour/performance, curriculum, etc., which was gathered in classroom 
environments. 

• E-learning and learning management systems (LMS). E-learning provides 
online instruction and LMS also provides communication, collaboration, ad-
ministration and reporting tools. Web mining (WM) techniques have been ap-
plied to student data stored by these systems in log files and databases. 

• Intelligent tutoring systems (ITS) and adaptive educational hypermedia systems 
(AEHS) are an alternative to the put-it-on-the-web approach, trying to adapt 
teaching to the needs of each particular student. DM has been applied to data 
picked up by these systems, such as log files, user models, etc. 

This author also presented an overview of related work in the area of EDM, de-
scribing the most relevant studies in the area and grouping them into eleven catego-
ries according to their  tasks/categories and objective of the studies as follows: 
analysis and visualisation of data, providing feedback for supporting instructors, 
recommendations for students, predicting student performance, student modelling, 
detecting undesirable student behaviour, grouping students, social network analysis, 
developing concept maps, constructing of educational material, planning and sched-
uling. A different viewpoint is presented by [2] who suggests four key areas of ap-
plication for EDM: improving student models, improving domain models, studying 
the educational support provided by learning software, and scientific research into 
student learning; and five approaches/methods: prediction, clustering, relationship 
mining, distillation of data for human judgment and discovery from models. Regard-
ing the categorisation work in EDM, [19] divide it into statistics and visualisation, 
and web mining, that can be further split into clustering, classification and outlier 
identification, rules for association and sequential patterns and text mining. 

Over the last few years, a trend towards the combined use of data mining tech-
niques and automatic learning for analysing activity data can be observed [19, 20]. 
Systems based on individually treating user activities tend to be aimed either at 
predicting student performance or identifying different types of students, as well as 
their characteristic interaction behaviour and how this behaviour relates to learning 
[11]. These techniques are also used to deduce important characteristics of collabo-
rative students [1] and to discover the behaviour and models in various student pro-
files about how they navigate and work in their virtual courses [6] or how they 
solved problems using a software tutor based on the student data logs [10]. 
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4 Soft Computing and Fuzzy Clustering 

Cluster analysis or clustering is one of the major problems in data mining and a 
common technique for statistical data analysis used in many fields [12]. This term 
covers a wide variety of techniques for delineating groups or clusters in data sets. 
Clusters should capture the natural structure of the data. Data clustering is the 
process of dividing data elements into classes or clusters so that items in the same 
class are as similar as possible and items in different classes are as dissimilar as 
possible [25]. The potential of clustering algorithms is to reveal the underlying 
structures in data and can be exploited in a wide variety of applications, including 
classification, image processing and pattern recognition, modelling and 
identification. In particular, educational data mining techniques seek to identify 
categories or behavioural patterns in students.  

Many clustering algorithms have been introduced in literature [16]. A wide-
spread classification system subdivides these techniques into two main groups: 
hard (crisp) or soft (fuzzy) clustering. In hard clustering, data is divided into dis-
tinct clusters, where each data element belongs to exactly one cluster. However, in 
fuzzy clustering, data elements can belong to more than one cluster and each ele-
ment is associated with a set of membership levels which indicate the strength of 
association between that data element and a particular cluster. Due to the fuzzy na-
ture of many practical problems, a number of fuzzy clustering methods have been 
developed following the general fuzzy set theory strategies outlined by [26]. 
Fuzzy set theory deals with the representation of classes whose boundaries are not 
well defined. The key idea is to associate a membership function that takes values 
in the interval [0,1], where 0 corresponds to no membership in the class and 1 cor-
responds to full membership. Thus, membership is a notion which is intrinsically 
gradual instead of being abrupt as in conventional Boolean logic.  

The concept of fuzzy partition is essential for cluster analysis and identification 
techniques that are based on fuzzy clustering. Given a data set ܼ = ,ଵݔ ,ଶݔ … ,  ௡, theݔ
objective of clustering is to partition the data into c clusters. Using fuzzy set theory, 
a fuzzy partition of ܼ is defined by a matrix ܷ = ൫ݑ௜௝൯௖௫௡ where the ݅th row con-

tains values of the membership function, satisfying the following conditions: ݑ௜௝ ∈ [0,1], 1 ≤ ݅ ≤ ݊, 1 ≤ ݆ ≤ ܿ   

෌ ௜௝ݑ = 1௖௝ୀଵ , 1 ≤ ݅ ≤ ݊ ܽ݊݀ 0 < ෌ ௜௝ݑ < ݊௡௜ୀଵ , 1 ≤ ݆ ≤ ܿ  

One of the best known methods of fuzzy clustering is the Fuzzy c-Means 
method (FCM), initially proposed by Dunn [5] and made more widespread by 
Bezdek [3] and other authors; Kruse et al. [13] presented an overview on fuzzy 
clustering.  

FCM provides a method that shows how to group data from a multidimensional 
space into a specific number of different clusters; it is based on the following  
optimisation problem: 
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௝ୀଵ
௡

௜ୀଵ0 ≤ ௜௝ݑ ≤ 1, ∀݅, ݆      ෍ ௜௝ݑ = 1, ∀݅௖
௝ୀଵ

   

where (ܿଵ, ܿଶ, … , ܿ௡) are the centroids of the clusters, which can be defined by a 
given matrix or randomly chosen, and ݑ௜௝  is the degree of membership of ݔ௜ to the 
cluster j. Finally, the parameter m is a real number greater than 1 which acts as a 
weighting factor called fuzzifier. Normally the Euclidean distance is used, but any 
other rule ||*|| which expresses the dissimilarity between any measured data and 
the centre can be used. [16] presents a review of different distance functions used 
in clustering. One of the drawbacks of FCM is the requirement for the number of 
clusters, c, to be specified before the algorithm is applied. In literature, methods 
for selecting the number of clusters for the algorithm can be found [17]. 

Fuzzy partitioning in FCM is carried out through an iterative minimisation of 
the objective function under the above fuzzy constraints, involving successive cal-
culations (updates) of the prototypes (centroids) and the partition matrix by apply-
ing the technique of Lagrange multipliers. The values of several FCM parameters 
need to be set up in advance: the number of clusters (c), the distance function ||·||, 
the fuzzification factor (m), and the termination criterion (maximum number of  
iterations). 

5 Case Study: Knowledge Extraction in a b-Learning 
Initiative Using Fuzzy Clustering 

In order to explore the possibilities of making use of soft clustering algorithms to 
identify student behaviour in a b-learning process, the following sections present 
the results of applying data mining techniques using data extracted from a virtual 
class environment. The case analysed corresponds to a one-semester introductory 
course on optimisation and operational research into the degrees of economy and 
business administration. All of the participants were first-year students and the 
course used a b-learning strategy that combined face-to-face and on-line activities. 
The on-line activities were supported by CSCL Moodle. In particular, on-line 
asynchronous forums in this virtual course make students actively engage in shar-
ing information and perspectives by interacting with other students, with social in-
teraction playing an important role in the collaborative learning of the students. 

The process of data mining in educational settings can be split into the follow-
ing phases [20]: data collection, data pre-processing, application of data mining 
techniques and the interpretation, evaluation and deployment of the results. Ac-
cording to this proposal, the following sections summarise the actions performed 
at each phase. 
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5.1 Data Collection 

In the virtual optimisation course, different social interaction spaces (forums) were 
activated during the semester. The students performed three different actions in 
these spaces: read a message in the forum, reply to a message in the forum and 
start a new thread. At the end of the semester, a total of 2008 messages were gen-
erated in these forums, containing 185 discussion threads with a large number of 
interactions between students. The average values of messages read, replies and 
new threads per student were 180.76; 5.33 and 0.54 respectively, with a high dis-
persion or variability between students. The standard deviations from the previous 
magnitudes were 311.02; 13.98; 1.18. 

Using Moodle administration tools, the activity indicators of the 342 students 
were obtained. For each student, data was collected on participation in forums in 
different time periods during the semester. In order to analyse the activity over the 
semester, 9 two-week periods were considered. In each period p, a three-
dimensional activity vector Asp=(asp1,asp2,asp3) was obtained for each student s, 
where asp1 is the number of messages read per student s in period p, asp2 the num-
ber of replies given by the student, and asp3 is the number of new threads initiated 
by the student in the period. Figure 1 shows the average values and standard de-
viations over the 9 two-week periods in the semester. There were two periods 
where activity was clearly lower. The first of these, period 4, corresponds to the 
Easter holiday period and the second one, period 9, corresponds to the weeks after 
the final assessment of the course. The period of highest activity is the one just  
before the final assessments. 

 

Fig. 1 Average values and standard deviations of the numbers of messages read, replies and 
new threads per student 
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5.2 Data Preprocessing 

Data are often normalised before clustering, in order to remove discrepancies from 
the scale. In our case, a unity-based transformation was used, so all data values 
will take on a value of 0 to 1. ߙ௦௣௜ = ܽ௦௣௜ − min൛ܽ௦௣௜ห1 ≤ ݏ ≤ 342ൟmax൛ܽ௦௣௜ห1 ≤ ݏ ≤ 342ൟ − min൛ܽ௦௣௜ห1 ≤ ݏ ≤ 342ൟ  

where s=1,2,…,342 represents a student; p=1,2,…,9 a period, and i=1,2,3 an ac-
tivity variable. 

5.3 Application of Data Mining Techniques 

After normalisation, the data are ready to apply data mining techniques. A great 
variety of capable data mining software packages are available and, in this work, 
R software was used. R is a free open source software environment for statistical 
computing and graphics; it is also a functional language and environment to ex-
plore statistical data sets. R implements a wide variety of clustering algorithms; 
the Fuzzy C-Means (FCM) algorithm, implemented in package ‘e1071’, was se-
lected. One of the drawbacks of FCM is the requirement for the number of clusters 
(c) to be given before the algorithm is applied. We decided to use c=4 to identify 
four types of students based on their activity in forums: 

• Inactive: students who did not use CSCL communication tools and did not par-
ticipate at all in online communities. 

• Passive: users who displayed minimal activity and did not share, comment or 
produce any new content themselves. These students only read posts in forums 
and did not share their experiences or consult academic issues. They were using 
the communication tools to keep their finger on the pulse of forums. 

• Active: students that actively contributed to forums. They were constantly in-
volved in creating and participating in groups, replying to messages from their 
classmates and trying to help them. 

• Collaborative:  they were much more interested in networking and connecting 
to others. These students were willing to create content, new open debates and 
participate in threads created by other students. 

In this work, the temporal evolution of these student profiles or groups was 
analysed. In order to perform this analysis, we performed 9 runs of the fuzzy c-
means (FCM) clustering algorithm, where each run corresponded to one two-week 
period and using Αsp=(αsp1, αsp2, αsp3) for s=1,…,342 as data vector. 

The R cmeans command has several parameters which need to be configured: 
the data matrix, where columns correspond to variables and rows to observations; 
the number of clusters or initial values for centroids; the maximum number of ite-
rations; the distance measure to use; and the degree of fuzzification. In the case of 
the last three parameters, a maximum number of 500 iterations, the Euclidean  
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distance and a degree of fuzzification of m=2 were used. The cluster centroids can 
be seen as prototypical objects (prototypes) of the cluster; these prototypes are 
usually not known beforehand and are obtained by the clustering algorithm at the 
same time as the partitioning of the data. However in our case, we have initially 
provided 4 student prototypes: inactive, passive, active and collaborative (see  
Table 1).  

Table 1 Initial cluster centroids 

Student Prototype

Inactive (0,0,0) 

Passive (1,0,0) 

Active (1,1,0) 

Collaborative (1,1,1) 

 
Inactive students have virtually no activity in the forums, so the vector (0,0,0) 

can be considered as a prototype vector for this group of students. Passive students 
may have a high activity with regard to reading in forums, but no creative activity, 
which is represented by the vector (1,0,0). For active students, it was considered 
appropriate to initially allocate the value 1 to the variables corresponding to read-
ing and replying, but not to the variable associated to the generation of new de-
bates. Finally, the prototype of a collaborative student is obtained by giving the 
maximum value for the three variables. These initial prototypes were updated by 
the FCM algorithm as shown in Table 2. This table shows the centroids of the 
cluster after running the FCM for each two-week period. 

Table 2 Centroids of the cluster (prototypes) after the running the FCM algorithm 

p Inactive student’s 
prototype 

Passive student’s 
prototype 

Active student’s  
prototype 

Collaborative student’s  
prototype 

1 (0.027, 0.004, 0.000) (0.195, 0.053, 0.002) (0.542, 0.571, 0.451) (0.125, 0.098, 0.506) 

2 (0.025, 0.003, 0.000) (0.107, 0.089, 0.499) (0.222, 0.242, 0.017) (0.126, 0.074, 0.984) 

3 (0.018, 0.002, 0.000) (0.242, 0.033, 0.008) (0.681, 0.266, 0.109) (0.130, 0.047, 0.529) 

4 (0.015, 0.005, 0.000) (0.790, 0.148, 0.000) (0.293, 0.731, 0.000) (0.151, 0.167, 0.971) 

5 (0.013, 0.001, 0.001) (0.109, 0.117, 0.031) (0.885, 0.877, 0.022) (0.330, 0.310, 0.521) 

6 (0.012, 0.002, 0.000) (0.135, 0.079, 0.002) (0.963, 0.775, 0.022) (0.155, 0.188, 0.999) 

7 (0.025, 0.012, 0.000) (0.087, 0.040, 0.989) (0.172, 0.396, 0.971) (0.889, 0.507, 0.981) 

8 (0.023, 0.011, 0.001) (0.179, 0.160, 0.009) (0.177, 0.192, 0.324) (0.247, 0.261, 0.685) 

9 (0.004, 0.000, 0.000) (0.983, 0.000, 0.000) (0.205, 0.998, 0.000) (0.109, 0.000, 0.000) 

 
As can be observed in Table 2, the prototypes of the 4 types of students change 

significantly in relation to the initial ideal values, also being observed differences 
in the different time periods  
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Although the FCM algorithm calculates the degrees of membership of each 
group, it also returns a hard clustering array, assigning each student to the group 
with the closest centroid (prototype). According to this criterion, the majority of 
students are included in the group of inactive students (see Figure 2). A total of 
167 students (49%) are assigned to the inactive group of students in all periods 
analysed fortnightly. Ignoring the inactive students in each period, Figure 3 shows 
the evaluation of the other types of students during the 9 two-week periods of the 
semester. In this figure two periods with higher inactivity can also be seen  
(periods 4 and 9); these periods correspond to the Easter school holidays and the 
period immediately after the final exams. Period 9 stands out due to the greater 
degree of involvement of collaborative students; this may be related to the fact 
that, having completed their academic activities, students used the forum to ex-
change views on the final development of the course. 

 

 

Fig. 2 Closest hard clustering, with the distribution of students in four groups 
(collaborative, active, passive and inactive) over the semester. Most of them are included in 
group I (inactive) and P (passive) 

Fig. 3 Evolution of passive (P), active (A) and collaborative (C) students during the seme-
ster 

The advantage of the FCM fuzzy approach is that each student has membership 
values associated to each group considered. Sometimes it is difficult to mark the 
boundary between active and collaborative students or between a passive student 
and a student with a very low activity. That is reason why the use of the fuzzy 
clustering approach is particularly suitable for this type of study. Figures 4 and 5 



Educational Data Mining: User Categorization in Virtual Learning Environments 235 

 

show examples of active and collaborative students, respectively. In both cases it 
can be observed how the student profile may vary slightly from one period to 
another, but overall there seems to be a strong link with a type of student. Another 
observed difference is the fact that the active student maintains a certain level of 
activity even in periods of low global activity (periods 4 and 9). 

 

 

Fig. 4 Example of an active student, with membership levels in the 9 two-week periods 

 

Fig. 5 Example of a collaborative student, with membership levels in the 9 two-week periods 

5.4 Evaluation of the Results 

As a summary of results of the practical experience developed, it could be stated 
that the predominant profile of student is inactive, although there is a large group 
of students who regularly use the virtual learning platform to enhance their learn-
ing process. It is also noted that the profile may vary from one period to another 
depending on various factors (activity in the face-to-face classroom, proximity of 
assessment periods, holiday periods,...). It seems that most students were unable or 
unwilling to take advantage of the potential of communication forums in the on-
line course. It should be noted that the data correspond to a b-learning experience, 
in which students also had hours of classroom contact with the teacher and their 
classmates, so the use of the forums in the virtual learning platform was not so es-
sential. That is the reason why most students did not make regular use of these 
communication tools. Ignoring the students who were found to be inactive, it 
seems as though students adopted more passive positions at the beginning of the 
course, limiting themselves to consulting, reading and observing activity in the  
forums. As the course progressed, these positions tended to move towards more 
active and collaborative attitudes. In the period just before the final evaluations 
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(period 8), the degree of cooperation between students increased considerably. In 
that period, students needed more help and saw the forums as a useful tool for this. 

In order to analyse the relationship between social interaction and academic 
performance, the final success rates for the course were analysed. This analysis 
confirmed the perception that the behaviour patterns of students in CSCL showed 
a marked influence on their academic performance, but does not necessarily 
means that those students with a tendency to take a more passive position in these 
environments will get worse results. 

In conclusion, this paper has tried to show the potential of data mining tech-
niques to extract knowledge in teaching-learning environments. In addition, soft 
computing has shown itself to be a very suitable tool for identifying behaviour 
patterns, where the difference between some patterns and others is not so clear. 
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Company Sustainability Reporting: Decision 
Making Model Utilising Compensatory 
Fuzzy Logic 

Desislava Milenova Dechkova and Roani Miranda 

Abstract. Sustainability Report (SR) can be used form organizations to achieve 
better understanding, measurement and evaluation of risks and opportunities, hav-
ing financial and nonfinancial nature (e.g. biodiversity, corporate governance, 
corporate social responsibility, natural resources depletion, etc.). Successful as-
sessment of organization’s ability to answer the question “To issue a Sustainabili-
ty Report or not?” should be based on systemic approach. However, lack of such 
methodology is among the most important obstacles when satisfying stakeholders’ 
informational needs. This chapter structures Decision Making (DM) activities 
answering the above question through three indices: Readiness, Convenience to 
issue SR and Usefulness of SR. Algorithmised Global Reporting Initiative G3.1 
performance indicators mapped with UN Global Compact sustainability principles 
create database for that, which is further conceptualized through here composed 
logical predicates.The presented model assists DM in organizations, through im-
plementation of Compensatory Fuzzy Logic (CFL) as knowledge engineering tool. 
CFL was chosen for its interpretability through language and its good capacity to 
reflect quantitative and qualitative features of used predicates. The proposed mod-
el allows taking into account strategic preferences of organization, its stakeholders 
and external knowledge aiding SR introduction.  

1 Introduction 

Sustainability management means facing successfully on a long-term environmen-
tal, economical and social challenges of an enterprise. In today’s world, the issue 
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of sustainability in all its aspects: cultural, social, environmental and economical, 
is inevitable and continuously gains on importance. 

Sustainability is a wide and very complex issue. As such it has a number of rea-
sons to be in company’s spotlight. Although it is not a new topic [15, 26], sustai-
nability is presently enforced as a business case going beyond the initial ecological 
point of view and embraces social and economic issues in steadily increasing 
number of organizations [3, 4]. 

“Sustainability nears a tipping point” is the conclusion from a research report 
of the MIT and the Boston Consulting Group presented in the beginning of 2012. 
Offering lessons to managers who are either already trying to develop a sustaina-
bility agenda or wondering whether they should, it shows that companies who 
elaborate their strategies in coherence with the principles of sustainable develop-
ment (SD) are gaining on competitiveness, improve their image and in general,  
secure their future market place [18]. Legitimate consequence – it is no longer 
possible to neglect the sustainability topic, but it becomes a compulsory part for a 
successful future-proved planning.  

Measuring performance leads to better management. Consequently, in the cor-
porate reporting practice sustainability reporting (SR) gains increasing attention. 
In this regard, while defining a company as sustainability leader, the newest sur-
vey of Sustainability and GlobalScan points out transparency/ communication as 
the second highest ranked characteristic. Leading criteria is commitment to sustai-
nability values, while the third place is taken by sustainable products/ services 
and integration of sustainability in the core business model [29]. 

This is backed up on the shareholders’ level through increase of proposals to 
companies, concerning corporate social responsibility issues with 23% in the pe-
riod 2000 to 2010 [7]. Furthermore, consideration of corporate citizenship is re-
flected in the companies’ DM from both - investment and purchasing management 
and supplies chain management professionals with 40% and 44% - respectively as 
important, and 42% for both groups as very important. Business leaders world-
wide see sustainability as central to their business: 93% of CEOs, and 98% of 
those in consumer goods in particular, believe that sustainability issues will be 
important to the future success of their business [7]. 

Finally, if resulting from the companies’ actions as: workflows optimization; 
investment in research and development; education of employees in understanding 
and applying sustainability principles; and implementation of gained knowledge 
on stakeholders’ demands, laying down of SD in the business strategy leads to 
positive effects in the society and has vital impact on companies’ credibility and 
success [29]. Yet, for many enterprises, the decision for communicating their 
goals and achievements in a sustainability report is impeded by many obstacles. 

In the general case, guidelines and prerequisites, which have to be taken into 
account from companies, are often seen as too complex and time consuming  
issue, therefore, if possible, preferably avoided. Vagueness of the DM processes, 
together with the constant striving for better profit, while enrolling principle of 
sustainability, puts enormous pressure on the top management.  
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However, regulatory demands, recognized opportunities brought by a first 
mover positioning to mention some, are strong stimulus when mastering modern 
threads and risks. New conditions necessitate new tools and strategies. Changes in 
the organizational environment require responsive behavior. They can create posi-
tive impact on business and be engine for new services and product portfolios, 
achieved through research and development in e.g. Green Technology; aware  
supplier selection; fostering stakeholder communication as way to recognize and 
utilize new trends, etc. 

2 Elements of the Decision Making Problem and Its Solution 

2.1 Outlining the Problem 

Sustainability has great number of facets and this makes it difficult to get fast 
overview on it. For beginners, especially small and medium enterprises, it can be-
come an overwhelming task. The steps needed to extract useful information from 
guidelines, trends and best practices are highly time and resources consuming. De-
spite awareness of the chief management for the need to tackle sustainability  
in the company’s strategy on a long term, real actions are often put on hold, or in-
sufficiently performed. To speed up this process, a standardized, yet tailored to 
particular company’s conditions implementation pattern is needed. 

Useful and universally applicable method could be elaboration of Sustainability 
Report. Its crucial merits go far beyond positive public relations; while crystalliz-
ing out which bricks built the company SR can be promoted successfully: em-
ployee motivation, definition of plans for environmental actions, laying down  
sustainability in the core strategy are some of the crucial benefits on internal level, 
to mention some. Providing transparency and well founded communication  
base with the stakeholders, are some of the natural outcomes of reaching out wider 
publicity. 

Sustainability Report reflects great number of concerns, whose sound fulfil-
ment is prerequisite for profitable business with a long-lasting success. It has the 
assets to be valuable tool for better company DM [32].  

In order to ease a pro-reporting decision, should be assessed which readiness a 
company has, to issue a useful SR. At the same time it is recommendable for the 
preparation stage to be able to point out strengths and weaknesses on important 
topics concerned, and in the best case all this should be presented in an easily 
comprehensible way. In this regard, indices summarizing the gathered information 
can be suitable solution. 

Decision making process demands multidimensionality in the strategic man-
agement requires suitable methods, which allow setting of preferences. Simulta-
neously, complexity of strategic thinking and involved knowledge, available in the 
company, should be profoundly tackled. This can’t be covered using models, 
which describe the reality with classic approaches of decision theory e.g. basing 
on normative thinking. 
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Proper approach for solving this problem is the usage of knowledge engineer-
ing. It allows ‘capturing’ and transformation of knowledge from literature and ex-
perts in a formal model [11]. Such Knowledge Engineering (KE) method should 
enable a DM model, which reflects knowledge on strategic preferences involved, 
specific knowledge about the problem and include standards for sustainability  
report. 

The elaboration of a mathematical model translating qualitative in quantitative 
statements to valuate KPIs – typically described in Sustainability Report and  
defining sustainable development, can support organizations throughout the deci-
sion-making process towards introduction of Sustainability Reporting. Such  
approach was not found in the literature till the moment [25]. 

2.2 Decision-Making Models Review 

The formal methods enabling multidimensional appreciation of criteria and distin-
guishing strategic organizational preferences are complex and frequently involve 
non-linear trade-offs between attributes and preferential dependence [13]. Fur-
thermore, strategic thinking requires: i) Dealing with uncertainty; ii) Involvement 
of tacit and explicit knowledge gained form best practices, literature and on com-
pany internal level. Finally, strategic thinking has to express concepts, depen-
dences and associations with other properties and variables influencing the DM 
attributes. The stated requirements cannot be satisfied using models that only 
norm or describe reality using classic approaches of decision theory, e.g. models 
based on normative thinking [6]. 

Knowledge Engineering KE was defined as the main approach to solving the 
problem of this chapter. It was performed in particular through knowledge gained 
from the literature till now. Knowledge Engineering is to be seen as extension of 
expert system’s ideas, which would allow ‘capturing’ and transforming of know-
ledge from the literature and experts’ opinions into a formal model [8]. Conse-
quently, the selected DM method should reflect the complex preferences of the 
decision maker, the strategic and specific knowledge about the problem, including 
standards and frameworks for sustainability reporting. Review of popular DM me-
thods should aid in finding the best solution to this task. 

Properties of prominent DM models and CFL are summarized and their beha-
vior is evaluated according several essential criteria: which are the mathematic  
objects involved; ability for language modelling; allowance for compensation; 
complex problems’ treating aptness and veto option when attribute has a ‘very 
bad1’ value. The results are summarized in Table 1. It makes explicit, that CFL 
has ability to give solutions to complex DM problems with any logical structure, 
based on experts’ opinion (human source) Sensitivity combined with the possibili-
ty to interpret according a standard scale allows CFL to deal better with know-
ledge expressed in the subtle ways from the human language. Hence, predicates 
with the operators of CFL were selected to be the mathematical tool for this study. 
                                                           
1  A ‘very bad’ attribute will lead to veto, thus the result will not be improved through compensa-
tion from the rest of the attributes can enable. 
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Table 1 Properties of Decision Making Methods 

Criteria   

Method 

Mathematic 
objects 
involved 

Usage of 
language 

Compensation 
allowed 

Suitable 
to treat  
complex 
problems 

Veto option 
if attribute 
value is 
‘very bad’ 

Additive Valued 
function and  
additive utility 
function 

Functions No Additive 
(always) 

Low No 

Multiplicative 
valued function 
and multiplicative 
utility function 

Functions No Multiplicative 
(only if the  
attribute value 
is not “very bad”)

High Yes 

Analytical  
Hierarchy  
Process AHP 

Eigenvalues 
and Eigenvectors 
theory 

No Always Low No 

Descriptive  
Methods: Electre, 
Promethe, etc. 

Preference  
relations 

No Yes, only if 
attribute value 
is not “very bad” 

Low Yes 

Rough Sets Getting rules 
from data 

No No High, if the 
modelling
is from data 

No 

Delphi Used together 
with Statistic 
model of 
consensus 

Non 
applicable 

Non  
applicable 

Non  
applicable 

Non 
applicable 

Fuzzy Logic & 
Fuzzy Sets 

Membership 
Functions and 
Rules from data 
or from human 
sources 

Limited, 
only rules 

Through  
defuzzification  
method 

High No 

Compensatory 
Fuzzy Logic 

Membership 
functions & 
getting rules  
from data or 
human sources 

Yes, by  
any logical 
structure 

Yes, but only 
if the attribute 
value is not 
‘very bad’ 

High Yes 

2.3 Sustainability Reporting Frameworks 

To provide better applicability of the DM model, it was selected to utilize two of 
the most prominent SR schemes. These are Global Reporting Initiative (GRI) and 
United Nations Global Compact Communication on Progress (GC). In 2009 GRI 
in its G3 version was used for publishing of 1400 reports worldwide from mainly 
large companies. GC on the other hand was adopted as a framework in more than 
6000 companies – many of them Small and Medium Enterprises (SME) [33]. The 
two frameworks will be as next briefly described. 
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GRI has three standard disclosure parts: profile, management approach and per-
formance indicators (PI). For achieving most actual results GRI G3.1 launched in 
2011 is used as basis. GRI G3.1 can have three levels of application, as shown in 
Figure 1. In level A GRI G3.1 performance indicator part it includes 84 PI, di-
vided into core (55) and additional (29) ones, and distributed in six dimensions. 
Furthermore 10 sector specific supplements are created. They describe through in 
detail going PIs the following branches: Airport Operators, Construction and Real 
Estate, Event Organizers, Electric Utilities, Financial Services, Food Processing, 
Media, Mining and Metals, NGOs, Oil and Gas. If applicable to the company  
profile, sector supplements PIs should be regarded in the SR.  

 

 

Fig. 1 GRI 3.1 Application Levels [17] 

GC has solely 10 principles grouped in four topics – human rights, labor, envi-
ronment and corruption [31]. Their fulfilling may vary from brief addressing to 
comprehensive sustainability report. Furthermore, there is a linkage between GRI 
and GC, since the latter can be produced using GRI PIs [16]. A sustainability  
report, as far as it fulfils the more detailed GRI requirements, can be listed than 
under both frameworks.  

3 Decision Making Model 

The goal of this chapter is to ease DM process towards adoption of Sustainability 
reporting by companies2, which are beginners in the field of SR. It shall: 

• universally applicable; 
• reflect preferences of internal and external stakeholders; 
• deliver tangible result on ability to produce SR;  
• highlight strengths and weaknesses upon required KPIs. 

                                                           
2  Throughout this chapter we use “company“ „enterprise“, „organisation“, and other company 
   describing terms interchangeably. 
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To achieve the set goal, established merge of the two prior described SR guide-
lines will be utilized. Further on, 10 steps procedure will be proposed. Finally tree 
compound indexes for Readiness, Usefulness and Convenience of SR will be derived. 

Fuzzy logic interpretability when using language is well known. CFL is a new 
approach, which belongs to mathematical fuzzy logic and improves that property 
(Table 1). Henceforth, CFL is the selected knowledge engineering tool for  
solution of the problem discussed here.  

To enable ‘straight forward’ implementation of the results in internationally ac-
knowledged SR, we propose to apply level C of GRI requirements in the proposed 
model. 

GRI G3.1. reporting scheme demands compulsory fulfilling of the first and 
third standard disclosures (see Figure 1 and in detail Figure 2): 

• Profile Disclosures - I; 
• Performance Indicators and Sector Supplements Performance Indicators disclo-

sures - III. 

In order to extract profounder insights useful for good DM towards sustainabili-
ty, the proposed model implements mapping of the requirements for fulfilling GRI 
G3.1 level C criteria, with the ten principles of GC (as prescribed in [16]).  

GRI G3.1 level C requires form a company to describe 42 requirements in 
Standard Disclosure I (Profile Disclosure) as ‘reported’, or if not, state ‘reason for 
omission’. This first block of questions consists of two groups: 

• 12 Basic Requirements – Strategy, Analysis and Organizational Profile, are 
seen as essential and therefore is assumed that company will always be able to 
answer them. For the purpose of the study, they will not be explicitly ques-
tioned, and taken a priori as possible to be reported on. 

• 30 General Requirements (GR) – Report Parameters and Governance, Com-
mitment, Engagement have to be answered only by internal stakeholders of the 
company (experts, consultants, etc.). 

General requirements must be than quantified through giving a true value 0 
(no) or 1 (yes) for each requirement, whereas a requirement can have either a ‘0’ 
or an ‘1’ as an answer, henceforth, the options (0, 0) and (1, 1) are not acceptable. 

Further on, Standard Disclosure III is reflected. It was already defined, that it 
consists from all 55 obligatory KPIs required in GRI G3.1, and 9 additional KPIs, 
which round up the ‘in accordance’ criteria with GC. The total number of KPIs in 
the dimensions Economic, Environmental and Social is then 64. 

Using the concepts found in the literature, these KPIs are modelled and algorith-
mised with four questions. The latter have to be answered, in best case, form both 
Internal (company) and External (society, investors, suppliers, etc.) stakeholders. 

Some examples for stakeholders’ perception of important issues connected  
with SD a company are: 1) give account for company's sustainability performance 
and activities; 2) improve internal processes to enhance company's performance; 
3) engage with stakeholders about sustainability performance; 4) demonstrate 
company's management on sustainability performance, etc. [14].  
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Summarizing, for the correct evaluation of every KPI (݅) four essential questions 
were set: 
• How true it is that KPI is important for the company – ܫ஼ (݅)? KPI is important 

if: Gives account for company's sustainability performance and activities, 
and/or Improves internal processes to enhance company's performance, and/or 
Engages with stakeholders about sustainability performance (e.g. anchoring of 
renewable energy sources in the company energy-supply-mix is a priority). 

• How true it is that KPI is important for company's external stakeholders – ܫௌ(݅)? KPI is important if: Gives account for company's sustainability perfor-
mance and activities, and/or Improves internal processes to enhance company's 
performance, and/or demonstrates company's management on sustainability 
performance, and/or Engages with stakeholders about sustainability perfor-
mance (e.g. the company supports activities to enable stakeholders (e.g. em-
ployees) to embrace and integrate Car-Sharing and E-Mobility, powered by  
renewable energy sources). 

• How true is that company has the possibility to account for Performance KPI – ܲܣ(݅)? If company has competences and/or structures and/or workflows, sup-
ported by IT, allowing obtaining and processing of data, which describes KPI 
(e.g. there is accurate data available in order to trace costs on energy sourcing 
and consumption, etc.). 

• How true is that company's achievement is good enough in regard to KPI – ܣܩ(݅)? If company is able to comply with KPI, showing good benchmarking 
and/or improvement on it is laid down in the company's strategy (e.g. energy 
consumption has been reduced, due to newly built photovoltaic installation, 
and/or a photovoltaic installation built in the next report period should reduce 
the energy consumption from non-renewable primary sources). 

KPIs are quantified through giving true value between 0 and 1 to the four ques-
tions. The scale used for estimating of the true value from internal experts and ex-
ternal stakeholders was simplified and the step was increased to 0.25 (instead the 
“normal” 0.1). This was decided for two reasons: 1) enabling viability of such in-
terview in the application part of this study, bearing in mind that the number of 
KPIs is relatively large; and 2) as KPIs’ number can be even increased, if  
the company decides to add on a next step own or further GRI sector supplement 
KPIs. Nevertheless, it is strongly recommendable to use the 0.1, since it will  
deliver much more sensitive results. 

The five steps of the answer scale are understood as follows: 
• 0 - absolutely false - No doubts about it, I don't feel any resistance to consider it 

false. 
• 0.25- more false than true - I am not sure, but if I have to say true or false I pre-

fer to say false. 
• 0.5- as true as false - I am not sure, yet I am feeling resistance to say either true 

or false. 
• 0.75- more true than false - I am not sure, but if I have to say true or false, I 

prefer to say true. 
• 1- absolutely true - No doubts about it, I don't feel any resistance to consider it true. 
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Every interviewed person (e.g. expert, stakeholder, etc.) has been considered in 
the model as a single entity, in order to guarantee that each preference is evaluated 
individually. Through used independence assumption this prevents successfully 
dynamics present within the group settings. Regarding the type of organization 
where the model should be applied, a varying number of stakeholders should be 
addressed. Relevant stakeholders have been identified consistent with organiza-
tion’s strategy and related literature [2, 9, 10 p.574, 12 p.21, 20, 30]. 

To accomplish the general objective of this work, customized table based on 
required information for GRI G3.1 level C was created. The calculations needed 
comprehensive and able to represent complete predicates software. Fuzzy Tree 
Studio [23] satisfies these criteria profoundly, offering in addition graphical editor 
for visualizing of decision trees (refer to Fig. 4.). FTS Is able to calculates value of 
predicates through several FL computing systems. In order to achieve robust re-
sults [24 p.6], the proposed model shall make use of Geometric Mean Based 
Compensatory Logic (GMBCL), which serves CFL especially good. 

4 Mathematical Description of the Predicates 

Gathering of initial data from the stakeholders according the selected SR schema – 
GRI G3.1 level C is shown through the first two steps of Figure 2. 
 

 

Fig. 2 Construction of raw data supply. Steps implementing the decision making model 
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Fig. 3 Schema of the decision making model 

Company experts and external stakeholders have to participate solely in the 
generation of the initial data needed to fulfil steps 1 and 2. Steps 3 - 8 are de-
scribed through the predicates constituting the proposed model and can be  
performed through selected software. Schematic workflow of the proposed DM 
model is presented in Figure 3. 

In step 9, a decision ‘Ready’/’Not Ready’ can be taken, resting upon results of 
the three indices (Readiness, Usefulness, Convenience). Step 10 describes deci-
sion taken from the testing organization with two possible outcomes:  

• To produce SR, if the indices result with one, or  
• To start improvement process, if the latter should be zero.  

Step 9 and 10 will not be defined through predicates, since they are specific 
product of the decision of the Chief Management in the company applying the 
model.  

4.1 Importance of Performance Indicator for the Organization 

Importance of KPI ݅ is observed if KPI is important for the organisation itself, or 
for its stakeholders. These conditions guarantee objectivity and reflection of the 
opinion of the organization and its environment. Here data is collected directly 
through an interview and then summarized in a general importance.  ܫ(݅) = (݅)஼ܫ ∨  ௌ(݅) (1)ܫ

Where: ݅ - GRI Key Performance Indicator ܫ(݅) - Importance of KPI ݅  ܫ஼(݅) - Importance of KPI ݅ for the company ܫௌ(݅) - Importance of KPI ݅ for the stakeholders 
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4.2 Inclusion of Performance Indicator in the SR 

KPI Inclusion in the SR can succeed, if it is possible to account the indicator and 
there are good achievements according it. This raw data is provided from the 
company in through the above-specified questions towards each KPI. In order to 
disclose according݅, inclusion must be ܴܵ݊ܫ(݅) > 0.75. This condition is the one 
taken into account while calculating the compound predicates for fulfilling of GRI 
level C and fulfilling requirements of GC. ܴܵ݊ܫ(݅) = (݅)ܣܲ ∧  (2) (݅)ܣܩ

Where:  ܴܵ݊ܫ(݅) – Inclusion of KPI ݅ in the SR ܲܣ(݅) – Possibility to Account KPI ݅ ܣܩ(݅) – Good Achievement of the company in regard to KPI ݅ 
The results of Eq. 1 and Eq. 2 are achieved through calculation of the impor-

tance evaluation given by the company and its external stakeholders. Through de-
finition of Importance and Inclusion of a KPI, step 1 of the proposed process is 
fulfilled. 

4.3 Priority of a Performance Indicator for the Organization 

Priority of KPI is described through importance of an indicator and its inclusion. 
In order to disclose according ݅, it is proposed that KPI should have priority with 
value ܲ(݅) > 0.75. Yet, even with lower priority, a KPI can be taken into account, 
if it is in accordance with the strategic vision of the company or is very important 
for it or the stakeholders. This predicate fulfils step 3 of the process. ܲ(݅) = (݅)ܫ ∧  (3) (݅)ܴܵ݊ܫ

Where:  ܲ(݅) – Priority of KPI ݅ for the company 

4.4 Fulfilment of GRI G3.1 Level C 

GRI G3.1 level C is fulfilled when the GR (standard disclosure I – profile disclo-
sures) and Dimensional Requirements (DR) (standard disclosure III – KPIs) are 
satisfied.  

General Requirements are prioritized by only company internal stakeholders. 
The given data from the company only and describe its ability to comply or to 
point a reason to omit particular requirement.  

Ability to report according DR is taken from the Inclusion values of every KPI. 
Dimensional requirements have to achieve a sum of ten – (ݔ)݉ݑݏ_ܴܦ_ܫܴܩ, whe-
reas at least one KPI for each dimension – economic, environmental and social 
can be disclosed. 
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Fig. 4 Satisfaction of GRI level C from organization x. Generic version 

FTS bases on graphical building of predicates and thus provides through com-
prehensive visualization a very good understanding of connections among the pre-
dicates in the decision tree. In this sense, Figure 4 provides an overview on fulfil-
ment of GRI G3.1 level C.  

In order to simplify the image, the Profile Disclosure ݆ is represented through 
its 1 and n values in the predicate components: ܴܴ݆ܲ(ݔ), (ݔ)ܥ_ܫܴܩ .(ݔ)݆ܧܥܩܬ ,(ݔ)݆ܧܥܩܴ ,(ݔ)݆ܴܲܬ = (ݔ)ܴܩ_ܫܴܩ ∧ (ݔ)ܴܦ_ܫܴܩ ∧  (4) (ݔ)݉ݑݏ_ܴܦ_ܫܴܩ

Where:  (ݔ)ܥ_ܫܴܩ – Fulfilment of GRI C level from company (ݔ)ܴܩ_ܫܴܩ ݔ – GRI General Requirements for company (ݔ)ܴܦ_ܫܴܩ ݔ – GRI Dimension Requirements for company (ݔ)݉ݑݏ_ܴܦ_ܫܴܩ ݔ – Sum of applicable GRI Dimension Requirements for  
company ݔ 

As previously explained, the first group of the Standard Disclosure I (Basic Re-
quirements) should be easily answered. Therefore it is expected that organization’s 
strategic management will fulfil them without explicitly questioning the latter. (ݔ)ܴܩ_ܫܴܩ are met, if the report parameters plus government, commitment  
and engagement parts are accomplished (Eq. 4a) and (Eq. 4d). Fulfilling of GR is 
defined only by the internal stakeholders. 
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(ݔ)ܴܩ_ܫܴܩ = (ݔ)ܴܲ_ܫܴܩ ∧  (4a) (ݔ)ܧܥܩ_ܫܴܩ

Where:  (ݔ)ܴܲ_ܫܴܩ – GRI General Requirement Report Parameters part satisfaction for 
company x. (ݔ)ܧܥܩ_ܫܴܩ – GRI General Requirements – Governance, Commitment and 
Engagement part satisfaction for company x. 

This assessment mirrors step 2 of the proposed procedure. 
For the report parameters the predicate is described as follows: (ݔ)ܴܲ_ܫܴܩ = ∀௝൫ܴܲ݅(ݔ)൯ = ∀௝൫ܴܴ݆ܲ(ݔ) ∨ =              ൯(ݔ)݆ܴܲܬ ∧݆൫ܴܴ݆ܲ(ݔ) ∨  ൯(ݔ)݆ܴܲܬ

(4b) 

Where:  ݆ – GRI Profile Disclosure ܴ݆ܲ(ݔ) – Possibility to satisfy profile disclosure ݆ of the Report Parameters 
part for company (ݔ)݆ܴܴܲ ݔ – Possibility to Report on profile disclosure ݆ of the Report Parame-
ters part for company (ݔ)݆ܴܲܬ ݔ – Possibility to Justify not reporting of profile disclosure ݆ of the Re-
port Parameters part for company ݔ ∧j  – Conjunction over all KPIs 

Governance, commitment and engagement are expressed as:  (ݔ)ܧܥܩ_ܫܴܩ = ∀௝(ݔ)݆ܧܥܩ = ∀௝൫ܴ(ݔ)݆ܧܥܩ ∨ =൯(ݔ)݆ܧܥܩܬ ∧݆൫ܴ(ݔ)݆ܧܥܩ ∨  ൯ (4c)(ݔ)݆ܧܥܩܬ

Where: (ݔ)݆ܧܥܩ − Possibility to satisfy profile disclosure ݆ in the Governance, Com-
mitment and Engagement part for company (ݔ)݆ܧܥܩܴ ݔ – Possibility to report on profile disclosure ݆ in Governance, Com-
mitment and Engagement part for company (ݔ)݆ܧܥܩܬ ݔ – Possibility to justify omission of the profile disclosure݆ in the Go-
vernance, Commitment and Engagement part for company ݔ 

Dimensional requirements are stated as: (ݔ)ܴܦ_ܫܴܩ = (ݔ)ܴܿܧ_ܫܴܩ ∧ (ݔ)ܴ݊ܧ_ܫܴܩ ∧  (4d) (ݔ)ܴ݋ܵ_ܫܴܩ

Where: (ݔ)ܴܿܧ_ܫܴܩ – GRI Requirements on Economic KPIs for company (ݔ)ܴ݊ܧ_ܫܴܩ ݔ – GRI Requirements on Environmental KPIs for company (ݔ)ܴ݋ܵ_ܫܴܩ ݔ – GRI Requirements on Social KPIs for company ݔ 
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The predicates (ݔ)ܴ݋ܵ_ܫܴܩ ,(ݔ)ܴ݊ܧ_ܫܴܩ ,(ݔ)ܴܿܧ_ܫܴܩ ,(ݔ)ܴܦ_ܫܴܩ ,(ݔ)݉ݑݏ_ܴܦ_ܫܴܩ are modeled by sigmoid membership functions, in accordance  
with the requirements of GRI G3.1 level C, including KPIs with true value of the 
predicate ܴܵ݊ܫ(݅) ≥ 0.75. 

Herewith, step 4 of the process is accomplished. 

4.5 Fulfilling of GC 

If there are KPIs corresponding to each GC principle, with good enough company 
achievements and possibilities to account them, organization can fulfil GC.  

Since the principles of GC are explained through the GRI KPIs, the condition 
for true value of the predicate ܴܵ݊ܫ(݅) greater than 0.75 will be here further main-
tained. Taking the proposition of the GRI framework, that at least one KPI per di-
mension must be fulfilled in order to comply with GRI G3.1 level C as lemma, it 
is proposed, that at least one KPI per GC principle has to be accomplished, in or-
der to disclose according GC principle. Thus, fulfilling of GC will complete step 5 
of the proposed process, expressed with the following predicate: (ݔ)ܥܩ = ∀௞൫∃௜ఢ௉ೖ(ܣܩ(݅) ∧ ൯((݅)ܣܲ = ∧݇ ቀ ∨݅߳ ௞ܲ(ܣܩ(݅) ∧  ቁ (5)((݅)ܣܲ

Where: (ݔ)ܥܩ – Satisfaction of GC from company ݔ ௞ܲ – GC principle ݇ ݇ – Order number of the GC principle ∧݇
 – Conjunction over all Principles ∨݅߳ ௞ܲ  – Disjunction over all KPIs, which describe Principle ݇ 

4.6 Readiness for Introducing of Sustainability Report 

Readiness to introduce SR is present, if an organization is ready to achieve GRI 
G3.1 level C or satisfies the GC principles. ܴܴܵ(ݔ) bases on inclusion of enough 
number of KPIs in order to have complete GRI level C or GC report. The value of 
the index is in its ability to assign level of readiness to comply according one of 
the two frameworks or in the best case according both of them. Furthermore 
through the cross-reference table in 16], a focused improvement of issues related 
to the lagging KPIs can be achieved.  ܴܴܵ(ݔ) = (ݔ)ܥܩ ∨  (6) (ݔ)ܥ_ܫܴܩ

Where: ܴܴܵ(ݔ) – Readiness of company ݔ for making a Sustainability Report  
Readiness fulfils step 6 of the procedure. 
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4.7 Usefulness of Sustainability Report 

Sustainability report is useful, if all KPIs included in the SR are important, or 
there are some of them very important (Eq. 7). Very important KPI are calculated 
using the standard way of modelling of modifier ‘very’ [9] (Eq. 7a). These condi-
tions prevent ‘greenwashing’ and avoid producing of a report, where the KPIs are 
simply ‘checked’ for the sake of the volume and level of the report. Another ar-
gument is that in this manner, crucial issues for stakeholder (especially external 
ones) can be successfully addressed and reported. Further merit from managerial 
point of view for the proposed index, is given possibility for targeted aligning of 
actual performance with the required one. ܷ(ݔ) = ∀݅൫ܴܵ݊ܫ(݅) → ൯(݅)ܫ ∨ ∃݅൫ܴܵ݊ܫ(݅) ∧  ൯ (7)(݅)ܫܸ

Where: ܷ(ݔ) – Usefulness of Sustainability Report for company ܫܸ ݔ(݅) =  ଶ(݅) (7a)ܫ

Where: ܸܫ(݅) – Very important KPI ݅ 
This predicate describes step 7 of the process. 

4.8 Convenience for Elaborating Sustainability Report 

Convenience to elaborate a SR exists, if the company is ready to introduce such 
report and it is useful for it. Convenience is a natural outcome of the first two in-
dices. It unifies the virtues of Readiness and Usefulness and gives ‘on a glance’ 
answer of the question how favourable SR can be for certain organization.  (ݔ)ܥ = (ݔ)ܴܴܵ ∧  (8) (ݔ)ܷ

Where: (ݔ)ܥ – Convenience for Sustainability Report elaboration 
The predicate (ݔ)ܥ accomplishes step 8 of the process and is the final stage of 

the mathematical description. 
The proposed evaluation scale suggests to interpret Convenience in the interval 0.5 ≤ (ݔ)ܥ < 0.75, as ‘it is more true than false that the SR is convenient’; re-

spectively, if (ݔ)ܥ ≤ 0.75, the recommendation to the company to issue a SR, 
will have a ‘very true’ value. 

5 Utilization of the Results 

The proposed method gives structured approach to a complex DM problem. It in-
volves company experts (internal stakeholders) and addresses active involvement 
of the external stakeholders, in accordance with the requirements of GRI. 
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The model derives significant topics for a future SR and helps shapes its 
‘scope’. Through definition of Importance of the KPIs, the results of the model 
make explicit, which is the needed ‘content’ in the SR, for both the company and 
its stakeholders. The parameters good achievement and possibility to account, de-
fine the ‘quality’ of the reported data, setting the results in a tangible perspective 
of their potential utilization. Hence, parameters can be described through KPI (if 
data available), or receive a narrative explanation (if e.g. KPI improvement is 
agreed as priority in the company vision).  

This approach can be very effective to highlight topics for incentives in the or-
ganization, in order to advance towards diverse activities aiding SD: energy effi-
ciency; waste reduction; interaction with the local community; and emphasize on a 
non-discriminative working conditions, etc. 

The boundary of the SR can be defined according the range, set by the invited 
for participation in the interview stakeholders and the company itself. However, 
there is a strong recommendation to involve the company’s value chain on a broad 
perspective. 

Because of the large number KPIs reflected, this approach can be further use-
ful, if the company should decide to apply level B or A (with more required KPIs) 
of the GRI framework. Moreover, GRI G4’s development shows that the three le-
vels A, B and C will be replaced with reporting ‘in accordance’ to the framework 
and with profound definition of ‘materiality’. Consequently, companies imple-
menting the proposed model shall have the option to test themselves upon all core 
KPIs. For that important reason, the limitation ‘only 10 KPIs’ was deliberately 
omitted and the wide spectrum of KPIs was offered. 

Furthermore through the large number proceeded KPIs, the company receives 
opportunity for comprehensive measurement of business practices related to the 
KPIs. This enables not only optimization of performance, but also recognition of 
related procedures, processes, or rules, which empower good behavior of the 
KPIs, thus beneficial for the company. Sensitivity of the results will be meaning-
fully higher, if the scale for evaluation of the KPIs has step of 0.1 in the interval 
[0,1]. Accordingly, a long-term strategy for SD can be empowered by new cluster-
ing of activities or informed investing and concentration on important issues for 
the stakeholders and abandoning of not relevant ones. 

If KPIs envisaged for inclusion can be described with real-time data, and a  
database empowers the calculations of the model, then up-to-date trends in the in-
dices’ values can be observed. All three indices are created with the premise to  
facilitate informed DM for the chief management of organization, on its way to 
discuss and assess feasibility to adopt SR. They can be easily embedded in e.g. 
sustainability management dashboard and provide instant and easy to apprehend 
information on company progress towards SR. 

After fulfilling of step 8 of the process, decision towards SR can be taken – step 
9 (refer to Figure 3). For beginners it is recommendable to concentrate on four to 
eight KPIs in the different dimensions, whereas sector supplements should be also 
reviewed [30]. In this sense, a loop in the DM process, resulting in depth approach 
on previously envisaged vital for the organization’s strategy KPIs is recommended 
– step 10 in Figure 3. 



Company Sustainability Reporting 257 

 

The proposed model can be part of organizational ‘Backcasting-toolkit’, defin-
ing where company wants to be, in the sense of SD. The model can quantitatively 
determine existing implementation of sustainable practices and highlight issues 
that have to be better addressed in the future. It can be used threefold, depending 
on organization’s preparation and advances in the field of sustainability. 

• For companies not acquainted with SR practices and structure it is a good base 
to see interrelated issues of their business, with “learning along the way” added 
value.  

• For organizations that have experience in e.g. environmental or corporate so-
cial reports it can be test for an “upgrade” means sustainability report.  

• For enterprises already releasing sustainability report, the method can give 
more insights on issues not taken into account till the moment, but important to 
company and stakeholders. Additionally, achievable and accountable perfor-
mance indicators can be further discovered. 

Feasibility of the proposed model will be tested in the following section where 
it shall be applied in real company case.  

6 Company Case Study 

Three companies3, with possibly different characteristics according Legal form 
and beginners or not experienced at all in regard of SR, were interviewed: 

Table 2 Characteristics of participating companies 

Company  Country 
Ownership/ Legal Form/  
Range of operation/ Size Contact Person 

A Germany Private/ GmbH/ National/ SME Executive assistant of the 
company management 

B Cuba State/ Empresa Estatal Socialista/ 
National/ SME 

Operative Director,Technical 
Director, HR Manager 

C Cuba Private/ Company Group / 
Multi national/ Large (national 
branch) 

Sales, Logistics, Accounting and 
Controlling Mangers 

 
Except for company C, whose mother concern is issuing sustainability report 

since 2004, all the questioned companies had no published SR before answering 
the questionnaire. The companies received 30 GR+64 KPI positions questionnaire, 
which was filled with some till exhaustive explanation aid from the authors. 

Detailed results for company A are presented in Table 3. Obtained information 
from the interviews with companies and stakeholders was processed through the 

                                                           
3  All respondents preferred anonymity and confidentiality for their answers. They are presented  
   through profile specifying characteristics in Table 2. 
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set of predicates discussed in section 6. The correspondent statements were mod-
elled with FTS. KPIs, feasible to be included in a SR are shown for the three com-
panies in Table 4. Summarized results of the SR-Indices are exhibited in Table 5. 

Companies’ results are interpreted through five different states a KPI can have 
(see Table 4 and Table 5). The authors, with regard to the performed KE, defined 
KPIs’ states, giving brief recommendations on possible following up procedures. 
To allow easier implementation e.g. in sustainability dashboard tool, five colors 
have been used. 

Green: KPI must be included, if InSR ≥0.75 and P≥0.75  

Inclusion of KPIs from this group is a must. They contribute to higher publicity 
of important practices, already supporting SD in the company. It is recommenda-
ble to maintain the performance on these parameters and set incentives to support 
continuous good achievements. 

Yellow: it is recommendable to include KPI, if I≥0.75 and PA≤0.75 or 
GA≤0.75 

Some KPIs should be included because of their importance, despite that in the 
moment of estimation, there is no possibility to account them or the company has 
no good achievements on them. This shall guarantee transparency of the report 
and reflect properly the informational needs of the stakeholders. Consequently, if 
these KPIs should be disclosed, the SR should include commitment where the 
conditions to comply on them with a data set in future shall be laid down. 

The Chief Management of the company should work towards: achieving com-
petences to manage these indicators, since they reflect both internal and external 
stakeholders’ anticipations and expectations for a well-done sustainability perfor-
mance; or improved data-collection activities and comply with robust information 
according here outlined KPIs. 

Blue: KPI can be included, if Ic≥0.75 or Is≥0.75 and GA≤0.75 
Theses KPIs are important, but cannot be achieved on the demanded from the 

stakeholder’s level, are particularly dependent on improvement in achievements of 
the company towards them. Further filtering criteria is that blue KPIs appear criti-
cal for only one group of the interviewed parties. They show profounder distinc-
tion of the informational needs addressee (internal or external stakeholders). It is 
recommendable to include blue KPIs in the SR, in order to guarantee transparen-
cy. Furthermore, action plans and incentives for better achievements of these KPIs 
in the company agenda, thus enable inclusion with positive sign in the SR should 
be elaborated.  

Purple: KPI can be included, if Ic≥0.75 or Is≥0.75 and PA≤0.75 
Same as the blue group, with alterity that purple KPIs demand improved data-

collection, in order to comply on them with robust data sets. The same recommen-
dations as above can be given. 

Red: KPI can be included, if InSR≥0.75 and P≤0.75 
KPIs are not prominent for the corporate strategy. It is advisable to revise them 

and if the assumptions from the first check are confirmed on a broader perspective 
(e.g. complete value chain), they can be dropped in order to free assets for more 
important improvements.  
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Table 3 represents Values of the KPIs given by all internal and external stake-
holders (Ic, Is, GA, PA) and calculated results (I, VI, InSR, P). Regarding the GRI 
G3.1 guideline, obligatory KPIs are presented in white and the additional ones, in 
grey lines. The pattern background of the indicators relates to the KPI’s state.  

Table 3 Detailed results for company A. Values of KPI (i) given by Stakeholders (Ic(i), 
Is(i), GA(i), PA(i)) and calculated predicates (I(i), VI(i), InSR(i), P(i)) 

 

KPI (i) Ic  Is GA  PA  I VI InSR P 

EC1 0,75 0,75 1 1 0,75 0,5625 1 0,9086 

EC2 1 1 0,5 0,5 1 1 0,5 0,63 

EC3 0,75 0,5 0,5 0,5 0,646446609 0,417893219 0,5 0,5447 

EC4 0 0 0 0 0 0 0 0 

EC5 0,25 0,25 0,5 0,25 0,25 0,0625 0,3536 0,315 

EC6 1 1 1 1 1 1 1 1 

EC7 0,25 0 0 0 0,133974596 0,017949192 0 0 

EC8 1 1 1 1 1 1 1 1 

EN1 1 0,75 1 1 1 1 1 1 

EN2 1 1 1 1 1 1 1 1 

EN3 1 0,75 0 0 1 1 0 0 

EN4 1 1 0,75 0,75 1 1 0,75 0,8255 

EN5 1 0,5 1 1 1 1 1 1 

EN6 0,75 0,75 0,75 0,75 0,75 0,5625 0,75 0,75 

EN7 0,5 0,5 0,5 0,75 0,5 0,25 0,6124 0,5724 

EN8 0,25 0,25 0,5 1 0,25 0,0625 0,7071 0,5 

EN11 1 1 1 1 1 1 1 1 

EN12 1 1 1 1 1 1 1 1 

EN16 0,75 0,75 1 1 0,75 0,5625 1 0,9086 

EN17 0,5 0,5 0,5 0,5 0,5 0,25 0,5 0,5 

EN18 0,75 0,75 0,5 0,5 0,75 0,5625 0,5 0,5724 

EN19 0,25 0,25 0,5 0,5 0,25 0,0625 0,5 0,3969 

EN20 0 0 0,25 0,25 0 0 0,25 0 

EN21 0,25 0 0,5 0,5 0,133974596 0,017949192 0,5 0,3223 

EN22 0,25 0 1 1 0,133974596 0,017949192 1 0,5117 

EN23 0 0 0 0 0 0 0 0 

EN26 0,75 0,5 1 1 0,646446609 0,417893219 1 0,8647 

EN27 1 0,75 1 1 1 1 1 1 

EN28 0 0 1 1 0 0 1 0 

EN30 1 0,5 1 1 1 1 1 1 
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Table 3 (continued) 

LA1 0,5 0,25 1 1 0,387627564 0,150255129 1 0,7291 

LA2 0 0 1 1 0 0 1 0 

LA15 0,25 0 1 1 0,133974596 0,017949192 1 0,5117 

LA4 0 0 1 1 0 0 1 0 

LA5 0 0 1 1 0 0 1 0 

LA7 0,25 0 1 1 0,133974596 0,017949192 1 0,5117 

LA8 0,25 0 1 1 0,133974596 0,017949192 1 0,5117 

LA10 0,5 0 1 1 0,292893219 0,085786438 1 0,6641 

LA13 0,25 0 1 1 0,133974596 0,017949192 1 0,5117 

LA14 0,25 0,5 1 1 0,387627564 0,150255129 1 0,7291 

HR1 0,5 0,5 1 1 0,5 0,25 1 0,7937 

HR2 1 1 1 1 1 1 1 1 

HR3 0,25 0,5 1 1 0,387627564 0,150255129 1 0,7291 

HR4 0 0 1 1 0 0 1 0 

HR5 0,75 0,75 1 1 0,75 0,5625 1 0,9086 

HR6 1 1 1 1 1 1 1 1 

HR7 0,75 0,75 1 1 0,75 0,5625 1 0,9086 

HR8 0 0 1 1 0 0 1 0 

HR9 0 0,5 1 1 0,292893219 0,085786438 1 0,6641 

HR10 0,25 0,25 1 1 0,25 0,0625 1 0,63 

HR11 0 0 1 1 0 0 1 0 

SO1 0,5 0,5 0,75 0,75 0,5 0,25 0,75 0,6552 

SO9 0,75 0,75 0,5 0,5 0,75 0,5625 0,5 0,5724 

SO10 0,5 0,5 0,5 0,5 0,5 0,25 0,5 0,5 

SO2 0 0 0 0 0 0 0 0 

SO3 0 0 0 0 0 0 0 0 

SO4 0 0 0 0 0 0 0 0 

SO5 0,25 0 0 0,25 0,133974596 0,017949192 0 0 

SO6 0 0 0 0 0 0 0 0 

SO8 0,25 0 0 0,25 0,133974596 0,017949192 0 0 

PR1 0,75 0,75 0,75 0,75 0,75 0,5625 0,75 0,75 

PR3 1 1 1 1 1 1 1 1 

PR6 0,5 0,25 0,25 0,5 0,387627564 0,150255129 0,3536 0,3646 

PR9 0 0 0 0 0 0 0 0 

 
Legend of the used patterns, with summary of the matching KPIs to each state 

for the participating companies is presented in Table 4. 
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Table 4 Companies’ results. KPIs, fulfilling proposed states 

KPI State 

KPIs fulfilling the state 

Company A Company B Company C 

Green EC1, EC6, EC8, 
 EN1-2 EN4-6,  
EN26-27, EN30, 
 HR5-7  

EC3, EC7, EN2, EN6,  
EN12, EN16, EN22-23, 
EN26-27, EN30, LA2, LA5, 
LA8, LA10, HR1, HR4-6, 
HR9, SO2-5, SO8-10, PR9 

EC1-2, EN1, EN4-7,  
EN26-30, LA1-2, LA7-8, 
LA10, LA13, LA15, HR1, 
HR4-6, HR9, SO2-5, 
SO8-10, PR9 

Yellow EC2, EN3, EN18, 
 SO9 

EC1-2, EN17-21, LA4, LA15, 
PR1, PR3 

- 

Blue - EN5 - 

Purple - EC8, EN3-4 - 

Red SO1 EC4, EC6, HR2, HR7-8, 

HR10 

EC4-5, EC7, LA14, HR1-
11, SO5-6 

 
Readiness to implement GRI level C is 1. The Readiness to comply according 

GC is 0, since all KPIs describing 10-th Principle of GC have inclusion 0. It can 
be assumed, that should the company like to comply towards GC, improvements 
connected with the KPIs: SO2 – 6, describing Principle 10 [16], have to be made. 
This might be also feasible in the case of SO5, where the company gives a slight 
importance of 0.25. 

The three Indices defining ability to issue a Sustainability Report have the val-
ues: Convenience- 1; Usefulness- 1; and Readiness- 1. 

Consequently, it is very convenient for the company to introduce SR, since 
company C is ready for GRI level C and the SR would be very useful. The analy-
sis of results gives full recommendations for advancing towards SR and maintain-
ing of good levels of the concerned KPIs. 

Table 5 Company results. Fulfilment of GRI level C and GC and SR Indices 

Fulfilment
GRI_C GC Readiness Usefulness Convenience 

Company 

A 1 0 1 1 1

B 1 0.8776 0.9368 1 0.9679 

C 0,9865 1 1 1 1 

7 Conclusions and Outlook 

This chapter presented method to support informed DM, based on concrete me-
trics, towards introducing Sustainability Reporting in organizations.  

The novelty of the approach lays in the adoption of CFL in the mathematical de-
scription of the problem and creation of three compound indices. Each predicate 
component was deductively explained, using argumentative analysis and knowledge 
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engineering, modelling from linguistic expression of the knowledge involved and its 
transformation in pseudo code, using CFL. Implementing CFL is important contri-
bution to the knowledge base, since it is easily applicable for its main characteristic 
– modelling through language, and furthermore, allows conceptualization and mea-
surement, which cannot be obtained through non-compensatory fuzzy logic. It dem-
onstrated translation of qualitative opinions of the stakeholders (internal and exter-
nal) into quantitative values; and used them for ranking of priorities, facilitating 
instantaneously the organization with information on its Status Quo according abili-
ty to issue a SR. 

The company case study underlined the usefulness of this model for the follow-
ing decision making problems: 

• Which KPIs should be included in the SR, taking into account the company 
strategy and the stakeholders interests? 

• Which other KPIs could be included, contributing to the completeness of the 
SR and the image of the company? 

• Is the company ready to report, according the two most important standards for 
SR? 

• Is the SR based on the derived set of KPIs useful for the organization? 
• Is it convenient for the company to introduction SR? 

The proposed method enables organizations to assess own status quo according 
list of profile disclosures developed from international expert panels and seen as 
essential for sustainable way of doing business, service-providing, etc. It gives 
base for making informed choices, even if organization should appreciate it is still 
not ready for issuing a SR. Through asking simple questions and merging own 
comprehension with that of the stakeholders, awareness, hidden potentials can be 
captured and developed. It can also prove profound sustainability connected activ-
ities in specific fields, which were not appreciated till the moment as positive 
communication worth it assets. Finally, communication on covered GRI G3.1 dis-
closures and/ or GC principles is highly recommendable. Gained publicity makes 
the organizations not only more responsible corporate citizen, but pushes through 
generally further actions while adopting sustainability.  

Possible directions for future research: 

• Application in large number of companies from different business fields: to  
obtain new experiences according its applicability; contextualization and  
complementation of various business sectors can be beneficial and therefore  
recommendable. 

• Ontology of global indexes: universal tool to estimate level of readiness of a 
company to incorporate SR. Based on statistically significant applications’ 
number, set of specific “universal” questions can be developed. It will reflect: 
Size (corporations, small and medium enterprises) and Field of work (produc-
ing, services, logistics, etc.). Through the achieved answers, readiness for  
developing sustainable business on strategy level will be assessed and recom-
mendation for short, middle or long term SR implementation will be give.  
Results can be also useful for Backcasting activities. 



Company Sustainability Reporting 263 

 

• KPIs can be grouped in their clusters as provided form GRI and offer another 
type of generalization of Readiness, Usefulness and Convenience. Such ap-
proach can be used to serve e.g. KING iii, Sustainability Dashboard, etc. [2, 24, 
34]. The results can be then applied directly to the chosen reporting schema e.g. 
in STORM. 

• The GRI G4 (fourth generation of GRI to come in May 2013) can be reflected 
through redefined Inclusion of the KPIs and describe larger scope of the  
report throughout the complete value chain. Inclusion will be then constituted 
additionally to the possibility to account KPI ‘or’ the good achievements ac-
cording it; from an ‘and’ relation between possibility to account KPI ‘or’ Very 
Important status of KPI. 

• GRI G4 Inclusion predicate: 4ܩ_ܴܵ݊ܫ(݅) = (݅)ܣܲ) ∧ (݅)ܣܩ ) ∨ (݅)ܣܲ) ∧  (9) ((݅)ܫܸ
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Type-2 Fuzzy Logic in Decision 
Support Systems 

Diego S. Comas, Juan I. Pastore, Agustina Bouchet, Virginia L. Ballarin and  
Gustavo J. Meschino 

Abstract. Decision Support Systems have been widely used in expert knowledge 
modeling. One of the known implementation approaches is through definition of 
Fuzzy Sets and Fuzzy Predicates, whose evaluation determines the system’s out-
put. Despite Type-1 Fuzzy Sets have been widely used in this type of implementa-
tion, there are uncertainty sources that cannot be adequately modeled when using 
expert knowledge minimizing their effect on system’s output, especially when it 
comes from several experts opinions. Type-2 Fuzzy Sets deal with fuzzy member-
ship degrees, which can represent adequately the typical uncertainties of these  
systems. In this chapter, we generalize the operators of Fuzzy Logic in order to 
evaluate Fuzzy Predicates with Type-2 Fuzzy Sets and we define measures to as-
sess the degree of truth of these predicates to define the theoretical background of 
the Decision Support Systems using this methodology. We present an example 
application of decision-making and a brief discussion of the results. 

1 Introduction 

Decision Support Systems (DSS’s) have shown to be helpful to model the expert 
knowledge. They have a set of input variables, whose are evaluated and processed 
to achieve results leading to be supportive in a process of decision making [2, 16]. 
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DSS’s have been used in a wide range of applications, such as risk assessment, 
churn prediction as a warning of clients who are likely to discontinue the use of a 
service, employee performance evaluation, analysis of company’s competitivity 
[2, 6], medical diagnosis support based on image processing [11, 13, 29], image 
segmentation and voice recognition [30]. 

An interesting approach to implement a DSS consists on expressing knowledge 
as a set of Fuzzy Predicates (FP’s). FP’s make relations between input variables 
using logical connectives. The output of the DSS is achieved by evaluating these 
relations [1, 3, 16]. The degree of truth of a FP is intended to be into the real inter-
val [0,1] and it is obtained by Multi-valued Logics (ML’s) [10, 27] applied to the 
membership values given by Fuzzy Sets (FS’s). In this paradigm, the quality and 
usability of the system depends on the adequacy of the proposed model to the 
available knowledge. Once designed, a DSS is not able to discover any knowledge 
but they are a logic implementation of it [16]. 

There are several uncertainties sources that should be considered in DSS’s  
designing to minimize their unexpected effects [20, 26]. In first place, there exist 
uncertainties in the data used as inputs, due to the fact that data are themselves un-
certain or there are some perturbations in the acquirement system. In second place, 
not less important, while designing the predicates set, experts’ uncertainties in the 
way they use words to describe the knowledge should be considered: the same 
word could lead to different meanings for different experts [19, 20, 22]. 

Type-1 Fuzzy Sets (T1FS’s) determine a unique membership value to each set 
element, being it into the [0,1] interval [27, 28]. This allows defining gradually  
the degree of truth of one predicate using a variable, and this is useful to model  
the knowledge. However, having only a value of membership (or degree of truth) 
often it is not enough to consider some special uncertainties in a DSS [14, 18,  
19, 21]: 

• Meanings of the words used in the predicates may be uncertain; 
• Considering experts’ opinions, similar concepts may be considered differently 

by different experts. These differences cannot be accurately modeled by a 
T1FS; 

• There may be input perturbations producing uncertainties that are not able to be 
modeled by a degree of truth only; 

• Data used to optimize the DSS could be contaminated by noise, effect that is 
not able to be minimized by only a degree of truth. 

Type-2 Fuzzy Sets (T2FS’s) are an extension of T1FS’s. The membership val-
ue (or degree of truth) is determined by a T1FS [18, 20, 28]. These sets allow bet-
ter uncertainties models in DSS’s based on experts’ knowledge, minimizing their 
effect [14, 19, 20]. Though different opinions may produce different membership 
functions, using T2FS’s a unique model can be designed anyway [14, 21]. 

In this chapter, we present a T2FS’s theoretical analysis, as a T1FS’s extension. 
We define and generalize the fuzzy conjunction, disjunction and complement op-
erations between T2FS’s membership values, using the “Zadeh’s extension prin-
ciple” [28]. We analyze the particular case of the Interval valued T2FS’s 
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(IT2FS’s). We also define the theoretical background of T2FS-based DSS and we 
define measures needed in comparing degrees of truth resulting after evaluation of 
T2FS-based FP’s. Finally, we present a practical example and we analyze briefly 
the results. 

2 Type-1 Fuzzy Sets 

In this section, T1FS’s are defined, including the operations to compute fuzzy re-
lations, thus introducing concepts and notation that will be used forward in this 
chapter.  

Definition #1: A T1FS A , over a universe AX , is characterized by a Member-

ship Function (MF) [ ]: 0,1A AXμ →  and it can be represented as [10, 27]: 

ܣ = න ௫∈௑ಲݔ/(ݔ)஺ߤ , (1) 

where ׬  represents the joint of the elements into the set [28] ܣ. The MF
 
 ஺ߤ

ful-

ly defines FS ܣ. 
Definition #2: A Classic Set (CS) is a particular case of a T1FS whose MF ߤ஺ 

is 1 for each element into the set [27, 28]. 
Dealing with Fuzzy Logic (FL), conjunction, disjunction, complement and im-

plication operators are used to evaluate relations between Fuzzy Variables (FV’s) 
into a compound FP. They are applied to the degree of truth of a FV (simple pre-
dicates) in order to compute the degree of truth of the compound FP’s [16]. They 
are defined as follows [9]:  

Definition #3: A function ܦ: [0,1]ଶ → [0,1] is a fuzzy disjunction if it is increas-
ing on both arguments and fulfills the binary truth table of the disjunction: (1,1)ܦ = (0,1)ܦ = (1,0)ܦ = (0,0)ܦ1 = 0 

(2) 

Definition #4: A function ܥ: [0,1]ଶ → [0,1]  is a fuzzy conjunction if it is in-
creasing on both arguments and fulfills the binary truth table of the conjunction: (0,0)ܥ = (0,1)ܥ = (1,0)ܥ = (1,1)ܥ0 = 1 

(3) 

There exist non-commutative functions satisfying definitions #3 and #4. How-
ever, conjunctions and disjunctions should be symmetric to be used in the defini-
tion and evaluation of FP’s. That is why triangular norms (t-norms and t-conorms 
or s-norms) are widely preferred, since they satisfy previous definitions and also 
additional restrictions, such as being symmetric [9]. T-norms generalize conjunc-
tion and s-norms generalize disjunction [5]. Table 1 and Table 2 summarize some 
known operators who meet the conditions to be t-norms and s-norms. 
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Table 1 Some known t-norms 

T-Norm Expression 

Standard ݐ(ܽ, ܾ) = min (ܽ, ܾ)  
Algebraic product ݐ(ܽ, ܾ) = ܾܽ
Bounded product ݐ(ܽ, ܾ) = max (0, ܽ + ܾ − 1)  
Drastic product ݐ(ܽ, ܾ) = ൝ܽ ݅ݏ ܾ = 1ܾ ݅ݏ ܽ = 10   ݁ݏ݅ݓݎℎ݁ݐ݋

Dubois and Prade ݐ(ܽ, ܾ) = ௔௕୫ୟ୶ (௔,௕,ఊ) , 0 < ߛ < 1  

Hamacher’s product  ݐ(ܽ, ܾ) = ௔௕ஓା(ଵିஓ)(௔ା௕ି௔௕) , ߛ ≥ 0  

Einstein’s product ݐ(ܽ, ܾ) = ௔௕ଶି௔ା௕ି௔௕  

Yager’s product ݐ(ܽ, ܾ) = 1 − min ൬1, ((1 − ܽ)ఊ + (1 − ܾ)ఊ)భം൰ , ߛ > 0  

 

Table 2 Some known s-norms 

S-Norm Expression 

Standard ݏ(ܽ, ܾ) = max (ܽ, ܾ)  
Algebraic sum ݏ(ܽ, ܾ) = ܽ + ܾ − ܾܽ  
Bounded sum ݏ(ܽ, ܾ) = min(1, ܽ + ܾ)
Drastic sum ݏ(ܽ, ܾ) = ൝ܽ ݅ݏ ܾ = 0ܾ ݅ݏ ܽ = 01   ݁ݏ݅ݓݎℎ݁ݐ݋

Dubois and Prade ݏ(ܽ, ܾ) = 1 − (1 − ܽ)(1 − ܾ)max(1 − ܽ, 1 − ܾ, (ߛ , 0 < ߛ < 1 

Hamacher’s sum ݏ(ܽ, ܾ) = 1 − ௔ା௕ା(ఊିଶ)௔௕ଵା(ஓିଵ)௔௕ , ߛ ≥ 0  

Einstein’s sum ݏ(ܽ, ܾ) = ௔ା௕ଵା௔௕  

Yager’s sum ݏ(ܽ, ܾ) = min ൬1, (ܽఊ + ܾఊ)భം൰ , ߛ > 0  

 
Definition #5: A function ܿ: [0,1] → [0,1] is a fuzzy complement if it satisfies, 

for any ܽ, ܾ ∈ [0,1] [5]: 

a. Boundary condition: ܿ(0) = 1 and ܿ(1) = 0; 
b. Symmetry: If ܽ ≤ ܾ then ܿ(ܽ) ≥ ܿ(ܾ); 
c. Involutional property: ܿ൫ܿ(ܽ)൯ = ܽ. 
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Table 3 summarizes some known operators who meet the conditions to be 
fuzzy complements. 

Definition #6: A function ܫ: [0,1]ଶ → [0,1] is a fuzzy implication if it is decreas-
ing on its first argument, increasing on its second one and fulfills [9]: (0,0)ܫ = (0,1)ܫ = (1,1)ܫ = (1,0)ܫ1 = 0 

(4) 

Fuzzy implication can be written based on combinations between fuzzy con-
junctions, disjunctions and complements.  

Table 3 Some known functions able to be fuzzy complements 

Fuzzy complement Expression 

Standard ܿ(ܽ) = 1 − ܽ  
Sugeno ܿ(ܽ) = ଵି௔ଵାఒ௔ , ߣ > −1  

Yager ܿ(ܽ) = (1 − ܽఠ) భഘ, ߱ > 0  
 
Often it is expected that the degree of truth obtained for a compound predicate 

after application of a fuzzy operator is sensitive to the degree of truth of all the 
simple predicates it involves, keeping its linguistic meaning. Compensatory Fuzzy 
Logic (CFL) is a ML model that resigns some FL conjunction and disjunction fea-
tures in order to give operators being sensitive and idempotent, compensating the 
degrees of truth [1, 4, 6]. 

Two models satisfying CFL have been defined: Geometric Mean Based Com-
pensatory Fuzzy Logic (GMBCFL) [1-4] and Arithmetic Mean Based Compensa-
tory Fuzzy Logic (AMBCFL) [6]. Their operators are defined in Tables 4 and 5. 

Table 4 Geometric Mean Based Compensatory Fuzzy Logic (GMBCFL) operators 

Operator Expression 

Conjunction ܿ(ݔଵ, ,ଶݔ … , (௡ݔ = ,ଵݔ) ,ଶݔ … ,   ௡)భ೙ݔ

Disjunction ݔ)ܦଵ, ,ଶݔ … , (௡ݔ = 1 − [(1 − ଵ)(1ݔ − (ଶݔ … (1 −   ௡)]భ೙ݔ

Complement ܰ(݅ݔ) = 1 − ݅ݔ
 
Previous definitions will be recalled on the following sections in order to define 

T2FS’s, extend fuzzy operators to work with these sets and define a structure and 
operations on T2FS-based DSS’s. 
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Table 5 Arithmetic Mean Based Compensatory Fuzzy Logic (AMBCFL) operators 

 

3 Type-2 Fuzzy Sets 

In this section, we define T2FS’s, we give their main features and we make a for-
mal extension of the conjunction, disjunction and complement operators for this 
type of FS’s.  

Definition #7: Let be ܣ a T1FS whose MF is ߤ஺(ݔ): X஺ → [0,1]. A Footprint of 
Uncertainly (FOU) is: ܱܨ ఓܷ஺ = ራ ቊቈߤ஺(ݔ) − ௫ᇣᇧᇧᇤᇧᇧᇥ߮௫ିߝ , (ݔ)஺ߤ + ௫ᇣᇧᇧᇤᇧᇧᇥ߮௫ାߜ ቉ : 0 ≤ (ݔ)஺ߤ − ௫௫∈௑ಲߝ ≤ (ݔ)஺ߤ + ௫ߜ ≤ 1ቋ 

ܱܨ ఓܷ஺ = ራ ௫ܬ = ሼ[߮௫ି , ߮௫ା]ሽ௫∈௑ಲ  

(5) 

where ܱܨ ఓܷ஺
 
is defined as a uncertainty bounded-region over the MF asso-

ciated to the T1FS ܣ. It defines, for each ݔ ∈ ஺ܺ, a set of membership values by 
means of a primary membership function ܬ௫ [7, 18]. 

The Upper Membership Function (UMF) is defined as: ߤҧ(ݔ) = ߮௫ା ݔ∀ ∈ ஺ܺ (6) 

The Lower Membership Function (LMF) is defined as: (ݔ)ߤ = ߮௫ି ݔ∀ ∈ ஺ܺ (7) 

Definition #8: A T2FS, denoted as ܣሚ, is defined as [7, 18, 20, 21]: 

ሚܣ = න න ஺෨ߤ ,ݔ) (ݑ ,ݔ) (ݑ = න ቎ න ஺෨ߤ ,ݔ) (ݑ [଴,ଵ]ك௨௢̀௃ೣ⁄ݑ ቏ ௫∈௑ಲ෩[଴,ଵ]ك൘௫∈௑ಲ෩൘௨௢̀௃ೣ,ݔ  (8) 

Operator Expression 
Conjunction 

  

Disjunction 

  

Complement   
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where ݔ is the primary variable with domain ܺ஺෨; ݑ ∈ ܷ is the secondary varia-
ble with domain ܬ௫ in each ݔ ∈ ܺ஺෨ and ߤ஺෨: ܺ஺෨ × ܷ → [0,1] is the secondary mem-
bership value for ܣሚ. A T2FS can model a FOU over the T1FS-MF and so assign a 
secondary membership value for each element. Figure 1 shows the FOU for a 
T2FS and his UMF and LMF. 

 

Fig. 1 FOU for a T2FS 

Definition #9: An Interval Type-2 Fuzzy Set (IT2FS) is a particular case of a 
T2FS, where the membership degree is represented by a CS; namely ߤ஺෨(ݔ, (ݑ ؠ 1, ݔ∀ ∈ ܺ஺෨, ݑ ∈ ܷ

 
[18]. IT2FS’s are totally defined by their FOU and 

they allow modeling of uncertainties assigning an Interval of Membership Values 
(IMV) for each element [7, 17]. 

Definition #10: A Vertical Slice (VS) or secondary membership function of a 
T2FS ܣሚ for a fixed ݔ ∈ ܺ஺෨, denoted as ܣሚ௫, is the T1FS formed by the primary mem-
bership grades and the secondary membership grades for the element ݔ in ܣሚ [7, 18]: ܣሚ௫ = න ஺෨ߤ ,ݔ) (ݑ [଴,ଵ]ك௨௢̀௃ೣ⁄ݑ  (9) 

Figure 2 shows an example of T2FS-MF ߤ஺෨, for discrete domains ܺ஺෨ and ܷ. 
For ݔ = 1 the VS associated to ܣሚ, noted ܣሚଵ, is: ܣሚଵ = 0.5/0 + 0.35/0.2 + 0.35/0.4 + 0.2/0.6 + 0.5/0.8 (10) 

A VS defines a set of membership values for each element of a T2FS, joining 
primary membership grades to secondary membership grades. Therefore, conjunc-
tions, disjunctions, complements and implications that have been used to define 
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Fig. 2 Type-2 membership function for discrete domains ܺ஺෨ and ܷ 

membership values in [0,1]
 
must be extended to be able to deal with VS. After this, 

degrees of truth of FP defined with T2FS – FV’s could be computed [15, 23, 28]. 
Hereinafter in this section, Zadeh’s Extension Principle [21, 28] will be ap-

plied, in order to extend the previous operation to VS’s. 
Let ܣሚ௫, 

 
and ܤ෨௬, 

 
be two VS’s with MF’s given by ߤ஺෨ೣ: ܷ → [0,1], and ߤ஻෨೤: ܸ → [0,1] and let ݂: ܷ × ܸ → ܹ be a function defined over the primary 

membership grades, i.e. the elements of the VS’s. According to the Zadeh’s Ex-
tension Principle, we can define a new T1FS ܣ over ܹ: ܣ = න ,(ݑ)஺෨,௫ߤ)ܥ ,ݑ)݂/((ݒ)஻෨,௬ߤ ௪∈ௐ(ݒ , (11) 

where ܥ is a fuzzy conjunction, (ݑ, (ݒ ∈ ܷ × ܸ
 
and ݓ = ,ݑ)݂  Thereby, the .(ݒ

operations defined for degree of truth into [0,1] can be extended to evaluate FP’s 
using T2FS’s. Applying the equation (11) and using the operations previously  
defined, conjunction, disjunction and complement of VS’s can be defined as:  

Definition #11: Conjunction between VS’s ܣሚ௫ and ܤ෨௬, denoted as ܣሚ௫ ∧  ෨௬, isܤ
defined by:  ܣሚ௫ ∧ ෨௬ܤ = න ,(ݑ)஺෨ೣߤ)ଵܥ ,ݑ)ଶܥ/((ݒ)஻෨೤ߤ ஼మ(௨,௩)∈ௐ(ݒ , (12) 

where ܥଶ: ܷ × ܸ → ܹ is a fuzzy conjunction between the primary membership 
grades, with ܷ, ܸ, ܹ ك [0,1] and ܥଵ: [0,1]ଶ → [0,1] is a fuzzy conjunction be-
tween the secondary membership grades. 
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Definition #12: Disjunction between VS’s ܣሚ௫ and ܤ෨௬, denoted as ܣሚ௫ ∨  ෨௬, isܤ
defined by:  ܣሚ௫ ∨ ෨௬ܤ = න ,(ݑ)஺෨ೣߤ)ܥ ,ݑ)ܦ/((ݒ)஻෨೤ߤ ஽(௨,௩)∈ௐ(ݒ , (13) 

where ܦ: ܷ × ܸ → ܹ is a fuzzy disjunction between the primary membership 
grades, with ܷ, ܸ, ܹ ك [0,1] and ܥ: [0,1]ଶ → [0,1] is a fuzzy conjunction between 
the secondary membership grades. 

Definition #13: Complement of a VS ܣሚ௫, denoted as ¬ܣሚ௫, is defined by:  ¬ܣሚ௫ = න ௖(௨)∈ௐ(ݑ)ܿ/(ݑ)஺෨ೣߤ , (14) 

where ܿ: ܷ → ܹ is the primary grade fuzzy complement, with ܷ, ܹ ك [0,1]. 
When T2FS’s are interval-valued (IT2FS’s), then VS’s are defined by IMV’s 

and therefore the operations between them are simplified: it is required to operate 
only between the bounds of the intervals [17, 18, 20, 21, 28]. 

4 T2FS-Based Decision Support Systems 

In this section, we define and generalize FP’s to be able for operation with FV’s 
considering T2FS’s. We also define how to deal with DSS’s using them.  

Definition #14: Let ൛ܣሚ௫ഊఒ ൟఒୀଵ,…,௡, with ݔఒ ∈ ܺ஺෨ഊ, be a family of VS’s and let ቄߤ஺෨ೣഊഊ ቅఒୀଵ,…,௡ be the family of MF’s associated, with ߤ஺෨ೣഊഊ : ܷ஺෨ೣഊഊ → [0,1]; a FP 

over X , denoted as ܲ: ൛ܣሚ௫ഊఒ ൟఒୀଵ,…,௡, where ܺ defines the set of elements  ሼݔఒሽఒୀଵ,…,௡, ఒݔ ∈ ܺ஺෨ഊ and ܤ is a VS, can be generalized as: ܲ(ܺ) = ෍ ෍ ߮ሼఒభ,…,ఒ೔ሽቆ஺෨ೣഊభഊభ ,…,஺෨ೣഊ೔ഊ೔ ቇ,ሼఒభ,…,ఒ೔ሽ∈ெ೔௜∈ூ  (15) 

where ܫ ؿ ሼ1, … , ݊ሽ; ܯ௜ ؿ Γ௡,௜, being Γ௡,௜ the set of all different subsets, of size ݅, of set ሼ1, … , ݊ሽ where order does not matter; ߮ሼఒభ,…,ఒ೔ሽ represents any logical op-
eration over each combination of VS’s ሼߣଵ, … , ∑ ௜ሽ andߣ  represents any logical 
operations combination between each previous VS’s combinations. 

We consider two FP-based DSS’s [2, 16]: 

a. Multiple options represented as predicates to make a decision. Output is de-
termined by evaluating a set of FP’s, taking the one whose degree of truth is a 
maximum; 

b. A unique FP to be evaluated using a data set (cases). Output is a ranking of 
degrees of truth for each case. 
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As seen in Definition #14, the degree of truth of a FP, when it is defined over 
FV’s modeled by T2FS’s, has a VS as result, which is a T1FS. Consequently, we 
need a function defined over each VS to have a measure (a real number) to allow 
determining the output of the DSS. 

IT2FS-MF given in Definition #9 assign an IMV to each element of the set; i.e. 
each VS in an interval ܧ = [ܽ, ܾ] with ܽ, ܾ ∈ [0,1]. This type of FS is enough to 
model the majority of uncertainties often presented in DSS’s. They have been 
widely used in different Type-2 Fuzzy Systems applications [11, 13, 17, 19,  
20, 26, 29]. 

In this work, we propose defining a Measure over Interval of Membership val-
ues (MIM) as follow: 

Definition #15: Let ܧ = [ܽ, ܾ], with ܽ, ܾ ∈ [0,1], be a IMV associated to a VS 
of an IT2FS; (ܧ)ߣ = ݃(ܽ, ܾ), with ݃: [0,1]ଶ → [0,1], is a MIM if and only if it 
meets the following conditions ∀ܽ, ܾ, ܿ, ݀ ∈ [0,1]: 
a. ݃(ܽ, ܾ) ≥ 0; 
b. ݃(ܽ, ܾ) = 0 if and only if ܽ = ܾ = 0; 
c. ݃(ܽ, ܾ) = 1 if and only if ܽ = ܾ = 1; 
d. Symmetry: ݃(ܽ, ܾ) = ݃(ܾ, ܽ); 
e. If |ܾ − ܽ| = |݀ − ܿ|   ∧  ܽ + ܾ ≤ ܿ + ݀ ֜  ݃(ܽ, ܾ) ≤ ݃(ܿ, ݀). 

Functions showed in Table 6, whose proof is trivial, are some of the functions 
that satisfy the conditions defined to be MIM. 

Table 6 Functions satisfying the MIM definition 

Function 
Number 

Expression 

1 g(a, b) = ୟାୠଶ sup (ሼa, bሽ)  

2 g(a, b) = ቄ α|b − a| + (1 − α)sup(ሼa, bሽ) if (a, b) ≠ (1,1), α ∈ [0,1]1                   otherwise                 
3 g(a, b) = ቊ ୟାୠଶ ൫1 − sup(ሼa, bሽ)൯ if (a, b) ≠ (1,1)1                   otherwise   

4 g(a, b) = ቊ 1 − 2 |ୠିୟ|ୟାୠ if 2|b − a| > ܽ + ܾ0                   otherwise   

5 g(a, b) = ቄ α(1 − |b − a|) + (1 − α)sup(ሼa, bሽ) if (a, b) ≠ (0,0), α ∈ [0,1]0                       otherwise                
 

Under these considerations, we propose defining the structure of a DSS based 
on FP’s defined over FV’s associated to IT2FS’s as follows: 

Definition #16: A DSS based on FP’s defined over FV’s associated to IT2FS’s 
can be defined for: a set of IT2FS’s ൛ܣሚఒ೔ൟఒ೔ୀଵ,…,௡, a set of FP’s ሼ ௜ܲሽ௜ୀଵ,…,௠, with  

௜ܲ : ቄܣሚ௫ഊ೔ఒ೔ ቅఒ೔ୀଵ,…,௡ → ௜ܤ ሚ௫ഊ೔ఒ೔ܣ , = ൣܽఒ೔, ఒܾ೔൧ and ܤ௜ = [ܽ௜, ܾ௜] with 
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ܽఒ೔, ఒܾ೔, ܽ௜, ܾ௜ ∈ [0,1], and a MIM ߣ(ܤ௜) = g(ܽ௜, ܾ௜). The DSS output is given by 
(according to the DSS types): 

a. The option corresponding to the FP ௞ܲ(ܺ) whose measure ߣ(ܤ௞) is a maxi-
mum of ሼߣ(ܤ௜)ሽ௜ୀଵ,…,௠ (when multiple options are considered); 

b. The ranking of measures ሼߣ(ܤ௞)ሽ௞ୀଵ,…,ெ of the FP (when a unique FP is con-
sidered for a set of different cases ሼ(ܺ௞)ሽ௞ୀଵ,…,ெ). 

Definition #16 may be extended to DSS’s based on FV’s associated to 
T2FS’s by defining a measure on T1FS’s. 

5 Application Example 

In this section we present the implementation of a DSS based on IT2FS’s to define 
a ranking of the twenty nine Urban Areas (UA) of Argentina given its Social  
Welfare Level using the databases (DB’s) of Instituto Nacional de Estadísticas y 
Censos (INDEC) and Dirección Nacional de Política Criminal – Ministerio de 
Justicia y Derechos Humanos (DNPC/MJDDHH) [8, 12]. IT2FS’s and FP’s were 
defined using expert’s knowledge about available information for each of 
the variables in the DB’s. The FP that defines the output of DSS to a UA ܺ is: ܲ(ܺ) = ଵܲ(ܺ) ∧ ଶܲ(ܺ), (16) 

where ܲ(ܺ) is the FP “The area ܺ has high social welfare level”, ଵܲ(ܺ) is “The 
area X  has good social conditions” and ଶܲ(ܺ) is “The area ܺ has good housing 
conditions”. FP’s ଵܲ(ܺ) and ଶܲ(ܺ) are defined from others simple FP’s directly 
related to the DB’s variables as follows: 

ଵܲ(ܺ) = ቀ ଵܲଵ(ܺ)଴.ହ ∧ ൫ ଵܲଶ(ܺ) ∧ ଵܲଷ(ܺ)൯଴.ହቁ ∧ ൫ ଵܲସ(ܺ) ∧ ଵܲହ(ܺ)൯ ∧ ଵܲ଺(ܺ) ଶܲ(ܺ) = ଶܲଵ(ܺ) ∧ ൫ ଶܲଶ(ܺ) ∧ ଶܲଷ(ܺ) ∧ ଶܲସ(ܺ) ∧ ଶܲହ(ܺ) ∧ ଶܲ଺(ܺ)൯ 
(17) 

where ଵܲଶ(ܺ) ∧ ଵܲଷ(ܺ) is “The area ܺ has high public safety”, ଵܲସ(ܺ) ∧ଵܲହ(ܺ) “The area ܺ has a high education level” and ଶܲଶ(ܺ) ∧ ଶܲଷ(ܺ) ∧ ଶܲସ(ܺ) ∧ଶܲହ(ܺ) ∧ ଶܲ଺(ܺ) defines “The area ܺ has a proper home”. Table 7 defines the 
meaning of each predicates used in (16). For ଵܲଵ(ܺ) and ଵܲଶ(ܺ) ∧ ଵܲଷ(ܺ) an 
hedge was applied in order to define ଵܲ(ܺ), using the square root of the VS, re-
sulting in new FP’s that can be interpreted as: “The area ܺ has a slightly higher 
level of health” and “The area ܺ has a slightly higher public safety” respectively. 

IMV was evaluated and scored for each UA included in the DB, determining 
the truth degree of FP "The area has high social welfare level". In order to estab-
lish a ranking among the set of UA’s, we used the MIM number 5 given in Table 
6. The MIM can be analyzed as follows: 

• If ߙ =  ,measures the uncertainty of the VS, given by the range of IMV (ܧ)ߣ ,1
then the greater the uncertainty, the lower the value of (ܧ)ߣ; 
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• If ߙ = -allows evaluating the degree of truth of the VS, then the high (ܧ)ߣ ,0
er the degrees of truth (closer to 1), the higher values of (ܧ)ߣ; 

• Values of ߙ between 0 and 1 are allowed to take into account both the uncer-
tainty of the IMV as their degrees of truth. 

For this example, ߙ = 0.5 was set. Conjunctions between VS’s were performed 
using the AMBCFL conjunction. Table 8 shows a list of the most representative 
UA’s in the analyzed DB, which represent areas with different production struc-
ture [24]; the ranking number for each UA (depending on their social welfare lev-

el); the IMV of ( )P X
 
and his MIM. 

Table 7 Meaning of simple FP’s defined from expert knowledge 

Fuzzy Predicate Meaning ଵܲଵ(ܺ) The area ܺ has a high level of health ଵܲଶ(ܺ) The area ܺ has a low amount of voluntary manslaughter ଵܲଷ(ܺ)  The area ܺ has a low amount of wrongful death ଵܲସ(ܺ) The area ܺ has a high level of education ଵܲହ(ܺ) The area ܺ has a high educational level ଵܲ଺(ܺ)  The area ܺ has a decent level ଶܲଵ(ܺ) The area ܺ has a relatively high income level ଶܲଶ(ܺ) The area ܺ has a low level of overcrowding ଶܲଷ(ܺ)  The area ܺ has a good quality of roof-floor ଶܲସ(ܺ) The area ܺ has good access to water service ଶܲହ(ܺ) The area ܺ has a good quality of bathing ଶܲ଺(ܺ)  The area ܺ has a tenure of housing right 

 
The ranking obtained for the UA was compared to the Índice de Desarrollo 

Humano (IDH) computed for the argentine provinces [25], which analyzes  
the education levels, health and income in order to get the level of human  
development in each district. According to this comparison, we can establish the 
following: 

• Ushuaia - Rio Grande (located in 1st place) belongs to a province (Tierra del 
Fuego) that historically was placed 2nd in the IDH ranking; 

• Gran La Plata (located in 7th place) is the capital of the province of Buenos 
Aires, which has jurisdiction located in the top 10 provinces; 

• Gran Catamarca (located in 16th place), which is in the province of Catamarca 
and is located between positions 11th and 16th in the IDH ranking; 

• Gran Resistencia (located in 29th place) belongs to the province of Chaco, 
which historically is among the last 3 places of the IDH ranking. 

Therefore, the ranking of UA’s obtained in the developed DSS is consistent 
with the order established by the IDH. 
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Table 8 Obtained ranking for most representative UA’s 

Ranking 
Number Urban Area P(X) = E = [a, b] λ(E)
1 Ushuaia - Río Grande [0.6663 , 0.8311] 0.8332

7 Gran La Plata [0.5135 , 0.7175] 0.7567

16 Gran Catamarca [0.3889 , 0.5637] 0.6944

29 Gran Resistencia [0.2938 , 0.4489] 0.6469

6 Conclusions 

In this chapter we analyzed T2FS’s as an extension of T1FS’s, which allows mod-
eling uncertainties, mainly in the DSS’s construction, both in system input data as 
on the expert’s knowledge used. We covered various types of uncertainties that 
may be found in the DSS. The set of operators of the FL and CFL, which help as-
sess relationships established by FP’s, was extended and generalized for 
use T2FS’s. We fully defined the theoretical structure of the DSS’s based 
on T2FS’s, providing some measures to analyze the degree of truth of 
the IMV’s, which allowed determining the output of a DSS when IT2FS’s are 
used. We presented an application example of a DSS using IT2FS’s. The para-
digm tackled in this chapter provide a comprehensive framework for the use of 
T2FS’s in DSS’s, that enables exploiting the enormous advantages of T2FS's in 
modeling of expert’s knowledge. 
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the development of the fuzzy system and the results analysis. 
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Fuzzy Predictive and Reactive Scheduling 

Jürgen Sauer and Tay Jin Chua 

Abstract. Fuzzy techniques are widely used to model and use imprecise and in-
complete knowledge. This paper shows how Fuzzy techniques can be used to 
solve scheduling problems in which not only imprecise information is present but 
also preferences of users have to be regarded. The first part deals with the predic-
tive scheduling in chemical industry where preferences of human schedulers have 
to be regarded. The second part presents an approach for a reactive scheduling 
system in which Fuzzy techniques are used to select between alternatives.  

1 Introduction 

Scheduling is the task of finding an assignment of activities to resources regarding 
several constraints like due dates, time windows, capacities and availabilities of 
resources and so on. Predictive scheduling creates schedules in advance assuming 
a stable environment. This is seldom the case in reality, therefore reactive schedul-
ing copes with the repair of schedules that have become invalid due to events oc-
curring in the scheduling environment. Predictive scheduling problems are often 
solved using optimizing approaches, in which important aspects are neglected, e.g. 
the preferences of users or the priorities of clients. This paper investigates the pos-
sibilities of using Fuzzy techniques to model such pieces of knowledge and to use 
them in finding the best solutions for the scheduling problem at hand. It is also 
important to separate the scheduling problems in predictive and reactive ones  
because the goals differ typically.  

In a first part we will focus on predictive scheduling and use a typical case from 
the chemical industry to show where and how preferences are useful to find the 
best suited schedule. The case bases on the observation that in chemical industry 
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but also in other production areas like precision industry [1] we often find several 
alternative ways of producing one item. This is because the equipment is doubled 
or because there are multi-purpose machines that can be used for different produc-
tion steps within the production process. Therefore a set of alternative production 
descriptions may be used to produce the same product, these are called “produc-
tion variants”. On the other hand single steps within these production processes 
may be performed on different machines, which are called “alternative machines”. 
This leads to a combinatorial amount of alternative ways of producing one item. 
But most often not all of these possible processes are seen equally. Therefore pre-
ferences exist for some of them, mostly given by experience. The standard sche-
duling approaches used to schedule production do not regard these preferences. 
Thus we need a technique to represent and use the (often hidden) knowledge about 
preferences in production processes.  

Additionally, the reactive scheduling tasks have to be regarded as well. In reac-
tive scheduling it is necessary to react as fast as possible to the events that have 
occurred at the shop floor. But not only speed is important, other goals are [3]:  

• Keep as much as possible of the existing schedule in order to avoid “shop 
nervousness“ 

• Find schedules of good quality. 

The main task of reactive scheduling is to rearrange the schedule to the new 
needs. In the process of rearrangement operations or orders have to be taken from 
the schedule and scheduled again at another place. Here it is crucial to find the 
“important operations“, which should not be moved in order to keep a good sche-
dule or to find less important ones that can be moved.  On the other hand it is ba-
sic to find the “most important” events, i.e. those that should be tackled first. 
Again it is necessary to find a technique to represent and use the knowledge about 
what an important order or event is. 

In both cases Fuzzy based techniques can be used to represent and process the 
knowledge that can be used to solve the problem. Several approaches have already 
been presented most of them use some kind of imprecise data in the scheduling 
process ([15], see also section 3). A basic feature of Fuzzy based techniques is the 
use of linguistic variables, which are used to express natural language concepts 
like “good, better, best” to describe aspects of objects and to use them by Fuzzy 
rules to find solutions for the problems to be solved. 

This paper presents two approaches using Fuzzy techniques to solve scheduling 
problems. The first shows how to represent and use preferences in a predictive 
scheduling case and the second one shows how to use Fuzzy techniques to find 
important or less important orders in a reactive scheduling case. 

The rest of the paper is organized as follows. First predictive and reactive sche-
duling as well as Fuzzy techniques and their usage are described in more detail 
(sections 2 and 3). Then in sections 4 and 5 the Fuzzy scheduling approach for us-
ing preferences in predictive scheduling is presented together with some prelimi-
nary results. Sections 6 and 7 describe the Fuzzy reactive scheduling approach and 
some evaluation results. 



Fuzzy Predictive and Reactive Scheduling 283 

 

2 Predictive and Reactive Scheduling 

Scheduling problems can be found in different application domains, this ranges 
from production and all other processes within a supply chain like transportation 
or storage [19] to service oriented processes e.g. in hospitals or schools [14]. If we 
look at production scheduling, the task of scheduling is the temporal assignment 
of resources to activities (production steps) taking into account several constraints. 
Constraints can be divided in Hard Constraints and Soft Constraints. Hard Con-
straints have to be regarded in order to get a valid schedule. Soft Constraints may 
be relaxed still leading to a valid schedule but typically with less quality. Addi-
tionally, schedules can be compared and evaluated using specific evaluation func-
tions. And, finally, events from the environment have to be regarded because they 
often affect the existing schedule. Thus scheduling problems can be described us-
ing a 7-tuple (R, P, O, HC, SC, G, E) [19] with 

R is the set of resources 
every resource has only a limited capacity. 

P is the set of products 
With P all the possible production processes for P are described. Therefore 
production variants and alternative machines/ resources to be used within the 
production steps are given. A variant defines one possible production process 
for product P and the process consists of several steps (operations) to be per-
formed in given sequence. Every operation can use one of the alternative re-
sources and needs a given duration. 

O is the set of orders 
For every order the amount needed and the time window in which it shall be 
fulfilled is given. Also a priority value may be added. 

HC is the set of Hard Constraints {XE "Hard Con-
straint"}  

Hard Constraints have to be regarded in order to have a valid schedule. Most 
of them are technical constraints, e.g.  

- Resources to be used  
- Sequences of operations to be obeyed 

SC is the set of Soft Constraints {XE "Soft Con-
straint"} 

Soft Constraints should be obeyed in order to get a “good” schedule. They may 
be relaxed.  

G is the set of goal functions 
Goal functions are used to evaluate schedules. Most of them are due date based 
and do not regard aspects like preferences or priorities. Often a set of functions 
may be appropriate. The selection of goal functions is therefore a difficult task.   

E is the set of Events 
Events are caused by changes in the scheduling environment, e.g. the breakdown 
of a machine. As a consequence the schedule becomes invalid or inconsistent. 
Here is the starting point for reactive scheduling.  
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Predictive scheduling assumes a static environment and leads to schedules that 
contain a temporal assignment of resources to activities which is typically shown 
in a Gantt chart. The schedule is evaluated using several functions and often an 
optimal solution regarding one of these functions is wanted. In real world scena-
rios the environment is not static, quite the contrary, many events occur which 
may have a positive or negative effect on the schedule. The task of adapting the 
schedule to the permanently changing environment is called reactive scheduling. 
Main goals are here the maintenance of stability, i.e. most of the schedule should 
remain as before but the new schedule shall also be as good as before.  

The problem space of such a scheduling problem can be represented with an 
AND/OR tree [18]. The tree consists of two types of nodes connected by directed 
edges. The solution of a problem represented with the tree is composed by the 
rules: 

• With an AND node all direct successors are in the solution 
• With an OR node only one of the direct successors is in the solution. 

 

Fig. 1 AND-OR tree representing a scheduling problem 

 
The AND/OR tree not only shows the complexity of the problem area, it can al-

so be used to show the production description of a product with its production va-
riants, the operations within the variants and the alternative resources for every 
operation (this is the marked area in figure 1). Every variant defines one possible 
production process for the product. Table 1 presents some sample data for a pro-
duction description of product “5” which can be produced in two ways (variants 0 
or 1) each with seven steps (operations) and several alternative resources.  
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Table 1 Database Table with Production Description of Product 5x 

Product Variant Operation Resources Duration 

5 0 1 [10 12 15 4] 1 

5 0 2 [18 19 21 8 9] 1 

5 0 3 [15 12 10] 1 

5 0 4 [16 5 6] 1 

5 0 5 [13 2 3] 1 

5 0 6 [17 7 16] 1 

5 0 7 [14 2 3] 1 

5 1 1 [39 56 36] 1 

5 1 2 [41 42 53 54] 1 

5 1 3 [37 47 36] 1 

5 1 4 [48 38 28] 1 

5 1 5 [35 44 45 46] 1 

5 1 6 [49 48 27] 1 

5 1 7 [44 45 46] 1 

 
Some of the constraints are already represented within the AND/OR tree, e.g. 

the root node (AND) defines, that all orders have to be scheduled. The problem 
size of a problem represented by an AND/OR tree can be estimated using the 
scheme presented in [17]. With the data from table 1 this leads to about 2*37 (2 va-
riants with 7 operations, each with 3 alternative resources) production alternatives 
for product “5”. But typically not all of them are equal in the sense of delivering 
the same production quality. So the best production processes have to be found 
and marked for preferential use. These preferences for using specific variants or 
resources are derived from experiences like 

• This is the process we have used all the time 
• The workers are used to this process 
• The connections between the resources are best 
• Pre- and post-effort is minimal.  

Table 2 gives an excerpt of a schedule that could have been created using the 
data from table 1 and an order for producing product “5” eighteen times between 

Table 2 Part of a Schedule 

Product Variant Operation Resource Start End 

5 1 1 39 312 330 

5 1 2 54 330 348 

5 1 3 36 348 366 

5 1 4 38 366 384 

5 1 5 35 384 402 

5 1 6 49 402 420 

5 1 7 46 420 438 
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310 and 440. The schedule shows the temporal assignment (Start, End) of re-
sources (Resource) to the activities given by the production description (Product, 
Variant, Operation). The schedule is valid if all Hard Constraints are fulfilled, it is 
called consistent if all constraints are regarded.  

3 Fuzzy Techniques 

Since the beginning of the 1990s Fuzzy techniques are used and investigated for 
solving scheduling problems. Fuzzy logic and its application is well suited for 
modeling and using dynamic and imprecise knowledge especially in combination 
with rule based approaches and heuristics [4, 9, 10, 12]. Imprecise statements like 
“A is better than B but not so good as C” are quite usually, even in the scheduling 
activities of human schedulers. Expressions like “small, medium, large” are called 
“linguistic variables” and are represented by Fuzzy sets describing a degree of si-
milarity between the object and a prototype [4]. The rule based combination of 
such expressions can be defined by Fuzzy rules. The Fuzzy set defines a gradual 
membership of an element in a set using a membership function between 0,1 
which can be interpreted as the probability with which a given value matches the 
statement. Fuzzy rules are used to combine the imprecise expressions in order to 
find solutions. Thus in our case Fuzzy systems are specific rule based systems. 

Figure 2 shows the membership functions for a set called “machinecount” with 
linguistic variables “less, few, many”. With this function it is expressed how many 
alternative resources there are available for a specific operation. These expressions 
are then used together with others to find out which are the most or less important 
alternatives to be used in the schedule, e.g. in a rule like “IF machinecount is 
many THEN importance is low”.   

 

Fig. 2 Membership Function “machinecount” 

Figure 3 shows how Fuzzy control works. Three main steps have to be performed: 

1. Input values are mapped to the Fuzzy sets (Fuzzification). 
2. Appropriate Fuzzy rules (using the input parameters) are selected and applied. 

This is performed by the interpreter which uses rules and Fuzzy Sets from the 
Knowledge Base. 
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Fig. 3 Principle Architecture of a Fuzzy-Controller 

3. The resulting Fuzzy values are transformed to crisp values which are the  
output of the controller.  

Several approaches have been presented in which Fuzzy techniques are used to 
solve scheduling problems. The approaches typically focus on specific aspects of 
the scheduling problem at hand, e.g. [2, 5, 7, 8, 13, 15, 21] 

• Imprecise definition of due dates 
• Imprecise definition of durations 
• Fuzzy evaluation criteria 
• Precedence relationships 
• Cumulative data for global scheduling. 

In the approach presented here we will concentrate on preferences (of users) 
and on reactive scheduling. 

4 Fuzzy Predictive Scheduling Regarding Preferences 

As argued in section 2 all the possible production alternatives may be used but on-
ly few of them are really desirable and therefore preferred by the personnel. The 
knowledge about these combinations is often from experience and therefore not 
described precisely. To create a scheduling approach that regards those prefe-
rences it is necessary to make the knowledge explicit and provide a structure to 
use it. Fuzzy logic provides this and will therefore be used to design and imple-
ment an approach for predictive scheduling regarding users preferences. Fuzzy 
control is embedded in a basic heuristic which also shows how these two  
approaches can be combined and extended. 

When creating a Fuzzy system the main challenges are: 

• Find the aspects of the problem to be expressed in linguistic terms. It is crucial 
to find the variables that can help to detect what is important, critical, to be  
preferred etc.  
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• Find the rules that combine the input expressions to those expressions that lead 
to the “best” solution, e.g. that detect the best alternative to be used. 

• Integrate the fuzzy control in a strategy to come to a complete system. 

Additionally, to evaluate the approach it is necessary to select evaluation func-
tions that will really rate the desired goals.  

 
Algorithm 1: general order-based scheduling algorithm 

 WHILE orders to schedule DO 
  select order (FIFO); 
  select variant (FIFO); 
  WHILE operations to schedule DO 
   select operation (FIFO); 
   select resource (FIFO); 
   select interval (First Fit); 
   schedule operation; 
  END WHILE 
 END WHILE 

The general idea of the approach is that it combines an order based scheduling 
strategy with fuzzy logic to select the preferred orders, variants and resources [16]. 
The basic strategy is adopted from [19] and is shown in Algorithm 1. The algo-
rithm aims to find a good solution for a scheduling problem represented by an 
AND/OR tree as shown before. The performance and quality of the algorithm de-
pends on the selection of the “right” objects. In Algorithm 1 some standard selec-
tion rules are in brackets that can be used as a reference (FIFO: first in first out, 
using first of a given list; First Fit: use the first value that fits). 

 
Algorithm 2: Order based scheduling algorithm using Fuzzy controllers 

Calculate the sequence of orders to be scheduled 
(Fuzzy-Control 1) 

 WHILE orders to schedule DO 
  select order (use first of sequence); 
  WHILE variants to schedule DO 
   select variant (Fuzzy-Control 2); 
   WHILE operations to schedule DO 
    select operation (FIFO); 
    select resource (Fuzzy-Control 3); 
    select interval (First Fit); 
    schedule operation 
   END WHILE 
  END WHILE  
 END WHILE 
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To include the Fuzzy control it is necessary to decide how and where  
preferences are useful. If we look at the problem structure the selection of orders, 
variants and resources (even intervals) are options. The strategy we want to  
realize is: 

• if possible use preferred variants 
• if possible use preferred resources 
• Additionally, to find a schedule that meets the due dates: try to schedule  

difficult orders first, easy ones later. Here difficult means that we have only  
little alternatives and a small time window for scheduling. 

This leads to Algorithm 2 in which three Fuzzy controls for the selection of 
preferred variants, resources and for selecting difficult orders are integrated. This 
can be implemented e.g. with different sets of Fuzzy sets and rules used by one 
controller. Next step is to find the variables that can express preferences and diffi-
culty of schedules and the rules to be used to find the desired results, i.e. difficult 
orders, preferred variants and preferred resources. 

For Fuzzy-Control 1 variables are used that express the number of alternative 
variants and resources and the remaining time buffer for the placement of the  
operations (slack): 

 

- flextime{low, middle, high}:  

rates the time buffer 

- variantcount {less, few, many}:  

rates the number of production variants 

- machinecount {less, few, many}:  

rates the number of alternative resources (see figure 2)  

- difficulty {low,lowmiddle,middle,middlehigh,high}:  

is the result value and rates the difficulty of the order 
 
Rules that are used to find the most difficult order (which then will be sche-

duled first) are: 
 

IF variantecount IS less AND machinecount is less AND 
flextime is low THEN difficulty IS high; 
IF variantecount IS less AND machinecount is less AND 
flextime is middle THEN difficulty IS middlehigh; 
IF variantecount IS less AND machinecount is few AND 
flextime is low THEN difficulty IS high; 
 

For the Fuzzy-Controls 2 and 3 it is important to find a rating of the prefer-
ences. Figure 4 shows a simple membership function for “preference”. It uses 
penalties that are given for not using the preferred alternatives. The production 
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Fig. 4 Membership Function for Preferences 

description is therefore extended with the penalty values. This means: the most 
preferred variant has a penalty value of 0, the second preferred has 10, the third 
20, etc. These penalties are then fuzzified in the “preference” Fuzzy set. The same 
is done with the alternative resources. The penalties can also be used in an evalua-
tion function which will be shown later on. 

In the second Fuzzy control the Fuzzy sets “preference“ and “importance“ are 
used to rate and find the best production variant.  

- preference {low, middlehigh, high}:  

rates the given preference of a variant  

- importance {low,lowmiddle,middle,middlehigh,high}:  

is the result value and rates the importance of the variant, the most 
important will be selected 

 
A sample rule used here is: 

IF preference IS high THEN importance IS high; 

The third Fuzzy control is quite similar to the second one. It uses penalty values 
as inputs but also information about the use and demand of the resources in order 
to find the most preferred resource that is also available and not so demanded. 
This helps to find schedules that also will meet the due dates. Fuzzy sets are 

- isBusy: {low, high}  
rates the occupation of the resource 

- occurrencerate: {low, middle, high}  
rates the demand of the resource 

- preference: {low, middle, high}  
rates the preference using the penalty points 

- importance: {low,lowmiddle,middle,middlehigh,high}  
is the resulting rating for the resource to be chosen. 

 
Examples of rules used are: 

IF isBusy IS low AND preference is high THEN importance 
IS high; 
IF isBusy IS high AND preference is low THEN importance 
IS middle; 
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5 Evaluating Preferences 

The next question is how to evaluate schedules with a focus on preferences. The 
classical evaluation functions are mainly time focused and use values like tardi-
ness or lateness. These are not useful if we look at preferences. Therefore we have 
to define a new function basing on the penalties for not using the preferred va-
riants or resources. We simply add the penalties of the scheduled variants and re-
sources leading to an overall penalty for the orders resp. the whole schedule. The 
lower the penalty points the better is the schedule: 

In the production description the variants and alternative resources are written 
in the order of their preference (VariantNr, MachineNr), so we can use this to  
calculate the variant and resource penalty: 

 
VariantPenalty = VariantNr * 10,  
MachinePenalty = MachineNr * 10 
 
The penalty of the schedule is the sum of all order penalties. The order penalty 

is the sum of its variant and resource (machine) penalties. 

݉ݑܵݕݐ݈ܽ݊݁ܲ = ෍ ቌܸܽݕݐ݈ܽ݊݁ܲݐ݊ܽ݅ݎ௜ + ෍ ௜௝௠ݕݐℎ݈݅݊݁ܲ݁݊ܽܿܽܯ
௝ୀଵ ቍ௡

௜ୀଵ   

n = number of orders 
m = number of operations per order 
 
After implementing the approach in Java using the Fuzzy-Package JFuzzyLogic 

(http://sourceforge.net/projects/jfuzzylogic) [21] it was evaluated using some 
sample data from chemical industry. To compare the results some other schedules 
were calculated using heuristics as shown in algorithm 1 and meta-heuristics (SA: 
simulated annealing, TA: threshold acceptance, GD: grand deluge algorithm, TS: 
Tabu search) implemented in another project [22].  

Table 3 Results of the Tests 

10 Orders Lateness Penalties  54 Orders Lateness Penalties 

FIFO 327 14370  FIFO 8065 126170 

SA 290 12840  SA 6961 111190 

TA 290 13810  TA 7035 111430 

GD 290 14110  GD 7387 113860 

TS 290 12150  TS 6811 118790 

FuzzyLT 298 14490  FuzzyLT 6918 114370 

FuzzyPrio 306 13100  FuzzyPrio 12201 95860 
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Table 3 shows the results of the tests using different sets of orders (from 10 to 
54) out of 54 possible products (more results are in [16]). The functions used for 
the comparison “Sum of lateness“ and “penalties“. Additionally, the Fuzzy based 
system used two sets of rules. One is focusing on providing schedules with good 
results regarding “lateness” (FuzzyLT) and one is focusing on “preferences” (Fuz-
zyPrio), as shown above. For the meta-heuristics the best results out of 15 runs are 
shown. Runtime was measured only for the biggest set of orders. The heuristic  
algorithm needs about 1 second, the Fuzzy system about 10 seconds and the  
meta-heuristics about 400 seconds.  

The evaluation shows that the Fuzzy based approach (FuzzyPrio) outperforms 
the other ones in the area it is designed for but not in the other cases. If we focus 
on time based goals like lateness without looking at preferences, then the other  
algorithms are better. But we can see that with another rule set (FuzzyLT) it is 
possible to get also good results for the time based goal function. 

6 Fuzzy Reactive Scheduling  

When looking at the dynamics of the scheduling environment, it becomes clear 
that an approach is needed to cope with the changing environment in order to 
adapt the schedules to these changes. This means that we have to develop a system 
that can react to the events of the scheduling environment. When reacting to the 
events the three main goals of reactive scheduling have to be regarded: reaction 
time, stability and quality of the schedule. Such an approach was presented in [20] 
and will be used as a basis for a Fuzzy based system for reactive scheduling.  

The first important step in reactive scheduling is to find the events that are im-
portant for scheduling or rescheduling decisions. Examples of such events are 
listed in Table 4 (see also [20]). The events may cause invalid or inconsistent 
schedules, e.g. because resources are no longer available or additional orders have 
been placed. 

Next step is to find how to react to the events. In [20] a general algorithm for 
event handling has been presented: 

Table 4 Possible Events 

Event Description Event Description 

E1  new order E9  change of variant 

E2  order canceled E10  change of resource intensity  

E3  start time of order changed E11  new resource 

E4  due date of order changed E12  resource deleted 

E5  change of amount E13  shift changed 

E6  change of priority E14  outsourcing  

E7  breakdown, maintenance E15  order splitted 

E8  change of product data   
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Algorithm 3: General reactive scheduling algorithm 
 
WHILE events queued 

select event; propagate effects of event 
IF constraints violated 
THEN select constraint violation 

select appropriate reaction 
END IF 
delete actual event 

END WHILE 
 

The following section shows how a Fuzzy based approach can be used to im-
plement the tasks of event selection and handling (line 2 – 7). The general idea is 
to group the events regarding the necessary actions. This is supported by the fol-
lowing observations: Some events need immediate reaction and therefore have to 
be treated directly. Some do not need any rescheduling activity but may have posi-
tive consequences for reactions. Some events cause follow up events. Some have 
the consequence of inserting new orders into the schedule thereby replacing other 
ones. For all it is important to find an order in which they should be handled.  

Table 5 Groups of Events 

Group Description of effect Events 

K1 Event leads to space in schedule (E11), (E14) 

K2 Event leads to removal of operation/order, free space in 
schedule, and creates new events 

(E2), (E7), (E8), 
(E12) 

K3 Event leads to changes in data without direct consequences (E6) 

K4 Event leads to removal of operation/order or only to changes 
in data without a direct effect 

(E3), (E4), (E5), 
(E9), (E10), (E13) 

K5 Event is a “new” order and leads to a number of reactions (E1) 

 
Table 5 gives an overview on the five categories we use to group the events and 

the events that belong to these groups. The event groups shall be treated in the se-
quence they are listed, because K1 leads to space in the schedule which may be 
positive for other actions, K2 leads to space in the schedule but creates subsequent 
events, K3 has no direct effect, K4 leads to space in the schedule but may be 
treated after K2, in K5 all the new or withdrawn orders that have to be inserted 
newly or again. 

This leads to the general strategy of the Fuzzy based approach: 
 
Algorithm 4: Fuzzy reactive scheduling algorithm 
 
WHILE events queued 

IF event in K1-K4 
THEN propagate effects of event  
END IF 
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IF event in K5 
THEN select most important order 

select optimal place for rescheduling 
END IF 

END WHILE 
 
The main area where to use the Fuzzy approach is the selection of orders to be 

newly scheduled or to be rescheduled and the orders that may be replaced during 
the rescheduling process. Thus we have to model what are the aspects of the im-
portant orders and what are the aspects of orders that may be replaced during re-
scheduling, i.e. we need Fuzzy sets to rate the importance of orders and Fuzzy sets 
to rate if an order is replaceable, both together with the appropriate Fuzzy rules. 

The following Fuzzy sets can be used for both tasks: 
- Delay (very high, high, no):  

rates the actual delay of the order 
- Priority (high, normal, low):  

rates the priority of the order  
- Urgency (high, normal, low):  

rates the urgency of the order (due date) 
- Buffer (high, normal, low):  

rates the planning buffer that remains 
- Variants (high, normal, low):  

rates the number of variants 
- Complexity (low, normal, high):  

rates number of operations 
- AlternativeResources (high, normal, low):  

rates number of alternative resources that are available 
- AlreadyReplaced (no, low, normal, often):  

rates if the order has been replaced already 
 
and as resulting Fuzzy sets: 
- Importance (very high, high, normal, low, very 

low):  
rates the importance of the order to be scheduled 

- Replaceable (very good, good, normal, bad, worse):  
rates how easy it is to replace an order 

 
The rule set that is used to find the most important order to be scheduled con-

tains the following rules: 
 

IF Delay is very high AND Priority is high THEN Impor-
tance is very high 
IF Delay is high AND Priority is high THEN Importance 
is very high 
IF Delay is no AND Priority is low AND Urgency is high 
THEN Importance is normal 



Fuzzy Predictive and Reactive Scheduling 295 

 

IF Delay is no AND Priority is high AND Urgency is low 
THEN Importance is low 

 
The rule set to be used to find a replaceable order tries to identify orders that 

can be replaced easily, because they were not replaced before, have enough buffer, 
have enough alternative to be scheduled, etc. Examples are:  

 

IF Buffer is high AND Variants is high AND Complexity 
is low AND AlternativeResources is high AND  
AlreadyReplaced is no THEN Replaceable is very good 
 
IF Buffer is high AND Variants is low AND Complexity is 
high AND AlternativeResources is normal AND  
AlreadyReplaced is often THEN Replaceable is bad 

7 Evaluating Reactive Scheduling 

In order to evaluate a reactive scheduling strategy it is necessary to find some cri-
teria that can rate the main goals of reactive scheduling: time, stability and quality. 
To compare time runtime of the algorithms can be used, to rate the quality the 
classical evaluation function like tardiness or lateness may be used, and to rate 
stability the simplest way is to count the changes in the adapted schedule. 

Another task is to find a test scenario that represents as many as possible cases 
of the reactive scheduling problem, thus some kind of benchmark would be advan-
tageous. In a first step we started with a simple scenario which contains some im-
portant events to be handled [11]. The test case contains a starting set of 10 orders 
that have to be scheduled or a starting schedule and a sequence of events together 
with their description and time stamps for their occurrence. 

Table 6 shows some first results of the tests. The Fuzzy reactive approach is 
compared with a heuristic that simply creates a complete new schedule and thus 
cannot react to most of the events. The table shows that the Fuzzy system can 
react to the events and that the quality is better than that of the predictive strategy. 

Table 6 Some Results from Reactive Rescheduling 

Time Event Heuristic 
Lateness 

Fuzzy approach
Lateness 

0 Starting schedule 298 298 

250 Order cancelled - 196 

267 Machine maintenance - 196 

270 Machine breakdown - 191 

275 3 New orders 429 396 

 
Some more tests are necessary in order to evaluate the complete functionality 

of reactive approaches, a set of benchmarks could be appropriate. 
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8 Conclusion 

It has been shown in several publications that Fuzzy techniques can be used effi-
ciently to cope with uncertain and vague data that are often present in scheduling 
problems. In this paper two approaches using fuzzy techniques for scheduling 
have been presented. The first is for a predictive scheduling case in which Fuzzy 
sets and rules are used to model users preferences for production processes and  
alternative resources. Linguistic variables and rules utilizing them have been  
presented. These preferences are then used in an algorithm for the creation of 
schedules. The reactive approach uses Fuzzy techniques to rate orders that can be 
replaced during the rescheduling process. New goal functions have been presented 
that can be used to evaluate the performance of the approaches. Both approaches 
show that Fuzzy techniques are an appropriate methodology if e.g. preferences for 
alternative resources or ratings for orders to be reschedules have to be found. The 
evaluation also shows that it is necessary to find the right set of variables and rules 
for a specific case and that these rule sets are only efficient for the specific case 
they have been created for.  
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A Computational Evaluation of Two Ranking 
Procedures for Valued Outranking Relations 

Juan Carlos Leyva López and Mario Araoz Medina 

Abstract. In this paper are examined the ranking methods  Net Flow Rule (NFR) 
and a method based on multiobjective evolutionary algorithms (MOEA), which al-
low exploiting a known valued outranking relation, and are studied some kind of 
ranking irregularities these procedures suffer and analyzed the reasons of the phe-
nomenon. Furthermore, the two ranking methods are evaluated in terms of one 
ranking test, which they fail. Hypothetical examples are described to demonstrate 
the occurrence of ranking irregularities. Next a computational study was imple-
mented and discussed. The results of examinations show that i) the rates of rank-
ing irregularities were rather significant when the ranking obtained with the two 
ranking procedures were compared with the simulated “correct” ranking and the 
associated valued outranking relation studied in this research, ii) the rates of the 
ranking irregularities were more considerable for the NFR rather than the MOEA 
procedure. 

1 Introduction 

Multicriteria Decision Analysis (MCDA) is widely used for selecting or ranking 
alternatives when they are assessed with multiple criteria [Figueira et al. 2005]. In 
outranking methods, we can distinguish two phases: aggregation and exploitation. 
Let A be the set of decision alternatives or potential actions and let us consider a 
valued outranking relation ஺ܵఙdefined on ܣݔܣ; this means that we associate with 
each ordered pair (ܽ, ܾ) ∈ ,ܽ)ߪ a real number ܣݔܣ ܾ)  (0 ≤ ,ܽ)ߪ ܾ) ≤ 1), reflect-
ing the degree of strength of the arguments favoring the crisp outranking ܾܽܵ. The 
exploitation phase transforms the global information included in ஺ܵఙ into a global 
ranking of the elements of ܣ. In this phase, the classic method PROMETHEE II 
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[1], use the ranking method Net Flow Rule (NFR) to obtain a score function. It is 
well known that a score function could lead to a final ordering, giving a pair-wise 
rank reversal effect [6]. 

In [5] a ranking method based on multiobjective evolutionary algorithms 
(MOEA) for exploiting a known valued outranking relation is introduced, with the 
purpose of constructing a recommendation for ranking problems within the out-
ranking approach. The problem of obtaining the final ranking is modeled with 
multiobjective combinatorial optimization; the solution method rests on the main 
idea of reducing differences between the global model of preferences and the final 
ranking. 

When we are working with ranking methods, different methods may yield  
different answers when they are fed with exactly the same valued outranking rela-
tion. Thus, in the outranking approach, the issue of evaluating the relative perfor-
mance of different ranking methods is naturally raised. This, in turn, raises the 
question of how can one evaluate the performance of different ranking methods? 
Some kind of testing procedures have been developed. One such procedure is to 
examine the stability of a ranking method’s mathematical process by checking the 
validity of its proposed rankings. 

This present paper follows this line of research to investigate the ranking  
performance of the MOEA procedure, as opposed to another widely used ranking 
method, namely the NFR. The investigation is based on an extensive simulation 
experiment. Thus, the aim of this paper is to examine the ranking procedure NFR 
and the MOEA procedure, to study the type of ranking irregularities these proce-
dures suffer and analyze the reasons of the phenomenon.  We present an empirical 
study that focused on how often these ranking irregularities may happen under the 
NFR and the MOEA procedure, all of these under a test criterion to evaluate the 
performance of ranking procedures by testing the validity of their ranking results. 

This paper is organized as follows: The second section discusses the test crite-
rion that is used to test the performance of the NFR and the MOEA procedures. 
The third section describes one example of a hypothetical valued outranking rela-
tion for which ranking irregularities occurred by using the NFR and MOEA pro-
cedures. The fourth section describes an empirical study that focused on how often 
these ranking irregularities happen by using the NFR and the MOEA procedures 
under the test criterion. The last section presents concluding comments. 

2 A Test Criterion for Evaluating Ranking Procedures  

In the following a test criterion is established to evaluate the performance of  
ranking procedures by testing the validity of their ranking results. 
 

Test Criterion: 

An effective ranking method should not change the indication of the 
preference order between pairs of alternatives in a valued outranking 
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relation without cycles, incomparabilities, and indifferences between 
alternatives (i. e., the ranking of the alternatives obtained when the ranking 
method exploits a valued outranking relation should be consistent with the 
aggregation model of preferences represented by the valued outranking 
relation). 

Suppose that E is an effective ranking procedure and has ranked the set of al-
ternatives ܣ in the complete rankingܴ஺. Then, according to the test criterion, the 
indication of the preference order between (ܽ, ܾ) ∈  in the valued outranking ܣݔܣ
relation should not change in the ranking generated by the ranking procedure. 
Therefore, the following condition is fulfilled: ܽܲఒ,ఉ   if only if ܴܾܽ  

Where ܽܲఒ,ఉܾ is an asymmetric preference relation favoring a, we assume the 
existence of a threshold ߚ > 0 such that if ܽܵ ܾ஺ఒ  and also ߪ(ܾ, ܽ) ≤ ߣ) −  .and ܴ஺defines a weak order R on A ,(ߚ

The test criterion is consistent with the Principle of Correspondence [2]. 
Principle of correspondence. Every particular model should be included as a 

limit condition of another more general. The weak preference relation of the nor-
mative approach could be considered as a particular case of valued outranking re-
lations. If ߣ approaches 1 and ߚ is small, and if also ஺ܵఒ is transitive and complete, 
making a decision using valued outranking relations should lead to the same result 
provided by classical decision theory. 

If ஺ܵఒ is a weak order on A, there is a value function u agreeing with the same 
preferences expressed by ஺ܵఒ (cf. [4]). 

3 Illustration of Ranking Irregularities with the Net Flow 
Rule and MOEA Procedures  

In order to illustrate ranking irregularities with NFR and MOEA procedures, one 
test problem is shown. In the MOEA computational study, 1 trial/problem of  
the MOEA heuristic was generated for solving the following test problem. The 
test problem was finished when 10,000 populations had been generated. The 
population size was set to 40. The crossover probability was chosen 0.85 and  
the mutation probability was 0.30. 

3.1 Test Problem 

The valued outranking relation given by the credibility matrix (6x6) between ac-
tions ܣଵ, ,ଶܣ ,ଷܣ ,ସܣ ,ହܣ  ଺ is shown in Table 1. It was processed with the NFR andܣ
the MOEA procedures. The results obtained when we use the net flow score for 
ranking the alternatives are shown in Table 2. 

These values suggest the final ranking: ܣଷ ≥ ସܣ ≥ ଺ܣ ≥ ଵܣ ≥ ହܣ ≥ ௜ܣ ଶ, whereܣ ≥  .௝. It is difficult to supportܣ ௜ is preferred toܣ ௝ meansܣ
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Table 1 Credibility matrix between actions ܣଵ, … ,  ଺ܣ

 A1  A2  A3  A4  A5  A6  A1 1.00 0.63 0.10 0.54 0.88 0.77 A2 0.53 1.00 0.11 0.83 0.37 0.08 A3 0.89 0.87 1.00 0.65 0.84 0.65 A4 0.64 1.00 0.77 1.00 0.80 0.90 A5 0.16 1.00 0.41 0.35 1.00 0.26 A6 0.87 0.76 0.75 1.00 0.79 1.00 

Table 2 Results of the net flow score for ranking alternatives 

Action 

Positive  
outranking 
flow 

Negative  
outranking 
flow Net flow 1.51+ 2.66 4.17  6ܣ 1.50- 3.68 2.18  5ܣ 0.74+ 3.37 4.11  4ܣ 1.76+ 2.14 3.90  3ܣ 2.34- 4.26 1.92  2ܣ 0.17- 3.09 2.92  1ܣ 

 
There are two strong arguments for choosing ܣ଺ as the best action. First,  

consider the subset ܣ௎ே஽ composed by the unfuzzy nondominated alternatives  
(cf. [7]): ܣ௎ே஽ = ൛ܣ௜ ∈ :ܣ ,௜ܣ൫ߪ ௝൯ܣ ≥ ,௝ܣ൫ߪ ௜൯ܣ ௝ܣ∀ ∈   ൟܣ

In this case ܣ௎ே஽ is not empty; ܣ଺ ∈ -௎ே஽ and the other alternatives do not beܣ
long to it. Moreover, ߪ൫ܣ଺, ௝൯ܣ ≥ ,௝ܣ൫ߪ ଺൯ܣ +  ௝. Second, if we considerܣ∀  0.10
the reduced set ܣᇱ = ܣ − ሼܣ଺ሽ, then ܣԢ௎ே஽ = ሼܣସሽ. This is clearly the best alterna-
tive in this subset. But note also that in the pairwise comparison between ܣ଺ and ܣଷ and between ܣସ and ܣଷ, if we take 0.75=ߣ and 0.1= ߚ as consensus and thre-
shold levels respectively, we can accept reasonably that “ܣ଺ outranks ܣଷ but ܣଷ 
does not outrank ܣ଺”, and “ܣସ outranks ܣଷ but ܣଷ does not outrank ܣସ”, giving a 
presumed preference in favor of ܣ଺ and ܣସ. In this ranking, generated with ߣ= 
0.75, we see a clear violation of what is suggested by the global model of prefe-
rences. Obviouslyܣଵ, ,ହܣ  ଶ, although irrelevant alternatives, play an importantܣ
role in the relative ranking of ܣ଺ and ܣଷ. 

Similar situation is observed when the ranking is generated by the MOEA pro-
cedure. Table 1 was processed with the MOEA procedure. The Restricted Pareto 
set ௞ܲ௡௢௪௡௥௘௦௧௥௜௖௧௘ௗ returned by the MOEA at termination is presented in Table 3. 
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Table 3 Restricted Pareto set found in the solution space. The numbers in the cells 
represent the sub indices of the alternatives 

6 4 3 4 3 3 4 4 3 4 6 4 6 6 4 4 4 6 6 4 6 4 4 3 3 4 4 6 

3 6 6 6 4 4 6 3 6 3 3 6 4 4 3 6 6 4 4 6 4 6 6 6 6 6 6 4 

4 3 6 3 1 1 3 6 4 6 4 3 3 3 6 3 3 3 3 3 3 3 3 4 6 3 3 3 

1 1 1 1 6 6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

 
Basing on the procedure for obtaining a recommendation from the MOEA pro-

cedure [5], the proposed ranking of the alternatives is given as follows ܣସ ≥ ଺ܣ ଷܣ≤ ≥ ଵܣ ≥ ହܣ ≥ -The kind of analysis given above is valid al .0.641 = ߣ ଶ, withܣ
so to the MOEA procedure. Note that in the pairwise comparison between ܣ଺ and ܣସ, if we take 1.00= ߣ and 0.1=ߚ as consensus and threshold levels respectively, 
we can accept reasonably that “ܣ଺ outranks ܣସ but ܣସ does not outrank ܣ଺”,  
giving a presumed preference in favor of ܣ଺ . 

3.2 Analysis of the Ranking Irregularities with the NFR and 
MOEA Procedures 

The main reason for the above ranking irregularities lies in the independence of ir-
relevant alternatives property. That is, the NFR does not fulfill this property. The 
above ranking irregularities examples reveal that there is not an a priori ranking of 
the alternatives when they are ranked by the NFR, because the ranking of an indi-
vidual alternative derived by this method depends on the performance of all the 
other alternatives currently under consideration. This causes the ranking of the al-
ternatives to depend on each other. Thus, it is likely that the best alternative may 
be different and the ranking of the alternatives may be distorted to some extent. 

In test problem 1, ܣଷ and ܣ଺ are rank reversed because ܣଵ, ܣହ and ܣଶ results ir-
relevant alternatives. This kind of irregular situation is undesirable for a practical 
decision-making problem though it is reasonable in terms of the logic of the net 
flow rule. 

4 An Empirical Study 

This section describes an empirical study that focused on establishing how often 
these ranking irregularities may happen for the NFR and the MOEA procedures. 
Some computer programs were written in Visual.Net languages in order to gener-
ate simulated valued outranking relations. The valued outranking relations were 
generated based on a previously simulated ranking of a set of alternatives with the 
indication that the ranking were consistent with the valued outranking relation (the 
pseudo code is presented in appendix A). The performance of the NFR and the 
MOEA procedures was tested under the test criterion described in Section 2. 
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4.1 Experimental Design 

4.1.1 The Factors 

The comparison of the MOEA procedure to the NFR method is performed through 
an extensive simulation. The simulation approach provides a framework to con-
duct the comparison under several data conditions and derive useful conclusions 
on the relative performance of the considered methods given the features and 
properties of the data. The term performance refers solely to the ranking accuracy 
of the methods. 

The experiment presented in this paper is only concerned with the investigation 
of the ranking accuracy of ranking methods on experimental data. In particular, 
the conducted experimental study investigates the performance of the methods on 
the basis of 2 factors. Table 4 presents the Factors and the levels considered for 
each one in the simulation experiment. 

Table 4 Factors investigated in the experimental design 

Factors Levels 

F1: Ranking procedures 1.- NFR;  2.- MOEA procedure 

F2: Size of the  multicriteria 
      ranking problems 

1.- 6; 2.- 8; 3.- 10; 4.- 12; 5.- 18 

4.1.2 Data Generation Procedure  

An important aspect of the experimental comparison is the generation of the data 
having the required properties defined by the factors described in the previous 
subsection. In this study we proposed a methodology for the generation of the  
data. The general outline of this methodology is presented in Appendix A. The 
outcome of this methodology is a matrix and a vector consisting of a valued out-
ranking relation and the associated ranking of alternatives which is consistent with 
the valued outranking relation in terms of the test criterion of section 2. 

This experiment was repeated 5,000 times for each value of factor F2 (5 levels). 
Overall, 25,000 reference sets (Valued Outranking Relation, Ranking) were consi-
dered. Each reference set was used to calculate a ranking through the methods 
specified by factor F1 (cf. Table 4). Each generated ranking was compared to the 
corresponding ranking of the reference set, to test its performance. 

4.2 Obtained Results 

We had five cases of different numbers of alternatives. For each such case we run 
5,000 random replications and each problem was solved by using the two ranking 
methods. The sample size of 5,000 was large enough to ensure statistically signifi-
cant results. Some of the computational results are presented as Table 5. 
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For each test problem, the two rankings derived by using the NFR and the 
MOEA approach were analyzed in three different ways. The first way was to see 
whether the two rankings agreed with the “correct ranking” in the indication of the 
best two and best three alternative. The percentage of times the two approaches 
(NFR and MOEA) yielded a different indication of the best two and three alterna-
tives is denoted as “Rate 1”, “Rate 2”, “Rate 3” and “Rate 4” respectively. For in-
stance, when the NFR method was used and the number of alternatives was equal 
to 6, "Rate 1" was equal to 0.51. This means that 51% of the test problems with 6 
alternatives resulted in a different indication of the best two alternatives when the 
ranking derived with NFR was compared to the “correct” ranking. 

The second way (denoted in Table 5 as “Rate 5” and “Rate 6”) was to record 
the number of times the two rankings generated by NFR and MOEA were differ-
ent from the “correct” ranking, without considering the magnitude of the individu-
al differences. That is, when two rankings are evaluated, this rate would be equal 
to 0 if the two rankings are identical or equal to 1, otherwise (i.e., it is binary va-
lued). Similarly as above, for test problems with 8 alternatives this rate is equal to 
88% when the NFR method is used. 

Table 5 Ranking Irregularity Rates of NFR and MOEA procedures to differ-ent alternatives 
under a Test Criterion 

Alternatives 

Rate 1 
NFR 
2 best 
alternatives 

Rate 2 
MOEA 
2 best 
alternatives 

Rate 3 
NFR 
3 best 
alternatives 

Rate 4 
MOEA 
3 best 
alternatives 

Rate 5 
NFR 

Rate 6 
MOEA 

6 0.51 0.21 0.67 0.30 0.82 0.54 

8 0.58 0.24 0.73 0.34 0.88 0.67 

10 0.62 0.28 0.78 0.41 0.89 0.70 

12 0.66 0.35 0.81 0.50 0.90 0.73 

18 0.72 0.64 0.87 0.80 0.99 0.90 

 
The third way is a little more complex. It considers a weighted measure for ex-

pressing ranking discrepancies. Generally, we are considering rankings of a set of 
alternatives in some order, normally from the most important to the least impor-
tant. For a 5-tuple of alternatives denoted by ܣଵ, ,ଶܣ ,ଷܣ ,ସܣ -ହ, one possible rankܣ
ing would be (note that for simplicity we use only the indexes): (1, 2, 3, 4, 5), that 
is, alternative ܣଵ is the most preferred alternative, alternative ܣଶ is the next most 
preferred one, etc. 

Suppose that (݅ଵ, ݅ଶ, … , ݅௠) and (݆ଵ, ݆ଶ, … , ݆௠) are two possible rankings of m al-
ternatives. That is, a ranking is a permutation of integers between 1 and m. Then, 
one of the problems examined in this subsection is how one can express the con-
flict or difference between these two rankings. Assume for the purpose of analysis 
that (1, 2, 3, 4, 5) is the "reference" ranking. This reference ranking represent the 
“correct” ranking Ro in the simulated ranking of the set of alternatives with the 
indication that ranking were consistent with the simulated valued outranking rela-
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tion, i.e., from this reference ranking we construct a valued outranking relation us-
ing the process pointed in Appendix A. 

Suppose that the simulated valued outranking relation have been exploited with 
the NFR and the MOEA procedures resulting in the complete rankings R1 and R2, 
respectively. If one wishes to evaluate how different the two obtained rankings are 
with respect to Ro, then the derived rankings could be measured with a proximity 
measure. In this work we used the weighted L1 norm (see Table 6). 

In order to evaluate a ranking it is necessary to convert the differences in the 
rankings into numerical data. The method used of valuating the ranking conflict 
evaluates a ranking by the weighted sum of the absolute values of the differences 
of the assigned ranks given by a ranking method completing the ranking, where 
“rank” is the position given to a specific alternative within a given ranking. We 
call it “Rate 7 and “Rate 8”. According to this measure one may wish to assign 
more significance to discrepancies on top rankings and less significance to discre-
pancies on lower rankings. Although one may use any kind of weights to achieve 
this goal, we used the weights (m, m-1, m-2, …, 2, 1). For instance, let us consider 
the “correct” ranking A= (3, 4, 5, 2, 1) and the ranking derived with NFR B=(2, 3, 
5, 4, 1). Concerning ranking A, alternative 3, 4, 5, 2, 1, is in the rank 1, 2, 3, 4, 5, 
respectively. 

The vector of ranks associated to the correct ranking is Rank A= (1, 2, 3, 4, 5). 
Proceeding in the same way, the vector of ranks associated to ranking B is Rank 
B= (4, 1, 3, 2, 5). Then, the weighted sum of the absolute values of the differences 
(weighted L1 norm) of the assigned ranks is given by: 

d( Rank A, Rank B)= 5|1-4| + 4|2-1| + 3|3-3| + 2|4-2| + 1|5-5| = 23. 

Table 6 Comparison of the NFR and MOEA procedure to different alternatives in terms of 
the weighted L1 norm (WL1N) under a Test Criterion 

Ranking method 

Mean 
distance 
WL1N 

Total sum
Distance 
WL1N 

Number of times 
one method is 
better than the other 

Number of times 
the two rankings 
have equal distance 

Rate7:NFR (6 alternatives) 10.52 52,588 734 775 

Rate8: MOEA(6 alternatives) 3.95 19,735 3491 

Rate7:NFR (8 alternatives) 22.93 114,664 693 229 

Rate8:MOEA(8 alternatives) 8.84 44,180 4078  

Rate7:NFR (10 alternatives) 41.80 209,012 674 63 

Rate8:MOEA(10 alternatives) 17.56 87,782 4263  

Rate7:NFR (12 alternatives) 67.90 339,503 738 36 

Rate8:MOEA(12 alternatives) 35.71 178,574 4226  

Rate7: NFR(18 alternatives) 196.37 981,832 2310 27 

Rate8: MOEA (18alternatives) 190.08 950,404 2663  
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4.3 Analysis of the Empirical Study  

The results obtained from the simulation experiment involve the ranking error 
rates of the methods in the reference sets. The analysis that follows is focused on 
the ranking performance of the methods. The error rates obtained using the  
reference sets provide an estimation of the general performance of the methods, 
measuring the ability of the methods to provide correct recommendations on the 
ranking of alternatives. 

For i) the percentage of times the two approaches (NFR and MOEA) yielded a 
different indication of the best two and three alternatives, and ii) the number of 
times the two rankings derived from NFR and MOEA were different from the 
“correct” ranking,  the MOEA procedure provides better results,  i.e., the MOEA 
procedure provides significantly lower error rates. Also in the case of expressing 
ranking discrepancies, with respect to the number of times one method is better 
than the other, the MOEA procedure provides considerably better results than 
NFR (see Table 6). 

The interaction which is found significant in this experiment for the explanation 
of the differences in the performance of the methods, involves the size of the ref-
erence set. The results presented in table 5 show that the increase of the size of the 
reference set (number of alternatives) reduces the performance of both methods. 
This is an expected result, since in this experiment larger reference sets increase 
complexity of the ranking problem. NFR method is more sensitive to the size  
of the reference set. Nevertheless, it should be noted that for each chosen refer-
ence set size, the considered MOEA procedure always perform better than the 
NFR method. 

5 Concluding Remarks 

The Net Flow Rule (NFR) and the Multiobjective Evolutionary Algorithms 
(MOEAs) approaches for exploiting a valued outranking relation may result in a 
different ranking of all alternatives when they are used on the same ranking prob-
lem. An extensive empirical analysis of this methodological problem revealed that 
this phenomenon might occur frequently on simulated ranking problems. The 
NFR and the MOEA performed in different manner in the tests. The error rates 
were significant and became more dramatic when the number of alternatives was 
increasing. Although it may be possible to know which ranking is the “correct” 
one, this study also proved that both ranking methods are not immune to ranking 
inconsistencies. The rates of the ranking irregularities were more considerable for 
the NFR rather than the MOEA procedure. 
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Selection of Evolutionary Multicriteria 
Strategies: Application in Designing a Regional 
Water Restoration Management Plan 

Angel Udías, Andrés Redchuk, Javier Cano, and Lorenzo Galbiati 

Abstract. Sustainability of water resources has become a challenging problem 
worldwide, as the pollution levels of natural water resources (particularly of riv-
ers) have increased drastically in the last decades. Nowadays, there are many 
Waste Water Treatment Plant (WWTP) technologies that provide different levels 
of efficiency in the removal of water pollutants, leading to a great number of com-
binations of different measures (PoM) or strategies. The management problem, 
then, involves finding which of these combinations are efficient, regarding the de-
sired objectives (cost and quality). Therefore, decisions affecting water resources 
require the application of multi-objective optimization techniques which will lead 
to a set of tradeoff solutions, none of which is better or worse than the others, but, 
rather, the final decision must be one particular PoM including representative fea-
tures of the whole set of solutions. Besides, there is not a universally accepted 
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standard way to assess the water quality of a river. In order to consider simultane-
ously all these issues, we present in this work a hydroinformatics management 
tool, designed to help decision makers with the selection of a PoM that satisfies 
the WFD objectives. Our approach combines: 1) a Water Quality Model (WQM), 
devised to simulate the effects of each PoM used to reduce pollution pressures on 
the hydrologic network; 2) a Multi-Objective Evolutionary Algorithm (MOEA), 
used to identify efficient tradeoffs between PoMs’ costs and water quality; and 3) 
visualization of the Pareto optimal set, in order to extract knowledge from optimal 
decisions in a usable form. We have applied our methodology in a real scenario, 
the inner Catalan watersheds with promising results.  

1 Introduction 

Water is a precious resource, often jeopardized by its poor quality. Watersheds are 
constantly subject to increasing threats such as over-exploitation of both surface 
and ground water, and rising levels of contamination from point and diffuse 
sources of pollution [8]. In this context, the development and application of new 
political and management strategies and methodologies, aimed at reversing the 
degradation in water quantity and quality, has become of vital importance. 

Although the European Commission has published a number of guidance doc-
uments to ease the implementation of WFD [5-7], no specific methodology has 
been suggested to evaluate the practical efficiency of PoMs; nor it is mentioned 
how such combinations of measures should be selected in order to achieve the best 
cost-effective strategy. In this regard, the restoration of water quality at watershed 
level (considering the water bodies as management units) is related to a series of 
objectives that should be taken into account when defining the river basin man-
agement plan. 

From a methodological point of view, water resources planning and manage-
ment is a sub-field of natural resource management, in which decisions are partic-
ularly amenable to multiple criteria analysis [23]. Moreover, decisions in water 
management are characterized by multiple objectives and involves several stake-
holders groups with different interests and goals. In this regard, decision makers 
are increasingly looking beyond conventional cost-benefit analysis and looking 
towards techniques of multi-criteria analysis that can handle a multi-objective  
decision environment [12].  

Water Quality Models (WQM) have been widely used to assess and simulate 
the efficiency of PoMs in increasing the availability and quality of water. Al-
though such models are useful for evaluating single “what-if” scenarios and  
testing potential management alternatives, they are unable to solve, in an automa-
tized way, the multi-criteria (cost, water quality, water availability) optimization 
problems involving the selection of the best cost-effective PoM tradeoffs.  

Thus, linear programming [1], non-linear programming [2] and integer program-
ming [25] have been used as alternatives to solve the cost optimization and river  
quality management model for regional wastewater treatment. Some approaches also 
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consider the river flow as a random variable, building a probabilistic model for it 
[10]. However, most of the abovementioned approaches, consider only one or two 
water quality parameters, and, therefore, optimal decisions do not take into account 
the general state of the watershed regarding its contamination levels, the political 
strategies and the socioeconomic status of the region. Besides, the inherent nonlinear-
ity of water quality models, the presence of integer decision variables (implementa-
tion or not of the WWTPs), and the multiple criteria that are considered  
simultaneously, make Multi Objective Evolutionary Algorithms (MOEA) a suitable 
tool to identify tradeoffs between multiple objectives. Over recent years, MOEA [3, 
26] have been applied to obtain the Pareto optimal set of solutions for the multiobjec-
tive management of watershed with promising results in a single execution [15, 22].  

Our proposal to deal with this type of complex problems is a new multicriteria 
decision support methodological tool, devised to help the decision makers with the 
management of water quality during WFD implementation at a catchment scale. 
This methodology results from the integration of various elements: (1) the Qual2k 
water quality model [16]; (2) a new efficient MOEA, designed to efficiently solve 
expensive multiobjective optimization problems [24], and a set of tools for visua-
lization and analysis. Our model can incorporate different approaches in order  
to assess the overall quality of the river, promoting, in this way, new points of 
view between the stakeholders within the negotiation process, and improving the 
robustness of the final decision. 

Our methodology is being currently used in practice. Specifically, it has been 
applied on the inner Catalan watersheds to select a robust cost-efficient PoM, in 
order to achieve the WFD objectives within a reasonable cost. We describe in this 
paper how to identify the problems on each watershed, how our tool is designed to 
help in the decision process, and how the optimum PoM is finally selected. We 
must emphasize that the results provided by our tool have been an essential con-
tribution to the definition of the Catalan hydrological plan to achieve the WFD ob-
jectives by 2015. The PoM provided by our model has been recently approved by 
the Directive Board of the Catalan Water Agency (ACA, by its initials in Span-
ish). It will be endorsed by the Catalan Government [4], together with the River 
Basin Management Plan of Catalonia within the next months, being, then, imple-
mented in practice, using, among others, the indications and conclusions obtained 
by our tool. 

2 Multicritera Strategies Selection (MC-SS) Methodology 

2.1 The Strategies 

The European Directives [5-7] have, as their main motivation, the protection of the 
environment from the adverse effects of waste water discharges. In order to carry 
out these directives, the ACA has developed an urban and industrial WWTP pro-
gram [18, 19], that, in a preliminary study, allowed to identify a number of suitable 
locations to build more than 670 WWTPs for all the Catalan internal catchments. 
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Nowadays, there are many reclamation technologies that provide different lev-
els of efficiency in the removal of water pollutants [20]. For the PoM implementa-
tion analysis, ACA considered seven WWTP technology types, in terms of their 
nutrient removal efficiency, and the investment and operational costs, see Table 1. 
We consider here three different nutrients: ammonium (NH4), nitrate (NO3) and 
phosphates (PO4). Then, in a hypothetic river with n WWTP possible locations, 
we would have 7n different possible combinations of PoMs (strategies). The man-
agement solution involves finding which of these PoM combinations are efficient, 
according to the criteria established by the ACA for the 2010 scenario. 

Table 1 Cost and nutrient removal efficiency of the WWTP technologies considered by ACA 

Treatment 
Type 

Nutrient Effic. 
Remov. (%) Monthly Cost (€/m3) 

XT NH4 NO3 PO4 Investment  Operation 

Primary 0 100 0 222 (fixed) -0.0001 · QP
0.115 

Secondary 30 95 50 2.758 · QD
-0.357 4.645 · QP

0.337 

Nitrif (60%) 60 10 50 3.172 · QD
-0.357 5.342 · QP

-0.337 

Nitrdeni 70% 75 85 50 3.447 · QD
-0.357 5.342 · QP

-0.337 

Nitde70% Pr 75 85 75 3.447 · QD
-0.357 5.574 · QP

-0.337 

Nitde85% Pre 85 90 80 4.137 · QD
-0.357 5.574 · QP

-0.337 

Advanced 95 85 85 4.413 · QD
-0.357 6.604 · QP

-0.337 

 
Here, QD and QP are, respectively, the design and operational capacities of a 

WWTP in m3/day. 

2.2 Problem Formulation 

Optimization problems with multiple conflicting objectives lead to a set of trade-
off solutions, each of which is no better or worse than the others. Most environ-
mental optimization problems are of this nature. In the WFD scenario, achieving a 
solution usually implies determining the best tradeoffs strategies in order to satisfy 
the WFD’s objectives within a reasonable cost.  

To fix ideas, let us assume that we are dealing with an arbitrary optimization 
problem with M objectives, all of them to be maximized. Then, a general multi-
objective problem can be formulated as follows: ݉ܽ݁ݖ݅݉݅ݔ    ௠݂(ݔ), ݉ = 1, 2, … , (ݔ)௝݃  :݋ݐ ݐ݆ܾܿ݁ݑݏ,ܯ ≥ 0, ݆ = 1, 2, … , (ݔ)ℎ௞                       ,ܬ = 0,             ݇ = 1, 2, … , ௜(௅)ݔ                      ,ܭ ≤ ௜ݔ ≤ ௜(௎)ݔ ݅ = 1, 2, … , ݊ 

(1) 

where x is the n-vector of decision variables: ݔ = ,ଵݔ) ,ଶݔ … ,  ,௡)். In our caseݔ
x describes the waste water treatment alternatives, corresponding to each WWTP 
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(strategy) planned to be built in the region. The inequality and equality constraints, ݃௝(ݔ), ݆ = 1, … , ,(ݔ)and ℎ௞ ,ܬ ݇ = 1, … , ݅   ,௜(௎)ݔ ௜(௅) andݔ together with the bounds ,ܭ = 1, … , ݊, define the decision variable space D. We say that ݂כ = ( ଵ݂כ, ଶ݂כ, … , ெ݂כ ) is a Pareto optimal objective vector if there is no feasible so-
lution x´, such that ݂ᇱ = ( ଵ݂ᇱ, ଶ݂ᇱ, … , ெ݂ᇱ ) = ൫ ଵ݂(ݔᇱ), ଶ݂(ݔᇱ), … , ெ݂(ݔᇱ)൯, satisfying ௠݂כ ≤ ௠݂ᇱ  for each ݉ = 1, 2, … , כand ௝݂ ,ܯ < ௝݂ᇱ for at least one index j in1 ≤ ݆ ,௜ݔ Each decision variable .ܯ≥ ݅ = 1, … , ݊ is actually a discrete variable with 7 pos-
sible values, see Table 1. In some cases, and according to the physicochemical 
characteristics of the stretches, a constraint for the minimum purification treatment 
must be added. ݔ௜ > ௜,௠௜௡ݔ ∀݅ = 1, … , ݊ (2) 

In our specific application to the Catalan inner watersheds, we shall consider 
two objective functions, the first one having to do with economic factors, the  
second one dealing with quality aspects of the water.  

2.3 The Cost Objective Function 

The cost of each strategy corresponds to the sum of the investments in all the 
catchment WWTP, and the operation costs. The costs for each WWTP facility de-
pend on the flow rate and the type of treatment plant, see Table 1. Then, the first 
objective function has the form  

݂ଵ = ෍ ൫ݐݏ݋ܥܫ௝ + ௝൯ே௨௠ௐௐ்௉ݐݏ݋ܥܱ
௝ୀଵ  (3) 

where j is the WWTP index and NumWWTP is the total number of WWTPs. 
Besides, ݐݏ݋ܥܫ௝ = ݂(ܳ஽, ௝ݐݏ݋ܥܱ ௝) andݔ = ݂(ܳ௉,  ௝) represent the investmentݔ
needed to build the j-th WWTP (monthly cost with a 15-year payback period), and 
the monthly operating costs, respectively.  

2.4 The Water Quality Objective Function 

The quality criteria considered are the relative concentration of NH4, NO3 and 
PO4, according to the WFD limits. For a given river stretch, and using the WFD 
reference, we can evaluate the water quality according to:  ߜ௦௞ = ௦௞ܮܦܨܹ) − ௦௞ܮܦܨܹ(௦௞ܥܣ  (4) 

where ܹܮܦܨ௦௞  ௦௞ represent, respectively, the WFD concentrationߜ ௦௞ andܥܣ ,
limits, the current level of concentration, and the relative concentration of the k-th 
contaminant (݇ =2,3,4 stand for NH4, NO3 and PO4, respectively) in the s-th 
stretch, according to the WFD’s limits.  
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As the global river water quality depends on the quality of all the river stretches, each 
quality objective function (݂ଶ is the NH4 river quality, ݂ଷ is the NO3 river quality 
and ݂ସ is the PO4 river quality) must be computed based on the values of ߜ௦௞ for 
all the river sections. There are many possible ways (metrics) to do this [9], possi-
bly leading to significantly different results, but saying that one particular solution 
is better than the others is a very subjective and subtle issue. To avoid this contro-
versy, it is possible to run our methodology using different metrics, in order to as-
sess the objective functions of global quality of a river with respect to the three 
contaminants. The three metrics considered are described below: 

1. Utilitarian  
This metric considers all river sections as equivalent, and the objective is, then, 

to minimize the average of ߜ௦௞ in all river sections. A usual formulation is [17]  

min ௨݂௞ = ݏ1݊ ෍ ௦௞௡௦ߜ
௦ୀଵ ݇ = 2,3,4 (5) 

where ns is the number of stretches. 

2. Egalitarian (Smorodinsky-Kalai) 
Another possibility is to seek an equitable strategy that tries to reduce the dif-

ferences on quality in all river sections. To achieve an egalitarian solution we 
minimize the Smorondinsky-Kalai objective function [13] min ௘݂௞ = ௞ߤ ݇ = 2,3,4 (6) 

such that ߜ௦௞ ≤ ݇   ௞ߤ = 2,3,4; ݏ∀ ∈ ݏ݊ ௦௞ߜ ≤ ߤ ݏ∀ ∈   ݏ݊

3. Separate Utilities (fulfilling and unfulfilling of WFD) 
This quality function has two different approaches, depending on whether it 

measures the success or failure in the achievement of a good ecological status. 
Positive values of the metric mean that the WFD objectives are accomplished for 
every basin stretch. Otherwise, a negative value means that the WFD objectives 
are exceeded by at least one river stretch [24].  

min ௦݂௨௞ =
۔ۖەۖ
ۓ ݏ1݊ ෍ ௦௞ߜ ௦௞ߜ∀ ≥ 0௡௦

௦ୀଵ1݊݅ݏ ෍ ௦௞ߜ ௦௞ߜ∀ < 0௡௦௜
௦ୀଵ

   ݇ = 2,3,4 (7) 

where nsi is the number of stretches that do not satisfy the WFD limits 
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2.5 The MOEA 

As we have already mentioned, evolutionary computation methods are becoming 
increasingly popular for the resolution of environmental problems. Especially 
suitable are those MOEAs for which conventional techniques are not easily 
adapted, including nonconvex, mixed integer, non-linear, constrained and/or noisy 
cost functions. In this regard, a MOEA is a heuristic search algorithm based on a 
population of strings (called chromosomes) that mimic the process of natural evo-
lution. This population encodes candidate solutions to an optimization problem, 
called individuals, and evolves toward better solutions.  

The MOEA developed in this work to optimize (select) WWTP tradeoff strate-
gies, applies binary gray encoding [11] for each chromosome (optimization 
string). The length of each optimization string corresponds to a total number of 
genes, one for each facility. Each gene uses 3 bits to encode the 7 sewage treat-
ment levels for each plant. After decoding the chromosome in treatment levels for 
each WWTP, the water quality in each stretch is forecasted by the water quality 
model. The associated goodness-of-fit value is assessed for each one of the cost 
and quality equations describe above.  

The MOEA algorithm applies the usual procedures of selection (tournament), 
crossover (multi-point) and mutation (uniform) to generate the new population. 
Efficient convergence is achieved with small populations (10 chromosomes per 
generation) and mutation rates of 3%. For more details about the convergence of 
the algorithm see [24]. This MOEA algorithm also introduces elitism by maintain-
ing an external population [3, 26]. In each generation, the new solutions belonging 
to the internal population are copied to the external population when they are not 
Pareto-dominated by any solution of this external population. If solutions for the 
external population are dominated by some of the new solutions, these solutions 
are deleted from the external population. The external elitist population is simulta-
neously maintained in order to preserve the best solutions found so far, and to in-
corporate part of the information in the main population by means of crossover. 
Elitism is also included in this recombination process, by selecting each of the 
parents through a fight (tournament) between two randomly-selected chromo-
somes from the external Pareto set (according to a density criterion), or from the 
population set (according to their ranking determined through a dominance crite-
rion). The stopping criterion applies when no new non-dominant chromosomes 
appear in a significant number of generations 

2.6 The Water Quality Model 

Water Quality Models (WQM) aim at describing the spatial and temporal evolu-
tion of the contaminants and constituents characterizing a river flow. Many highly 
reliable simulation models are available today to evaluate the behaviour of physi-
cal systems, such as water bodies, with reasonable computational requirements 
[21]. In this work, we have used Qual2kw [16], as it represents the state of the art 
of the last two decades of advances in river water quality modelling and numerical 
computations. 
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A range of inputs is used in the water quality simulations, including topogra-
phy, climate and predicted pressures for 2015, when the objectives of the Water 
Framework Directives will be effective. Specifically, the main inputs of the WQM 
are: the head water in all tributaries, point sources (urban, industrial, WWTP; etc), 
water extractions, diffuse sources of pollution, as well as physicochemical and bi-
ological parameters for waste, hydraulics (morphological elements, Manning’s 
roughness coefficient, flow curve, flow). The inflows for the proposed WWTPs 
are the urban and industrials effluents; based on the information from their dis-
charges in the last 10 years, see [24] for more details. 

2.7 Application of the MC-SS  

Although our methodology has been actually applied to all Catalan internal water-
sheds, the results presented in this work correspond to its application in the Muga 
basin. The Muga River has its source in the Eastern Pyrenees, at an approximate 
height of 1200 meters, flowing towards the Mediterranean Sea, laying its basin en-
tirely within the region of Catalonia, Spain. The Muga River has its headwaters 
located in mountainous areas, whereas the middle and lower parts of the wa-
tershed are subject to Mediterranean climate, implying higher hydrological varia-
bility in these last sections. Its main channel has a total length of 64.7 km, draining 
a watershed of 759 km2 (2.3% of the total area of Catalonia). It receives an annual 
average of 177 Hm3 and its runoff coefficient is 0.285.  

In order to apply the Qual2kw model to a river network, the river system must 
be divided into river elements, having roughly the same hydraulic characteristics. 
In each cell, the model computes the major interactions between up to 16 state va-
riables and their values for static and dynamic conditions. In this case, the total 
length of the main channel of the Muga River, and its 12 tributaries is 227 km, 
which were divided into 54 elements of approximately 5 km length. 

For this problem, the ACA considered 41 WWTP locations, each with 7 se-
wage treatment levels. Each gene uses 3 bits to encode these 7 possible alterna-
tives for the decision variables. Therefore, in the Muga watershed, the number of 
possible WWTP locations are 41, with a chromosome length of 41 × 3 = 123 
bits. Then, there are 7ସଵ ൎ 4.4 × 10ଷସ different possible PoM combinations (strat-
egies). The management solution involves finding which of these PoM combina-
tions is efficient according to the ACA estimated conditions for the 2015 scenario, 
and the goal is to find out which is the most efficient one, according to all the  
criteria.  

The integrated tool (MC-SS) was executed considering simultaneously from 2 
to 4 objectives (cost-ammonium-nitrates-phosphates). Runs of the algorithm were 
performed with different MOEA parameter configuration, using the three quality 
metrics described above, obtaining, in this way, different Pareto fronts for each 
one. In order to analyse the convergence process, we consider a MOEA stopping 
criterion corresponding to a maximum number of WQM evaluations, in this case 10000 
evaluations. The number of points obtained for each Pareto front depends on the 
metric and objectives used. 
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3 Results 

In order to make the proposed methodology useful in the decisions making 
process, ensuring the achievement of the objectives of the WFD, it is required to 
work in an efficient manner. In other words, the algorithm must converge close 
enough to the Pareto solutions in a reasonable number of evaluations of the objec-
tive function, making the problem amenable to being solved by low-cost comput-
ers. This is especially important in this kind of problems, where the objective 
function evaluation has a significant computational cost (for some large sized ba-
sins, each evaluation may take up to 15 minutes). 

The success of our approach was achieved thanks to several improvements on 
the “standard” multi objective evolutionary techniques, which speeded up the 
convergence. Specifically, the main improvements in the performance of the algo-
rithm are: (1) the steady state evolution (small population size); and (2) the elitism 
that allows to reach a good convergence for the Muga basin in less than 6000 
evaluations of the WQM, considering simultaneously two objectives. In this re-
gard, a significant increase in the size of the optimization problem only produced a 
slight increase in the number of evaluations required for our MOEA to reach con-
vergence. On the other hand, an increase in the number of criteria (e.g., from two 
to four) required more than 10.000 evaluations to achieve convergence. Further 
improvement on the convergence speed of the MOEA (up to 50%) was achieved 
by choosing adequate initial strategies from the Pareto fronts obtained in previous 
executions (e.g., carried out with different metrics or less objectives), rather than 
generating them in a random way. More details about the convergence process and 
the configuration of the MOEA parameters can be found on [24]. 

The use of either water quality metric had little influence on the algorithm con-
vergence. In this regard, we should mention that the egalitarian metric converged 
slightly faster, because it encompassed a lower number of efficient strategies than 
the two others, the reason being that only the WWTP located close to those 
stretches with the worst river quality had influence on the value taken by the egali-
tarian metric. On the contrary, changes in most of the WWTP had influence in the 
value taken by the other two metrics (utilitarian and separate utilities). This fact 
suggests us that one of the main drawbacks of the egalitarian metric is that, by us-
ing it, it is difficult to know the general status of the river, because it only informs 
us about the state of the worst quality stretch.  

Once the Pareto frontier is delineated, it must be analyzed. However, special 
techniques should be used when there are more than two criteria. To accomplish 
that, we have used Interactive Decision Maps (IDM), see [14], to simultaneously 
study tradeoffs for up to 7 criteria. The number of efficient strategies provided by 
the MOEAhen 4 criteria are simultaneously taken into account is quite high, easily 
exceeding several hundreds. However, by using the IDM, this difficult shape anal-
ysis and comparison of simultaneous tradeoffs becomes quite simple. Specifically, 
the stakeholders performed a preliminary strategy selection, with the IDM visuali-
zation tools, and then translated it into the 2D representation. In the 2D diagram, 
see Figure 1, the Y axis represents the cost of the strategies, whereas the X axis 
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represents the water quality for each indicator according to (5), (6) or (7). When 
using separate utilities or egalitarian metrics, the value 0X =  corresponds exactly 
to meeting the WFD objective. The points falling on the left side of the graphs are 
strategies that do not satisfy WFD goals, and the points on the right side of the 
graphs do meet them. A positive value indicates good quality in the defined objec-
tive. However, applying the utilitarian metric has the inconvenient that it is diffi-
cult to know, from the examination of the Pareto frontier, if one specific strategy 
meets the limits of the WFD, because the value of the stretches of poor quality 
may be compensated for the value of the stretches of good quality and vice versa.  

 

 

Fig. 1 Pareto fronts based on an optimization using only two objectives (cost and ammonia) 
for the tree quality metrics (separate utilities, utilitarian, and egalitarian) 

The Pareto set is the basic knowledge resource from which the stakeholder will 
base the decision process, so special care should be taken in order to represent it in 
an intelligible, yet rigorous, manner. Exploration of the Pareto frontier helps the 
decision makers to understand the criteria tradeoffs, and to identify, in a direct 
way, a preferred criterion point.  

Additional information can be obtained from the slope of these criteria quality 
curves (the Pareto front curves). They indicate the sensitivity of the water quality 
to the water treatment actions, i.e., they provide the cost increase required to 
achieve a unitary increase on the water quality for each strategy. Figure 1 shows 
the three Pareto fronts obtained for the same problem with each of the metrics dis-
cussed in this paper, considering only the cost and ammonium objectives. As we 
can observe, the use of one or another metric to calculate the overall river quality 
has a great influence on the Pareto front shape.  
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If we analyze Figure 1 in more detail, we see that, for the egalitarian metric, 
when we increase the budget in most intensive sewage PoMs by 40%, this reduces 
the WFD ammonium breach in the worst stretch of the river from -700% to -30%. 
Regarding the separate utilities Pareto metric, a similar increase on the depuration 
budget of around 50% lead to a drastic improvement on the average quality of 
those stretches not fulfilling the WFD limits by more than 100%. After such in-
vestment, the average river quality was very close to the WFD acceptance limits, 
and, probably, many of the river sections that, separately, did not satisfy the WFD, 
now they do. We can also observe that, even for the most intensive sewage PoM, 
it is impossible to achieve the WFD’s objective satisfactorily for the ammonium 
criteria in this catchment. So, in this case, it would be more reasonable to select a 
strategy with an associated budget close to 270,000 €/month, because spending 

more money does not lead to a significant improvement on the water quality re-
sults. Finally, if we examine the curve corresponding to the utilitarian metric, we 
see that positive values are obtained for investments higher than 220,000 €/month. 

Nevertheless, we must keep in mind that the utilitarian metric only indicates 
whether the average quality of the river is good or not, but, given a positive over-
all value, it does not ensure a fulfilment of the WFD in all the stretches. 

We have just discussed, the benefits and drawbacks of each metric used, with 
respect to the visual analysis of the Pareto front. But it is important to note that we 
must also take into account that the MOEA finds different strategies to be Pareto 
optimal depending on the metric considered. The utilitarian solution tends to save 
costs on those WWTP related to river stretches in which depurating is very expen-
sive and vice versa, and, then, it weights both contributions. On the contrary, the 
egalitarian metric will tend to invest almost all the budget on those WWTP highly 
related to the most contaminated stretches, leaving the rest of the river unaffected. 
The separate utilities metric partially solves this problem, thanks to the fact that, if 
there are several stretches violating the WFD’s objectives, this metric takes all of 
them into account (and not only the worst one). Otherwise, when all the stretches 
fulfill the requirements, this metric is equivalent to the utilitarian one.  

In this regard, we must conclude that there is not a perfect metric to help us in 
the decision making process. Rather, each one can be consider better or worse 
than the others depending on the (subjective) point of view or the interests of each 
stakeholder. The main advantage of providing decision makers with different re-
sults obtained using various metrics is to reduce, as much as possible, the inherent 
subjectivity of the decision process. This is achieved by providing the stakeholder 
with efficient solutions, attained using different metrics to assess the overall quali-
ty of river waters and regarding the concentration of each pollutant considered. 

By performing a deeper analysis of the decision variables (WWTP) correspond-
ing to all the Pareto optimal solutions obtained for each metric, we can reduce fur-
ther the subjectivity of the decision process. Specifically, for the basin analyzed in 
this work, we observe that for 14 of the 41 WWTPs implemented, the treatment 
level is the same for all the strategies and for any of the fronts obtained. This al-
lows us to fix these 14 values prior to make the final decision, facilitating, in this 
way, the stakeholders’ decision process.  
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Summarizing, when a final decision is to be found, each stakeholder partici-
pates in a decision process that begins by pointing out which regions of the Pareto 
frontier he or she has specific preferences on. Then, the decision process is fol-
lowed by the negotiation phase, in which all the stakeholders reach an agreement 
on some strategies or regions of common interest. Before making the final deci-
sion, each of these strategies or regions must be examined in detail.  

In this regard, for one selected strategy and pollutant indicator, the use of geo-
graphical information systems (GIS) to display, or summarize the information that 
is automatically generated by our tool might be also of great help.  

For a single criterion, it is easier (and more interesting from a stakeholder’s 
point of view) to simultaneously compare results between different strategies, for 
all months and stretches. In our case, from all the solutions of the Pareto front, we 
have preselected three strategies (PoM). The first one corresponds to low-
intensive and cheap treatments, the second one is related to very intensive  
treatments (actually, the most expensive ones), and the third one is an intermediate 
solution between the first two ones. In Figure 2 we have analyzed the monthly re-
sults for the three strategies corresponding to the ammonium level at each stretch 
through a box plot. We can observe how the quality improves as time varies in all 
stretches but one, fulfilling, in this way, the WFD requirements.  

 

 

Fig. 2 Box plot for the levels of ammonium in the stretches, depending on the month and 
the applied purification treatment (Min, Opt, Max) (Ter basin) 
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4 Summary and Conclusions 

A new integrative evolutionary Multi Criteria Strategies Selection (MC-SS) me-
thodology is proposed to help in the selection of the most efficient PoMs for water 
resources conflicting objectives. It has been applied in the context of the imple-
mentation of the WFD in Catalonia. Based on this methodology, a hydroinformat-
ic tool has been developed to assist in the management of water quality at a cat-
chment scale. 

The tool is an effective combination of a WQM, which estimates monthly ru-
noff and pollutant loads in the catchments, and the MC-SS algorithm, whose main 
component is a multicriteria genetic algorithm especially designed and configured 
to find the Pareto optimal set of PoM (strategies). It is able to incorporate conflict-
ing elements into the analysis, such as environmental objectives and economical 
issues. Thanks to several improvements on “standard” techniques, which have 
speeded up the convergence of the MOEA, the approach enables the delineation of 
non-dominated Pareto optimal solutions in a number of WQM executions that are 
small enough to be performed on a standard PC, in a timescale that meets the re-
quirements of the Catalan Water Agency (ACA).  

We have carried out a case study, taking waste water systems into account, re-
sulting in seven different cleaning technology alternatives, which were also mod-
elled in terms of cost and treatment for each pollutant. Therefore, and in addition 
to the cost criteria (operating and investment cost), three quality criteria were con-
sidered simultaneously: ammonium, nitrate and phosphate. The inherent nonli-
nearity of the WQM, the integer character of the decision variables (WWTP) and 
the four criteria simultaneously considered, make MOEA methods more efficient 
than conventional optimization methods in identifying tradeoffs among multiple 
objectives. 

The selection process of PoMs through which accomplishing the WFD objec-
tives, is a participative process. Then, our methodology has an added value, as it 
gets suitably integrated within the negotiation and decision processes that the 
stakeholders must carry out. On the other hand, the stakeholders themselves can 
suggest new different metrics to assess the global quality of the river water, ob-
taining new Pareto fronts upon running of the MC-SS. This fact facilitates the 
stakeholders with a greater degree of intervention on the participation process. 
Nevertheless, we must keep in mind that there is no perfect metric to help us in the 
decision making process on the whole basin, although the availability of various 
fronts obtained from different metrics can be of great help in the decision-making 
process. 

The developed methodology has been shown to be an important tool to: (1) 
evaluate the effectiveness of the actions that are being currently undertaken to im-
prove water quality; and (2) to provide decision makers with the capacity to ex-
plore the multi-objective nature of problems, and to discover tradeoffs amongst 
objectives avoiding subjectivities as much as possible. We have found this feature 
to be very helpful, especially during the negotiation process prior to the achieve-
ment of the final decision. The main factors intended to guarantee the success on 



324 A. Udías et al. 

 

the implementation of the system have been: (1) users’ involvement; (2) develop-
ment of several evolutionary prototypes; and (3) design of a specific user-friendly 
interface adopted for multicriteria applications and a variety of implemented mod-
els and decision support tools. 

This tool has been a key factor in the design of part of the PoMs which shall be 
implemented to achieve the WFD objectives by 2015 in Catalonia. For the Catalan 
catchments, the model and tools developed have successfully identified the prob-
lems in each watershed, for all the WFD criteria considered in this study. Indeed, 
application of the model has required a reasonably small number of Qual2k execu-
tions, keeping the computational time requirements within reasonable limits. 
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Abstract. CRM (Customer Relationship Management) is one important area of 
Business Intelligence (BI) where information is strategically used for maximizing 
the value of each customer in a company. Recommender systems constitute a suit-
able context to apply CRM strategies. This kind of systems are becoming indis-
pensable in the e-commerce environment since they represent a way of increasing 
customer satisfaction and taking positions in the competitive market of the elec-
tronic business activities. They are used in many application domains to predict 
consumer preferences and assist web users in the search of products or services. 
There are a wide variety of methods for making recommendations; however, in 
spite of the advances in the methodologies, recommender systems still present 
some important drawbacks that prevent from satisfying entirely their users. This 
chapter presents one of the most promising approaches consisting of combining 
data mining and fuzzy logic.  

1 Introduction 

The general target of Business Intelligence (BI) is to extend the operational use of 
the information to the strategic use in order to improve the business.  In spite of 
both are valuable, and without the operational use of information a business could 
not exist, strategic uses can provide an added value. The degree of this value de-
pends on the information consumer as well as on its strategic uses. In that sense, 
although, the applications of BI in the achievement of strategic objectives are nu-
merous, one of the areas where BI can report more benefits is CRM (customer re-
lationship management). In this context Business intelligence is rapidly becoming 
a useful tool to achieve competitive advantage and to support better business deci-
sion-making, especially in the e-commerce domain. CRM is an overused term, 
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which seems to enclose the formula to turn all contacts into customers and all cus-
tomers into great customers. Analytic capabilities are the basis of CRM that allow 
a company to acquire a better knowledge about their customers and to increase the 
value of them. In addition, customer's experience can be enhanced by the results 
of these analytics [35].  

The specific aspects of CRM suitable to be used in the e-commerce field are the 
following: 

• Customer profiling. The aim is to treat every user in a different way depending 
on his individual characteristics or profiles. These profiles determine the differ-
ent forms of acting, for example, in the accomplishment of the marketing cam-
paigns directed to consumers with similar tastes. 

• Personalization. It is the process of adapting the presentation of the information 
to the user on the basis of his profile. The web systems provided with persona-
lization mechanisms make use of the users’ profiles to select and to show to the 
user the content that adjusts to his profile.  

Collaborative filtering. In the e-commerce systems users can receive suggestion 
about products based on the preferences of other users with similar tastes. The sys-
tems endowed with this kind of personalization mechanism are named recom-
mender systems.  

This chapter is focused on the application of the two last aspects in the context 
of recommender systems since their presence in current web systems, especially in 
the e-commerce domain, is becoming indispensable.  Recommender systems make 
personalized suggestions and provide information of items available in the system. 
Nowadays, there is a vast amount of methods, including data mining techniques 
that can be employed for personalization in recommender systems. However, such 
methods are still quite vulnerable to some limitations and shortcomings related to 
recommender environment. 

Collaborative filtering methods are the most used in recommender systems. 
They make use of information related to evaluations (or ratings) provided by us-
ers. This can cause the sparsity problem when evaluations from users are insuffi-
cient. On the other hand, traditional collaborative filtering approaches based on 
nearest neighbor algorithms show serious performance and scalability problems. 
In the last years many recommendation techniques have been proposed aiming at 
improving the quality of the recommendations as well as dealing with other typi-
cal drawbacks of recommender systems. Data mining techniques have been suc-
cessfully applied in recommender systems to predict user preferences. They do not 
present performance problems since predictive models are already built when the 
user logs in the system and they are less sensitive to sparsity problems. However, 
the results vary with the selected algorithm given that they present different beha-
vior depending on the characteristics of the dataset. Therefore, it is necessary to 
apply suitable algorithms in order to obtain precise recommendations.  

Classification based on association (associative classification) yields better re-
sults than other data mining techniques with data from recommender systems [37]. 
Fuzzy logic has also been successfully applied in this field in combination with 
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associative classification [36]. The problem of managing numerical by data min-
ing algorithms can be addressed by means fuzzy logic. In spite of the value of this 
approach has been proved in many application areas, it has not been widely ex-
plored in recommender systems. Fuzzy logic can help minimizing, or even solv-
ing, typical drawbacks of such systems. Dubois et al. [22] affirm that fuzzy logic 
provides high-value properties to recover items stored in a database and, as a con-
sequence, to provide recommendations for users. The reason is the capability of 
fuzzy sets to manage concepts such as similarity, preference and uncertainty in a 
unified way, while also performing approximate reasoning. Due to such advantag-
es, especially for uncertainty, fuzzy logic can help to minimize the sparsity prob-
lem, which is the main drawback in current recommender systems.  

The aim of this chapter is to present the state of the art of hybrid recommender 
methodologies combining data mining and fuzzy logic. The chapter also includes 
the description of a hybrid methodology developed by the authors of the chapter 
and validated in a recommender system in the tourism field.  

2 Recommender Systems’ Methods 

Web recommender systems are used in many application domains to predict con-
sumer preferences and assist web users in the search of products or services.  
Methods used to do that have different levels of complexity, since those that rec-
ommend products based on associations between them in previous transactions to 
those that make recommendations based on user evaluations about products and 
similarity between user preferences. They can be classified into two main catego-
ries [29]:  collaborative filtering and content-based approaches. The first class of 
techniques was based initially on nearest neighbor algorithms. These algorithms 
predict product preferences for a user based on the opinions of other users. The 
opinions can be obtained explicitly from the users as a rating score or by using 
some implicit measures from purchase records as timing logs [42]. In the content 
based approach text documents are recommended by comparing between their 
contents and user profiles. The weights for the words extracted from the document 
are added to the weights for the corresponding words in the user profile, if the user 
is interested in the page [29]. The main shortcoming of this approach in the e-
commerce application domain is the lack of mechanisms to manage web objects 
such as motion pictures, images, music, etc. Besides, it is very difficult to handle 
the big number of attributes obtained from the product contents.  

Currently there are two approaches for collaborative filtering, memory-based 
(user-based) and model-based (item-based) algorithms. Memory-based algorithms, 
also known as nearest-neighbor methods, were the earliest used [41]. They treat all 
user items by means of statistical techniques in order to find users with similar 
preferences (neighbors). The prediction of preferences (recommendation) for the 
active user is based on the neighborhood features. A weighted average of the 
product ratings of the nearest neighbors is taken for this purpose. The advantage of 
these algorithms is the quick incorporation of the most recent information, but 
they have the inconvenience that the search for neighbors in large databases is 
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slow [44]. Model-based collaborative filtering algorithms use data mining tech-
niques in order to develop a model of user ratings, which is used to predict user 
preferences. 

Collaborative filtering, specially the memory-based approach, has some limita-
tions such as sparsity and scalability that will be commented later. Sparsity is due 
to the high number of ratings required for prediction and scalability is related to 
performance problems in the search for neighbors in memory-based algorithms. 
The lesser time required for making recommendations is an important advantage 
of model-based methods. This is due to the fact that the model is built off-line be-
fore the active user goes into the system, but it is applied on-line to recommend 
products to the active user. Therefore, time spent in building the model has no  
effects in the user response time since little process is required when recommenda-
tions are requested by the users, contrary to the memory based methods that  
compute correlation coefficients when user is on-line. Nevertheless, model based 
methods present the drawback that recent information is not added immediately to 
the model but a new induction is needed in order to update the model.  

The quality of the recommendations for the users has an important effect on the 
clients' retention. Users refuse poor recommender systems which can cause two 
types of error: false negatives, which are products that are not recommended, 
though the customer would like them, and false positives, which are products that 
are recommended, though the customer does not like them [16]. The most serious 
errors are false positives, because these errors will cause negative reactions in the 
customers and thus they won't probably visit the site again. The use of data mining 
algorithms to find customers characteristics that increase the probability of buying 
recommended products can help to avoid these problems. 

There are a great variety of data mining algorithms that can be applied in model 
based CF. Neural networks were the former of this kind of methods [8], which 
changed the nearest neighbor approach of CF methods by a classification ap-
proach. The same technique has been applied in several works such as [26] where 
it is combined with Case Based Reasoning, or [17] where it is used to predict con-
sumer preferences taking into account his navigation behavior through navigation 
patterns extracted by means of an unsupervised web mining method.  Bayesian 
networks constitute another technique widely used in the induction of recommen-
dation models [20] in a single way [11] or jointly with other methods [14]. The 
main shortcoming of these methods is the high computational cost of building the 
net, especially when the amount of data is great. Although this is not a critical 
drawback since classification models are built off-line, when these models need to 
be often updated it can become a serious inconvenience. It occurs in current re-
commender systems due to continuous changes in the database of products and 
users [28].  

Although Support Vector Machines (SVM) are linear classifiers originally de-
signed for binary classification, they can be used in recommender systems [49]. 
The procedure consists on representing every user as a vector composed by ratings 
about products and building a hyperplane that separates the geometric space  
where the vectors are situated in classes representing groups of users of similar 
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preferences. Different strategies to reconstruct a multi-class classifier from binary 
SVM classifiers are studied [48]. In some works, SVM is used as a complementa-
ry technique to other methods. For instance, in [21] it is used to induce ranking 
functions from the preference judgments of each user as a previous step to the ap-
plication of a clustering algorithm that builds groups of people with closely related 
tastes.  

Clustering is also often used as a model based technique, in spite of being an 
unsupervised method, since the induced groups of people with similar preferences 
constitute a way of classification. Thus, the predictions for the active user are 
based in the opinions of the members of the group he belongs to. By means of 
fuzzy logic a user can be assigned to more than one cluster with different belong-
ing degree and receive recommendation from more than one group. In any case, 
the personalization achieved is lesser than the one provided by other methods, for 
that reason, clustering is usually used in the preliminary exploration of the data as 
a previous step to the application of machine learning algorithms [43].  

The works referenced in this section are just a little sample of the numerous da-
ta mining proposals to be used in collaborative filtering based recommender sys-
tems. However, the current trendy, especially in sparse contexts where ratings are 
insufficient, is to exploit hybrid methodologies combining content based and col-
laborative filtering approaches in order to take advantage of the strengths of each 
of them [6, 12]. 

In recent works, semantic information is added to the available data in order to 
formalize and classify product and user features, being able in this way to generate 
more reliable content based models that can be combined with other approaches in 
order to improve recommendations [9, 27]. 

3 Recommender Systems’ Drawbacks 

As commented before, collaborative filtering, especially the memory-based ap-
proach, has some limitations that have and important impact on the quality of the 
recommendations. First, rating schemes can only be applied to homogeneous  
domain information. Besides, sparsity and scalability are two important problems 
influencing on the quality of the recommendations [16]. Sparsity is due to the 
number of ratings needed for prediction is greater than the number of the ratings 
obtained because usually CF requires user explicit expression of personal prefe-
rences for products. The second limitation is related to performance problems in 
the search for neighbors in memory-based algorithms. These problems are caused 
by the necessity of processing large amount of information. The computer time 
grows linearly with both the number of customers and the number of products in 
the site. Model-based methods do not present this drawback since the model is 
built off-line before the active user goes into the system, but it is applied on-line to 
recommend products to the active user. Therefore, as commented before, time 
spent in building the model has no effects in the user response time, contrary to 
the memory based methods that compute correlation coefficients when the user is 
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on-line. Nevertheless, model based methods present the drawback that recent in-
formation is not added immediately to the model but a new induction is needed in 
order to update the model.  

Despite the drawbacks described before may be minimized by means of data 
mining methods, there are other shortcomings that may occur even with these me-
thods. The first-rater (or early-rater) problem arises when it is not possible to offer 
recommendations about an item that was just incorporated in the system and, 
therefore, has few (or even none) evaluations from users. In fact, the early rater 
problem is directly linked to sparsity since when a system has a high number of 
items, probably most of these items have never received any evaluation. Concep-
tually, the early-rater problem can be viewed as a special instance of the sparsity 
problem [25]. Sarwar et al. [42] affirm that current recommender systems depend 
on the altruism of a set of users who are willing to rate many items without receiv-
ing many recommendations. Economists have speculated that even if rating re-
quired no effort at all, many users would choose to delay considering items to wait 
for their neighbors to provide them with recommendations [5].  

Analogously, such drawback also occurs with a new user joining the system, 
since there is no information about his preferences, it would be impossible to de-
termine his behavior in order to provide him recommendations. Actually, this va-
riant of the first-rater problem is also referred as the “cold-start problem” [24] in 
the literature. As extreme case of the first-rater problem, when a new recommend-
er system starts, every user suffers from the first-rater problem for every item. 

The grey-sheep problem [18] is another drawback associated with collaborative 
filtering methods. This problem refers to the users who have opinions that do not 
consistently agree or disagree with any group of users. As a consequence, such us-
ers do not receive recommendations. However, such problem does not occur in 
content-based methods, because such methods do not consider opinions acquired 
from other system users in order to make recommendations. 

The commented problems have been treated in some works in the literature. A 
way of deal with sparsity and scalability problems consists on reducing the dimen-
sionality of the database used for CF by means of a technique called Singular Val-
ue Decomposition (SVD) [47]. Barragáns-Martínez et al. [6] have adapted the 
proposal of Vozalis and Margaritis for a hybrid system combining content-based 
and CF approaches in the TV programs’ recommendation domain. SVD allows in-
crease the efficiency in the calculation of the similarities for the neighborhood 
formation used for generating recommendations. However, in spite of reducing the 
scalability problem, nearest neighbors methods are by themselves very time con-
suming and they require carrying out the similarity computation on-line (in re-
commender time), therefore they never can achieve the efficiency provided by 
model based CF methods that are induced off-line.  

Cold-start problem has also been addressed in recent works. Most of them are 
focused on finding out new similarity metrics for the memory based CF approach 
since traditional measures such as Pearson’s correlation and cosine provide  
poor recommendations when the available number of ratings is scarce, situation 
that becomes critical in the cases of the cold-start and first-rater problems. In [4] a 
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heuristic similarity measure based on the minute meanings of co-ratings is pro-
posed in order to improve recommendation performance. Another similarity 
measure can be found in [10], which is a linear combination of simple similarity 
measures obtained by using optimization techniques based on neural networks.  

A different approach is given in [30], where a hybrid recommendation proce-
dure is proposed. It makes use of Cross-Level Association RulEs (CLARE) to in-
tegrate content information about domain items into collaborative filters. In that 
way cold-star problem can be solved by means of inducing user preferences from 
associations between a given item’s attributes and other domain items when no 
recommendations for that item can be generated using CF.  

Hybrid content based and CF approaches have also been applied to deal with 
the first rater problem. As a representative framework we can cite RSA (Fusion of 
Rough-Set and Average-category-rating) that integrates multiple contents and col-
laborative information to predict user preferences based on the fusion of Rough-
Set and Average-category-rating [45]. 

4 Fuzzy Methods 

Fuzzy approaches have been successfully used in many application areas; howev-
er, it has not been widely explored in recommender systems. In [7] fuzzy associa-
tion rules were used in the tourism recommendation field. Fuzzy logic provides 
soft transitions between sets very suitable for tourism applications, where, a user is 
able, for example, to prefer a restaurant which is within a certain physical dis-
tance, but without having a fixed maximum distance. Apart from the advantages 
of this technique in particular domain, fuzzy logic can help minimizing, or even 
solving, typical drawbacks of such systems. Dubois et al. [22] affirm that fuzzy 
logic provides high-value properties to recover items stored in a database and, as a 
consequence, to provide recommendations for users. The reason is the capability 
of fuzzy sets to manage concepts such as similarity, preference and uncertainty in 
a unified way, while also performing approximate reasoning. Due to such advan-
tages, especially for uncertainty, fuzzy logic can help to minimize the sparsity 
problem, which is the main drawback in current recommender systems.  

Depending on the context and the type of method considered, fuzzy logic can 
be used both in content-based and collaborative filtering approaches. A general 
use of fuzzy logic with both types of methods is proposed in [22], where a  
case-based decision support system is implemented as the basis to contemplate 
situations where users do not have absolute preferences, or where preferences are 
expressed relatively to the context in order to be stored. 

There are more specific works, such as [50], where fuzzy set methods are used 
to describe information in a content-based recommender system, or [15] where 
fuzzy concepts are used in order to recommend to users products not usually con-
sumed. This work also addresses other situations in which there may not be 
enough information about the customer’s past purchases and the customer may 
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give his specific requirements in each single purchase. In that context, fuzzy set 
operations are used in order to define relationships between user requirements and 
product features. On the other hand, fuzzy logic methods are applied in some 
works for developing recommendation approaches based on collaborative filter-
ing. In [38] the notion of user session is defined as a compact temporary sequence 
of web accesses made by the user. These sessions are categorized using fuzzy par-
titions and, subsequently, recommendations are made in accordance to the catego-
rized sessions. In [14] a comprehensive approach is established, which combines 
fuzzy set theory with Bayesian Networks in order to represent the ambiguity or 
vagueness in the description of opinions provided by users. 

More recent approaches make use of fuzzy logic in combination with other 
techniques. For instance, in [23] semantic technologies and fuzzy logic are com-
bined in a recommender system for investment portfolios. Recommendations are 
based on both psychological aspects of the investor and traditional financial para-
meters of the investments. 

5 Recommendation Methodology 

This section introduces a recommendation methodology [35, 36] that joins cluster-
ing, classification based on association and fuzzy sets. That combination aims at 
composing a hybrid method taking advantage of the strengths of both collabora-
tive filtering and content-based approaches. In this way, the quality and effective-
ness of the recommendations can be improved. A specific algorithm, CBA-Fuzzy, 
has been developed for mining the fuzzy association rules that constitute the  
associative classification model used for recommendation. The proposal takes into 
account the main drawbacks of recommender system and offers the appropriate 
mechanisms to minimize their effects. The methodology has two differentiated 
parts: the induction of the recommendation models, described in the section 3.1, 
and the recommendation process, presented in the section 3.2. 

The first part process consist of two stages, generation of users’ groups and rule 
set induction, which are carried out off-line, before the entry of the user in the sys-
tem. The second part is responsible for classifying, at recommendation time, the 
active user in order to provide him personalized recommendations. In the next 
subsections we describe these components. 

5.1 Building the Recommendation Models 

The recommendation framework enclose aspects from collaborative filtering and 
content based methods since the recommendations to a specific user are made by 
comparing his preferences with the ones of other users but also taking into account 
features of users and products. These aspects are enclosed in the recommendation 
models which are built in two stages. The process is represented in figure 1 by 
means of two activity diagrams. 
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The first stage of the methodology consists on building groups of users with 
similar preferences and characteristics. In subsequent stages the active user is clas-
sified in one or more of these groups in order to make him recommendations ac-
cording to his profile. 

A clustering algorithm is applied to build the groups of users by using attributes 
containing demographic information about users such as age, postal code and level 
of education, and also attributes concerning items to be recommended, which us-
ers have rated or purchased. Additionally, users’ past interactions with the system 
by means of implicit actions (such as time spent seeing an item and number of 
mouse clicks) may be taken into account. In that sense, this process may be consi-
dered as a collaborative filtering approach to provide recommendations. The in-
formation about user preferences comes from the transactions they have carried 
out in the system. The examples provided as input to the clustering algorithm (for 
instance k-means) are formed by these transactions and the corresponding 
attributes from users and items.  

After applying the clustering algorithm, a set ܩ = ሼ݃ଵ, ݃ଶ, ݃ଷ, … , ݃ேሽ of users’ 
groups is obtained, where N is a predefined number of groups which may be set 
according to the number of users and items available in a particular recommender 
system. The set ܩ is provided as input to the next step, which is responsible for as-
signing an ordered list of items (or products) ܲ = ሼ݌ଵ, ,ଶ݌ ,ଷ݌ … , ݅ ௠ሽ to each group ݃௜, where݌ ∈ ሼ1,2,3, … , ܰሽ.  The top items in each list will be the ones who better 
represent each group; therefore, an ordination criterion must be established. We 
consider the distance of each item to the centroid of the cluster, but other alterna-
tives can also be taken account. For instance, the top items may be the ones who 
received better evaluation from the users of the group, or the most frequent ones 
(taking into account the number of purchases or given ratings) or any other crite-
rion defined by an expert in the domain area involving the system. The ordered list 
of items assigned to the user groups will be supplied as input to the recommenda-
tion process, which constitutes the second part of the methodology. 

The second stage in the construction of the recommendation models is the  
induction of the associative classification rules by means of the CBA-Fuzzy algo-
rithm. Such algorithm was developed specifically for this methodology and consti-
tutes its kernel given that it is responsible for generating the rules that compose the 
classification model employed for making recommendations. The main aspect of 
the algorithm is the combination of associative classification and fuzzy sets, which 
can provide important benefits. On the one hand, more reliable recommendations 
can be obtained since associative classification has a better behavior than other 
methods in sparse data contexts such as those from recommender systems where 
the number of rated products is insufficient to build the models [37]. On the other 
hand, the fuzzy rules allow the classification of the user in more than one group, 
dealing in this way with other important drawbacks of recommender systems, such 
as the gray sheep problem. Such rules will be responsible for classifying every 
new user at recommender time.  
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Fig. 1 Building the recommendation models 

As showed in the second part of the figure 1, the rule generation process has 
two input sets: the groups of users provided as output by the clustering algorithm 
and the same input data set used for building the groups. The first activity for ge-
nerating the list of classification rules is to combine the two inputs. At this point, 
the label attribute for classification is added to the training set. To do so, the val-
ues of the examples composing users’ groups are compared to the ones of the 
training set in order to fulfill the label attribute. Therefore, each sample of the 
training set will have an identification corresponding to a group of users. In this 
way a new training set is created, which will be the input for the CBA-Fuzzy algo-
rithm. The output provided by the algorithm will be a set of classification rules ܴ(݃௜) = ൛ݎଵ, ,ଶݎ ,ଷݎ … , ௣ൟ  ∀݃௜ݎ ∈ -Thus, the classification model will be com .ܩ
posed of a set of class association rules available for each group of users.  

Each classification rule encompasses a support and a confidence value. The 
confidence value expresses the degree of reliability of each rule. Therefore, before 
running the CBA-Fuzzy algorithm, a minimum threshold value for both measures 
(support and confidence) must be set up.  It is recommended to set a high value for 
confidence and a low value for the support, especially in a scenario involving data 
from recommender systems, which are usually sparse and frequent itemsets might 
be less likely to occur.  
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5.2 CBA-Fuzzy Algorithm 

The CBA-Fuzzy algorithm is an extension of the approach of the CBA algorithm 
proposed by Liu et al.[32], which is an associative classification method. 

Association analysis was first introduced by Agrawal and col. [2, 3], who pro-
posed the Apriori algorithm [1]. Afterward, the prolific research about association 
rules carried out has been mainly focused on simplifying the rule set and improv-
ing the algorithm performance. Associative classification was later introduced. A 
proposal of this category is the CBA (Classification Based on Association) algo-
rithm [32] that consists of two parts, a rule generator based on Apriori for finding 
association rules and a classifier builder based on the discovered rules. CMAR 
(Classification Based on Multiple Class-Association Rules) [31] is another two-
step method, however CMAR uses a variant of FP-growth instead of Apriori. 
Another group of methods, named integrated methods, build the classifier in a sin-
gle step. CPAR (Classification Based on Predictive Association Rules) [51] is the 
most representative algorithm in this category. It is based on the algorithm FOIL 
(First Order Inductive Learner) proposed in [39]. FOIL learns rules to distinguish 
positive examples starting from negative examples. 

As CBA, CBA-Fuzzy associative classification algorithm consists of two com-
ponents: a rule generator (called CBA-RG) and a classifier builder (called CBA-
CB). The rules’ generator takes as basis the well known Apriori algorithm [3], 
hence the rules are generated from the so-called “frequent itemsets” that satisfy a 
minimum support threshold. Given that the mined rules are used for classification 
they must be “class association rules”.  

On the other hand, the classifier builder component is responsible for producing 
a classifier out of the whole set of rules, which involves pruning and evaluating all 
possible rules. Pruning is also done in each subsequent pass of the rule generator. 
It uses the pessimistic error rate based pruning method proposed by Quinlan [40] 
for the C4.5 algorithm.  

The integration of fuzzy logic features in the CBA algorithm consists on chang-
ing the data input format in order to deal with fuzzy values and the calculation of 
the support and confidence measures. The original LUCS-KDD CBA algorithm 
limits the input data to have only discrete numbers on attribute values and, in addi-
tion, they have to be ordered sequentially. Hence, the algorithm requires a great 
pre-processing effort of input data, contrary to the CBA-Fuzzy algorithm that ac-
cepts any type of attribute value, even continuous or categorical attributes. To 
avoid the pre-processing step, the algorithm includes dicretization and fuzzyfica-
tion processes for continuous attributes. The discretization process for numerical 
attributes can be done automatically by CBA-Fuzzy either using the equal-width 
approach, where samples are divided into a set ܸ = ሼݒଵ, ,ଶݒ ,ଷݒ … ,   ௡ሽ of Nݒ
intervals of the same length, or using the equal-depth approach, where the attribute 
range is divided into intervals containing approximately the same number of  
samples (same frequency).  
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The general workflow of the CBA-Fuzzy algorithm is shown in algorithm 1, 
where “D” is the dataset used as input for the algorithm (training set) and Df the 
dataset after the fuzzyfication process. 

The line 1 of the algorithm represents the formation of the dataset “D” from an 
input data file. The following lines correspond to the discretization process. The 
second input parameter of line 2 represents the type of discretization the analyst 
wants to perform. Hence, the analyst can set up the number of intervals and the 
type of discretization he finds more suitable. In lines 4 and 6, the appropriate 
membership function used to perform the fuzzyfication process is applied accord-
ing to the type of discretization selected by means of the parameter “type”. In or-
der to calculate the membership values of a sample of a discretized dataset using 
the equal-width approach, a triangular membership function (three parameters) is 
used. For the datasets discretized using the equal-depth approach, a trapezoidal 
membership function (four parameters) is used, because in this case some intervals 
are wider than others and, therefore, they encompass a region with a constant val-
ue defining an exclusive membership. During the fuzzification process, one or two 
membership values are assigned to each sample of the dataset, because each sam-
ple may belong to one or two intervals at the same time. The assignment of the 
membership value(s) depends on the proximity of the sample value to the interval 
range. Line 8 embodies the application of CBA-Fuzzy rule generator (CBAFuzzy-
RG) to the fuzzified data and line 9 the building of the classifier by means of the 
classifier builder (CBA-CB). 

 
Algorithm 1 CBA-Fuzzy’s workflow 

 
 

The CBA-Fuzzy rule generation process differs from the “crisp version of 
CBA” in the calculation of the support and confidence measures. Instead of calcu-
lating the support of an item by counting the number of transactions in which it 
appear (summing 1 each time the interval it belongs to appears), the CBA-Fuzzy 
considers partial memberships by summing continuous values between 0 and 1 
each time an interval owning (totally or partially) the item appears.  
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5.3 Recommendation Process 

The models built previously are used for recommending items to the active user 
when he is on-line. Firstly, the model of class association rules is required to clas-
sify the active user and predict in this way the group or groups he belongs to. 
Since preferences may change as time goes by, the most recent interaction data of 
the active user is taken to do the classification. Therefore, data gathered from the 
active user’s last interaction with the system, represented by a transaction “y”, is 
checked against the rules’ set. This transaction has the same attributes of those 
used to build groups of users, thus, the provided recommendations will be well-
suited to his current preferences. Moreover, as we are using past information of 
the active user in order to provide him recommendations, in this context, the pro-
posed methodology may be considered as a content-based approach. Figure 2 
shows an activity diagram of this stage that is carried out at runtime, when the user 
is interacting with the system.  

The last transaction of the active user and the model of class association rules 
obtained in the previous stage, are supplied as input to the recommender process. 
The process starts by selecting the set ܴ௖ = ሼݎଵ, ,ଶݎ ,ଷݎ … ,  ேሽ  of N rules satisfyingݎ
the condition that all antecedent terms' values are matched by the user’s last trans-
action attribute values. In the case of continuous attributes, a partial membership 
to the interval is considered as a match. If there are no rules (or very few ones) 
respecting this condition we take into account the downward closure property of 
association rules' support, which guarantees that for a frequent itemset, all its  
subsets are also frequent. In this way, we decrease the size of the itemset and suc-
cessively verify if there are rules matching the condition stated before, in order to 
decrease the itemset's size until suitable rules are found. In fact, several authors 
like Toivonen et al. [46] and Liu et al. [33], argue that, usually, the more general 
rules are (the ones which encompass less terms), the more relevant and less  
ambiguous they are. 
 

 

Fig. 2 Recommendation process 

After obtaining ܴ௖, the values of the label attribute (consequent term) of the 
rules in Rc are considered in order to obtain the possible groups (predicted groups) 
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to which the active user owns to. Then, his membership function to every class 
(group of users) found on Rc’s rules consequent terms is calculated. To do so, a 
discriminator function “g” is defined in order to calculate the degree of truth that 
the active user owns to every class found in ܴ௖. Considering that the active user is 
represented by a transaction “y” and “h” represents a group of users, the discrimi-
nator function can be calculated by means of the following formula: ݃௛(ݕ) = ෍ ෑ ,݆)ܤ ݇)[ܺ(݆, ௟ೖ௝ୀଵଵஸ௞ஸெ,௜ୀ஼೓[(ݕ)(݇   

where ݈௞ is the number of terms (attributes) in each rule, ܺ(݆,  the value (ݕ)(݇
taken by the attribute ܺ(݆, ݇) in the sample “y” and ܨ(݆, ݇)[ܺ(݆,  its degree of [(ݕ)(݇
membership. Hence, such function calculates the product of attributes’ degrees of 
membership for all the rules in ܴ௖ and then sum of the results obtained in each rule.  

When the discriminator values for each class (or group of users) are obtained, 
the system compares them in order to find the greatest. In this sense, this method 
is different from most fuzzy associative classification approaches since they usual-
ly predict just one class label for a given instance. Nevertheless, this procedure 
can consider several classes, which are the ones satisfying a minimum discrimina-
tor threshold previously established. This way, there can be “t” groups of users re-
lated to the active user. Once the active user is classified, the recommender 
process makes use of the sets of items assigned to the users’ groups, which are 
generated by the processes of induction of the models and provided as input to the 
second part in charge of making recommendations. Given that each group is asso-
ciated to a list of items and each user is associated to one or several groups, the 
recommendation presented to the active user is a suggestion involving the “n” best 
ranked items from the corresponding lists. In order to have a constant number of 
recommended items, “n” will be inversely proportional to “t”, therefore, the more 
classes there are the less items are considered in each list. 

In case of the active user has not done any transaction, the recommender proce-
dure considers just the user attributes by comparing the values of such attributes 
with the ones of the groups. In this way, the more suitable group to the user  
is found and then the most accessed item in such group is verified in order to 
compose the transaction “y” and continue the recommender process as usual. 

On the other hand, if the active user data is in the training set (he belong to a 
group), the classification rules are not necessary since he is already classified. 

6 Conclusions 

This chapter is focused on recommender systems, one of the most productive ap-
plication areas of CRM (Customer Relationship Management) where strategical 
techniques of Business Intelligence are used for increasing customer satisfaction 
by means of the recommendation of products or services he is interested in. The 
main methodologies used in recommender systems are classified and described in 
the chapter jointly with their principal drawbacks.   
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Data mining techniques can be used to address some of these problems, howev-
er, used in a solely way, they cannot overcome some limitations presented by cur-
rent recommender systems. A recent trend is to exploit hybrid methodologies 
combining several approaches in order to take advantage of the strengths of each 
of them. The chapter presents one of the most promising strategies consisting of 
joining data mining and fuzzy logic. In order to illustrate it, a specific hybrid me-
thodology of such type is described in detail. The methodology has been validated 
in a tourism recommender system, the PSiS system [19], developed for aiding 
tourists to find a personalized tour plan in the city of Oporto, Portugal.  
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Fuzzy Rationality Implementation in Financial 
Decision Making 

N.D. Nikolova and K. Tenekedjiev  

Abstract. Expected utility theory is by far the best normative theory for decision 
making under uncertainty. It helps the decision maker find the proper balance be-
tween expected profits and risks, and has been acknowledged as a key approach to 
rational economic behavior of individuals. The whole measurement process in the 
expected utility theory is based on the solution of preferential equations, with the 
help of which utilities and probabilities are being elicited. However, the resulting es-
timates are in an interval form, which disobeys some main rationality assumptions 
of the theory. Therefore, fuzzy rational decision analysis in introduced as a way to 
unify the normative rationality with the fuzziness of real preferences. This chapter 
outlines a series of practical techniques dealing with the interval nature of assessed 
utility and probability measures, using the intrinsic optimism-pessimism attitude of 
the DM. Main preference-related and uncertainty-related problems are stressed.  

1 Introduction 

Personal financial decisions need fine balance between expected profits and risks. 
One of the best normative theories for decision making under uncertainty is the 
expected utility theory (EUT), which requires adequate evaluation of the probabil-
istic estimates and of the utility function. The core of EUT is utility theory, which 
argues that the rational decision maker (DM) should choose the alternative that 
best meets her preferences and risk attitude. Utility theory has been introduced and 
widely acknowledged as the principle of rational economic decision making. 
Some of its basic postulates are commonly explained in the comprehensive setup 
of financial and economic decisions. Monetary consequences are generally used to 
interpret the risk attitude of individuals, since in such a setup people tend to per-
form is rather similar way. It is thus only natural that the implementation area of 
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EUT is in major investment projects, where the complexity of the rational decision 
analysis is well awarded by high financial return of investment in the long-term 
perspective [10]. Therefore it is only possible to conclude that being an approach 
to rational decision making, EUT is also in the core of business intelligence.  

Alternatives under risk are presented as lotteries, each giving one out of a set X 
of consequences (prizes) with known probability. Since preferences are measured 
by the utility function u(.), then rational choice is brought down to calculating the 
expected utility of each lottery (i.e. utilities of prizes weighted by their probabili-
ties) and choosing the lottery with the highest expected utility. 

The whole measurement process in the EUT is based on the solution of prefe-
rential equations. The relative preference of the DM over the objects in those  
equations can be described by three fuzzy sets [19]. As a result each preferential 
equation has an interval rather than a point estimate as a solution, which breaches 
some of the rationality requirements of EUT. Thus ideal rationality becomes a fic-
tion, and only bounded rationality can be achieved by the real DM, also referred to 
as fuzzy rationality (the DM is called respectively a fuzzy-rational decision maker 
– FRDM) [19]. The theory of fuzzy rationality is a generalization of EUT, which 
tries to unify the normative rationality with the fuzziness of real preferences in the 
measurement process. 

In this chapter, we outline a series of practical techniques dealing with the  
interval nature of assessed utility and probability measures, using the intrinsic  
optimism-pessimism attitude of the DM.  

The main preference-related problems stressed in this chapter are: a) Analytical 
approximation of the one-dimensional utility function under monotonic fuzzy-
rational preferences; b) Identification of the extremum interval and construction of 
one-dimensional utility function under two types of non-monotonic fuzzy-rational 
preferences; c) Testing the unity of scaling constants sum, which determines the 
form of the multi-dimensional utility function in the case of fuzzy rationality.  

The main uncertainty-related problems stressed in this chapter are: a) Construc-
tion of ribbon distributions of discrete and continuous variables; b) Introduction of 
fuzzy-rational lotteries as models of alternatives with partially described uncer-
tainty (which are generalizations of the classical-risky and the strict uncertainty 
lotteries); c) Approximation of fuzzy-rational lotteries by classical-risky lotteries 
(called Q-lotteries), which account for the optimist-pessimist attitude of the 
FRDM by means of strict uncertainty decision criteria (Q criteria).  

2 Constructing the Utility Function 

2.1 The One-dimensional Case 

Any choice of action within a problem situation is expected to meet the objectives 
of the DM, which also predefine the structure of the consequences. In the simplest 
case, there is only one objective (e.g. in economic decisions that would be  
maximization of profit) measured by a single attribute (e.g. in economic decisions 
that would be the net profit), and the preferences of the DM are strictly increasing 
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(e.g. monetary prizes). If the attribute is continuous then the set of prizes X would 
be a one-dimensional (1-D) bounded interval of prizes. 

If X is a 1-D piece-wise continuous set of prizes, then the smallest prize is ݔ௠௜௡ = inf(ݔ), whereas the highest one would be ݔ௠௔௫ = sup(ݔ). The prefe-
rences of the DM should be measured by the utility function that is increasing on 
the subject’s preferences. The 1-D utility function u(.) may be constructed in the 
interval [ݔ௠௜௡, ,௠௜௡ݔ] ௠௔௫]. To accommodate the utility of prizes inݔ  ௠௔௫] thatݔ
are not in X, it is convenient to put (ݔ)ݑ = 0 for ݔ ∈ (−∞; (௠௜௡ݔ ∪ ;௠௔௫ݔ) +∞). 
As it is impossible to elicit the utilities of all prizes in [ݔ௠௜௡;  ௠௔௫] it is reasonableݔ
to elicit only z number of nodes with coordinates ൫ݔ௨೗, ,௟൯ݑ ݈ = 1,2, … ,  ௟ are respectively the utility quantile and the utility quantile index. Theݑ ௨೗ andݔ where ,ݖ
utility elicitation techniques solve preferential equations by changing one parame-
ter until compared options (prizes and/or lotteries) become indifferent [8].  
Classical elicitation methods are the probability equivalence (PE) [4], certainty 
equivalence (CE) [1], and lottery equivalence (LE) [15]. Modern techniques are 
the trade-off (TO) [35], and the uncertain equivalence (UE) [30] methods. 

A next step would be to construct the utility function, which might be per-
formed using an analytical function ݑ = ,ݔ)ݑ  ሬሬԦ is an n-dimensionalࡼ ሬሬԦ), whereࡼ
vector of unknown parameters. The method should precisely interpret the data, 
and should preserve the risk attitude of the DM [10, 28], modeled by the local risk 
aversion function (ݔ)ݎ =  .[23 ,13] (ݔ)Ԣݑ/(ݔ)ԢԢݑ−

The literature [13, 27] proposes many analytical forms of the utility function for 
different prize sets and risk attitude. The work [16; 29] proposes the dependence ܽݔܽ)݊ܽݐܿݎ– ܽ ,(଴ݔܽ > 0. It suits to a set X that contains gains and losses, because 
the form of its ݎ(. ) corresponds to the most typical risk attitude.  

The analytical approximation of ݑ(. ) applies when there is a small number of 
elicited nodes and/or when the elicited uncertainty intervals are too wide. The ana-
lytical construction of ݑ(. ) is also in position to filter the error in the subjective 
estimates of utilities in case the selected mathematical form can properly describe 
the risk attitude of the FRDM. If the optimal approximated curve passes through 
the uncertainty intervals of the elicited nodes of ݑ(. ), then the imprecision of  
the elicitation would be significantly reduced. If the optimal approximated  
curve significantly deviates from the uncertainty intervals, then the analytical  
approximation must be replaced by linear interpolation. 

A more complex situation arises when the DM has quasi-unimodal preferences, 
i.e. when there is a value ݔ௢௣௧ with extreme utility (either a minimum or a maxi-
mum) within the interval of prizes [20]. There are two types of quasi-unimodal 
preferences – hill (with a maximum extremum) and valley (with a minimum ex-
tremum) preferences. Both occur due to two contradicting factors related to the 
analyzed variable. Difficulties arise when the DM has to compare values on both 
sides of the extreme interval – if a sufficient difference in utilities exists, the DM 
would be able to state preference otherwise she would be indifferent being unable 
to compare the options. This leads to mutual non-transitivity of preferences and 
even a very motivated and rational DM would express fuzzy, rather than classical 
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rationality. As a result, she would identify an extreme interval rather than a single 
value ݔ௢௣௧. Since all elicitation techniques need the reference points (the prizes 
with extreme utility), identifying the extreme interval is mandatory.  

The models of hill and valley utility functions are based on two separate sets of 
assumptions that refer to the discriminating abilities of the FRDM and the charac-
teristics of the extreme interval. Two 20-step algorithms are elaborated (one per 
each type of quasi-unimodal preferences), which find the extreme interval via a 
dialog with the FRDM [20]. Both algorithms combine the golden section search 
[14] and bisection [25] methods.  

After the extreme interval has been identified, the next step is to construct local util-
ity functions in the sections with monotonic preferences (the sections on each side of 
the extremum) using classical techniques. Finally, it is possible to construct the global 
utility function over the entire set of prizes by rescaling the local functions [20].  

2.2 The Multi-dimensional Case 

As a result of the multiple objectives that a DM has in a decision problem, conse-
quences are usually defined as multi-dimensional vectors, whose attributes ଵܺ, ܺଶ, … , ܺௗ measure the degree to which objectives are met. If the i-th attribute is a 
random variable Xi with an arbitrary realization ݔ௜, then prizes take the form of d–
dimensional vectors ࢄሬሬԦ = ,ଵݔ) ,ଶݔ … ,  ௗ) in the set of prizes, which is a subset of theݔ
d-dimensional Euclidean space. The set ሼ ଵܺ, ܺଶ, … , ܺௗሽ may be divided into ݊ ∈ ሼ2, 3, … , ݀ሽ non-empty non-overlapping subsets ଵܻ, ଶܻ, … , ௡ܻ, called fundamen-
tal vector attributes, each with an arbitrary realization ሬ࢟ሬԦ௝, which implies that ࢄሬሬԦ = (ሬ࢟ሬԦଵ, ሬ࢟ሬԦଶ, … , ሬ࢟ሬԦ௡) [17]. The most preferred value of the fundamental vector 
attribute ௝ܻ is ൫ሬ࢟ሬԦ௝൯௕௘௦௧, whereas the least preferred value is ൫ሬ࢟ሬԦ௝൯௪௢௥௦௧. The work 

[13] proposes an algorithm to construct the multi-dimensional ݑ(. ) over the multi-
dimensional prizes ࢄሬሬԦ ∈ Թௗ as ݑ = ሬሬԦ൯ࢄ൫ݑ = ,ଵݔ)ݑ ,ଶݔ … ,  ௗ).  However, they doݔ
recommend the algorithm in the last resort, since it is practically impossible to real-
ize when ݀ > 3. A much better approach is to use an utility function of the kind ݑ൫ࢄሬሬԦ൯ = ,ሬ࢟ሬԦଵ)ݑ ሬ࢟ሬԦଶ, … , ሬ࢟ሬԦ௡) = ,௬,ଵ(ሬ࢟ሬԦଵ)ݑൣ݂ ,௬,ଶ(ሬ࢟ሬԦଶ)ݑ … ,  ௬,௡(ሬ࢟ሬԦ௡)൧ (1)ݑ

The adequacy of (1) requires that certain independence conditions of prefe-
rences over the attributes hold – preferential, utility and additive independence. 
Preferential independence is most common and the weakest independence condi-
tion. The strongest condition is additive independence, but also very hard to estab-
lish, and thus difficult to use in practice. Most important from a practical point of 
view is mutual utility independence [3], which allows to represent the d-
dimensional utility function ݑ(. ) as a polynomial of n utility functions ݑ௬,௝(. ) 
over the fundamental vector attributes [7, 9]:  
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ݑ = ሬሬԦ൯ࢄ൫ݑ = ,ሬ࢟ሬԦଵ)ݑ ሬ࢟ሬԦଶ, … , ሬ࢟ሬԦ௡)= ෍ ݇௬,௝ݑ௬,௝൫ሬ࢟ሬԦ௝൯௡
௝ୀଵ + ௬ܭ ෍ ෍ ݇௬,௝݇௬,௦ݑ௬,௝൫ሬ࢟ሬԦ௝൯ݑ௬,௦(ሬ࢟ሬԦ௦)௡

௦ୀ௝ାଵ
௡ିଵ
௝ୀଵ+ ௬ଶܭ ෍ ෍ ෍ ݇௬,௝݇௬,௦݇௬,௥ݑ௬,௝൫ሬ࢟ሬԦ௝൯ݑ௬,௦(ሬ࢟ሬԦ௦)௡

௥ୀ௦ାଵ
௡ିଵ

௦ୀ௝ାଵ
௡ିଶ
௝ୀଵ ௬,௥(ሬ࢟ሬԦ௥)ݑ + ⋯+ ௬௡ିଵ݇௬,ଵ݇௬,ଶܭ … ݇௬,௡ݑ௬,ଵ(ሬ࢟ሬԦଵ)ݑ௬,ଶ(ሬ࢟ሬԦଶ) …  ௬,௡(ሬ࢟ሬԦ௡)ݑ

(2) 

Here, ݑ௬,௝(. ) are ௝݀-dimensional bounded utility functions over all  
possible values ሬ࢟ሬԦ௝ of ௝ܻ. The functions ݑ(. ) and ݑ௬,௝(. ) are normalized so  

that ݑ௬,௝൫ሬ࢟ሬԦ௝,௕௘௦௧൯ = ௬,௝൫ሬ࢟ሬԦ௝,௪௢௥௦௧൯ݑ ,1 = 0, for ݆ = 1,2, … , ሬሬԦ௕௘௦௧൯ࢄ൫ݑ ,݊ ,൫ሬ࢟ሬԦଵ,௕௘௦௧ݑ= ሬ࢟ሬԦଶ,௕௘௦௧, … , ሬ࢟ሬԦ௡,௕௘௦௧൯ = ሬሬԦ௪௢௥௦௧൯ࢄ൫ݑ ,1 = ,൫ሬ࢟ሬԦଵ,௪௢௥௦௧ݑ ሬ࢟ሬԦଶ,௪௢௥௦௧, … , ሬ࢟ሬԦ௡,௪௢௥௦௧൯ = 0. If ௝݀ > 1 then each ݑ௬,௝(. ) has to be additionally decomposed [5], otherwise ݑ௬,௝(. ) has to be directly constructed. The values ݇௬,௝ ∈ [0; 1] are scaling con-
stants that indicate the relative significance of each fundamental vector attribute 
for the preferences of the DM over the multi-dimensional prizes, and ݇௬ is a gen-
eral constant that depends on ݇௬,௝. The ݇௬,௝ correspond to the utility of the corner 

consequences ࢄሬሬԦ࢘ࢋ࢔࢘࢕ࢉ,࢐ = ቂ(ሬ࢟ሬԦଵ)௪௢௥௦௧, (ሬ࢟ሬԦଶ)௪௢௥௦௧, … , ൫ሬ࢟ሬԦ௝൯௕௘௦௧, … , (ሬ࢟ሬԦ௡)௪௢௥௦௧ቃ, thus ݇௬,௝ = ݑ ቂ(ሬ࢟ሬԦଵ)௪௢௥௦௧, (ሬ࢟ሬԦଶ)௪௢௥௦௧, … , ൫ሬ࢟ሬԦ௝൯௕௘௦௧, … , (ሬ࢟ሬԦ௡)௪௢௥௦௧ቃ, and 1 + ݇௬ =∏ ൫݇௬ × ݇௬,௝ + 1൯௡௝ୀଵ . Scaling constants are subjectively elicited [17], and take the 

interval form ݇௬,௝ ∈ ൣ ෠݇௬,௝ௗ ; ෠݇௬,௝௨ ൧, ݆ = 1,2, … , ݊. The form of the multi-dimensional ݑ(. ) depends on the sum of ݇௬,௝, which calls for point estimates ෠݇௬,௝, for ݆ =1,2, … , ݊.  The uniform method has been proposed to solve this problem in an ana-
lytical procedure [17], numerical approximation [33], and Monte-Carlo based si-
mulation approximation [17]. For the non-trivial case, where ܽ௡ = ∑ ݇௬,௜ௗ௡௝ୀଵ < 1 
and ܾ௡ = ∑ ݇௬,௜௨௡௝ୀଵ > 1, it is proposed to use a two-tail statistical test for unit  
value of the sum of scaling constants [12]. Then 

ሬሬԦ൯ࢄ൫ݑ =
۔ۖۖەۖۖ
ۓ ෍ ݇௬,௝ݑ௬,௝൫ሬ࢟ሬԦ௝൯,௡

௝ୀଵ ݂݅ ෍ ݇௬,௝ = 1௡
௝ୀଵቌෑൣ݇ܭ௬,௝ݑ௬,௝൫ሬ࢟ሬԦ௝൯ + 1൧௡

௝ୀଵ − 1ቍ ൘ܭ , ݂݅ ෍ ݇௬,௝ ≠ 1௡
௝ୀଵ

 (3) 

Finally, the overall multi-dimensional utility function of a FRDM may be  
constructed using an algorithm, proposed in [21]. 
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3 Uncertainty and Distributions 

The uncertainty in real-life problems is associated with random variables (discrete, 
continuous or mixed). It can be quantitatively measured in terms of probability 
distributions. The classical forms of probability distributions [24] apply for an 
ideal DM, who gives precise probability estimates. The FRDM only defines inter-
val probability measures, which causes the introduction of ribbon distribution 
functions of various types [31].  

A discrete random variable ܺ only takes one of the possible values ݔଵ, ,ଶݔ … , ,௥ݔ … , ଵݔ)௧ݔ < ଶݔ < ⋯ < ௥ݔ < ⋯ < -௧). In the case of fuzzy rationaliݔ
ty, the 1-D ribbon discrete probability function (DPF) ௗ݂ோ(. ) partially quantifies 
the associated uncertainty and is known to lie entirely between the lower ܲௗ(. ) 
and upper ܲ௨(. ) distributional bounds: ܲௗ(ݔ௥) ≤ ௗ݂ோ(ݔ௥) ≤ ܲ௨(ݔ௥), ݎ = 1,2, … ,  ,ݐ
and 0 ≤ ܲௗ(ݔ௥) ≤ ܲ௨(ݔ௥) ≤ 1, ∑ ܲௗ(ݔ௥)௧௥ୀଵ ≤ 1 ≤ ∑ ܲ௨(ݔ௥)௧௥ୀଵ . 

In the case of fuzzy rationality, a 1-D ribbon cumulative distribution function 
(CDF) ܨோ(. ) partially quantifies the uncertainty in a random variable ܺ, and is 
known to entirely lie between the lower and upper border functions ܨௗ(. ) and ܨ௨(. ), i.e. ܨௗ(ݔ) ≤ (ݔ)ோܨ ≤ ݔ for ,(ݔ)௨ܨ ∈ (−∞; +∞). As a result of the elicita-
tion process, a set of elicited nodes is available in two forms:  

a) with an uncertainty interval for the quantile (error on the abscissa x), i.e.   ൛൫ݔௗ,௟; ;௨,௟ݔ ௟൯ܨ ݈ = 1,2, … , ⁄ݖ ൟ, where  ݔௗ,ଵ ≤ ௗ,ଶݔ ≤ ⋯ ≤ ௨,ଵݔ  ,ௗ,௭ݔ ≤ ௨,ଶݔ ≤ ⋯ ≤ ,௨,௭ݔ ௗ,ଵݔ = ,௨,ଵݔ ௗ,௭ݔ = ௨,௭, and 0ݔ = ଵܨ ≤ ଶܨ ≤ ⋯ ≤ ௭ܨ =1. The resulting x-ribbon ܨ௫ோ(. ) and its lower and upper x-bounds ܨ௫ௗ(. ) and ܨ௫௨(. ) are constructed via linear interpolation on the margins of the nodes:  

(ݔ)௫ௗܨ = ۔ۖەۖ
ۓ 0 ݔ                            < ௗ,ଵݔ ௗ,௟ݔ                            ௟ܨ      = ݔ < ,ௗ,௟ାଵݔ ݈ = 1,2, … , ݖ − ௟ܨ1 + ൣ൫ݔ − ௟ାଵܨ)ௗ,௟൯ݔ − ൧(ܨ ൫ݔௗ,௟ାଵ − ௗ,௟൯ൗݔ , …                                                                   … ௗ,௟ݔ < ݔ < ,ௗ,௟ାଵݔ ݈ = 1,2, … , ݖ − ௗ,௭ݔ                                           11 ≤                                                    ݔ

(ݔ)௫௨ܨ = ۔ۖەۖ
ۓ ݔ                                           0 < ௨,௟ݔ                                           ௟ܨ                                                 ௨,ଵݔ = ݔ < ,௨,௟ାଵݔ ݈ = 1,2, … , ݖ − ௟ܨ1 + ൣ൫ݔ − ௟ାଵܨ)௨,௟൯ݔ − ௟)൧ܨ ൫ݔ௨,௟ାଵ − ௨,௟൯ൗݔ , ௨,௟ݔ …                                                                     … < ݔ < ,௨,௟ାଵݔ ݈ = 1,2, … , ݖ − ௨,௭ݔ                                           11 ≤                                                    ݔ

(ݔ)௫ௗܨ ≤ (ݔ)௫ோܨ ≤   (ݔ)௫௨ܨ

(4) 

 

b) with an uncertainty interval for the quantile index (error on the probability), i.e. ൛൫ݔ௟; ;ௗ,௟ܨ ௨,௟൯ܨ ݈ = 1,2, … , ⁄ݖ ൟ, where ݔଵ ≤ ଶݔ ≤ ⋯ ≤ ௭,  0ݔ = ௗ,ଵܨ ≤ ௗ,ଶܨ ≤ ⋯ ≤ ௗ,௭ܨ = 1, 0 = ௨,ଵܨ ≤ ௨,ଶܨ ≤ ⋯ ≤ ௨,௭ܨ = ௗ,௟ܨ ,1 ≤  ,௨,௟ܨ
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for ݈ = 2,3, … , ݖ − 1. The resulting p-ribbon ܨ௣ೃ(. ), and its lower and upper p-
bounds ܨ௣ௗ(. ) and ܨ௣௨(. ) are constructed by analogy to a), via linear interpola-
tion on the margins of the nodes. 

In a multi-dimensional setup, the uncertainty, associated with a d-dimensional 
system of random variables ( ଵܺ, ܺଶ, … , ܺௗ), is partially quantified by a d-
dimensional ribbon CDF ܨோ(. ) that is known to lie entirely between two d-
dimensional bounds (classical CDF) ܨௗ(. ) and ܨ௨(. ) (in line with the discussion 
in [34]). If ࢄሬሬԦ = ,ଵݔ) ,ଶݔ … , -ௗ) is a d-dimensional vector with random fixed valݔ
ues, then for all ࢄሬሬԦ ∈ Թௗ, ሬሬԦ൯ࢄௗ൫ܨ ≤ ሬሬԦ൯ࢄோ൫ܨ ≤ ,ሬሬԦ൯ࢄ௨൫ܨ ሬሬԦ൯ࢄௗ൫ܨ ≤  .ሬሬԦ൯ࢄ௨൫ܨ

If consequences are described by ଵܻ, ଶܻ, … , ௡ܻ, then a ribbon vector argument 
CDF (ribbon VACDF) is defined as a product of dj-dimensional ribbon CDF of ଵܻ, ଶܻ, … , ௡ܻ. If the event ܣ௝ = ଵܺ௒ೕ ≤ ଵ௬ೕݔ ת ܺଶ௒ೕ ≤ ଶ௬ೕݔ ת … ת ܺௗೕ௒ೕ ≤ ݆  ,ௗೕ௬ೕݔ = 1,2, … , ݊ − 1, then ܨோ൫ࢄሬሬԦ൯ = ௬,ଵோܨ (ሬ࢟ሬԦଵ)ܨ௬,ଶோ (ሬ࢟ሬԦଶ|ܣଵ) … ௬,௡ோܨ (ሬ࢟ሬԦ௡|ܣଵ ת ଶܣ ת …  (௡ିଵܣ
for all ሬ࢟ሬԦଵ ∈ Թௗభ and for all ࢄሬሬԦ ∈ Թௗ.  If the fundamental vector attributes are prob-
abilistically independent, then a vector independent (ribbon VICDF) is defined as ܨோ൫ࢄሬሬԦ൯ = ௬,ଵோܨ (ሬ࢟ሬԦଵ)ܨ௬,ଶோ (ሬ࢟ሬԦଶ) … ௬,௡ோܨ (ሬ࢟ሬԦ௡) for all ሬ࢟ሬԦ௝ ∈ Թௗೕ. 

A special case of a ribbon VACDF is the scalar argument CDF (ribbon 
SACDF) ܨோ(. ), where ݊ = ݀, ௝݀  = 1, ݆ = 1, 2, … , ݊, thus the multi-dimensional 
ribbon CDF is a product of the 1-D ribbon CDF. If ܤ௝ = ௝ܺ ≤ , ௝ݔ ݆ = 1,2, … , ݀ −1   then ܨோ൫ࢄሬሬԦ൯ = (ଵܤ|ଶݔ)ଶோܨ(ଵݔ)ଵோܨ … ଵܤ|ௗݔ)ௗோܨ ת ଶܤ ת … ଵݔ ௗିଵ) for allܤ ∈(−∞; +∞) and for all ࢄሬሬԦ ∈ Թௗ. In case the attributes are probabilistically indepen-
dent (݊ = ݀, ௝݀  = 1, ݆ = 1, 2, … , ݊), then the ribbon VICDF transforms into the 

scalar independent (ribbon SICDF), such that ܨோ൫ࢄሬሬԦ൯ = (ଶݔ)ଶோܨ(ଵݔ)ଵோܨ …  for (ௗݔ)ௗோܨ
all ࢄሬሬԦ ∈ Թௗ and for all ݔ௝ ∈ (−∞; +∞). 

4 Modeling and Ranking Uncertain Alternatives 

In a problem under risk, the uncertainty is entirely measured by classical distri-
butions, whereas the preferences over prizes – by a utility function. The result-
ing classical risky lotteries are ranked according to expected utility [10] (fig. 1). 

The uncertainty in the alternatives that the FRDM faces can only be partially 
measured by ribbon distributions. These alternatives cannot be adequately mod-
eled by classical risky lotteries (since those lotteries require unit sum of the proba-
bilities, which cannot be guaranteed in the case of interval values), not to mention 
being ranked according to expected utility. Therefore, fuzzy rational lotteries are 
introduced [22], where the uncertainty is only partially measured by ribbon distri-
butions. These lotteries are ranked in a two-stage procedure, known as Q-expected 
utility. 
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Fig. 1 Scheme of the process of ranking classical risky and fuzzy rational lotteries 

In the first stage, the ribbon distribution is approximated by a classical one. Ac-
cording to [2] this is a task under strict uncertainty since any classical distribution 
that belongs to the ribbon distribution is just as likely as the other ones. The main 
idea is to use any of the Q criteria under strict uncertainty at that stage. A survey 
on the essence and adequacy of these methods is proposed in [10]. Despite their 
disadvantages, these methods have been well studied and are flexible in modeling 
alternatives taking into account the pessimism of the FRDM. The resulting ap-
proximating Q-lotteries are classical risky. In the second stage, the Q-lotteries are 
ranked according to Q-expected utility. Q is an arbitrary criterion under strict un-
certainty. It usually stands for L, W, ¬W, and Hα that correspond to the Laplace, 
Wald, maximax, and Hurwiczα criteria.  

4.1 The case of Ordinary Lotteries 

If the set of lotteries L and the set of prizes X are countable, then alternatives are 
modeled as ordinary lotteries (OL). An OL with a 1-D ribbon DPF ܨௗ,௜ோ (. ) is a 
fuzzy rational OL. It takes the form ݈௜௙௥ ا= ,௜,ଵߠ ௜ܲௗ൫ߠ௜,ଵ൯, 1 − ௜ܲ௨൫ߠ௜,ଵ൯ >, ;ሬሬԦ௜,ଵࢄ < ,௜,ଶߠ ௜ܲௗ൫ߠ௜,ଶ൯, 1 − ௜ܲ௨൫ߠ௜,ଶ൯ ;ሬሬԦ௜,ଶࢄ,< < ௜,௧೔ߠ , ௜ܲௗ൫ߠ௜,௧೔൯, 1 − ௜ܲ௨൫ߠ௜,௧೔൯ >, ሬሬԦ௜,௧೔ࢄ >, 0 ≤ ௜ܲௗ൫ߠ௜,௥൯ ≤ ௜ܲ௨൫ߠ௜,௥൯ ≤ 1 , ݎ = 1,2, … , ௜;  ෍ݐ ௜ܲௗ൫ߠ௜,௥൯ ≤ 1 ≤ ෍ ௜ܲ௨൫ߠ௜,௥൯௧೔

௥ୀଵ
௧೔

௥ୀଵ , ݅ = 1,2, … ,  (5) .ݍ
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where ߠ௜,௥  is the event: “to get the prize ࢄሬሬԦ௜,௥ from the i-th alternative”, ܲ൫ߠ௜,௥൯ ∈ ൣ ௜ܲௗ൫ߠ௜,௥൯; ௜ܲ௨൫ߠ௜,௥൯൧. The fuzzy rational OL may be ranked in two stages 
[32]: 

1. U2sing a Q criterion under strict uncertainty, ܨௗ,௜ோ (. ) is approximated by a 

classical DPF ௗ݂,௜ொ (. ), such that ௜ܲௗ൫ߠ௜,௥൯ ≤ ௗ݂,௜ொ (ݎ) = ௜ܲொ൫ߠ௜,௥൯ ≤ ௜ܲ௨൫ߠ௜,௥൯, ݎ =1,2, … , ,௜ݐ ݅ = 1,2, … ,  In that way any fuzzy rational OL is approximated .ݍ
by a classical risky Q-OL:  ݈௜ொ ا= ,௜,ଵߠ ௜ܲொ൫ߠ௜,ଵ൯ >, ;ሬሬԦ௜,ଵࢄ < ,௜,ଶߠ ௜ܲொ൫ߠ௜,ଶ൯ >, ;ሬሬԦ௜,ଶࢄ … ; < ௜,௧೔ߠ , ௜ܲொ൫ߠ௜,௧೔൯ >, ሬሬԦ௜,௧೔ࢄ >, ݅ = 1,2, … ,   .ݍ

2. The alternatives are ranked in descending order the expected utilities of the Q-
OL: ܧ௜ொ൫ݑห ௗ݂,௜ோ ൯ = ∑ ௜ܲொ൫ߠ௜,௥൯ݑ൫ࢄሬሬԦ௜,௥൯௧೔௥ୀଵ , ݅ = 1,2, … ,  .ݍ

Calculating the Q-expected utility of a fuzzy rational OL is brought down to es-
timation of ௜ܲொ൫ߠ௜,௥൯.  This has a different interpretation for a different Q criterion. 

The Laplace probabilities ௜ܲ௅൫ߠ௜,௥൯, ݎ = 1,2, … ,  ௜, do not depend on the utilityݐ
function. According to the Laplace’s insufficient reasoning principle [26], if no  
information is available for the likelihood of a group of hypotheses, then the prob-
ability of any of the hypotheses equals to the reciprocal value of the number of 
hypotheses in the group. Therefore the required probabilities are weighted means 
of the lower and upper bounds, so that ∑ ௜ܲ௅൫ߠ௜,௥൯ = 1௧೔௥ୀଵ . Then 

௜ܲ௅൫ߠ௜,௥൯ = ൣ1 − ௅(௜)൧ߙ ௜ܲௗ൫ߠ௜,௥൯ + ௅(௜)ߙ ௜ܲ௨൫ߠ௜,௥൯, ݎ = 1,2, … ,  ௜ݐ

௅(௜)ߙ =
ەۖۖ
۔ۖۖ
ቌ1ۓۖۖ − ෍ ௜ܲௗ൫ߠ௜,௥൯௧೔

௥ୀଵ ቍ ቌ෍ ௜ܲ௨൫ߠ௜,௥൯௧೔
௥ୀଵ − ෍ ௜ܲௗ൫ߠ௜,௥൯௧೔

௥ୀଵ ቍ൙      …               
                                                                  … ෍ ௜ܲ௨൫ߠ௜,௥൯௧೔

௥ୀଵ > ෍ ௜ܲௗ൫ߠ௜,௥൯௧೔
௥ୀଵ                                                                        0.5                             ෍ ௜ܲ௨൫ߠ௜,௥൯௧೔

௥ୀଵ = ෍ ௜ܲௗ൫ߠ௜,௥൯௧೔
௥ୀଵ

  (6) 

The result is the Laplace lottery ݈௜௅ =< ܲ௅൫ߠ௜,ଵ൯, ;ଵݔ ܲ௅൫ߠ௜,ଶ൯, ;ଶݔ … ; ܲ௅൫ߠ௜,௧೔൯, ௧೔ݔ > 
The Wald (pessimism) criterion under strict uncertainty [6] assumes to  

increase the probabilities of prizes from their lowest limit (but not higher  
than their upper limit), initiating with the worst outcome, until the  
corrected probabilities sum to one. The result is the Wald lottery ݈௜ௐ =<௜ܲௐ൫ߠ௜,ଵ൯, ;ଵݔ ௜ܲௐ൫ߠ௜,ଶ൯, ;ଶݔ … ; ௜ܲௐ൫ߠ௜,௧೔൯, ௧೔ݔ > 



354 N.D. Nikolova and K. Tenekedjiev 

 

௜ܲௐ൫ߠ௜,௥൯   = ൞ ௜ܲௗ൫ߠ௜,௥൯               for (ݎ)ߩ < ௐ(௜)൯,    ൣ1ݎ൫ߩ − ൧(௜)ߚ ௜ܲௗ൫ߠ௜,௥൯ + (௜)ߚ ௜ܲ௨൫ߠ௜,௥൯           for (ݎ)ߩ = (ݎ)ߩ ௜,௥൯                              forߠௐ(௜)൯,      ௜ܲ௨൫ݎ൫ߩ > ,ௐ(௜)൯ݎ൫ߩ ݎ = 1,2, … ,     ݐ

ఘ(௥)(௜)ߚ =
ەۖۖ
ۖۖۖ
۔ۖ
ۖۖۖ
ۓۖ 1 − ෍ ௜ܲ௨൫ߠ௜,ఘ(௞)൯௧೔௞ୀ௥ାଵ − ෍ ௜ܲௗ൫ߠ௜,ఘ(௞)൯௥௞ୀଵ௜ܲ௨൫ߠ௜,ఘ(௥)൯ − ௜ܲௗ൫ߠ௜,ఘ(௥)൯   for …                                                                                            … ௜ܲ௨൫ߠ௜,ఘ(௥)൯ > ௜ܲௗ൫ߠ௜,ఘ(௥)൯0   for ௜ܲ௨൫ߠ௜,ఘ(௥)൯ = ௜ܲௗ൫ߠ௜,ఘ(௥)൯ and …                                                 

                                        … ቌ෍ ௜ܲ௨൫ߠ௜,௞൯௧೔
௞ୀଵ > ෍ ௜ܲௗ൫ߠ௜,௞൯ ݎ ݎ݋ <௧೔

௞ୀଵ ௜ቍݐ
1   for ෍ ௜ܲ௨൫ߠ௜,௞൯௧೔

௞ୀଵ = ෍ ௜ܲௗ൫ߠ௜,௞൯௧೔
௞ୀଵ  and ݎ =                                      ௜ݐ

 

ௐ(௜)ݎ = ௥(௜)ߚቄ݃ݎܽ ∈ (0; 1]ቅ; (௜)ߚ = ௥ೈ(೔)(௜)ߚ  

(7) 

The maximax criterion [11] is the opposite to the Wald criterion and the re-
quired probabilities ௜ܲ¬ௐ൫ߠ௜,௥൯ may be found using the Wald procedure by putting ݑ൫ Ԧܺ௜,௥൯ = ൫ݑ− Ԧܺ௜,௥൯, ݎ = 1,2, … ,  .௜ݐ

The Hurwicz approach balances the extreme pessimism and extreme optimism 
by an pessimistic-optimistic index ߙ ∈ [0; 1], which, measures the pessimism of 
the DM [36]. The ݖܿ݅ݓݎݑܪఈ  lottery takes the form ݈௜ுഀ =< ܲுഀ൫ߠ௜,ଵ൯, ;ଵݔ ܲுഀ൫ߠ௜,ଶ൯, ;ଶݔ  … ; ܲுഀ൫ߠ௜,௥൯, ௥ݔ >, where ܲுഀ൫ߠ௜,௝൯ ௜,௝൯ߠௐ൫ܲߙ= + (1 −   .௜,௝൯ߠௐ൫¬ܲ(ߙ

4.2 The Case of Generalized Lotteries of I Type 

Assume there are q alternatives that give 1-D prizes x from a piece-wise conti-
nuous 1-D set X, according to continuous or mixed probability laws. Such alterna-
tives are modeled by 1-D generalized lotteries of I type (GL-I). A 1-D GL-I with a 
ribbon ܨ௜ோ(ݔ) is a 1-D fuzzy-rational GL-I: ݃௜௙௥ =< ;(ݔ)௜ோܨ ݔ >, for ݅ = 1,2, … ,  .ݍ
These are ranked in two stages: 

1. Using a Q criterion under strict uncertainty, each ܨ௜ோ(. ) is approximated by a 
1-D classical CDF ܨ௜ொ(. ) such that ܨ௜ௗ(ݔ) ≤ (ݔ)௜ொܨ ≤ ,(ݔ)௜௨ܨ ݅ = 1,2, … ,  ݍ
and for all ݔ ∈ (−∞; +∞). So, each 1-D fuzzy rational GL-I is approximated 
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by a 1-D classical risky GL-I, called Q-generalized (1-D Q-GL-I): ݃௜ொ ;(ݔ)௜ொܨ>= ݔ >. 
2. The alternatives are ranked in descending order of the expected utilities of ݃௜ொ: (௜ோܨ|ݑ)௜ொܧ = ධ ାஶିஶ(ݔ)௜ொܨ݀(ݔ)ݑ . 

One-dimensional x-fuzzy rational GL-I 
A special case of a 1-D fuzzy rational GL-I with a x-ribbon CDF is a 1-D  

x-fuzzy rational GL-I: ݃௜௫௙௥ =< ;(ݔ)௜௫ோܨ ݔ >, ݅ = 1,2, … ,   Calculating the  .ݍ
Q-expected utility of the 1-D x-fuzzy rational GL-I may be brought down to the 
following steps: 

1. Using a Q criterion, ܨ௜௫ோ(. ) is piece-wise linearly approximated by a 1-D 
classical CDF ܨ௜௫ொ(. ) with nodes ቄቀݔ௟ொ,(௜); ௟(௜)ቁቚ݈ܨ = 1,2, … , ௜ቅݖ ଵொ,(௜)ݔ , ≤ ଶொ,(௜)ݔ ≤ ⋯ ≤ ,௭೔ொ,(௜)ݔ ௟ௗ,(௜)ݔ ≤ ௟ொ,(௜)ݔ ≤ ,௟௨,(௜)ݔ ݈ = 2,3, … , ௜ݖ − ଵொ,(௜)ݔ ,1 = ଵௗ,(௜)ݔ = ,ଵ௨,(௜)ݔ ௭೔ொ,(௜)ݔ = ௭೔ௗ,(௜)ݔ =  ௭೔௨,(௜)ݔ

(ݔ)௜௫ொܨ =
ەۖۖۖ
۔ۖ
ݔ for                                    0ۓۖۖ < ௟ொ,(௜)ݔ ௟(௜)                               forܨ                                                   ଵொ,(௜)ݔ = ݔ < ,௟ାଵொ,(௜)ݔ ݈ = 1,2, … , ௜ݖ − ௟(௜)ܨ,1 + ቀݔ − ௟ାଵ(௜)ܨ௟ொ,(௜)ቁ൫ݔ − ௟ାଵொ,(௜)ݔ௟(௜)൯ܨ − ௟ொ,(௜)ݔ   for …                                                                                  … ௟ொ,(௜)ݔ  < ݔ < ,௟ାଵொ,(௜)ݔ ݈ = 1,2, … , ௜ݖ − 1,1                             for ௭ொ,(௜)ݔ ≤ .ݔ       

  (8) 

Thus, ݃௜௫௙௥  is approximated by a 1-D classical risky xQ-generalized (1-D xQ-

GL-I) ݃௜௫ொ =< ;௜௫ொܨ ݔ >. 

2. The Q-expected utility of ݃௜௫௙௥  is calculated as the expected utility of ݃௜௫ொ: 

(௜௫ோܨหݑ)௜௫ொܧ = ෍ ௟ାଵ(௜)ܨ − ௟ାଵொ,(௜)ݔ௟(௜)ܨ − ௟ொ,(௜)ݔ
௭೔ିଵ
௟ୀଵ௫೗శభೂ,(೔)வ௫೗ೂ,(೔)

න ௫೗శభೂ,(೔)ݔ݀(ݔ)ݑ
௫೗ೂ,(೔)

+ ෍ ൫ܨ௟ାଵ(௜) − ௭೔ିଵ(௟ொ,(௜)ݔ)ݑ௟(௜)൯ܨ
௟ୀଵ௫೗శభೂ,(೔)ୀ௫೗ೂ,(೔)

 

(9) 
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This last task is brought down to the estimation of the inner quantiles ݔ௟ொ,(௜), ݈ =2,3, … , ௜ݖ − 1, of the classical CDF in ݃௜௫ொ. 
The quantiles ݔ௟௅,(௜), ݈ = 2,3, … , ௜ݖ − 1, do not depend on the utility function. 

Following the Laplace criterion, if no information is available for the quantiles 

(i.e. ݔ௟ௗ,(௜) = ଵௗ,(௜)ݔ = ,ଵ௨,(௜)ݔ ௟௨,(௜)ݔ = ௭೔ௗ,(௜)ݔ = ,௭೔௨,(௜)ݔ ݈ = 2,3, … , ௜ݖ − 1), then the 

distribution must be uniform in the interval ൣݔଵௗ,(௜); -௟(௜) index of this uniform distribution be called quantile of the complete ignorܨ ௭೔ௗ,(௜)൧. Let the quantile with theݔ

ance: ݔ௟௔௅,(௜) = ଵௗ,(௜)ݔ + ൫ݔ௭೔ௗ,(௜) − ,௟(௜)ܨଵௗ,(௜)൯ݔ ݈ = 2,3, … , ௜ݖ − 1. Let ℎ௟௫,(௜) be the 
homothety of the maximal uncertainty interval under strict uncertainty of the l-th 

quantile ൣݔଵௗ,(௜); ;௟ௗ,(௜)ݔൣ ௭೔ௗ,(௜)൧ into the actual uncertainty intervalݔ -௟௨,(௜)൧. Then acݔ

cording to [31], ݔ௟௅,(௜) will be the image of ݔ௟௔௅,(௜) at the ℎ௟௫,(௜), i.e. ݔ௟௅,(௜) = ௟ௗ,(௜)ݔ +൫ݔ௟௨,(௜) − ௟ௗ,(௜)൯ݔ ௫೗ೌ ಽ,(೔)ି௫೗೏,(೔)௫೥೔೏,(೔)ି௫భ೏,(೔) = ௟ௗ,(௜)ݔ + ௟௨,(௜)ݔ) −  .௟(௜)ܨ(௟ௗ,(௜)ݔ
The Wald criterion implies to choose ݔ௟ௐ,(௜), ݈ = 2,3, … , ௜ݖ − 1, so that to mi-

nimize the xW-expected utility of the lottery [18]: 
 

(௜௫ோܨหݑ)௜௫ௐܧ = ෍ ௟ାଵ(௜)ܨ − ௟ାଵௐ,(௜)ݔ௟(௜)ܨ − ௟ௐ,(௜)ݔ
௭೔ିଵ
௟ୀଵ௫೗శభೈ,(೔)வ௫೗ೈ,(೔)

න ௫೗శభೈ,(೔)ݔ݀(ݔ)ݑ
௫೗ೈ,(೔)

+ ෍ ൫ܨ௟ାଵ(௜) − ௟ௐ,(௜)൯௭೔ିଵݔ൫ݑ௟(௜)൯ܨ
௟ୀଵ௫೗శభೈ,(೔)ୀ௫೗ೈ,(೔)

= ෍൫ܨ௟ାଵ(௜) − ௟௫ௐ,(௜)௭೔ିଵܫ௟(௜)൯ܨ
௟ୀଵ  

௟௫ௐ,(௜)ܫ = ۔ۖەۖ
ۓ ௟ାଵௐ,(௜)ݔ1 − ௟ௐ,(௜)ݔ න ௟ାଵௐ,(௜)ݔ for          ݔ݀(ݔ)ݑ > ௟ௐ,(௜),௫೗శభೈ,(೔)ݔ

௫೗ೈ,(೔)            
௟ାଵௐ,(௜)ݔ ௟ௐ,(௜)൯                 forݔ൫ݑ = ,௟ௐ,(௜)ݔ ݈ = 1,2, … , ௜ݖ − 1 

(10) 

Since the maximax criterion is opposite to the Wald criterion, then ݔ௟¬ௐ,(௜), ݈ =2,3, … , ௜ݖ − 1 are found in the same way as with the Wald transformations, using 
the substitution (ݔ)ݑ = ݔ for all (ݔ)ݑ− ∈ (−∞; +∞). 

The Hurwicz principle implies to choose ݔ௟ுഀ,(௜), ݈ = 2,3, … , ௜ݖ − 1 as weighted 

measured of ݔ௟ௐ,(௜) and ݔ௟¬ௐ,(௜) by ߙ ∈ [0; 1]: ௟ுഀ,(௜)ݔ = ௟ௐ,(௜)ݔߙ + (1 −  .௟¬ௐ,(௜)ݔ(ߙ
One-dimensional p-fuzzy rational GL-I 
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A special case of a 1-D fuzzy rational GL-I with a p-ribbon CDF is a 1-D  
p-fuzzy rational GL-I: ݃௜௣௙௥ < ;(ݔ)௜௣ோܨ ݔ >, ݅ = 1,2, … ,   Calculating the  .ݍ
Q-expected utility of the 1-D p-fuzzy rational GL-I may be brought down to the 
following steps: 

1. Using a Q criterion, ܨ௜௣ோ(. ) is piece-wise linearly approximated by a 1-D 

classical CDF ܨ௜௣ொ(. ) with nodes ቄቀݔ௟(௜); ௟ொ,(௜)ቁቚ݈ܨ = 1,2, … , ௜ቅݖ , 0 = ଵொ,(௜)ܨ ≤ ଶொ,(௜)ܨ ≤ ⋯ ≤ ௭೔ொ,(௜)ܨ = 1, ௟ௗ,(௜)ܨ ≤ ௟ொ,(௜)ܨ ≤ ,௟௨,(௜)ܨ ݈= 2,3, … , ௜ݖ − 1, 

(ݔ)௜௣ோܨ =
ەۖۖۖ
۔ۖ
ۓۖۖ 0                             for ݔ < ௟(௜)ݔ ௟ொ,(௜)                      forܨ                                                 ଵ(௜)ݔ = ݔ < ௟ାଵ(௜)ݔ , ݈ = 1,2, … , ௜ݖ − ௟ொ,(௜)ܨ,1 + ൫ݔ − ௟ାଵொ,(௜)ܨ௟(௜)൯ቀݔ − ௟ାଵ(௜)ݔ௟ொ,(௜)ቁܨ − ௟(௜)ݔ   for …                                                               … ௟(௜)ݔ  < ݔ < ௟ାଵ(௜)ݔ , ݈ = 1,2, … , ௜ݖ − 1,1                            for ௭೔(௜)ݔ ≤ .ݔ

  
(11) 

Thus, ݃௜௣௙௥ is approximated by a 1-D classical risky 1-D pQ-GL-I ݃௜௣ொ ;(ݔ)௜௣ொܨ>= ݔ >. 

2. The Q-expected utility of ݃௜௣௙௥
 is calculated as the expected utility of ݃௜௣ொ: 

௜௣ோ൯ܨหݑ௜௣ொ൫ܧ = ෍ ௟ାଵொ,(௜)ܨ − ௟ାଵ(௜)ݔ௟ொ,(௜)ܨ − ௟(௜)ݔ
௭೔ିଵ
௟ୀଵ௫೗శభவ௫೗

න ௫೗శభ(೔)ݔ݀(ݔ)ݑ
௫೗(೔)

+ ෍ ቀܨ௟ାଵொ,(௜) − ௭೔ିଵ(௟(௜)ݔ)ݑ௟ொ,(௜)ቁܨ
௟ୀଵ௫೗శభୀ௫೗(೔)

 

(12) 

This last task is brought down to the estimation of the inner quantile indices ܨ௟ொ,(௜), ݈ = 2,3, … , ௜ݖ − 1, of the classical CDF in ݃௜௣ொ. 
Following the Laplace criterion, if no information is available for the quantile 

indices (i.e. ܨ௟ௗ,(௜) = 0, ௟௨,(௜)ܨ = 1, ݈ = 2,3, … , ௜ݖ − 1), then the distribution must be 

uniform in the interval ൣݔଵ(௜);  ௟(௜) of this uniformݔ ௭೔(௜)൧.  Let the quantile index ofݔ
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distribution be a quantile index of the complete ignorance: ܨ௟௔௅,(௜) = ௫೗(೔)ି௫భ(೔)௫೥೔(೔)ି௫భ(೔) , ݈ =2,3, … , ௜ݖ − 1. Let ℎ௟௣,(௜) be the homothety of the maximal uncertainty interval un-
der strict uncertainty of the l-th quantile index [0; 1] into the actual uncertainty in-

terval ൣܨ௟ௗ,(௜); ௟௅,(௜)ܨ  :௟௔௅,(௜) at the homothety ℎ௟௣,(௜)ܨ ௟௅,(௜) is the image ofܨ ௟௨,(௜)൧. Thenܨ = ௟ௗ,(௜)ܨ + ൫ܨ௟௨,(௜) − ௟௔௅,(௜)ܨ௟ௗ,(௜)൯ܨ = ௟ௗ,(௜)ܨ + ௟௨,(௜)ܨ) − (௟ௗ,(௜)ܨ ௫೗(೔)ି௫భ(೔)௫೥೔(೔)ି௫భ(೔). 
The Wald criterion implies to choose ܨ௟ௐ,(௜), ݈ = 2,3, … , ௜ݖ − 1, so that to mi-

nimize the pW-expected utility of the lottery: 
 

௜௣ோ൯ܨหݑ௜௣ௐ൫ܧ = ௭೔ିଵ௣,(௜)ܫ + ෍ ௟ௐ,(௜)ܨ ቀܫ௟ିଵ௣,(௜) − ௟௣,(௜)ቁܫ ,௭೔ିଵ
௟ୀଶ

௟௣,(௜)ܫ = ۔ۖەۖ
ۓ ௟ାଵ(௜)ݔ1 − ௟(௜)ݔ න ௟ାଵ(௜)ݔ for          ݔ݀(ݔ)ݑ > ௟(௜),௫೗శభ(೔)ݔ

௫೗(೔)ݑ൫ݔ௟(௜)൯                        for ௟ାଵ(௜)ݔ = ௟(௜)ݔ
, ݈ = 1,2, … , ௜ݖ − 1 

(13) 

The required quantile indices ܨ௟¬ௐ,(௜), ݈ = 2,3, … , ௜ݖ − 1, may be identified us-
ing the Wald procedures with a substitution (ݔ)ݑ = – ݔ for all (ݔ)ݑ  ∈ (−∞; +∞). 

The quantile indices ܨ௟ுഀ,(௜), ݈ = 2,3, … , ௜ݖ − 1 are chosen as weighted measures 

of ܨ௟ௐ,(௜) and ܨ௟¬ௐ,(௜) by ߙ ∈ [0; 1]: ௟ுഀ,(௜)ܨ = ௟ௐ,(௜)ܨߙ + (1 − ,௟¬ௐ,(௜)ܨ(ߙ ݈ =2,3, … , ௜ݖ − 1. 

4.3 The Case of Multi-dimensional Fuzzy Rational GL-I 

Assume there are q alternatives that give multi-dimensional (multi-D) prizes ࢄሬሬԦ 
from a piece-wise continuous d-dimensional set X according to continuous of 
mixed multi-D probability laws. Such alternatives are the multi-D GL-I. A multi-
D  GL-I with a multi-D ribbon CDF ܨ௜ோ(. ) is a multi-D fuzzy rational GL-I: ݃௜௙௥ =< ;ሬሬԦ൯ࢄ௜ோ൫ܨ ሬሬԦࢄ >, ݅ = 1,2, … ,  :It may be ranked in two stages .ݍ

1. Using a Q criterion under strict uncertainty, each ܨ௜ோ(. )  is approximated by a 
multi-D classical CDF ܨ௜ொ(. )  such that for all ࢄሬሬԦ ∈ Թܨ ,ࢊ௜ௗ(ࢄሬሬԦ) ≤ (ሬሬԦࢄ)௜ொܨ In that way, any ݃௜௙௥  .(ሬሬԦࢄ)௜௨ܨ≥  is approximated by a multi-D classical risky 

GL-I –Q-generalized (multi-D Q-GL-I): ݃௜ொ =< ;ሬሬԦ൯ࢄ௜ொ൫ܨ ሬሬԦࢄ >. 
2. The alternatives are ranked in descending order of the expected utilities of ݃௜ொ: (௜ோܨ|ݑ)௜ொܧ = ׭ … ׬ ௗԹ೏߲(ሬሬԦࢄ)ݑ  .ሬሬԦ൯ࢄ௜ொ൫ܨ
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If the uncertainty in the prizes is described by a ribbon VICDF ()R
iF . , and the 

preferences of the DM over ଵܻ, ଶܻ, … , ௡ܻ are MUVI, then fr
ig  may be decomposed 

to n fictitious dj-dimensional fuzzy rational GL-I: ݃௬,௝௙௥,(௜) =< ;௬,௝ோ,(௜)൫ሬ࢟ሬԦ࢐൯ܨ ሬ࢟ሬԦ࢐ >, ݆ =1,2, … , ݊, where ܨ௬,௝ோ,(௜)(. ) is a marginal dj-dimensional ribbon CDF of Yj. Then 

base fictitious (fuzzy rational BF-GL-I) are present. They are ranked in the follow-
ing steps: 

1. using a Q criterion under strict uncertainty each ܨ௬,௝ோ,(௜)(. ) is approximated by a 

marginal dj-dimensional classical CDF ܨ௬,௝ொ,(௜)(. ), such that for all ሬ࢟ሬԦ௝ ∈ Թௗೕ:  ܨ௬,௝ௗ,(௜)(ሬ࢟ሬԦ௝) ≤ ௬,௝ொ,(௜)(ሬ࢟ሬԦ௝)ܨ ≤ -௬,௝௨,(௜)(ሬ࢟ሬԦ௝). So, ݃௬,௝௙௥,(௜) is approximated by a djܨ

dimensional base fictitious Q-GL-I (dj-dimensional BF-Q-GL-I), ݃௬,௝ொ,(௜) ;௬,௝ொ,(௜)൫ሬ࢟ሬԦ௝൯ܨ>= ሬ࢟ሬԦ௝ >; 

2. the Q-expected utility of ݃௬,௝௙௥,(௜) is calculated as the expected utilities of ݃௬,௝ொ,(௜):  ܧ௬,௝ொ,(௜)൫ݑหܨ௬,௝ோ,(௜)൯ = ׭ … ׬ ௬,௝(ሬ࢟ሬԦ௝)߲ௗೕԹ೏ೕݑ  .௬,௝ொ,(௜)൫ሬ࢟ሬԦ௝൯ܨ
3. the Q-expected utility of the fuzzy rational GL-I with a ribbon VICDF in the 

case of MUVI preferences takes a multiplicative form as  

follows: ܧ௜ொ(ܨ|ݑ௜ோ) = ଵ௄೤ ∏ ௬,௝ோ,(௜)൯ܨหݑ௬,௝ொ,(௜)൫ܧ௬݇௬,௝ܭൣ + 1൧ − ଵ௄೤௡௝ୀଵ . If the prefe-

rences of the DM over ଵܻ, ଶܻ, … , ௡ܻ were MAVI, then the Q-expected utility 

would takes an additive form ܧ௜ொ(ܨ|ݑ௜ோ) = ∑ ݇௬,௝௡௝ୀଵ  .௬,௝ோ,(௜)൯ܨหݑ௬,௝ொ,(௜)൫ܧ

If the uncertainty associated with the prizes is described by a ribbon SICDF ܨ௜ோ(. ), and the preferences for ଵܺ, ܺଶ, … , ܺௗ are MUSI (or MASI), then ݃௜௙௥  can be 

decomposed to d fictitious 1-D fuzzy rational GL-I: ݃௫,௝௙௥,(௜) =< ;௝൯ݔ௝ோ,(௜)൫ܨ ௝ݔ >,݆ = 1,2, … , ݀, where ܨ௝ோ,(௜)(. ) is a marginal 1-D ribbon CDF of Xj. Then attribute 

fictitious (fuzzy rational AF-GL-I) are present. They are ranked as follows: 

1. using a Q criterion under strict uncertainty any ܨ௝ோ,(௜)(. ) is approximated by a 

marginal 1-D classical CDF ܨ௝ொ,(௜)(. ), such that ܨ௝ௗ,(௜)(ݔ௝) ≤ (௝ݔ)௝ொ,(௜)ܨ ௝ݔ for all (௝ݔ)௝௨,(௜)ܨ≥ ∈ (−∞; +∞). Then any hypothetical ݃௫,௝௙௥,(௜) is approx-

imated by an attribute fictitious 1-D Q-GL-I (AF-Q-GL-I): ݃௫,௝ொ,(௜) ;௝൯ݔ௝ொ,(௜)൫ܨ>= ௝ݔ >. 
2. the Q-expected utility of ݃௫,௝௙௥,(௜) are calculated as the expected utilities of ݃௫,௝ொ,(௜): ܧ௫,௝ொ,(௜)൫ݑหܨ௝ோ,(௜)൯ = ධ ାஶିஶ(௝ݔ)௝ொ,(௜)ܨ݀(௝ݔ)௝ݑ .  

3. the Q-expected utility of the fuzzy rational GL-I with a ribbon SICDF in the 
case of MUSI preferences takes a multiplicative form ܧ௜ொ(ܨ|ݑ௜ோ) =ଵ௄ ∏ ܭൣ ௝݇ܧ௫,௝ொ,(௜)൫ݑหܨ௝ோ,(௜)൯ + 1൧ − ଵ௄ௗ௝ୀଵ . If the preferences over ଵܺ, ܺଶ, … , ܺௗ 
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were MASI, then the Q-expected utility would take an additive form ܧ௜ொ(ܨ|ݑ௜ோ) = ෌ ௝݇ௗ௝ୀଵ   .௝ோ,(௜)൯ܨหݑ௫,௝ொ,(௜)൫ܧ

5 Conclusion 

This chapter introduced fuzzy rational decision analysis as a generalization of 
EUT, which tried to unify the normative rationality with the fuzziness of real  
preferences in the measurement process. It may be interpreted as the modern  
approach to the behavior of economic subjects, which tends to build upon the 
maximum quantity and quality of subjective information. It was shown that fuzzy 
(bounded) rationality stems from the interval nature of subjective estimates (utili-
ties and probabilities). The interval probabilities in particular caused the introduc-
tion of ribbon distributions, and in turn – fuzzy-rational lotteries. A scheme was 
given in the chapter, showing that ribbon distributions should be approximated by 
classical ones using Q criteria under strict uncertainty in order to be able to rank 
fuzzy-rational alternatives. Finally, decisions were made using the Q-expected 
utility criterion. Interpretation of this criterion was given for the case of fuzzy-
rational ordinary lotteries, for 1-D fuzzy-rational GL-I, and for fuzzy-rational  
multi-dimensional GL-I. The procedures to rank the other type of lotteries – 
fuzzy-rational generalized lotteries of II type, of III type, as well as the  
semi-generalized lotteries of I type (SGL-I) – are a combination of those already 
presented here.  

As a rather new theory, fuzzy rational decision analysis has multiple problems 
yet to be solved. Some of these tasks are: 1) to outline the procedure to rank gene-
ralized lotteries, where the uncertainty is described by VICDF, and preferences 
over the attributes are either MUSI or MASI; 2) to outline the procedure to rank 
generalized lotteries, where the uncertainty is described by SICDF, and the prefe-
rences over the fundamental vector attributes are either MUVI or MAVI. These 
questions shall be a topic of further research.  
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No. DVU01-0031, Bulgarian National Science Fund of Bulgaria).  
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Comparing Methods of Assessing R&D 
Efficiency in Latin-American Countries 

Catalina Alberto, Lucía I. Passoni, Claudia E. Carignano, and Mercedes Delgado 

Abstract. Scientific and technological activities have a growing importance in the 
economic development of a region. The aim of this paper is to analyze how effi-
cient scientific research and experimental development (R&D) are in terms of 
public expenditure. The effect of public expenditure on the ability to innovate, 
measured by the number of patents, publications and invention indices is eva-
luated. We propose the use of tools from the area of Operations Research as Data 
Envelopment Analysis and the Technique for Order Performance by Similarity to 
Ideal Solution, as well as methodologies from Computational Intelligence such as 
Self Organizing Maps to visualize the joint behavior of the different countries. 
The results obtained confirm an imbalance among countries in the area, imbalance 
that should be addressed in order to increase the global efficiency of the region. 

1 Introduction 

R&D can be defined as creative work undertaken on a systematic basis in order to 
increase the stock of knowledge, including knowledge of man, culture and society, 
and the use of this stock of knowledge to devise new applications. It includes ba-
sic research, applied research and experimental development  
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In the last years, Research and Development has become a popular term.  It is 
undeniably true that in order to improve competitiveness and productivity coun-
tries need to assign more resources to R&D activities  

Such is the case of the European Union where the role of knowledge and  
innovation is considered the driving force of sustainable growth.  The European 
Research  

Area’s objective is to strengthen its scientific and research bases and to encour-
age public and private investment in R&D [3]. However, and despite the effort 
made to achieve these aims, there still is a significant imbalance in the scientific 
and technological activities across regions, which affects the sustainable develop-
ment of the whole Union.  

In Latin America, there is no explicit formal statement on this issue. However, 
it has become absolutely necessary for governments and institutions to view 
knowledge, and consequently R&D activities, as a way of achieving and securing 
the economic growth of the region. To this end, the gaps in scientific and technol-
ogical activities among countries must be reduced. In other words, the more ho-
mogeneous countries are in these areas, the higher chances of success in global 
development for the region.    

The aim of this paper is to analyze for various countries in the region, the effect 
of different levels of effort in public R & D on the ability to innovate, as measured 
by patents, publications and index of invention. To this end, we propose the use of 
tools form the area of Operations Research as Data Envelopment Analysis (DEA) 
[1] and the Technique for Order Performance by Similarity to Ideal Solution 
(TOPSIS), as well as the use of unsupervised neural networks (Self Organizing 
Maps) to visualize the joint behavior of the different countries [4]. 

DEA is one of many procedures used in non-parametric efficiency estimation. 
This method has been successfully used to estimate efficiency in R&D environ-
ments. As in the proposal of Chuang et al that describes [6] the relation of  
efficiency between input and output into an R&D context of the microelectronic 
industry in Taiwan.  

Also Sharma and Thomas [11] examines the relative efficiency of the R&D 
process across a group of twenty two developed and developing countries from 
Europe, India and Asia using Data Envelopment Analysis (DEA). The R&D tech-
nical efficiency is examined in this paper using a model with patents granted to 
residents as an output and gross domestic expenditure on R&D and the number of 
researchers as inputs.  

TOPSIS is widely used for solving a Multi-criteria decision-making problem. 
The concept of TOPSIS is choosing the best alternative according to the relative 
position in all of the alternatives. It means that an alternative is good if it has the 
shortest distance from the positive ideal solution (PIS) and the farthest from the 
negative ideal solution (NIS).  The TOPSIS method can provide total ranking or-
der of all decision alternatives. 
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Amiri et al [7] have proposed the integration of both methodologies: DEA and 
TOPSIS to develop a decision making framework to evaluate the risk of related 
portfolios of a particular financial market. 

We also propose the use of Self Organizing Maps (SOM) [5] that is a kind of 
an unsupervised neural network, to transform the data that characterize the R&D 
behavior of the different countries to a two-dimensional grid of nodes while pre-
serving its ’topological’ structure. We compare and contrast the ‘feature map’ 
generated by the SOM with the results of the DEA and TOPSIS results. 

2 R&D Activities in Latin America 

In the Latin-American countries context, data of R&D expenditure show signifi-
cant differences among the countries. In 2008 the expenditure on R&D as a  
percentage of GDP was for Brazil 1,11% while Colombia barely spent 0,14%,  
Panamá 0,21% and Costa Rica 0,39%. [9] 

Another frequently used indicator to measure R&D activities is the number of 
patents granted. The figures below show the differences among countries relating 
number of patents to number of inhabitants (Figure 1) and to R&D expenditure in 
million dollars purchasing power parity (PPP) (Figure 2).The aim of this paper is 
to analyze the R&D activities in the countries of the region in order to detect any 
asymmetries.  

 

 

Fig. 1 Patents granted per million inhabitants (2004-2008) 

Patents granted demonstrate the ability to turn R&D efforts into developments 
that can be exploited by industry.  
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Fig. 2 Relation between patents granted and R&D expenditure (million dollars purchasing 
power parity (PPP)) 

Figure 1 and Figure 2 shows a marked asymmetry among countries in R&D 
budget and activity. 

However, it is important to note the use of the number of patents granted as an 
indicator of R&D activity has some limitations. Not all innovations do necessarily 
result in patent grants, and their economic value may differ significantly. In some 
cases, a small number of patents may be very profitable, while in others, a high 
number of patents may be of little worth.   

3 Definitions of Variables  

The problem of variable selection was made from a large set of indicators for as-
sessing the performance of the use of R&D countries. For the purpose of organiz-
ing data for use in the three proposed methods are presented as input and output 
variables. Data collected from average figures of period 2004 – 2008, obtained 
from the Ibero-American Network of Science and Technology Indicators (RICYT) 
database and the Report on Human Development of the United Nations Develop-
ment Program (PNUD) [9].  

Given the variable data availability, the analysis will be performed on the  
following countries:  Argentina, Brazil, Chile, Colombia, Costa Rica, Ecuador, 
Guatemala, Mexico, Panama, Paraguay, Peru and Uruguay.   

input  
RDE: expenditure on R&D in millions of dollars, purchasing power parity.   

outputs  
PG: number of patents granted.  
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SCI; number of publications recorded on the multidisciplinary Science Citation 
Index1 database.  

CI: invention coefficient2. 

4 Analysis Methodologies  

In this study we applied different methods to analyze the performance of countries 
in the use of public spending on R&D. 

TOPSIS proposes an ordering based on the distance between an ideal target 
(and anti-ideal) and performance indicators in each country actually observed. 
These indicators are incorporated as criteria (inputs) to minimize and criteria to 
maximize (outputs). 

Meanwhile DEA is a non-parametric model that calculates the performance of 
each country and the relative distance between an empirical production frontier 
(determined by the countries best positioned) and the actual performance of each 
country according to the observed inputs and outputs. 

Self-organizing maps are used to visualize the behavior of different countries 
depending on their similarity (using only the outputs of the system variables) as 
performance indicators. 

While these methods work from different assumptions, we believe that the 
comparison of results (obtained from the set of selected indicators) allow interest-
ing conclusions.  

4.1 Topsis 

Hwang and Yoon (1995) developed TOPSIS (Technique for Order Preference by 
Similarity to Ideal Solution), a technique based on the idea that it is desirable for a 
given alternative to be as close to the ideal solution as possible and as far from the 
negative-ideal solution as possible [4].  

An ideal solution is defined as a set of ideal values (or ratings) in relation to a 
given problem’s attributes, even when the ideal solution is usually impossible or 
not feasible. Therefore, the most rational approach is to find the simultaneous mi-
nimization of distance from an ideal solution point and the maximization of dis-
tance from a negative solution point. 

TOPSIS defines a similarity index (or relative proximity index) in relation to 
the ideal positive solution, combining the proximity to the ideal solution and the 
farthest distance from the ideal negative solution. The alternative that is closest to 
the maximum similarity to the ideal positive solution is chosen.  

                                                           
1 There are different scientific publications bases. Some are multidisciplinary while others 

are discipline specific. Given that these bases are not mutually exclusive; the biggest  
multidisciplinary base has been considered in this paper.  

2  CI is defined as patent applications per resident per million inhabitants.  
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௜ܵା = ඩ෍൫ݒ௜௝ − ௝ା൯ଶ௡ݒ
௝ୀଵ                  ௜ܵି = ඩ෍൫ݒ௜௝ − ௝ିݒ ൯ଶ௡

௝ୀଵ  (5) 

Finally, the similarity index to the positive ideal is evaluated as the quotient: ܥ௜כ = ௜ܵି( ௜ܵା + ௜ܵି ) (6) 

That is to say, the higher the index ܥ௜כ is, the farther alternative i will be from 
the negative ideal in relation to the total distances from both ideals, and conse-
quently, the more preferable its global position will be.  

4.2 Data Envelopment Analysis (DEA) 

DEA is a mathematical programming tool which compares the relative efficiency 
of units that use the same type of input to produce the same group of outputs. 
DEA models measure the efficiency of each unit against an empirical frontier, 
such as the distance quotient between a given unit and another feasible, efficient 
unit on the frontier.  The Superefficient BCC model [1] will be used to obtain a 
full ranking of the universities evaluated, and then this will be used to compare re-
sults obtained using the other methodologies [1].   

When trying to work out the mathematical formula of the DEA technique, it is 
necessary to understand the concept of efficiency known as Pareto Koopmans. 
This concept states that “a unit is efficient when none of its output can be in-
creased without increasing its inputs and none of its outputs can be decreased 
without decreasing its outputs”. Efficiency measurements imply a comparison of 
the output/input relationship.  

DEA is a non parametric technique characterized by its flexibility in weight de-
termining and by the use of multiple inputs and outputs. The method operates on 
the concept of “efficient frontier”. Each unit (DMU) becomes more efficient when 
moving closer to the frontier. As the reference is on the frontier line, each unit will 
have different “reference units” depending on their relative position in relation to 
the efficient line.  

4.2.1 Model of Constant Returns to Scale (CCR) 

Suppose we have n units to evaluate (DMUs), where each DMUj (݆ = 1, … , ݊) 
produces s outputs and ݎ௝ (ݎ =  1, … , ௜௝ݔ using m inputs (ݏ  (݅ =  1, … , ݉), DEA 
will use the following measurement of DMU efficiency: 

ℎ௝ = ෌ ௥௝௦௥ୀଵ෌ݕ௥ݑ ௜௝௠௜ୀଵݔ௜ݒ  (7) 



370 C. Alberto et al. 

 

where ݒ௜  (݅ = 1, … , ݉) and ݑ௥ (ݎ = 1, … , -are the weights or inputs and out (ݏ
puts to calculate a weighted sum of m inputs and s outputs for the DMUj respec-
tively.  

According to Chames, Cooper and Rhodes [2], DMU weights can be deter-
mined by the following mathematical programming problem: ℎ଴כ = max ℎ଴  

If ℎ௝ ≤ 1, ݆ = 1, … , ,௜ݒ ݊ ௥ݑ ≥ 0݅ = 1, … , ݉, ݎ = 1, … ,  ݏ
(8) 

where,  ℎ௢ = ∑ ∑௥௢௦௥ୀଵݕ௥ݑ ௜௢௠௜ୀଵݔ௜ݒ  (9) 

represents the quotient between the weighted sum of outputs and the weighted 
sum of inputs for a given DMU (DMUo), which means the resolution of as many 
no linear programs as DMUs. By applying this model to each unit, we will obtain 
n DEA efficiency indices, ℎ௝כ related to each DMU, where each one will be related 
to optimum weights (m + s) corresponding to each input and each output. 

It is obvious that the higher ℎ௝כ is, the more efficient DMUj performance will be. 
However, the highest possible value is 1- due to the restrictions imposed by the 
mathematical program. If ℎ௝כ = 1 then DMUj is relatively efficient.  

Many authors suggest that these models can only classify units into efficient 
and inefficient but cannot help rank them. In order to overcome these limitations, 
modifications to the classic models have been developed, such as the Supereffi-
cient Model [1] and the cross efficiency model [10].  

4.2.2 Superefficient Model 

To avoid obtaining more than one DMU with DEA indices equal to one, which 
would Rank several units first thus making it difficult to have a strict total order, 
Andersen and Petersen introduced a change in the model. By excluding the ℎ௢ ≤ 1 restriction for DMUo, we get: ℎ௢כ = max ℎ௢݋ݐ ݐ݆ܾܿ݁ݑݏℎ௝ ≤ 1, ݆ = 1, … , ݊ ܽ݊݀ ݆ ≠ ,௜ݒ 0 ௥ݑ ≥ 0 

(10) 

Then, there can be efficient DMUs with values higher than one, breaking the 
ties that are usual when applying DEA and which make strict ranking difficult. 
This model is known as superefficient.  
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4.3 Self Organizing Maps 

Self Organizing Maps (SOMs) introduced by Teuvo Kohonen [5], a well known 
type of neural network, are a powerful tool for the visual analysis of multiple va-
riables. SOMs are a valuable alternative in data exploration which can be used to 
complement traditional statistical methods SOMs are a particular type of neural 
network in which neurons (also called “cells” in this context) work in a two-
dimensional arrangement [12, 13]. 

The dimension of each cell in the network is identical to that of the input vec-
tors (patterns). Each cell is trained and associated to a weight vector called “proto-
type vector”. In the first stages of the map, before training, prototype vectors are 
given either random values or values that vary linearly on the map depending on 
the variables of the training data set.  

The BMU (Best Matching Unit) is the cell whose prototype vector is most simi-
lar to the input pattern (using a, generally Euclidean, distance criterion)  

During training, prototype vectors are adjusted according to an iteration pattern 
by using the following equation:  

௝ܹ(݊ + 1) ՚ ௝ܹ(݊) + (݊)ℎ௝௜(݊)උܺ(݊)ߟ − ௝ܹ(݊)ඏ (11) 

where n is the iteration number, j is the neuron index considered in the itera-
tion, ௝ܹ is the cell’s prototype vector j, ߟ(݊) is the learning rate, ℎ௝௜(݊) is the 
BMU neighborhood function BMU and ܺ(݊) is the input vector (pattern) in the 
iteration n.  The higher the number of iterations, the lower is the learning rate and 
the neighborhood function scope. 

Once SOM training is complete, there are different ways of visualizing infor-
mation. Each variable value of each cell’s prototype vector can be analyzed and 
represented in separate maps by using different colors or shades of grey. These 
maps are topologically related and are usually called “feature maps”. Alternative-
ly, variable numerical values can be included in each cell instead of, or as a  
complement of, colors to obtain a more detailed analysis.  

Map training quality can be evaluated by considering how closely prototype 
vectors represent training data. To do this, quantification errors must be defined: 

ொܧ = 1ܰ ෍ԡݔ௜ − ݉௜ԡே
௜ୀଵ  (12) 

where ݔ௜ is a pattern (datum), ݉௜ is the inner condition of that pattern’s BMU 
and N is the number of patterns in the training set.   

In order to assess whether data topology has been preserved, topographical er-
rors must be defined. For all training patterns, the best matching cell in the map 
(BMU) and the second best matching cell in the map (2nd BMU) must be worked 
out. If these two cells are adjacent, then there is an error. Total error can be nor-
malized in a 0 to 1 form, where 0 means the perfect preservation of the topology: 
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்ܧ = 1ܰ ෍ ே,(௜ݔ)ݑ
௜ୀଵ  (13) 

where ݑ(ݔ௜) is 1 if 2nd BMU is not an adjacent cell (topographical position) 
and  0 if it is [8]. 

Consequently, during SOM training a sample space projection is built and a 
map which preserves the grid multivariable pattern topology is generated. Infor-
mation on group or cluster distance is visualized in the Unified Distance Matrix 
projection.   

 
The Unified Distance Matrix is worked out from the trained map, taking into 

account the fact that the map is a bi-dimensional array of cells whose values have 
been adapted during learning.  Distance matrices are typically used to show the 
mapping clustering. To that end, a matrix where cells are colored according to the 
distance from neighboring units is shown.   

Similar colors are used for cells at similar distances so that groups or clusters 
can be recognized as areas in the map where there is a small distance among cells 
and there is a separation zone (area where there is a big distance among cells) 
from one group to the next.  

To analyze each variable individual behavior within the map, component  
plans are visualized. These help us to find out how each variable behaves in rela-
tion to the cluster identified in the distance matrix. Variable plans provide visual 
information which helps correlate the simultaneous behavior of all the variables 
considered in the model. 

5 Results  

5.1 TOPSIS 

TOPSIS was applied considering as data model the partial efficiency measures 
calculated from the ratios of output/ input for each country (PO/RDE, SCI/ RDE 
and CI/ RDE). To evaluate the distance between a country and the ideal solution 
and negative-ideal solution used the Euclidean distance measure. The ideal solu-
tion is formed by the best partial efficiencies observed country (PO/ RDE, SCI/ 
RDE and CI/ RDE) between the countries analyzed, while the negative-ideal solu-
tion is the composed of the values of these measures have the worst performance 
among all considered. The similarity index obtained could be interpreted as a 
measure of performance of each country in relation to theses partial efficiencies. 

Similarity index obtained are shown in the Table 1.  The ranking shows that 
Panama, Paraguay and Guatemala have a good performance in relation to R&D 
expenditure (RDE). Brazil and Ecuador have low performance appearing with 
lower similarity index. 
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Table 1 TOPSIS Indices 

Country Index 

Panama 0,7777

Paraguay 0,5472

Guatemala 0,5404

México 0,3637

Uruguay 0,3626

Peru 0,2935

Costa Rica 0,2637

Chile 0,2535

Argentina 0,2057

Colombia 0,1493

Ecuador 0,0620

Brazil 0,0056

5.2 DEA 

In order to obtain a complete ranking of the countries analyzed, the superefficient 
CCR model output oriented was applied. It was considered RDE as input and PG, 
SCI and CI variables as outputs. The objective was to obtain a ranking of the effi-
ciency of expenditure considering multiple outputs (Table 2). Results show that 
Panama and Paraguay have values higher than 1 (superefficient). Guatemala, 
Chile, Uruguay and Argentina too have a good performance (higher than 0,70). 
Brazil and Ecuador the lowest obtained results (less than 0,35).  

Table 2 DEA Efficiency Indices 

Country Efficiency 

Panamá 2,5150 

Paraguay 1,4940 

Guatemala 0,9220 

Chile 0,7510 

Uruguay 0,7430 

Argentina 0,7080 

Mexico 0,6910 

Colombia 0,6400 

Costa Rica 0,5560 

Peru 0,5380 

Ecuador 0,3480 

Brazil 0,3330 
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bottom right corner, where Brazil and Ecuador are. All the other countries share 
similarity areas.  

In Figures 5, 6, and 7 show maps of the standardized variables SCI, PO and CI 
related to the spending on R&D (RDE), respectively. On maps of variables re-
mains the topographic location of each country. Thus we can assess the level of 
each variable in the map and interpret similarities and differences between the 
cases. 

 

Fig. 5 Variable PG/RDE Map. Color Bar shows values 

 

Fig. 6 Variable SCI/RDE Map. Color Bar shows values 

Looking at the results of the mapping of the analyzed variables generated by 
the SOM is displayed a particular behavior of Panama, which has a high level of 
variables PG/RDE SCI/RDE, in relation to the other countries analyzed, and pre-
sented an average level of the variable CI/RDE. Colombia, Argentina, Chile and 
Uruguay have strongly homogeneous behavior in Fig 4, low level of patents 
granted, and some variability in maps and SCI variables CI. A homogeneous re-
gion is where impact Brazil and Ecuador which have similar behaviors in the three 
variables 
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Fig. 7 Variable CI/RDE Map. Color Bar shows values 

6 Discussions 

By comparing the results obtained using the three different approaches, we could 
see the efficiency ranking did not suffer significant variations. Neither were there 
major differences in the cardinal comparison of results. Differences arose from the 
way in which the different methods work. DEA is a mathematical programming 
method which analyses the problem globally and in which all DMUs are com-
pared at the same time, contrasting the input/output relation under evaluation 
against all other units in the problem. 

The TOPSIS results, calculated from data considered partial efficiencies meas-
ures, shows to Panama, Paraguay and Guatemala as the country’s best positioned 
in the ranking of performance. It notes that Brazil and Ecuador have the values 
furthest from the ideal and near negative-ideal. They observed a group of coun-
tries with good performance indices are very close together (Peru, Costa Rica, 
Chile and Argentina), which is consistent with that shown by the SOM map. 

Note that the results of the DEA method show a behavior similar to those ob-
tained by TOPSIS, best positioned countries were again Paraguay, Guatemala and 
Chile meanwhile Brazil and Ecuador remain in the last places in the ranking.  

The performed analysis denoted that a) the DEA method is relatively sensitive 
to the input and output specifications; b) the TOPSIS model which relates Product 
and Resource has proved to offer rankings which are the closest to DEA’s, and 
whose global ranking agrees with this method in the scoring of the most efficient 
and least efficient units. These facts support the choice of this method as control 
of the estimates given by DEA. 

Self-Organized Maps results, designed with the product variables in relation to 
investment, graphically show country distribution according to their RDE effi-
ciency. The possibility of visualizing results and variable behavior simultaneously 
makes SOMs a useful tool for decision making.  

Due to lack of comparable data, it was not possible to analyze all 24 Latin-
American countries.  A full comparison of all countries, together with the applica-
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tion of other analyses methodologies will be the subject of our future work. As 
mentioned above, the results are not conclusive since they are conditioned by data 
quality and availability. It is vital, then, to improve data collection and count on 
statistical information drawn on common criteria for all the countries in the re-
gion. With more reliable information, further studies and valid comparisons will 
become viable.  

7 Conclusions 

Becoming an economy knowledge-based as a long-term strategic objective must 
be a goal for our region. It also would be a significant step towards achieving local 
growth and development.  To that end, it is essential not only to increase the GDP 
(Gross Domestic Product) percentage assigned to R&D but also to use the budget 
available in an efficient way.  

The aim of this paper was to analyze the effect of the varying levels of expendi-
ture on the ability to innovate as measured by the number of patents, publications 
and invention indices. The results confirm that there is an imbalance among coun-
tries in the area- imbalance that should be redressed in order to increase the global 
efficiency of the region.  

This analysis clearly shows that R&D must be improved in countries with low 
performance measures to increase their performance. Topic is beyond the scope of 
this paper and will be analyzed in future studies. 

References 

1. Andersen, P.Y., Petersen, N.C.: A Procedure for Ranking Efficient Units in Data Enve-
lopment Analysis. Management Science 39, 1261–1264 (1993) 

2. Charnes, A., Cooper, W.W., Rhodes, E.: Measuring the Efficiency of Decision Making 
Units. European Journal of Operational Research 2, 429–444 (1978) 

3. Council of the European Union: Presidency Conclusions Brussels European Council 
(2005), http://Www.Europarl.Eu.Int 

4. Hwang, C.L., Yoon, K.: Multiple Attribute Decision Making: Methods and Applica-
tions. Springer, New York (1981) 

5. Kohonen, T.: Self Organized Formation Of Topological Correct Feature Maps. Biol 
Cybernetics 43, 59–96 (1982) 

6. Chuang, L.M., Liu, C.C., Chao, S.T.: Data envelopment analysis in measuring r&d ef-
ficiency of semiconductor industry’s new product development in Taiwan, 
http://eco-science.net/f_articles/205-data-envelopment-
analysis-in-measuring-rd.html 

7. Amiri, M., Zandieh, M., Vahdani, B., Soltani, R., Roshanaei, V.: An integrated eigen-
vector–DEA–TOPSIS methodology for portfolio risk evaluation in the FOREX spot 
market. Expert Systems with Applications 37(1), 509–516 (2010) 

8. Pölzlbauer, G.: Survey and Comparison of Quality Measures for Self-Organizing 
Maps. In: Proceedings of the Fifth Workshop on Data Analysis (Wda 2004), pp. 67–82 
(2004) 



378 C. Alberto et al. 

 

9. Red de Indicadores de Ciencia y Tecnología Iberoamericana e Interamericana, 
http://www.ricyt.org/ 

10. Sexton, T.R.: The Methodology of DEA. In: Silkman, R.H. (ed.) Measuring Efficien-
cy: An Assessment of DEA, pp. 73–104. Jossey-Bass, San Francisco (1986) 

11. Seema, S., Thomas, V.J.: Inter-country R&D efficiency analysis: An application of da-
ta envelopment analysis. Scientometrics 76(3), 483–501 (2008) 

12. Tasdemir, K., Merenyi, E.: Exploiting Data Topology in Visualization and Clustering 
Of Self-Organizing Maps. IEEE Transactions on Neural Networks 20(4), 549–562 
(2009) 

13. Vesanto, J.: Data Exploration Process Based on the Self-Organizing Map. Acta Poly-
technica Scandinavica, Mathematics and Computing Series, No. 115, Espoo, p. 96. 
Published by the Finnish Academies of Technology (2002) 



 

  
R.A. Espín Andrade et al. (eds.), Soft Computing for Business Intelligence,  
Studies in Computational Intelligence 537,  

379 

DOI: 10.1007/978-3-642-53737-0_25, © Springer-Verlag Berlin Heidelberg 2014  

Tool Based Assessment of Electromobility  
in Urban Logistics 

Tim Hoerstebrock, Axel Hahn, and Jürgen Sauer 

Abstract. Compared to conventional vehicles with combustion engines, electric ve-
hicles have several advantages concerning sustainability and efficiency. Unfortu-
nately, these advantages are bound to low ranges of the vehicles and long charging 
times due to the battery as energy source. In addition, the expensive battery increase 
the investment cost of the vehicle. In case of private users, these costs cannot be am-
ortized by the relatively low electricity price due to the low utilizations of the vehi-
cle. Car sharing could be a possible answer to deploy electric cars in urban regions 
nevertheless. The objective of our research is to assess the feasibility of exchanging 
conventional vehicles through electric powered ones within a car sharing fleet. The 
goals of this analysis are to determine possible exchange rates of the vehicles, to 
specify the required charging infrastructure and to evaluate the effect on the quality 
of service in terms of availability of the vehicles. In order to achieve these goals, we 
developed a multi-agent framework that simulates vehicles with new drive systems 
in existing transportations systems in general and the potential of electromobility in 
existing road networks in particular. In this chapter, we explain our approach and 
evaluate the feasibility of electric vehicles in a particular car sharing fleet operating 
in the city of Oldenburg, Germany. We evaluate two customer patterns: working day 
and weekend. The results show that the weekend scenario leads to several fuel 
shortages – in contrast to the working day scenario. The findings indicate that a 
more intelligent booking system or a quantitative expansion of charging stations 
would lead to a higher reliability and user acceptance. 

1 Introduction 

Electric vehicles hold a high potential when it comes to sustainable transport  
because of its local zero emissions and the high efficiency of their engines.  
                                                           
Tim Hoerstebrock 
OFFIS Oldenburg, Germany 
e-mail: Tim.Hoerstebrock@offis.de 

Axel Hahn · Jürgen Sauer 
Carl von Ossietzky University of Oldenburg, Germany 
e-mail: {hahn,sauer}@wi-ol.de 



380 T. Hoerstebrock, A. Hahn, and J. Sauer 

 

Compared to the conventional vehicles, the electric powered vehicle pays off in 
terms of running costs due to the relatively low electricity price. However, batter-
ies of these vehicles are expensive and have a lower energy density than gasoline. 
That leads to high investment costs, short range and long charging times. Besides 
the loss of comfort, the vehicle user might not cover their mobility needs with the 
new technology. However, even when the vehicles meet the mobility need, the ca-
pacity utilization of the vehicles is likely to be so low that the higher investment 
cost of the electric vehicle cannot be amortized. In order to cope with these disad-
vantages, car sharing in urban regions could be one possible answer. Urban re-
gions provide a good foundation to deploy electromobility due to the particular 
mobility patterns (short trips, long standing times) of its inhabitants. Furthermore, 
fleet owner have an advantage compared to private users because of the high oc-
cupancy of the vehicles. This utilization and the relatively low electricity price 
shorten the payback period of these vehicles. However, electromobility opens new 
questions for car-sharing companies due to the above-mentioned restrictions of the 
electric vehicles. They have to deal with questions which vehicles can be replaced 
by an electric car (technical requirements), which charging infrastructure is 
needed and whether the electric car fleet can handle the customers’ requests with 
the same reliability and efficiency like conventional cars (quality of service).  
Current tools and methods of transportation planning do not offer an integrated  
solution for these questions.  

Thus, our aim is to develop an evaluation methodology that helps us assessing 
new drive systems in transportation systems in general and the potential of elec-
tromobility in existing road networks in particular. The basis builds a multi-agent 
simulation tool that assesses the charging infrastructure layout of a given region 
with respect to the individual traffic patterns of the transportation system user. In 
this article, we explain our methodology and its closely coupled tool. For evalua-
tion, we investigate the potential of electric vehicles in a car-sharing fleet in the 
city of Oldenburg, Germany. Therefore, we enhance the simulation tool to con-
sider fleet specific movement patterns. Key measures in this investigation were 
breakdowns due to energy-shortage and waiting time due to the charging process. 
Two typical scenario sets of customer behaviour were applied: working day and 
weekend.  

The remainder of this article is structured as follows: section 2 summarizes the 
related work on transportation engineering. Section 3 describes our approach, 
which is followed by implementation of the data model and simulation tool  
(section 4). Section 5 provides the investigated scenario to evaluate the potentials 
of electromobility within the car-sharing fleet in Oldenburg, Germany. The last 
section concludes the article and gives an outlook on future work. 

2 Methods of Transportation Engineering 

Traffic in terms of mobility patterns has a huge effect on the first deployment of 
electromobility. Especially its charging infrastructure needs to be placed at loca-
tions where users depend on it. In this chapter, we describe related approaches, 
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which are used to solve similar problems. We will focus on a micro- and 
mesoscopic models and give an overview of current research how to model users’ 
mobility behaviour, since these works are important for our assessment. 

Considering the microscopic view, there exist varieties of approaches that 
tackle all kinds of problems of transportation engineering. The tools usually cover 
only distinct problems and a limited catalogue of targets. The reduction of  
complexity is needed to handle this level of detail [27]. This also explains the high 
diversity of the methods and tools. 

As one will notice in the following literature review, scientists often use multi-
agent systems to tackle their problems. The reason this is done is that a transporta-
tion system is hard to describe with an analytic model because of the complex  
relations of its elements, the non-deterministic behaviour of its participants and the 
high dependence to external settings like weather conditions. The multi-agent ap-
proach is so appealing for transportation related problems because of it dynamic, 
large-scale and distributed elements [33]. Moreover, computing resources have 
become highly available and affordable which favour the use of this paradigm.   

A main task before instantiating microscopic models is to determine the traffic 
behaviour of the participants in a transportation system and to map this behaviour 
to the desired model. Jochem gives an overview of the different methods and 
models that have been used to apply user demand to transportation models [14]. 
Usually this process is divided into four distinct steps: trip generation, trip distri-
bution, modal choice and route assignment. This method of demand modelling 
and traffic assignment is trip based that means that every person acts in the same 
manner as long as they travel for the same reason (e.g. go to work). In order to 
model people’s irrationality on a fine, microscopic level, this approach is com-
plemented by other researchers who follow multi-agent-based approaches [12]. 
The idea is to transfer the whole process of activity planning, modal choice and 
route choice to the individual virtual traveller. This requires that each individual 
has access to his own schedule within the target system. With this approach the 
system designer gets a more realistic and flexible model of the individual behav-
iour within a transportation system. This allows the system designer, to model 
non-rational behaviour like people’s choice to take the car although public  
transport offers a faster connection [12]. There are different ways to model this 
behaviour. Rosetti et. al [26], for example, use the BDI (beliefs, desires, inten-
tions) architecture which characterizes the way the agent sees the world (beliefs), 
the goals they pursue (desires), and predefined (hierarchic) plans they can use to 
achieve their goals (intentions). The drawback of modelling every traveller  
on his own is the high requirement of data to be able to describe the decision  
process of the individual traveller. Usually this data is not available and must be 
obtained from general high-level data. Balmer et. al [3] introduced a demand-
modelling framework that is capable of using different data inputs to generate 
these behaviours and export them to downstream tools for further usage. They 
evaluated the approach on two regions: the Kanton Zurich, Switzerland and  
Berlin/Brandenburg, Germany.  
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After modelling the behaviour of each individual entity, simulation runs are 
made to evaluate the impact of the combination of behaviours on the transport sys-
tem. MATSim [5, 19], OPUS [30], AIMSUN [2, 4], VISSIM [24] and MITSIM 
[18, 34] are all microscopic simulation tools, which are capable to do so (not ex-
clusively). They try to simulate the physical phenomena as close to reality as pos-
sible to get the most realistic picture of vehicle movement as possible [5]. The 
goal of these tools is to display temporal and spatial vehicle movement in order to 
investigate network capacity and to explain the occurrences of traffic jams and/or 
rush hours. The results of this analysis are time-based bottlenecks of the transpor-
tation system. After this determination, possible solutions are developed in order 
to resolve these bottlenecks. In literature, these solutions have a wide range. They 
reach from experimental road assignments [21, 28, 29] over optimizing the  
signal plans [6, 17, 25] to the introduction of intelligent infrastructure and man-
agement systems [1, 11, 15]. The reason for these approaches lie in the inflexible 
transportation system and the corresponding expensive modifications of road in-
frastructure [8, 26]. Whereas the first two areas are not relevant for our questions, 
intelligent infrastructure can be a promising measure to help the electric vehicle 
user to overcome the disadvantages of the new technology. 

The basis of the approach is that the infrastructure pictures the real-time over-
view of the actual condition of the transportation system and that this information 
is passed to the user so that he can accordingly revise his route choice [7]. There-
fore, investments are reduced in comparison to network extensions and the road 
information will lead to a better utilization of the transportation network. Unfortu-
nately, the user does not always act rationally to the passed information so that 
congestion and other ineffective situations remain. To investigate this issue, scien-
tist use the individual traveller model described above. They extend the traveller 
models by reasoning to get to a realistic route choice behaviour. This reasoning is 
implemented in different ways. Wahle et. al [31, 32], for example, use a simple 
approach with only a two-road system to determine, first, if information first leads 
to a better capacity utilization and, second, if an equilibrium is reached. Wahle et. 
al uses a cellular automaton proposed by Nagel and Schreckenberg [20]. The ve-
hicles that leave the system announce their travel time. Entering vehicles can see 
on a board which road takes the shortest time. According to their strategy (static or 
dynamic), they choose their road randomly or by the information they receive. 
Wahle et al. conclude that this sort of information leads to oscillations in the road 
utilizations, which makes it hard to manage traffic. Klügl and Bazzan [16] investi-
gate a similar scenario in which commuters have two road choices: main road or 
side road. The main road is shorter than the side road but accomplishment will 
take longer if congested by too many vehicles. The commuter has to choose be-
tween these two roads. Klügl and Bazzan developed heuristic that takes the ex-
perience of the driver into account. The driver remembers what reward he has 
gained with what decision in the past and acts more likely to his experience. This 
leads to equilibrium of travel time (reward) on the main and the side road. The au-
thors come to the same conclusion as Wahle et al. after introducing traffic forecast 
into their scenario. If all drivers act to the information in the same way, the system 



Tool Based Assessment of Electromobility in Urban Logistics 383 

 

will get into an ineffective status (oscillation). Gringmuth et al. [10] extend the 
scenarios by informing the virtual driver not only on but also before his trip. 
Therefore, the decision making of the agent gets a lot more complex since the de-
cision is not only reduced to which road the traveller takes but also when to start 
his trip, which mode to choose and which activity to undertake. They use the pro-
gram mobiTopp, which characterizes the user’s behaviour based on data from the 
German mobility panel [13]. Combined with the traffic simulation VISSIM and 
VISUM [24] they investigate the outcome of pre-trip information on the total 
street network.  

In order to evaluate electromobility and its element, the multi-agent approach is 
promising since each individual user can be assessed and time-based bottlenecks 
and missing spatial coverage of charging infrastructure can be identified. Unfortu-
nately, the above-mentioned simulation tools cannot be applied to the questions in 
this article due to the following reasons: 

• The tools only focus on the road network. The requirement of our approach is 
to develop a tool-based methodology to assess new drive systems in transporta-
tion systems, generally. Therefore, our approach needs to be decoupled from 
any specific transportation system. This allows, for example, the investigation 
of new drive systems in the maritime domain. 

• The tools mostly focus on a realistic physical representation of the car flows. 
The focus of our methodology is to assess new service infrastructure, technical 
features of the vehicle and quality of service. A realistic physical representation 
would overshoot our aims. 

• The tools neglect the technical features of vehicles. Since gas stations are 
highly available and the tank of the cars are dimensioned in that way  
that ranges above 600 km are reached, fuel shortage was not a topic of traffic 
simulation. Thus, the technical features of vehicles were neglected. For our 
scenario, the modelling of these features is highly important since the ranges 
and consumption behaviour of the electric vehicles determine the applicability. 

With respect to the last point, it should be noted that the user must be optimally 
supported in his mobility behaviour in order to cope with the negative effects of 
electric vehicles. This includes the installation of a charging infrastructure to pro-
vide energy to the user at many places. Therefore, the mobility patterns are major 
inputs for our assessment methodology and highly influence the location and 
technical equipment of the charging infrastructure. As stated above, this is bound 
to high data demand to display these patterns on a microscopic level. The men-
tioned methods and tools especially by Balmer et. al [3] to convert general data 
into individual schedules is a promising approach. In addition, the use of electric 
vehicles will be closely connected to new telematics applications [9] that allow the 
user to easily find and book the next available charging station. Furthermore, these 
systems shall lower the range anxiety of the user by real-time information about 
the remaining range of the vehicle. This opens the question of user behaviour in 
dependence of this information. Our desired solution should consequently be able 
to integrate the above methods to describe users’ behaviour according to the  
information passed.  
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3 Approach 

As stated above, not only the road traffic but also other transportation domains 
face strategic questions when it comes to adapting new technology. Therefore, our 
approach needs to cover all types of transportation systems (and their combina-
tion) like sea, railway or air traffic.  

The challenge of our approach was to set up a highly generalized abstract data 
model, which can be extended to fit (almost) every research purpose in the context 
of introducing new propulsion technology within existing transportation systems. 
The researcher (user) is able to derive vehicles (e.g. ship, train, car, airplane), tran-
shipment places (e.g. charging stations, gas stations, airports, ports) and domain 
specific route networks. The goal is to be as specific as needed concerning  
the domain problem, but generic enough to be adaptable to future changes  
inside/outside of the domain. 

 
 

 

Fig. 1 Approach overview 

Our approach incorporates the use of a MAS. Technically, the simulation is 
discrete event driven. The reason for choosing a discrete event simulation was to 
simulate only necessary time slots. This allows the user to simulate large time-
spans efficiently without wasting any computing power for simulating unneces-
sary simulation time. Additionally, we are confronted with a system that highly 
fits to the characteristics of an ideal application for multi-agent technology defined 
by Parunak [23]: modular, decentralised, changeable, ill structured and complex. 
Thus, we enabled the agents to act simultaneously and designed behaviour de-
pendent communication between these agents, which might invoke further actions. 
When combing discreteness and communication between autonomous agents, it is 
essential to care about altering discrete time slots. For instance, while charging, an 
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EV-Agent might prolong the duration. Such an alteration would also cause the 
corresponding charging station to change charging plans due to the extended time 
span. Hence, alternation of the discrete time slots needs to be cascaded throughout 
every connected agent and its behaviours.  

The various agents can follow any goal and therefore need to be customized to 
focus a specific user defined research purpose. The architecture consists of three 
levels (see fig. 1). The first level is the abstract implementation of a multi agent 
simulation platform called JASON. It contains a basic agent that can handle dif-
ferent behaviours simultaneously; a discrete scheduler for actions of various 
agents in parallel and the possibility to establish communication between agents 
(see section 4.1). The traffic simulation and the traffic model are positioned on the 
second layer. The traffic model was built to reflect all necessary abstract objects of 
the reality. These objects are any types of vehicles, stationary loading units and a 
network. Each vehicle and stationary loading unit is applied to an agent. This as-
signment serves as a connection of the traffic model to the traffic simulation. The 
traffic simulation is a derivate/extension of the JASON package. It describes how 
vehicles are able to move on the network and how they can load and unload any 
type of fuel or cargo. In order to receive a tool for the concrete research purpose, 
three steps need to be done: (1) derive a specific data model from the traffic 
model, (2) derive a specific simulation model from the traffic simulation and (3) 
link both derivations with each other. These steps lead to the third layer including 
the domain model and the domain simulation. 

The next chapter deals with the concrete implementation of the three layers in-
cluding their corresponding data and simulation models.  

4 Implementation 

We separated our implementation in two major tracks: model and simulation (see 
fig. 2). The traffic model within the model track was created using the Eclipse 
Modeling Framework (EMF) with its Ecore UML-dialect. The advantage of EMF 
within this approach is the model driven development, which implies automatic 
code generation of the model classes and the model editor classes. The generated 
editor enables the user to create or edit instances of the domain model over a 
graphical user interface making the creation of models over program code obso-
lete. This allows the user to easily setup his scenarios for evaluation.  

Since the specific simulation mainly includes simulation logic, there is no ad-
vantage to use the EMF to support the simulation track also. The domain specific 
simulation packages (domain simulation) therefore are specialized in the conven-
tional programmatic way. Further details about the concrete implementation are 
provided in the following sections. 
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Fig. 2 Design of the three layers 

4.1 JASON – Java Agent Simulation OldeNburg 

The basic simulation framework JASON provides the necessary functionalities of 
a discrete and event based multi-agent simulation (see fig. 3). The AGENT class is 
the basic superclass for user-defined agents. Agents act inside a simulation and 
can interact through message-based communication. Every agent has an agent de-
scription with its unique name and supported services, e.g. fuelling. An agent acts 
through behaviours that are scheduled by the agent to perform actions at a specific 
simulation time. The agent provides basic functionality for its behaviours, e.g. 
sending and receiving messages, scheduling and un-scheduling of behaviours and 
the ability to add or remove provided services. 

The class SIMULATION is the core of the Framework. All agents have to reg-
ister with it. Registered agents are then able to schedule their behaviours into the 
SCHEDULER at a specific simulation time. Since the simulation is discrete, only 
time steps with scheduled behaviours will be executed. Thus, the simulation does 
not need to simulate every time step but only steps, when behaviours need to act. 

The Behaviour class is the basic super-class for user-defined behaviours. Be-
haviour contains the logic of specific actions an agent can perform. They can 
schedule themselves or other behaviours within the agent. As long as an action is 
performed, it is guaranteed, that the current simulation time will not continue. Be-
haviours can perform actions that last over a specific period by rescheduling them-
selves. The Scheduler always calls the action method of a behaviour; therefore, a 
behaviour has to remember its own status and the corresponding tasks that are in-
volved. Due to an agent's lock, it is guaranteed, that only one of the agent's  
behaviours runs at a time.  



Tool Based Assessment of Electromobility in Urban Logistics 387 

 

 

Fig. 3 Abstract design of JASON 

Communication is performed through messages sent and received by the agent. 
For the communication of agents, a dedicated message system is provided. All 
agents registered with the simulation can be addressed. The agents provide an in-
terface for behaviours to send messages through the agent. Thus, all behaviours 
are able to communicate in parallel. If an agent sends a message with a valid re-
ceiver, it will get an answer in any case, at least a NotUnderstood message. The 
simulation framework itself provides basic communication protocols in accor-
dance with the FIPA protocols. Therefore, messages are designed aligned to the 
FIPA ACL Message Standard [22]. 

The implementation of the protocols provides basic functionality like creation 
of pre-designed messages. Users only have to set certain parameters to create a 
valid message inside a protocol. The main reason for implementing pre-designed 
protocols is to guarantee easy negotiations between agents, especially with 1:n re-
lations. Already included in the framework are the contract net, subscribe, and 
register protocols. Every protocol is based on the initiator and responder classes 
that provide the necessary interfaces. This design allows a logical and easy to  
understand disjunction of the participating parties in the protocol. 
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Agents supporting different services need to register them with a Directory Sys-
tem Agent, which is acting as yellow pages. With this agent, other agents are en-
abled to search for supported services. The agents’ services are registered with the 
system in an agent description, containing all supported services and the agent’s 
name, to contact it directly if a service should be called on.  

4.2 Traffic Layer 

The traffic layer consists of two parts: traffic model and traffic simulation. The 
traffic model contains the general elements of traffic system like vehicles and in-
frastructure. They include technical specifications like capacity, loading/unloading 
patterns, maximum power of the engine, current and maximum speed. The traffic 
simulation covers the abstract agents and behaviours that are necessary to repre-
sent a transportation system with JASON. In the following, the traffic model and 
the traffic simulation will be explained in more detail. 

Traffic Simulation. In an effort to create a generic simulation framework, an ex-
tension of JASON has been implemented. This extension enables the simulation of 
all kinds of transportation systems with only few extensions needed. For that  
purpose, the basic agents, behaviours and services from JASON are extended to 
represent the basic units of a transportation system. The two main agents are In-
frastructureAgent and VehicleAgent. The InfrastructureAgent represents an entity 
that provides services to other agents in the system. In our case, this service is 
mainly loading and unloading some sort of goods. This function is covered by the 
LoadingContractNetService class, which extends the basic ContractNetService of 
JASON. The InfrastructureAgent registers the service to the LocationSystem, 
which extends the DirectoryAgent. This system allows other agents to find ser-
vices on the network (e.g. gas stations).  

The VehicleAgent is an entity that moves within the transportation system to 
pursue certain targets. They have certain behaviours to reach these goals. The 
three main behaviours in the traffic layer are TimeTableBehaviour, DrivingBeha-
viour and LoadingContractNetInitiator. The TimeTableBehaviour is supposed to 
be a part of the inner goal of an agent. It holds the information about the next steps 
an agent should perform. The basic goal in this abstract layer is to execute all de-
fined action on schedule. The DrivingBehaviour is supposed to accomplish the 
driving on a network. For that purpose, it will check the generic cost of a connec-
tion. Within the concrete implementation, these costs can reflect, for instance 
emissions, fuel or time. The costs are calculated by a Dijkstra algorithm to find the 
cheapest route efficiently. If enough energy is available, the DrivingBehaviour 
will start driving and reschedule when the route will be finished. While an agent is 
driving, it is still able to receive messages and react on events. The LoadingCon-
tractNetInitiator behaviour initiates a negotiation between the VehicleAgent and 
the InfrastructureAgent that provides the appropriate LoadingContractNetService. 
After the two parties agreed on price and amount of the required good(s), the  
loading/unloading takes place.  
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Traffic Model. The traffic simulation from above provides the needed infrastruc-
ture to simulate the basic events in a transportation system. The traffic model 
complements this infrastructure by a suitable data structure to represent the 
agents’ technical specifications. This model is needed to compare different sets of 
equipment and, therefore, to assess new technology in existing transportation  
systems. The main agents of the traffic simulation (InfrastructureAgent and Vehi-
cleAgent) are connected to their corresponding data models (Vehicle and Infra-
structurePoint).  

The technical elements of the Vehicle cover its Engine(s), the corresponding 
FuelType(s) and one or more additional LoadSpace(s) if necessary. The Engine(s) 
contain several specifications about efficiency, maximum power, torque, etc. 
Every Engine is bound to one specific FuelType.  Hence, programmatically it is 
prevented from consuming fuels that it is not designed for (e.g. gasoline in an 
electric engine). The FuelType provides criteria to evaluate its ecological and 
technological influence like CO2, NOx, SOx, and energy content. In order to rep-
resent logistic scenarios, additional LoadSpace(s) can be assigned to the Vehicle to 
represent its transport capacity for other cargo. Each LoadSpace can store one or 
more LoadTypes each representing a certain type of cargo. These LoadSpaces can 
be limited by amount and weight.   

On the top level, the Vehicle provides abstract methods to calculate the overall 
fuel consumption over a defined timespan and to calculate the optimal power input 
with respect to fuel efficiency. It also contains strategies about the use of its en-
gine(s). This enables the user to define how the engine(s) should be handled dur-
ing the simulation. In case of two engines, for instance, one engine could be used 
as main engine while the second engine is only used within defined situations like 
dealing with strong headwinds.  

As stated in the traffic simulation, the Vehicle has a TimeTableBehaviour to 
represent its inner goals. Therefore, a concrete TimeTable is provided to specify 
the destinations, arrival times and the actions that need to be performed at the  
destinations.  

In order to specify which transportation system a VehicleAgent can use, the 
traffic model holds one or more networks to represent roads, railways or seaways. 
These networks are directly assigned to the VehicleAgent.  

The InfrastructurePoint simply has one or more LoadSpaces with certain 
LoadType(s). It manages these LoadSpace(s) and holds the data about possible 
loading/unloading performance and certain restrictions about the LoadSpace(s). It 
is assigned to one node of one of the networks of the traffic model. 

4.3 Domain Layer 

The traffic simulation is not concrete enough to investigate a specific transporta-
tion domain. Therefore, a domain simulation is needed which is the final exten-
sion. At this point, all abstract classes of the traffic simulation are implemented 
which leads to a runnable simulation tool. Additionally, domain specific data 
models are created by extending the traffic model to their final classes. 
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Domain Simulation. In order to represent our evaluation scenario, the basic func-
tions from the traffic simulation are sufficient. Since the agent classes are abstract 
and, hence, do not work out of the box, they are extended by the EVAgent (extends 
VehicleAgent) and ChargingSpotAgent (extends InfrastructureAgent). They are 
complemented by certain setup routines to initiate the simulation.  

Domain Model. Just like the traffic simulation, the traffic model needs another 
extension to represent the specific technical attributes of the EVs involved in our 
evaluation scenario. This extension can be done by programmatically or model-
driven derivation. The model-driven approach includes the utilization of the 
Eclipse Modeling Framework. The user is forced to implement abstract methods 
to achieve the required domain specific functionality. This implementation can 
simply be a taking over the basic functionality of the traffic model or by extending 
it to fit to the user’s needs. The fuel consumption behaviour of an engine, for ex-
ample, can be modelled as either a linear function only depending on its current 
power or a multi-criteria function depending on load weight, additional electric 
consumer and weather conditions. 

In order to constitute a runnable domain model, the user must extend at least 
five abstract classes of the traffic model: Vehicle, Engine, Network (plus the corre-
sponding node class) and at least one action for the TimeTable. Additionally, all 
other classes may be extended. We additionally extended the InfrastructurePoint, 
to represent the ChargingStation and its corresponding technical specification like 
provided voltage, amperage and amount of phases. Another derivation, for exam-
ple, could be the model of a battery switching station, which provides completely 
different attributes. After extension, these constructs can be seamlessly integrated 
into the domain simulation.   

5 Evaluation 

This chapter provides an evaluation scenario that shows the interaction of the do-
main model and the domain simulation for assessment. The scenario describes a 
commercial car-sharing fleet operated in Oldenburg located in the northwest of 
Germany. The fleet consists of 21 vehicles accessible to every signed up customer of 
the car-sharing company. This chapter shows how the domain model is instantiated 
and how the different scenarios are build. Finally, we analyse the potential exchange 
rate of electric vehicles by using the breakdown rate as the target function.  

5.1 Model Instantiation 

The model instantiation covers the three classes StreetNetwork, ElectricVehicle 
and ChargingStation that are explained in section 4.3. The generation of the actual 
timetables are discussed in section 5.2. 
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StreetNetwork. To analyse the potential of electromobility in the car-sharing fleet 
in Oldenburg we modelled the base locations of the different vehicles. In addition, 
potential destination were identified which consider different trip reasons of the 
customer. This trip reasons are connected to the destinations. Each position is rep-
resented by a node. To model the StreetNetwork we build average routes (edges) 
between the origins and the potential targets taking different types of streets into 
account (main street, highway, interstate (autobahn)).  

ElectricVehicle. The electric car has a capacity of 17.25 kWh and a linear con-
sumption of 0.14375 kWh/km. This leads to a range of 120 km.  The charging 
time to recharge the battery completely is set to 8 hours with a power connection 
of 230V/16A. For this scenario, a linear charging progress is assumed. 

ChargingStation. The ChargingStation contains the technical specifications (am-
perage, voltage, number of phases) and its placement within the region. In order to 
limit the access to certain usages, the driving reasons of the mobility pattern model 
can be assigned to the charging station (work, shopping, spare time, etc.). For the 
evaluation scenario, the infrastructure is placed at the base locations of the  
vehicles, so that very vehicle has its own charging station. The considered power 
connection is a conventional one with 230V, 16A and one phase. Charging infra-
structure is not placed at the potential destinations.  

5.2 Input Data  

In order to specify the trips of the vehicles, two scenarios are developed: working 
day and weekend. Each scenario has subsets concerning different exchange rates. 
Following assumptions are made: 

• The time horizon of the possible usage of the vehicles is set to18 hours.  
• The starting time of the vehicle usage follows a normal distribution. The mean 

average is 8:00 am on working days and 9:00 am on weekends; the standard 
deviation is set to 50 minutes. 

• The standing times at the destinations follow a normal distribution with follow-
ing attributes: work (mean 8 hours; standard deviation 50 min); shopping 
(mean 1 hour; standard deviation 10 min); casual activities (mean 2 hours; 
standard deviation 30 min).  

In this paper, the capacity utilization of the fleet is fixed to reduce the number 
of sub scenarios. It is set to 50%. For each scenario (working day/weekend), the 
exchange rate rises successively in steps of 10%. For each sub scenario, 10 sets 
are generated according to the defined procedure (fig. 4). After simulation, the 
mean averages of the breakdown rate from the 10 sets of each scenario are  
calculated. Table 1 summarizes the scenarios. 

 



392 T. Hoerstebrock, A. Hahn, and J. Sauer 

 

 

Fig. 4 Trip generation 

Table 1 Scenario definition 

Scenario 
Working day / 

Weekend 
Capacity  

utilization 
Exchange rate Simulation days 

Scenario 1 Working day 50% 
10%–100%; 
Steps of 10% 

1 

Scenario 2 Weekend 50% 
10%–100%; 
Steps of 10% 

1 

5.3 Results and Discussion  

The analysis deals with the two defined scenarios above. The working day sce-
nario did not lead to any significant breakdown rates. Considering 50% capacity 
utilization, every exchange rate can deal with the mobility pattern of the working 
day. The situation is different with the weekend scenario. Fig. 5 shows the mean 
average of the breakdown rate of the whole fleet. As one can see, the step from 
20% exchanged vehicles to 30% leads to a significant raise of the breakdown rate 
from 0% to 4.5%. From there it rises continuously up to 14.89%. The reason for 
the two courses of the breakdown rate can be seen in the different route choices 
and the corresponding times per trip. The weekend scenario provides longer trips 
with relatively shorter occupation times (see table 2). This leads to a higher num-
ber of trips. In the working day scenario, the destinations are closer to the base lo-
cations and the standing times at the destination is higher, so the actual distance 
driven per day is lower.  

Considering the above made assumptions, it seems that electric vehicles are not 
suitable for weekend trips, especially for those trips with longer distances. The 
workday scenario promises suitable breakdown rates.  
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An Evolutionary Multi-objective Algorithm  
for Inferring Parameters in Outranking-Based 
Decision Models: The Case of the ELECTRE 
III Method 

Eduardo Fernández, Jorge Navarro, and Gustavo Mazcorro 

Abstract. Methods based on fuzzy outranking relations constitute one of the main 
approaches to multiple criteria decision problems. In this paper we examine multi-
criteria selection and ranking problems for which ELECTRE III is one of the most 
popular methods. ELECTRE III applications require the elicitation of a large 
number of parameters: weights and different thresholds; but direct eliciting is  
often an arduous task for the decision-maker. In this paper, an evolutionary-
multiobjective-based indirect elicitation of the complete ELECTRE III model-
parameter set is proposed. The proposal needs some kind of “preference  
knowledge”, which is implicit in a set of reference examples illustrating the  
decision policy from a “decision-maker”.  This method performs very well  
in some illustrative examples; its generalization to other outranking methods is 
straightforward. 

1 Introduction 

Many real decisions can be modeled by the use of multicriteria decision analysis. 
Multicriteria methods entail a decision-maker (DM) reflecting his/her preferences 
in a pre-specified mathematical structure. The representation of the DM by  
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preferential parameters is a crucial aspect in the construction of multicriteria deci-
sion models [5]. The development of these models can be based on direct or  
indirect elicitation procedures. In the first case, the DM must specify preferential 
parameters through an interactive process guided by a decision analyst [7]. Usual-
ly, the DMs reveal difficulties in defining parameter values whose meaning is 
barely clear for them. On the other hand, indirect procedures, which compose the 
so-called preference-disaggregation analysis (PDA), use regression-like methods 
for inferring the set of parameters from a battery of decision examples [7].  It is a 
way of managing “preference knowledge” which is implicit in a set of reference 
examples or decision statements. The object of this paper is to find a fitted model 
consistent with a decision policy embedded in a set of decision examples. Accord-
ing to Doumpos and Zopounidis [8], such examples may be provided by: 

a) Former decisions made by the DM; 
b) decisions on a limited set of fictitious actions for which the DM can easily 

express preferential judgments (decision policy); 
c) decisions on a subset of actions under consideration, for which the DM is 

comfortable expressing a decision policy.  

There are some early works related to PDA paradigm (e.g. [12]). Indeed, the 
process of assessing criterion weights in value-function and utility models (cf. [3]), 
may be considered an example of the PDA approach. In the framework of Multiple 
Criteria Decision Aid (MCDA), Jacquet-Lagreze and Siskos [11] pioneered the UTA 
method.  According to Greco et al. [20], MCDA approaches based on disaggregation 
paradigms are of increasing interest because they imply relatively less cognitive  
effort from the DM. Marchant [13] maintains that the only valid preferential input-
information is such arising  from DM’s preferential judgments in pairwise compari-
sons. Our interest here is restricted to PDA in ELECTRE. In ELECTRE-based  
models, inferring all the parameters simultaneously requires solving a non-linear 
programming problem with non-convex constraints, which is usually difficult (cf. 
[6, 14]. According to Doumpos et al. [7], the relational form of these models and ve-
to conditions may make it impossible to infer the model parameters in real-size date 
sets. Otherwise, in small data sets the non-linear problem may be ill-determined; 
there are many different parameter settlements that are compatible with preference 
information, but no mathematical programming technique is able to describe the 
whole compatible parameter settlement. 

Two recent papers examine the problem of inferring outranking model parame-
ters by evolutionary techniques, both in the context of multicriteria classification 
problems [7, 10]. In recent years, evolutionary algorithms have rendered powerful 
tools for solving difficult problems in a variety of fields, in particular, for the 
treatment of nonlinearity and global optimization in polynomial time (cf. [2]).  
Doumpos et al. [7] use a differential evolution algorithm for inferring parameter 
values in ELECTRE TRI method. Fernandez et al. [10] propose an evolutionary 
multiobjective algorithm for inferring parameters of a fuzzy indifference relation 
model for classificatory purposes. Compared with single-objective optimization, 
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the multiobjective approach is (though more complex) more flexible because it al-
lows a richer modeling of preferences. The solution of the parameter inference 
problem must satisfy several constraints in the parameter space. The DM may be 
unable to establish the model parameters, but he/she may express subjective in-
formation about criterion importance and parameter value ranges. As constraints, 
these expressions may be accounted to reduce the search space and help to obtain 
more acceptable solutions. As an additional advantage, an evolutionary multiob-
jective algorithm is capable of generating many good compromise solutions in the 
associated parameter space. As a result of the evolutionary exploration process, a 
characterization of the complete set of different model parameter settlements is 
achieved. This information is then used to obtain a final parameter settlement. 

This paper is the first of a paper series delineating an overall contribution. The 
main goal of the present paper is to develop an evolutionary multiobjective 
method for inferring the whole set of ELECTRE III model parameters. This ap-
proach combines the preference information contained in a reference-set with in-
ter-criteria and intra-criteria soft information, both arising from the DM. Further, 
the proposal makes the exploration capacity of the evolutionary search useful to 
achieve a better characterization of the set of compatible parameter settlements. In 
a forthcoming paper the approach will be extended to achieve a more complex 
model to handling reinforced preferences, as proposed by Roy and Slowinski [18]. 

Aside of this introduction, the paper is organized as follows: notations and main 
assumptions are pointed-out in Section 2. The optimization model is outlined in 
Section 3. The method for inferring ELECTRE III parameters is detailed in  
Section 4. Experimental evidence is given in Section 5 through an illustrative  
example. Section 6 contains concluding remarks.  

2 Assumptions and Notations 

Let us consider a consistent family of criteria ܩ = ሼ݃ଵ, … , ݃௡ሽ defined on a deci-
sion set ܣ. 

In natural language, the statement “x outranks y” (denoted xSy) means that the 
DM is sufficiently confident with the statement “x is at least as good as y”. 

Assumption 1: The DM can provide a reference set ܶ ؿ  composed of action ܣ
pairs (a, b) satisfying the following property: For each (ܽ, ܾ)  ∈ ܶ, one of the two 
statements below is true:  

i. a outranks b; 
ii. a does not outrank b. 

Let ߪ(࢞, ࢟) be a fuzzy outranking relation defined on A. ߪ(࢞, ࢟) may be inter-
preted as the degree of credibility of the statement “x is at least as good as y”. σ 
may be assigned by ELECTRE III method, by PROMETHEE method, or by any 
other outranking-inspired approach. Here, we are interested in considering how 
the σ-image depends on a specific settlement of the model parameters (weights 
and thresholds). Let us denote by ࡼ  the set of model parameters to be inferred. 
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Thus, the assessment of the degree of credibility for “x is at least as good as y” is a 
function ݔ)ߪ, ,ݕ ܲ).  

Assumption 2: The DM has additional information about criterion importance, 
symmetry, asymmetry, and acceptable parameter ranges. By using such informa-
tion, the DM can express judgments of acceptability or preferences on different 
parameter settlements. 

Now, we denote by כࡼ a specific settlement of model parameters. Let us con-
sider a real value ߣ > 0.5 and the following crisp binary relations on T: (࢞, ࢟) ∈ ,࢞)ߪ  iff  (ߣ)ܵ ࢟, (כࡼ ≥ ,࢞)   (outranking-ߣ)  ߣ ࢟) ∈ ,࢞)ߪ  iff  (ߣ)ܲ ࢟, (כࡼ ≥ ߣ ∧ ,࢟)ߪ ࢞, (כࡼ < ,࢞)  (strict preference-ߣ)  0.5 ࢟) ∈ ,࢞)ߪ  iff  (ߣ)ܳ ࢟, (כࡼ ≥ ߣ ∧ 0.5 ≤ ,࢟)ߪ ࢞, (כࡼ < ,࢞)  (weak preference-ߣ) ߣ ࢟) ∈ ,࢞)ߪ  iff  (ߣ)ܫ ࢟, (כࡼ ≥ ߣ ∧ ,࢟)ߪ ࢞, (כࡼ ≥ ,࢞)  (indifference-ߣ) ߣ ࢟) ∈ ,࢞)ߪ  iff  (ߣ)ܴ ࢟, (כࡼ < ߣ ∧ ,࢟)ߪ ࢞, (כࡼ <   (incomparability-ߣ) ߣ

3 Parameter Inference by Using a Multicriteria  
Error Measure 

A perfect consistency preference model-decision policy is reflected by the  
equivalence ∀(࢞, ࢟) ∈ ,࢞)ߪ ܶ ࢟, (כࡼ ≥ ߣ ֞ ࢞ܵ࢟ (1) 

Yet some effects of reinforced preferences (cf. [18]) could make xSy true de-
spite σ(x,y,P*) <λ holds. Using the above λ-relations, (1) can be transformed into  ∀(࢞, ࢟) ∈ ܶ   

࢟(ߣ)ܲ࢞ ֜ ࢞ܵ࢟  (2.a) 

࢟(ߣ)ܳ࢞ ֜ ࢞ܵ࢟  (2.b) 

࢟(ߣ)ܫ࢞ ֜ ࢞ܵ࢟  (2.c) 

࢞ܵ࢟ and no effect of intensity of preferences favoring ࢞ ֜  (d.2) ࢟(ߣ)ܵ࢞

Conditions 

1. (࢞, ࢟) ∈ .࢞ with (ߣ)ܲ   ࢟ܵ ݐ݋݊
2. (࢞, ࢟) ∈ .࢞ with (ߣ)ܳ  ࢟ܵ ݐ݋݊
3. (࢞, ࢟) ∈ .࢞ with (ߣ)ܫ  ࢟ܵ ݐ݋݊
4. (࢞, ࢟) ∈ ܵ with ࢞.   ࢞ ݃݊݅ݎ݋ݒ݂ܽ  ݏ݁ܿ݊݁ݎ݂݁݁ݎ݌ ݂݋ ݕݐ݅ݏ݊݁ݐ݊݅ ݂݋ ݐ݂݂ܿ݁݁ ݋݊ ݀݊ܽ ࢟(ߣ)ܵ ݐ݋݊
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are identified as inconsistencies with ܲ(ߣ), ܳ(ߣ), (ߣ)ܫ, and ܵ, respectively. Such 
discrepancies can be interpreted as errors, deviations of ߪ(࢞, ࢟,  from a good (כࡼ
model for the degree of truth of the predicate “x is at least as good as y”. Such in-
consistencies can arise from inadequate assessments of some model parameters.  

Let us define the following sets: ܦ௉ = ሼ(࢞, ࢟) ∈ .࢞ with (ߣ)ܲ ொܦ  ሽ࢟ܵ ݐ݋݊ = ሼ(࢞, ࢟) ∈ .࢞ with (ߣ)ܳ ூܦ  ሽ࢟ܵ ݐ݋݊ = ሼ(࢞, ࢟) ∈ .࢞ with (ߣ)ܫ ௌܦ  ሽ࢟ܵ ݐ݋݊ = ሼ(࢞, ࢟) ∈ ܵ with ࢞. ,ሽ  ݊௣࢞ ݃݊݅ݎ݋ݒ݂ܽ ݏ݁ܿ݊݁ݎ݂݁݁ݎ݌   ݂݋ ݕݐ݅ݏ݊݁ݐ݊݅ ݂݋ ݐ݂݂ܿ݁݁ ݋݊ ݀݊ܽ ࢟(ߣ)ܵ ݐ݋݊ ݊ொ, ݊ூand ݊ௌ denote the respective cardinality of the above sets. Obviously, 
such values depend on ࡼ. 

Here, we propose to infer the model parameters from the best compromise solu-
tion to the multiobjective optimization problem: Minimize௉∈ோಷ ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯  (3) 

where ܴி is a feasible region in the parameter space. This region is determined 
by constraints that the DM imposes on the model parameters (Assumption 2). In 
the remainder of the paper we shall denote by ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯כ

 the best compro-
mise solution to Problem 3 in the objective space. 

We disregard the use of single objective minimization of some error function or 
any related criterion. Compared with single-objective optimization, a 
multiobjective approach is more flexible because it allows of modeling 
preferences on different objectives. The different inconsistency measures do not 
have the same importance and should not be merged into a single objective; 
inconsistencies with ܲ(ߣ) seem to be more relevant. The objective ݊ொ seems to be 
a little more important than ݊ூ and ݊ௌ. However, since it is difficult to model the 
DM’ priorities with respect to ݊ொ, ݊ூ and ݊ௌ, we use a posterior modeling of prefe-
rences. Still, the complexity of solving (3) suggests the application of evolutionary 
algorithms. These are particularly convenient to solve multiobjective optimization 
problems, because they render approximations to the Pareto frontier in a single 
run, instead of performing many single-objective optimization processes as it is 
the case for non-heuristic conventional multiobjective optimization techniques [2, 
10]. An evolutionary-based solution to Problem 3 for inferring the ELECTRE III 
model parameters is developed in the next section. 

Beyond the mathematical complexities, several כࡼ may arise as a pre-
map from ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯כ

. From such כࡼ the decision-maker should select a ࡼ௕௘௦௧  as “the most appropriate settlement”. Indeed, this choice is another כ
selection problem whose solution demands the DM consider the following: 

• how representative is the particular solution regarding the whole distribution of 
parameter settlements; 

• how capable is such solution to restore additional preference-information not 
included in the reference set; 
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• to what extent such solution agrees with DM’s additional information about cri-
terion importance, symmetry, asymmetry, and acceptable parameter ranges. 

These issues will be addressed in sub-section 4.4.  

4 Inference of ELECTRE III Parameters by Evolutionary 
Multiobjective Optimization 

4.1 Brief Outline of ELECTRE III 

Proposition ࢞ܵ࢟ (“x outranks y”) holds if and only if the coalition of the criteria  
in agreement with this proposition is strong enough, and there is no important  
coalition discordant with it [19]. It can be expressed by the following logical  
equivalence [17]: ࢞ܵ࢟ ֞ ,࢞)ܥ ࢟) ׽∧ ,࢞)ܦ ࢟)   

where: ܥ(࢞, ࢟) is the predicate about the strength of the concordance coalition;  ܦ(࢞, ࢟) is the predicate about the strength of the discordance coalition; 
∧ and ∼ are logical connectives for conjunction and negation, respectively. 
Let ܿ(࢞, ࢟) denote the truth degree of predicate ܥ(࢞, ࢟). In ELECTRE III the 

degree of credibility of ࢞ܵ࢟ is calculated by ߪ(࢞, ࢟) = ܿ(࢞, ࢟). ܰ݀(࢞, ࢟)  (4) 

where ܰ݀(࢞, ࢟) denotes the truth degree of the non-discordance predicate. 
The concordance index ܿ(࢞, ࢟) is defined as follows: ܿ(࢞, ࢟) = ෍ ௝݇ ௝ܿ(࢞, ࢟)ீ  (5) 

where: ௝݇ is the weight of the j-th criterion (݇ଵ + ݇ଶ + ⋯ + ݇ே = 1)  ௝ܿ(࢞, ࢟) is the marginal (partial) concordance index for the j-th criterion.  
Let us denote by ݌௝   and ݍ௝ the preference and indifference thresholds for  

criterion ݆ (݌௝ ≥ ௝ݍ ≥ 0). The partial concordance index is calculated by: 

௝ܿ(࢞, ࢟) = ቐ 0                             if g௝(࢟) − g௝(࢞) ≥ ௝݌     ൫g௝(࢞) − g௝(࢟) + ௝൯݌ ൫݌௝ − ௝൯ݍ if ௝ݍ < g௝(࢟) − g௝(࢞) < ௝ൗ1݌                             otherwise        (6) 

Let ܦ௫,௬ = ቄ݆ ∈ (࢟)such that g௝ ܩ − g௝(࢞) ≥  ௝ቅ be the coalition discordant݌

with ࢞ܵ࢟. The partial discordance is measured in comparison with a veto threshold ݒ௝, which is the maximum difference g௝(࢟) − g௝(࢞) compatible with ߪ(࢞, ࢟) > 0. 

Following Mousseau and Dias [15], we shall use a simplification of the original 
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formulation of the discordance indices in the ELECTRE III method, which is  
given by: ܰ݀(࢞, ࢟) = minൣ1 − ௝݀(࢞, ࢟)൧݆ ∈  ௫,௬ܦ

(7) 

௝݀(࢞, ࢟) = ቐ 1            iff  ׏௝ ≥ ௝׏௝൫ݒ − u௝൯ ൫ݒ௝ − ௝ݑ   ௝൯       iffݑ < ௝׏ < ௝׏  ௝ൗ0            iffݒ ≤ ௝ݑ    (8) 

where ׏௝ = g௝(࢟) − g௝(࢞) and ݑ௝ is a discordance threshold (see Figure 1). 
 

 

Fig. 1 Partial discordance relation ௝݀(࢞, ,࢞)ߪ (࢟ ࢟) is calculated by combining Eq. 5-8 with Eq. 4. So, the following para-
meters must be specified: 

1. The vector of weights; 
2. The vector of indifference thresholds; 
3. The vector of preference thresholds; 
4. The vector of veto thresholds; 
5. The vector of discordance thresholds (only when the simplification suggested 

by Mousseau and Dias [15] is used). 

Additionally, if a crisp outranking relation is built on A, then a cutting level λ* 
has to be specified.   

4.2 Constraints in Problem (3) 

As we stated above, the DM may reveal subjective information about criterion im-
portance and parameter value ranges. The parameter settlement should be in corre-
spondence with such beliefs. Otherwise, the DM would feel disappointed with a 
decision that contradicts his/her feelings. 

The most obvious situation concerns “weights”. Often, the DM has a clear idea 
about the importance of criteria, even though he/she is doubtful regarding weight 
values. The solution must agree with the order of importance in DM’s mind.  
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Fernandez et al. [9] state that the DM should be able to create the following bi-
nary relations on ܫܵ :ܩ = ൛൫g௠, g௝൯ ∈ ܩ × ܫܮ uch that “criteria ݃௠ and ݃௝ have approximately             equal importance”ሽݏ ܩ = ൛൫g௠, g௝൯ ∈ ܩ × ܫܯ uch that “criterion ݃௠ is lightly more important             than criterion ݃௝”ൟݏ ܩ = ൛൫g௠, g௝൯ ∈ ܩ × g௝ܫܯshould hold: a.  if g௠ ܫܵ and ܫܮ ,ܫܯ uch that “criterion ݃௠ is clearly more important             than criterion ݃௝”ൟݏ ܩ then ݇௠ − ௝݇ ≥ g௝ thenܫܮb.  if g௠ߚ ߚ > ݇௠ − ௝݇ ≥ ߚ 2⁄c.  if g௠ܵܫg௝ then ห݇௠ − ௝݇ห < ߚ 2⁄  

(9) 

where ߚ is a threshold parameter for strict outranking that is proposed to be set-
tled within the interval [1/(2n), 1/n] [9]. 

In order to obtain a preference-consistent model, the DM should impose other 
constraints: For ݆ = 1, … , ݊0 ≤ ௝ ௠௜௡ݍ ≤ ௝ݍ ≤ ௝ ௠௜௡݌௝ ௠௔௫ݍ ≤ ௝݌ ≤ ௝ ௠௔௫ݍ௝ ௠௔௫  ൫݌ < ௝ ௠௜௡ݑ  ௝ ௠௜௡൯݌ ≤ ௝ݑ ≤ ௝ ௠௔௫݌௝ ௠௔௫  ൫ݑ < ௝ ௠௜௡ݒ  ௝ ௠௜௡൯ݑ ≤ ௝ݒ ≤ ௝ݒ ௠௔௫ ൫ݑ௝ ௠௔௫ < ௝ݒ ௠௜௡൯  

(10) 

If necessary, the DM may impose constraints specifying certain inter-criteria 
asymmetry conditions. For instance: ݒ௝ ≤ ௟ݒ ≤ ௜ݒ ௟ݍ , ≤ ௟݌ ௝ orݍ ≤ ௝݌ . 

If the DM felts that the discordance threshold ݑ should be near to the middle 
point of the interval [݌, ௝ݒ)the constraints ห ,[ݒ + (௝݌ 2 − ⁄௜ݑ ห ≤ ௝ݒ)ߝ − (௝݌ (0 < ߝ ا 1) (݅ = 1, … , ݊) (11) 

could be added. 

4.3 Description of the Evolutionary Approach for Inferring  
the Model Parameters 

We shall use the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [4]. 
NSGA-II is one of the most efficient approaches in the literature on Evolutionary 
Multiobjective Optimization (cf. [2]). This method ranks every member of a K’-
size population according to individual nondomination levels, applies evolutionary 
operators to build an offspring population, and combines parent and offspring 
populations in a new pool of 2K’ size. This combined population is sorted into 
nondominated classes. The next K’-size population is obtained by selecting the 
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best individuals of the parent-offspring combined pool. In order to keep diversity, 
a crowding distance (a density estimator) is associated with every individual.  

For the selection of “parents”, NSGA-II uses a special kind of binary tournament 
that is called “crowded tournament selection operator” [4]. It works as follows: Let i, 
j be two randomly selected solutions from the parent population. Solution i wins the 
tournament over j whenever one of the following conditions is true: 

1. If solution i has a better rank than j. 
2. If they have the same rank but solution i has a better crowding distance than j 

(that is, the crowding distance associated with i is greater than the associated 
to j). 

Point 1 assures the winner lies on a better non-domination front. Point 2 solves 
possible ties between solutions, being on the same front, by deciding according to 
crowding distances. In this case, the winner resides in a less crowded region. 

The pseudocode of NSGA-II is given below (cf. [2]): 
 

Generate random population (size K’) 
Evaluate Objective Values 
Generate non-dominated fronts 
Assign to these fronts Rank Based on Pareto Dominance 
Keep the best front (Rank) in the population memory 
Generate Offspring Population 
  Binary Tournament Selection 
  Crossover and Mutation 
For i = 1 to Number of Generations 
  With Parent and Offspring Population 
    Generate  non-dominated fronts 
    Assign to these fronts Rank Based on Pareto Domin-
ance 
    Loop (inside) by adding solutions to next genera-
tion 
    starting from the best front until K’ individuals 
found 
    calculate crowding distance between points on each 
front 
Update the population memory 
Select points (elitist) on the better front (with bet-
ter Rank) 
and which are outside a crowding distance 
Form next generation 
  Binary Tournament Selection 
  Crossover and Mutation 
  Increment generation index 
End of Loop 
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Individuals are represented by a string composed of 5݊ + 1 positions as shown 
in Figure 2. 

 

 

Fig. 2 Individual coding 

We use one-point crossover. 2݊ + 1 possible crossover points are defined on 
the individual (see Figure 3). Given two parents the specific crossover point is 
randomly generated. 

 

 

Fig. 3 Possible crossover points 

We use uniform mutation. The operator for mutation is implemented as follows: 
Pick a random integer number ݈ ∈ [1; 4݊ + 2] 

1. If ݈ ∈ [1; ݊], then a random real number ܽ ∈ ;௟௠௜௡ݍ] -௟௠௔௫] is generated. Reݍ
place ݍ௟ with ܽ. 

2. If ݈ ∈ [݊ + 1; 2݊], then a random real number ܽ ∈ ;௟௠௜௡݌] -௟௠௔௫]  is generat݌
ed. Replace ݌௟  with ܽ. To enforce restriction (11) a random real number ܾ ∈ ܤ = ൛ݔ ∈ ℜ such that ห൫ݒ௝ + ௝൯݌ 2 − ⁄ݔ ห ≤ ௝ݒ)ߝ −  .௝)ൟ is generated݌
Replace ݑ௟  with ܾ. 

3. If ݈ ∈ [2݊ + 1; 3݊], then a random real number ܽ ∈  ܤ is generated; interval ܤ
is defined as in 2.  

4. If ݈ ∈ [3݊ + 1; 4݊], then a random real number ܽ ∈ ;௟௠௜௡ݒ] -௟௠௔௫] is generatݒ
ed. Replace ݒ௟  with ܽ. To enforce restriction (11) a random real number ܾ ∈
ber ܾ ∈ ൛ݔ ∈ ℜ, such that ห൫ݒ௝ + ௝൯݌ 2 − ⁄ݔ ห ≤ ௝ݒ)ߝ − -௝)ൟ is generated; re݌
place ݑ௟ with ܾ. 

5. If ݈ ∈ 4݊ + 1, ݊ real numbers ௝݇ ∈ (0; 1) are randomly generated. We use the 
approach of Butler et al. [1]. ݊ − 1 uniform random numbers are generated in (0; 1); further, these are ranked 0 < ܽଵ < ܽଶ < ⋯ < ܽ௡ିଵ < 1, and the 
weights are calculated as ݇௜ = ܽ௜ − ܽ௜ିଵ. Thus, the normalization condition (݇ଵ + ݇ଶ + ⋯ + ݇௡ = 1) is satisfied and the random weights are uniformly 
distributed. This particular mutation is considered valid only if the constraints 
given by (9) hold. Otherwise, the random generation is repeated. 

6. If ݈ ∈ 4݊ + 2, then a random real number ܽ ∈ (0.5; 1] is generated. Replace ߣ 
with ܽ. 

Note that the above defined genetic operators keep feasibility with respect to 
constraints 9,10, 11. The initial population is generated from a feasible individual 
by reiterative mutations.  

In a wide range, the algorithm performance was not very sensitive to the para-
meter settlement.  Finally, the parameters of the evolutionary search were set to 
Number of Generations= 200, Population size= 100, Crossover probability= 0.8, 
Mutation probability= 0.05. 
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4.4 Final Formalization and Discussion 

As we shall show through some examples, the above evolutionary methodology is 
able to find a good compromise solution ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯כ

 to Problem 3 in its ob-
jective space. This solution usually corresponds to many different points in the pa-
rameter space. Let us denote by ሼכࡼሽ the set of points in the parameter space 
which are pre-image of ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯כ

. Each parameter settlement ࡼଵכ  is compat-
ible with the preference information contained in the reference set under con-
straints 9-11. However, this does not mean that such compatible solution should 
be accepted by the DM as the correct parameter settlement. The DM probably has 
other beliefs and feelings, not contained in 9-11, which should be satisfied (this 
will be discussed in detail below). It is thus necessary to choose an element ࡼ௕௘௦௧ כ ∈ ሼכࡼሽ as the final solution of the parameter inference problem. The DM 
may decide between two procedures: i) to select a particular ࡼଵכ ∈ ሼכࡼሽ according 
to his/her own judgment, or ii) to use the information provided by their distribu-
tion in order to select a more acceptable setting. Let us discuss this issue thorough-
ly. There are two random factors that explain the deviation of ࡼଵכ  from more  
acceptable central points: 1) the reference set is a population sample. Different 
reference sets lead to different optimal parameter settlements, although the system 
of DM’s preferences is unique. 2) Even under  the same reference set, the random 
nature of the evolutionary algorithm produces different solutions. Thus, כࡼ can be 
considered a random vector. There is a multivariate probability distribution func-
tion ߰(ࡼ௠כ,  its mean כ௠ࡼ being ,כࡼ that describes the random behavior of (כࡼ
point. Let ࡼ௡௘௔௥כ be the nearest כࡼ to ࡼ௠ࡼ .כ௡௘௔௥כ may be considered the most 
central point of ߰(ࡼ௠כ,   when this is capable of restoring the reference כ௠ࡼ may coincide with כ௡௘௔௥ࡼ .and from this view, its most representative point ,(כࡼ
information.  
As a final formalization, we propose the following steps: 

First: The decision maker provides the preference information. 
Second: The decision maker establishes constraints 9-11. 
Third: Perform many runs of the evolutionary algorithm and obtain a good cha-

racterization of ሼכࡼሽ. Let us denote by ሼכࡼሽ௦௔௠௣௟௘  this set and ࡼ௠ its mean point 
  .(כ௠ࡼ ௠ is an estimator ofࡼ)

Fourth: Provisional assignment of ࡼ௕௘௦௧כ: Check if ࡼ௠כ belongs to ሼכࡼሽ (ࡼ௠כ 
is able to restore the preference information from which ሼכࡼሽ was derived). In the 
affirmative case, assign ࡼ௠כ to ࡼ௕௘௦௧כ. Otherwise, find ࡼ௡௘௔௥כ in ሼכࡼሽ௦௔௠௣௟௘  (the 
nearest כࡼ to ࡼ௠כ), and assign it to ࡼ௕௘௦௧כ. 

Fifth: Check if the temporary ࡼ௕௘௦௧ -agrees with the whole system of prefe כ
rences and beliefs from the DM. If possible, check its ability to restore some addi-
tional preference information not contained in the reference set from which ሼכࡼሽ 
was derived. If these conditions are satisfactorily held, the current ࡼ௕௘௦௧  can be כ
accepted as the final solution of the inference problem. 

Alternatively, the DM may 1) separate T in different subsets, thus obtaining 
several candidates to be ࡼ௕௘௦௧ -which will be judged according to the above con ,כ
ditions (fifth step); 2) select another element from ሼכࡼሽ௦௔௠௣௟௘; 3) modify/add 
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some constraints thus including additional information and repeat from the third 
step; 4) use ሼכࡼሽ௦௔௠௣௟௘  as starting basis for further refinement in an interactive 
DM-analyst decision support procedure as was proposed by Doumpos et al. [7]. 

5 An Illustrative Example 

Let us consider the R&D project evaluation problem analyzed by Fernandez et al. 
[10]. In such example 81 projects were evaluated by a real decision-maker on four 
criteria, the results are shown in Table 1.  

Table 1 Reference objects 

Project C1 C2 C3 C4 Global Impact  Project C1 C2 C3 C4 Global Impact 

1 7 4 7 7 Exceptional 42 2 7 6 3 Very High 

2 6 6 6 6 Exceptional 43 3 6 2 3 High 

3 4 4 4 4 Very High 44 6 3 1 7 Very High 

4 2 4 4 4 High 45 1 1 2 3 Below Average 

5 2 2 4 4 Above Average 
or High 

46 3 2 1 2 Average 

6 2 2 2 4 Above Average 47 5 5 6 3 Very High 

7 2 2 2 2 Average 48 4 5 6 4 Very High 

8 1 2 2 2 Low or Below 
Average 

49 4 4 2 5 High 

9 1 1 1 1 Very Low 50 3 2 2 2 Above Average 

10 3 3 3 6 High 51 6 5 6 1 Very High 

11 3 3 6 3 High 52 4 6 2 1 High 

12 3 3 6 6 Very High 53 1 6 2 4 High 

13 3 6 3 3 High 54 1 6 3 4 High 

14 3 6 3 6 Very High 55 3 1 4 1 Average 

15 3 6 6 3 Very High 56 5 2 3 6 High 

16 3 6 6 6 Very High 57 6 3 7 2 Very High 

17 6 3 3 3 High 58 3 4 2 6 High 

18 6 6 3 6 Very High 59 6 6 7 1 Very High 

19 6 3 6 3 Very High 60 4 2 4 3 High 

20 6 3 6 6 Very High 61 2 1 4 5 Above Average 
or High 

21 6 6 3 3 Very High 62 5 4 1 3 High 

22 6 3 3 6 Very High 63 6 6 7 7 Exceptional 

23 6 6 6 3 Very High 64 3 4 6 4 High 

24 2 2 5 1 Average 65 4 3 2 7 Very High 

25 5 1 2 2 Average 66 5 2 6 6 Very High 

26 5 5 1 2 High 67 2 7 3 3 Very High 
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Table 2 (continued) 

27 2 5 1 2 Average 

 

68 6 5 1 6 Very High 

28 1 5 1 3 Average 69 2 5 7 3 Very High 

29 3 7 7 7 Exceptional 70 4 1 4 2 Average 

30 7 7 3 7 Exceptional 71 4 7 3 1 Very High 

31 7 7 7 3 Exceptional 72 1 6 5 6 Very High 

32 5 5 3 1 High 73 4 3 6 2 High 

33 7 2 5 3 Very High 74 6 1 6 4 Very High 

34 1 1 4 4 Average 75 3 5 5 1 High 

35 1 1 5 1 Average 76 2 4 3 5 High 

36 1 3 6 1 High 77 5 3 2 2 High 

37 1 1 1 6 Above Average 78 1 4 4 6 High 

38 1 1 1 2 Very Low 79 6 5 2 3 High 

39 1 1 1 7 High 80 2 2 5 2 Above Average 
or High 

40 1 1 1 3 Low 81 1 7 5 6 Very High 

41 1 1 1 4 Below Average      

 
The g criteria were assumed functions with domain [1, 7], although only integer 

values were considered. The DM stated that: i) full symmetry should exist in the 
criterion set; ii) there is no effect of intensity of preference when 
 หg௝(࢞) − g௝(࢟)ห < 2; iii) there are remarkable effects of intensity of preferences 
when หg௝(࢞) − g௝(࢟)ห ൎ 3; iv) the discordance threshold u௜ should be not far 
from the middle point between strict preference and veto thresholds. In conse-
quence, and according to 10-11, the DM imposed the following constraints: ห݇௠ − ௝݇ห < 0.125 ݉ = 1,2,3; ݆ > ݉For ݆ = 1, … ,4  0 < ௝ݍ ≤ 0.3     0.5 ≤ ௝݌ ≤ 0.9  1.5 ≤ ௝ݑ ≤ 2.4  2.5 ≤ ௝ݒ ≤ 5       ห൫ݒ௝ + ௝൯݌ 2 − ⁄௜ݑ ห ≤ ௝ݒ)0.1 −  (௝݌

(12) 

We performed five experiments (A, B, C, D, E): 41 objects were randomly gen-
erated and their pairs were chosen as the reference set. The evolutionary algorithm 
of Section 4 was run 10 times for solving Problem 3 subject to the constraints in 
(12). Coded in Turbo C++ the run time was 65 seconds on a Pentium-4 3 GHz 
microprocessor, 2 GB RAM, and a 80 GB disk. In each execution an ideal solution 
(0,0,0,0) of Problem 3 was obtained. Moreover, there are many different points in 
the parameter space giving the same ideal solution. Considering this specific data 
set, it is easy to prove that if כ࢖ = ,כଵ݌) ,כଶ݌ ,כଷ݌ כࢗ ,(כସ݌ = ,כଵݍ) ,כଶݍ ,כଷݍ  are (כସݍ
components of an ideal solution כࡼ of Problem (3), any other solution ככࡼ  
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obtained from כࡼ by replacing ככ࢖ ≤ ככࢗ and כ࢖ instead of כ࢖ ≤  כࢗ instead of כࢗ
(but satisfying 0 < ככ௝ݍ ≤ 0.3 and 0.5 ≤ ככ௝݌ ≤ 0.9) is still an ideal solution of 
(3). This means that there are many ELECTRE-III models which are compatible 
with the decision policy embedded in the reference set. It should be noticed that an 
ideal solution to Problem (3) does not necessarily agree with DM’s view. Amongst 
the different parameter settlements, the DM should select the most compatible 
with his/her beliefs. In order to illustrate this point, let us consider one of the ideal 
solutions that was obtained from Instance A: 
ࢗ  =  (0.05, 0.12, 0.029, ࢖ ;(0.031 =  (0.525, 0.839, 0.898, 0.784); 
 ࢛ =  (1.683, 2.489, 1.587, 1.717); ࢜ = (2.512, 4.403, 2.558, 2.53); 
 ࢑ =  (0.254, 0.259, 0.216, 0.271).  
Such solution should not be accepted by the DM because the above premises i, ii 
and iii are not held. 

Applying the procedure of subsections 4.3 and 4.4 (with 10 replications) we ob-
tained the results shown in Table 2. ࡼ௕௘௦௧  ,were found as described by step fourth כ
subsection 4.4. 

Table 3 ࡼ௕௘௦௧כ 

Instance 
Optimal ൫݊௣, ݊ொ, ݊ூ, ݊ௌ൯ ݒ  ݑ  ݌  ܳ  ܭ    

A 0,0,0,0 0.258, 
0.270, 
0.219,  
0.253 

0.123, 
0.117, 
0.144,  
0.124 

0.684, 
0.662, 
0.721,  
0.672 

2.025, 
2.011, 
1.677, 
 2.019 

3.372, 
3.671, 
2.804, 
 3.394 

0.764 

B 0,0,0,0 0.262, 
0.220, 
0.257,  
0.261 

0.123, 
0.163, 
0.134,  
0.131 

0.679, 
0.640, 
0.734, 
 0.719 

1.693, 
1.646, 
2.268,  
2.369 

2.671, 
2.765, 
3.927, 
 4.389 

0.768 

C 0,0,0,0 0.257, 
0.267, 
0.257,  
0.219 

0.120, 
0.186, 
0.146,  
0.135 

0.729, 
0.654, 
0.672, 
 0.642 

2.099, 
1.958, 
1.938, 
1.611 

3.649, 
3.509, 
3.453,  
2.689 

0.763 

D 0,0,0,0 0.269, 
0.220, 
0.230,  
0.280 

0.201, 
0.189, 
0.155,  
0.166 

0.736, 
0.715, 
0.653,  
0.706 

2.256, 
2.308, 
2.426,  
1.851 

4.153, 
4.230, 
4.791,  
3.166 

0.759 

E 0,0,0,0 0.218, 
0.259, 
0.266,  
0.257 

0.120, 
0.166. 
0.144,  
0.164 

0.676, 
0.706, 
0.671,  
0.695 

2.188, 
2.236, 
2.077,  
2.058 

3.903, 
4.012, 
3.598,  
3.504 

0.767 

Most central 

point 

0,0,0,0 0.252, 
0.248, 
0.246,  
0.253 

0.135, 
0.163, 
0.144,  
0.143 

0.699, 
0.674, 
0.692,  
0.687 

2.042, 
2.019, 
2.069,  
1.994 

3.519, 
3.610. 
3.685,  
3.455 

0.764 

Deviation  0.022, 
0.025, 
0.023,  
0.023 

0.089, 
0.091, 
0.086,  
0.089 

0.113, 
0.111, 
0.111,  
0.109 

0.303, 
0.380, 
0.363,  
0.369 

0.754, 
0.929, 
0.899,  
0.855 

0.011 
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The central values shown in the seventh row solution seem to be the most com-
patible with the DM’s premises listed in points i-iii. This central solution is com-
patible with the reference information, and strongly agrees with i-iii. In compari-
son with ࡼ௕௘௦௧כ from Instances A-E, the DM feels more comfortable accepting the 
identified central solution.  

As a final test, the DM was questioned about 10 pairs (࢞, ࢟) which had been 
not contained in the reference information. The elements x and y were chosen in 
such a way that no effects of intensity of preference prevailed between them, so ࢞ܵ࢟ or ࢟ܵ࢞ should be true. From the optimal solution identified in Table 2 the re-
lation ܵ(ߣ) over the new pair set was then built. The result was ܵ(ߣ) ฻ ܵ. 

6 Concluding Remarks 

This paper presented an evolutionary method for inferring appropriate ELECTRE-
III parameters from preference statements. In a decision support framework, the 
final decision is conceived as the result of a cooperative effort between a DM and 
a decision analyst, performing an exhaustive exploration of the parameter space. 

There are several necessary conditions to be an appropriate settlement of the 
ELECTRE-III model parameters: 

i) To be a settlement that minimizes some error or inconsistency measure when 
predictions of the model are compared with the real decision policy; that is, to 
have capacity to restore the reference information. 

ii) To satisfy the DM  additional information about criterion importance, symme-
try, asymmetry and acceptable parameter ranges; that is, the inferred values 
should be meaningful for the DM; 

iii) To perform well when the inferred model is compared with preference state-
ments which are not contained in the reference set. That is, to have capacity of 
explaining new decisions. 

In this paper, point i) has been approached through evolutionary multiobjective 
optimization of several inconsistency measures. It yields the following advantages: 

1. Compared with single-objective optimization, a multiobjective approach is 
more flexible because it allows to model preferences on different objectives. 
The different inconsistency measures do not have the same importance and 
should not be integrated into a single objective. For instance, inconsistencies 
with ܲ(ߣ) seem to be more relevant than other types. 

2. Evolutionary multiobjective optimization techniques allow to perform a deep 
exploration of the set of satisfactory solutions; this is an important issue, be-
cause as it was shown by examples, there are many different solutions in the 
parameter space that satisfy the above Condition i), and the DM-analyst 
should have a wide representation of this set in order to select the most ap-
propriate solution according to ii) and iii). 

3. Evolutionary multiobjective optimization algorithms allows an easy handling 
of constraints (point ii). 
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The NSGA-II algorithm performed very well in some examples with only four 
criteria, identifying parameter settlements satisfying the necessary conditions. The 
whole method should be tested in examples with larger criterion set. 

Acknowledgments. The authors acknowledge support from CONACyT project grant 
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Customer Segmentation Based  
on Compensatory Fuzzy Logic within a 
Sustainability CRM for Intermodal Mobility 

Benjamin Wagner vom Berg, Ariel Racet Valdés, Ammar Memari,  
Nasheda Barakat, and Jorge Marx Gómez 

Abstract. Today Customer Relationship Management (CRM) is a major part of 
companies’ strategies to increase consumption of customers with the goal of profit 
maximization. The integration of sustainability in CRM is in progress on different 
levels (e.g. Green Marketing), but sustainability is not integrated yet in a holistic 
approach in CRM strategies, processes and systems. A main contribution of such a 
Sustainable CRM can be to influence the behavior of customers to a more sustain-
able consumption. For identifying the right customers and applying effective mar-
keting activities it is necessary to build customer segments. The data of customers 
in this context are various and often fuzzy. In this approach compensatory fuzzy 
logic is used for customer segmentation based on user preferences. The case study 
shows the appliance of this customer segmentation within a service for e-mobility 
for different means of transport (electric car, public transport, train, etc.) with the 
aim to lead costumers to a more sustainable mobility behavior. 

1 Introduction 

Nowadays Customer Relationship Management (CRM) is still a strategy, a me-
thod and a tool to build and maintain customer relations with the aim of profitabil-
ity. The value of the customer relation is measured in long-term profits. Thus, 
CRM is a part of marketing [14].  
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On the other side, companies, governments and the public are recognizing that 
resources are limited (e.g. oil) and other different problems are occurring at the 
economic, environmental and social dimension resulting from our economic and 
consumption behavior [1]. Due to this, sustainability is growing into a major topic 
and, according to the Brunlandt Commission [12], we have to integrate sustaina-
bility in our economic strategies and processes in order to maintain resources for 
future generations.  

The integration of environmental aspects in the marketing area was already 
happening at end of the 80´s within Green Marketing, e.g. by eco-labeling, and is 
still in progress [10, 27]. Another newer important approach is sustainability mar-
keting that is described as follows: “In other words, sustainability marketing 
represents an evolution of marketing that blends the mainstream economic and 
technical perspectives with the emerging concepts of relationship marketing and 
the social, ethical, environmental and intergenerational perspectives of the  
sustainable development agenda” [1]. So, there is a change only from economic 
and technical objectives towards sustainability objectives. An important brick 
within sustainability marketing is to shape consumer lifestyle and behavior in a 
way that would both expand the market for the offered products and to achieve 
sustainability goals [1]. 

These new approaches have also consequences for CRM as part of marketing, 
but these consequences and effects has not been revealed in all aspects. A holistic 
approach to use CRM as a strategy and an information system to support sustaina-
bility does not exist yet. One of the important goals of such a sustainable CRM has 
to be the modification of customer behavior [19] towards a more sustainable con-
sumption according to the above mentioned approach of sustainability marketing. 
To influence the behavior in an effective way, it is crucial to identify customers 
who are open for sustainable offers and who are fitting to a certain offer. This 
leads to the need for special customer segmentation. There are already several ap-
proaches for customer segmentation in green marketing, e.g. by demographic or 
psychographic attributes [5]. In this paper, we present customer segmentation 
based on customer preferences.  

Since customer information are not often sharp and the unambiguously correla-
tion to one specific segment is not possible, there are several approaches to  
use Fuzzy methods for customer segmentation [17]. In this case, we will apply  
the Compensatory Fuzzy Logic (CFL) introduced by Espin et al. [8] that allows 
compensation and association of properties. These authors introduced logic with 
compensatory operators and decision-making-inspired properties. One important 
property in favor of the subtlety claim for good modeling through language is the 
non-associative property of the conjunction and disjunction. 

Marketing, segmentation of markets and Customer Relationship Management, 
like all management activities, need this possibility of knowledge engineering 
modeling for shaping knowledge and the preferences of the costumers as well. 
The CFL properties allow reaching a model of customer preferences in accordance 
with actual customer behavior, as illustrated in the case study. 
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The here introduced case study is placed in the domain of mobility (people tra-
velling from A to B). Through mobility it can be identified a huge potential for the 
support of sustainability by a changing behavior of customers [2]. The mobility 
behavior of people has already changed in many ways. On the one hand, the car 
doesn´t play such an important role for young people like it did 20 years ago [31]. 
On the other hand, we are getting more mobile and travelling more often and 
longer distances (e.g., by airplane). The problem is that we have different needs of 
transportation in our daily life for business trips, for vacation trips, etc., and we 
have different preferences according costs and comfort, in general and for a single 
trip. But we don´t have all information to find the best choice according to our 
preferences. And, especially, we don´t have enough information about the sustai-
nability of the different options.  

This case study presents a software project to develop an Agent-based Applica-
tion that provides all these information to the customer via a smart phone app 
or/and a website. The customer gets information about different means of trans-
port for an individual requested trip (destination, date, time) according to his pre-
ferences of comfort, costs, flexibility, sustainability, etc. Specific values that show 
the sustainability of each mean of transportation for the planned trip are included. 
The customer information generated by the usage of the application is transferred 
to a CRM-System. Then, the CRM-System analyzes these data and provides —
based on customer segmentation according to customer preferences— sustainable 
offers for specific target groups to modify the mobility behavior towards a more 
sustainable moving. 

2 CRM and Sustainability 

Customer Relationship Management is one major part of customer based man-
agement of companies. Customer based management is shortly described with the 
words of Jack Welch, former CEO of the General Electric Company: “We want a 
company that focuses on nothing but serving the customers.” This customer based 
view is essential for the surviving of companies in the competitive global market, 
because the customer has a huge choice of different providers to fulfill his needs. 
So customer acquisition and customer loyalty are the main tasks nowadays for 
companies to be successful [14].  One most important goal is thereby to create 
economic success over influencing the quantity, quality and duration of customer 
relations [14]. A definition of CRM reads as follows: “CRM is a customer-
oriented enterprise strategy which tries with help of modern information and 
communication technology, to develop and strengthen profitable customer  
relations in the long term by holistic and individual marketing, sales and service 
concepts.” [15] The term CRM names the strategy and the software (also eCRM 
or CRM-system). Within the customer-oriented strategy, CRM is a central  
component to reach the classical company targets enterprise maintenance and  
economic success [18]. The term of sustainability in combination with CRM is 
mostly used in the context of a sustainable customer relation in the sense of a 
long-term relation [16]. Long-term is usually interpreted as long-term profitable. 
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This interpretation of sustainability is only focused on the economical aspects, but 
the meaning of sustainability goes beyond the economic perspective. 

The usually quoted definition for sustainability is the following one of  
the Brundlandt Commission from the year 1987: "Permanent development is de-
velopment, which satisfies the needs of the present, without risking that future 
generations do not satisfy their own needs" [12]. This definition makes clear that 
sustainability means more than a long-term protection of profits and the enterprise 
maintenance. Sustainable management means to act resource-protective and to 
take further goals from the social and also the cultural range into focus. These 
goals can quite contradict profit-oriented goals [26]. The three pillars of sustaina-
bility according to the Lower German House of Parliament can be used to classify 
the dimensions of sustainability: The ecological dimension, the social dimension, 
and the financial (economical) dimension [4]. 

Green marketing is a very important approach for integrating sustainability into 
marketing. The “Green Marketing Manifesto” from Grant [10] provides a precise 
vision for Green Marketing. In the following, we intend to have a closer look  
at the three different kinds of activities proposed in the book to get a better  
understanding of this alternative marketing approach: 

• Green-setting new standards – communicate: having commercial objectives 
only (where the product, brand or company is greener than alternatives, but the 
marketing is straightforward about establishing the difference). 

• Greener – sharing responsibility – collaborate: having green objectives as well 
as commercial objectives (the marketing itself achieves green objectives, for 
instance changing the way people use the product). 

• Greenest – supporting innovation – cultural reshaping: having cultural objec-
tives as well (making new ways of life and new business models normal and 
acceptable). 

These three alternatives are leading softly to a new understanding and a new 
aim of marketing. The classical aim of marketing is selling or purchasing in a 
market with the instruments of the 4P´s of the marketing-mix: Product, Price, 
Place, and Promotion. [22] At least Alternative b. and c. are showing activities 
that are going beyond just selling and purchasing products. They are also  
about influencing customer behavior and changing it to a more environmentally 
responsible behavior. 

Green marketing is focusing on environmental aspects [1]. In contrast to that, 
sustainability marketing is focusing on ecological, environmental and economical 
aspects. The managerial approach of sustainability marketing contains six key 
elements according to Belz and Peattie: social-ecological problems, consumer be-
havior, sustainability marketing values and objectives, sustainability marketing 
strategies, sustainability marketing mix and sustainability marketing transforma-
tion. In this understanding of sustainability marketing the intersection of  
socio-ecological problems and consumer wants are building the context for all 
marketing activities [1]. 
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The here described activities can be supported by CRM on strategic level  
and on system level because CRM is an essential part of marketing. The linkage 
between both Green marketing and Sustainability marketing and CRM is still 
missing attention and there are only a few works that address this linkage [21]. 

A holistic approach of CRM supporting sustainability on technical and strategic 
level is still missing and needs to be discovered. 

3 Customer Segmentation 

Customer segmentation is a fundamental instrument within customer-focused 
management [13]. Customer segmentation means segmentation of all potential and 
actual customers according to their market reactions in internal homogeneous and 
among each other heterogeneous subgroups (customer segments) plus the work in 
one or multiple customer segments [9]. Customer segmentation is crucial for any 
customer specific activities like marketing campaigns to address the right custom-
ers at the right time with the right offer. The more precise customer segmentation 
is, the bigger is the success of a campaign. There are different concepts of custom-
er segmentation present in practice and theory. Segmentation concepts which are 
focusing on segments by characteristics of an existing costumer relation are cus-
tomer lifetime, for example [29]. Another kind of segmentation method that is also 
used within green marketing is to focus on characteristics of the customer itself 
and to segment, e.g. by demographics like sex, marital status etc. [5] or by psy-
chographics, e.g. to find correlations between ecological consumer behavior and 
altruism or liberalism [30].  

In our case the goal is to change the customer consumption behavior. To pro-
vide a more fitting sustainable alternative to the customer this alternative has also 
to match with the customer preferences otherwise he would reject the offer. So we 
have to consider customer segmentation by customer behavior and customer pre-
ferences. Data for customer behavior and customer preferences are especially 
available for Online-customers [23]. There is a huge amount of data that can be 
used generated by the way a customer uses a website/online-application: by alter-
natives he is choosing and by data he is providing. Questions about his preferences 
can easily be integrated in the procedure of usage of the website/application  
and we don´t have to accomplish expensive surveys to know more about customer 
preferences. 

Frequently, data contains qualitative and quantitative attributes. It is also neces-
sary to deal with non-numeric attributes. Linguistic terms are sometimes  
more useful to describe classes, e.g. comfortable, medium comfortable, luxurious. 
These data are not sharp. Fuzzy logic, Fuzzy classification and compensatory 
fuzzy logic make it possible to deal with this fuzzy customer data. With fuzzy  
logic it is possible to treat each customer individually [23]. 
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4 Fuzzy Logic and Modeling Human Preferences 

One way to implement the "principle of gradualness" is the definition of logic 
where predicates are functions of the universe X in the interval [0,1] and the con-
junction, disjunction, negation and involvement operation are defined in such a 
way that when restricted to the domain {0,1} we obtain  Boolean Logic. The dif-
ferent ways of defining operations and their properties determine different multi-
valued logics that are part of the Fuzzy Logic Paradigm [6, 8]. 

The use of a set of different operators with properties that generalize the biva-
lent logic would seem to be the natural way to model human preferences from 
language. In fact, applications in the field of decision making – modeling and de-
cision-maker preferences has been made basically from the operator concept, ra-
ther than multivalued logic [7]. However, this way to address decisions does not 
provide the best base to exploit capacity of Fuzzy Logic for knowledge transfor-
mation and decision maker preferences in logical formulas [8]. 

There are two main features that hinder the use of logic-based approaches in 
modeling human preferences: 

• The associative property of conjunction and disjunction operators used 
• No compensation among truth values of basic predicates when compound pre-

dicates veracity is calculated using the operators. 

The associativity property of a large part of operators used for aggregation de-
termines that objectives hierarchy trees, which represent different preferences, 
produce the same truth values of its compound predicates. Under the associativity 
property both trees in Fig. 1 represent the same preferences, not according with 
human preferences on the reality. It is obvious, for example, that preference x has 
greater relevance in the tree on the right than in the one on the left. 

 
Fig. 1 Objectives hierarchy trees 

The lack of compensation is an obstacle for a model that seeks to norm or  
to describe the reality of decision making or human preferences; the classic  
approaches of decision theory, the base of normative thinking, includes models 
such as the additive ones which accept compensation without limits. Descriptive 
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approaches accept partial compensation, which seems more akin to the reasoning 
of the actual agents. This way, the total lack of compensation and associativity are 
important limitations of operators frequently used for the addition of preferences. 

The above suggests that it is desirable to use non-associative multivalued  
logic systems that facilitate the truth values compensation between basic  
predicates. Compensatory fuzzy Logic is a multivalued logic that meets these  
requirements [28]. 

5 Case Study: Sustainable Individual Mobility  

Mobility in the meaning of mobility of persons who are moving from A to B has 
a strong connection to sustainability because, depending on the means of trans-
port (e.g. train or car), the impact on resource consumption, environment and 
global climate is different. A definition for sustainable mobility is given by  
the Mobility Report 2001 prepared for the World Business Council for Sustain-
able Development: Sustainable mobility is “the ability to meet the needs of  
society to move freely, gain access, communicate, trade and establish relation-
ships without sacrificing other essential human or ecological values today or in 
the future” [25]. 

The importance of this topic can be seen at the actual hype about electric ve-
hicles (EV´s). The beginning shortage of oil and the impact of combustion engine 
cars on air pollution in cities and on global climate by CO2 emissions lead to the 
need of alternatives for conventional cars. Especially when we are looking at 
emerging markets like China or India, it is doubtable if our western usage patterns 
of cars are working in the long view.  Also, it has to be considered if just using 
EV´s instead of conventional cars is solving these problems [3, 31]. 

Electric mobility offers the chance for introducing new business models which 
are able to break up old concepts of individual mobility both concerning the 
supply by the providers and the use by the customers. Here is a big opportunity to 
change mobility behavior under the criteria of sustainability. So far in practice not 
sufficiently accepted concepts (e.g., car sharing) can be integrated into a multi-
modal mobility service that is attractive to customers. These different services can 
be offered by one provider within one contract, e.g. similar to a contract for mo-
bile communication [31] where the EV and the infrastructure is included. In the 
center of attention is no longer the supply of a vehicle, but the supply of services 
for mobility [20]. This creates possibilities for custom-made and sustainable offers 
to the customer for his individual mobility requirements. Through such new busi-
ness models, the customer acceptance and the customer satisfaction are crucial  
for the market penetration. To enforce this acceptance and satisfaction also new 
information infrastructures and information services are needed [31]. 
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6 Jinengo – Multi-modal Mobility  

Jinengo is the name of a student group of Carl von Ossietzky University Oldenburg, 
Department of Business informatics. The name derives from the Chinese words “Jie 
neng” that means “saving energy”. Eleven Master students are working for one year 
on the creation of a software application for sustainable trip-planning that is named 
Jinengo as well. The application is connected to a standard CRM-System. 

The planned application will offer the user a comfortable way to plan all his 
trips (daily trips, vacation trips, business trips, etc.) over his smart phone. The user 
will set his parameters for the trip (destination, date, time) and his preferences 
(costs, comfort, flexibility etc.). As a result, he gets back different possibilities 
with different means of transportation for the trip. The following means of trans-
port are planned to be included: train (Deutsche Bahn), bus, car-pooling (e.g., 
car2gether), car-sharing (e.g., car2go) and the own car (electric or conventional 
car). For every single option the user gets information about costs, sustainability 
and further information. The sustainability could be expressed in CO2 emissions, 
CO2 equivalents and resource/energy consumption. The best way for the sustaina-
bility expression is still in consideration. Other types of information, e.g. the 
weather, will be integrated and considered in the suggested alternatives. The user 
is then able to choose the best alternative according to his preferences and accord-
ing to sustainability. To provide the necessary information, the application will 
use the existing services for the means of transportation offered (e.g., from 
Deutsche Bahn) and CO2 calculators for car emissions (e.g. OPTIRESOURCE by 
Daimler AG). In a further step, a booking option can be also included. The adap-
tive application is based on a SOA-architecture with mobile software agents [24]. 
For providing the necessary information, the application will encapsulate and use 
already existing services for the means of transport offered. Keeping diversity will 
enable the application to reduce risk, e.g. of a biased evaluation of CO2 emission 
by averaging different sources. 

Making the customer choice the more sustainable option is the essential aim. 
For Jinengo this means that customers should be influenced in the way that they 
choose a sustainable mean of transport or at least a more sustainable one that fits 
their requirements and preferences. First of all, we have to find out some more 
about sustainability of the different means of transport. CO2-emissions are only 
one important aspect according sustainability since some more aspects need to be 
considered like the resources for production of vehicles. To make a customer 
moving more sustainable, we have to identify an alternative means of transport 
(e.g. train) that is more sustainable to substitute the preferred mean of transport 
(e.g. car). There are some important variables that have to be considered in this 
context: actual preferred means of transport, availability of the alternative means 
of transport, travel distance, travel frequency, travel preferences (comfort, costs, 
flexibility). To apply different marketing activities, e.g. a mailing campaign by e-
mail, we have to identify users with similar variables. Then, we can offer this 
group of users a specific offer according to their preferences. That is why; we 
need to segment our customers. 
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7 Customer Segmentation Based on User Preferences 

Integrating CRM to store user data as mentioned above is important for customer 
segmentation as a step towards targeting the right segment with the right cam-
paigns that will eventually alter behavior of the customer. We start by defining the 
segments we want to classify customers into by using natural language then trans-
forming that into a Compensatory Fuzzy Logic predicate. 

For example, we would like to identify customers who are good candidates to 
alter their behavior of heavily depending on their own car. Our target is to urge 
them to take the trains more often; so, we define a segment as: customers who 
have a good chance of changing their behavior from using their own car to using 
trains more often. We use the code name C2T to refer to this segment.  

However, we still need to identify those customers based solely on their prefe-
rences that are discovered from their traveling patterns. We assume that a custom-
er belongs to this segment if he should not be too keen on transportation qualities 
provided solely by his own car, like flexibility and comfort and, at the same time, 
has a high care for sustainability. The trips we would like the customer change are 
those which are frequent and repetitive. Moreover, the customer must have a high 
percentage of these trips. We name such a customer a frequent traveller. 

All in all we can say: the customer belongs to this segment if he does not care 
so much about flexibility, he does not care so much about comfort, but he really 
cares about sustainability and he is a frequent traveller. 

However, if the customer cares a lot about flexibility, but, at the same time, 
cares very much about sustainability, then compensation can take place and this 
customer also belongs to the segment. 

The same can be said about comfort that can be compensated by a very high 
care for sustainability.  

If the customer is a very frequent traveller, but he cares little about sustainabili-
ty, then this customer is still a member of the aforementioned segment because of 
the high impact that a change in his behavior would have. So, a very high frequen-
cy of travelling can compensate for a little care about sustainability. 

Definition of the predicate to be evaluated 
C2T(X): The customer X is member of the segment C2T 

Definition of the compound predicates 
FT(X): The customer X is a frequent traveller 
F(X): The customer X cares about flexibility 
C(X): The customer X cares about comfort 
S(X): The customer X cares about sustainability  

Model of the compound predicate to be evaluated 

C2T(X) = [¬ F(X) ^ ¬ C(X) ^ S2(X) ^ FT(X)] ^ [F2(X) --> S3(X)] ^ [ C2(X) --> 
S3(X) ] ^ [ FT2(X) --> S0.5(X) ] 



424 B.W. vom Berg et al. 

 

That is the required information for the segmentation, however, that is not the 
information we have about the customer. We must go more into details of the  
sub-predicates until we reach a level that can be populated directly with stored  
information. 

Description of the compound predicates and their simple predicates 

FT(X): The customer X is a frequent traveller 
The more the customer chooses the same source and destination in his queries, 

the more a frequent traveller he is. The same measure can be applied at his choic-
es. We call this measure similarity of source and destination. Another important 
factor for determining travel frequency is, of course, the number of travels the user 
makes. The more travels he makes, the more frequent traveller he is. If travels 
with similarity between source and destination are a little few, it should be com-
pensated with very much travels. 

SD(X): The customer X has travels with similarity between source and destina-
tion  

NT(X): The customer X has many travels 

FT(X) = [NT(X) ^ SD(X)] ^ [SD0.5(X) --> NT2(X)] 

F(X): The customer X cares about flexibility 
Flexible trips are ones that give the customer the freedom to change preferences 

without substantial effect on the overall travel time and costs. The user might want 
to change the starting time of the trip, change the destination slightly, and decide 
to change the route in order to pass through a certain station on the way. The more 
factors the plan is flexible to, the more flexible it is and at the same time, the wid-
er the flexible range for a certain factor is, the more flexible the plan is. 

For example, a day ticket is more flexible than a single-trip ticket since starting 
time can be any time within a day, source and destination are roughly defined 
within one city or state, and route is totally arbitrary as long as it is within the cov-
erage area of the ticket.  

If the customer is not that flexible in origin and destination locations, but is 
very flexible in time, he is still considered as a flexible traveller. A sample query 
might be: “I would like to travel from my house to my parents’ house sometime 
next week”. 

The customer cares about flexibility if he chooses trips in which he can change 
the starting time and he can change the route without substantial effect on the 
overall travel time and costs. If the starting time is not flexible, that should be 
compensated by very flexible origin and destination locations. 

TC(X): The customer X cares about travel time and costs 
R(X): The customer X cares about flexible origin and destination locations 
ST(X): The customer X cares about flexible starting time  

F(X) = [ST(X) ^ R(X) ^ TC(X)] ^ [¬ ST(X) --> R2(X)] 

C(X): The customer X cares about comfort 
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Comfort of the trip is based on an assumed order of transportation methods: 
most comfortable is the car (a passenger has more comfort than a driver) then 
train, airplane, bus, motorcycle, bike, and walking.  

Comfort in the vehicle comes mainly from the comfort of seats, which is re-
lated as well to height of the ceiling (a bus is more comfortable than a minivan), 
available legroom and the ergonomic design. 

Comfort is related to weather as well, and the last three transportation methods 
don’t protect the customer from bad weather, so they are not as comfortable as the 
others.  

Luggage capacity plays also a major role in defining comfort, the more luggag-
es a transportation means can handle; the more comfortable it is for travellers with 
luggage. If a customer chooses high-luggage-capacity transportation means when 
he travels with luggage, then this customer prefers comfort. Changes of transpor-
tation vehicles along the journey is another issue related to comfort, the less the 
changes the more comfortable the trip is, especially when travelling with luggage. 

CS(X): The customer X cares about good comfort of seats 
HS(X): The height of the ceiling is good 
LS(X): The legroom is good 
ED(X): The ergonomic design is good 

CS(X) = HS(X) ^ LS(X) ^ ED(X) 

The customer cares about comfort if he chooses trips in which he has a good 
protection from bad weather, and the comfort of seats are acceptable and has ca-
pacity for luggage and a minimal number of changes between origin and destina-
tion, if the comfort of seats is somewhat bad it should be compensated with very 
low number of changes. 

W(X): The customer X cares about good protection from bad weather  
conditions 

L(X): The customer X cares for a good capacity for luggage 
NC(X): The customer X cares for keeping the number of changes minimal 

C(X) = [W(X) ^ CS(X) ^ L(X) ^ NC(X)] ^ [CS0.5(X) --> NC2(X)] 

S(X): The customer X cares about sustainability  
The customer can mark the checkbox “save the planet” in the query for his 

planned trip. If he uses this checkbox, he gets an ordered list where the more sus-
tainable alternatives are shown on top of the list. If the customer is using this 
checkbox, we know that he takes care for sustainability. Also, it is possible that he 
is not picking the sustainable alternative from the list, although he marked the 
checkbox “save the planet”.  

Another case is when the customer does not use the checkbox, but picks (al-
ways) the more sustainable choice from the non-ordered list. Then we can assume 
that he also cares about sustainability. So not using the checkbox “save the planet” 
can be compensated by choosing the very good sustainable alternative repeatedly. 
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The Customer X cares about sustainability if he chooses trips where he cares 
about “save the planet” and he chooses the good sustainable alternative for the 
travel. If he doesn´t care about saving the planet that should be compensated by 
choosing a very good sustainable alternative from the non-ordered list. 

SP(X): The customer X cares about “save the planet” 
SA(X): The customer X choose a good sustainable alternative 

S(X) = [SP(X) ^ SA(X)] ^ [¬ SP(X) --> SA2(X)]  

So far, it has been obtained the model for defining a segment of customers  
who have a good chance of changing their behavior from using their own car  
to using trains more often. The logic tree that gathers all the predicates is shown  
in Figure 2. 

 

 
Fig. 2 Logic tree for C2T customer segmentation 

With the application of this model, we will get the ordering of the customers 
from the one with the highest membership degree till the lowest. It is relevant  
information to take into account when it comes to make decisions related to mar-
keting campaigns. By using this information, it can be decided which kind of mar-
keting campaign could be use on each customer to make him move from using car 
to using train (more often). 

 



Customer Segmentation Based on Compensatory Fuzzy Logic  427 

 

8 Sustainable Offers Based on Customer Segmentation 

Based on the customer segmentation we are now able to start marketing activities 
to take influence on the moving behavior of the customer. We even can use the 
preferences to develop individual campaigns. For instance, there is a segment of 
customers who rated “comfort” very high and should be convinced to use the train 
instead of a car. Then, the campaign can focus on comfort characteristics of trains 
like sleeping in the train, working in the train, no stress because of traffic jams, 
etc. For cost-sensitive customers we can give discounts for train tickets and so on. 

We have also the choice between different ways of marketing activities on the 
side of the output. We can do classical campaigns like e-mail campaigns, but we 
also can post individual banners or snippets within the application. We can inte-
grate a recommender system that directly makes suggestions to the user. A further 
interesting option is to modify the order of the result list that the user gets for a re-
quest of a trip. More sustainable choices could be highlighted or ranked higher. 
Services like Google or Amazon use different algorithms and techniques like this 
very successful in a profit-oriented way. Jinengo can easily adapt these techniques 
to use it in a sustainable-oriented way. 

9 Conclusion and Outlook 

In this article, it has been presented some new ideas on CRM and the use of fuzzy 
logic that can be summarized as followed: 

• A Sustainable CRM might be an important contribution to support a more  
sustainable acting within our economy. 

• There are existing techniques used in CRM which can be modified according to 
the aim to focus on sustainability. 

• Influencing the choice of the customer can be one important way to change 
economic acting towards more sustainability by CRM. 

• A customer segmentation based on customer preferences helps to apply the  
fitting marketing activities to the right customers to modify their behavior. 

• Properties of compensatory fuzzy logic allow a very useful representation of 
customer preferences using the natural language and their translation to the 
language of predicate calculus.  

• A model of the customer preferences with compensatory fuzzy logic was  
presented, and will be used for projecting better marketing strategies to our  
customers 

These ideas are still not evaluated, but the presented case study in the area of 
multi-modal mobility provides a useful framework for the evaluation of all of the 
presented ideas. For this purpose, the application will be brought to market within 
one of the described business models to get real customer data. Then the ideas 
about a Sustainable CRM on a strategic and on a system level and the use of cus-
tomer segmentation based on compensatory fuzzy logic can be evaluated. 
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