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Foreword

Over the last decade we have witnessed a dramatic increase in the global adoption
of innovative digital technologies. This can be seen in the rapid acceptance and
growing demand for high speed network access, mobile devices/wearable displays,
smart televisions, social media, hyperrealistic computer games, and novel inter-
action and behavioral sensing devices (e.g., MS Kinect, Fitbit). Consumer-driven
interactive technologies that were considered to be visionary just 10 years ago
have now become common to the current digital landscape. At the same time, the
power of these technologies to both automate processes and create engaging user
experiences has not gone unnoticed by healthcare researchers and providers.
This has led to the emergence and growing adoption of clinical applications that
both leverage off-the-shelf technology and push the boundaries of new technologic
development. As electric typewriters gave way to word processors and handwritten
letters to email, we are now witnesses to a wave of technological innovation that is
driving how healthcare is accessed and delivered, and how clinical users engage
with it.

It was during the ‘‘computer revolution’’ in the 1990s that promising techno-
logically driven innovations in interactive behavioral healthcare had begun to be
considered and prototyped. Primordial efforts from this period can be seen in R&D
that aimed to use computers to enhance productivity in patient documentation and
record-keeping, to deliver ‘‘drill and practice’’ cognitive rehabilitation, to improve
access to care via internet-based teletherapy, and in the use of virtual reality
simulations to deliver exposure therapy for specific phobias. Since that time,
continuing advances in computation speed and power, 3D graphics and image
rendering, display systems, body tracking, interface technology, haptic devices,
authoring software, and artificial intelligence have supported the creation of low-
cost and usable interactive clinical technology systems now capable of running on
commodity level personal computational devices.

Other factors beyond the rapidly accelerating advances in enabling technologies
and concomitant cost reductions have driven interest in healthcare technology
applications. In part due to the ubiquitous presence of technology in everyday
society, there is a growing attitude of acceptance by clinical researchers and
practitioners (i.e., reduced suspicion and ‘‘technophobia’’), particularly with the
growing numbers of digital generation providers and patients. Moreover, there is
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now an emerging scientific literature reporting positive outcomes across a range of
clinical applications. Such scientific support for the clinical efficacy and safe
delivery of care has also fostered the view that technologic innovation may both
improve care while reducing the escalating healthcare costs that have become one
of the hallmarks of post-industrial western society. Thus, the convergence of the
exponential advances in underlying enabling technologies with a growing body
of research and experience has fueled the evolution of healthcare technology
applications to near mainstream status. And this state of affairs now stands to
transform the vision of future clinical practice and research for addressing the
needs of those with clinical health conditions.

It is in this context, that the present volume of chapters has so much to offer.
While 20 years ago the title, ‘‘Technologies of Well-Being: Serious Games,
Alternative Realities, and Play Therapy’’, would raise the specter of Star Trek,
Lawnmower Man, and Super Mario Brothers, in the current context it instead
evokes a sense that new possibilities are within our reach as we harness technology
to create user experiences that promote human well-being. The use of games and
simulation technology and play for engaging users with health care has passed
through its initial phase of scientific doubt and quizzical skepticism. These con-
cepts are now seen as vibrant options that bring together both art and science for a
useful human purpose. No longer seen as harebrained schemes, we see respected
scientific journals like Nature, American Psychologist, and JAMA publishing
research that probes these concepts. Papers in this area are routinely presented at
long-established scientific venues in addition to the more specialized homegrown
conferences that our community has now evolved. Major funding agencies are now
earnestly supporting R&D in these areas. And, when you describe what you do for
a living to your neighbor, they get it right away and seem genuinely impressed! In
essence, the science and technology has caught up with the vision in clear and
demonstrative ways.

So, what might a reader consider as they study this book?
We sometimes observe that great insights into the present turn up in the words

of those who lived and died in a not-too-distant past. Such insights, derived from a
relatively recent yet sufficiently disjointed past, can deliver a vision of the future
that illuminates our present in surprising ways. This can be nicely illustrated in the
words of the French author, poet, and aviator, Antoine de Saint-Exupery
(1900–1944) with his comment, ‘‘The machine does not isolate man from the great
problems of nature but plunges him more deeply into them.’’ While interpretations
may vary, in one sentence from a writer who lived exclusively in the first half of
the twentieth century, I see the exquisite juxtaposition of apprehension and
engagement that always looms in our pursuit of technology solutions that address
the problems of nature. This is not a bad thing. With whatever technology tools we
have available, we plunge deeper into the nature of problems, and hopefully come
close to where the solutions lie. I see this book in much the same fashion; a
fascinating collection of visionary works by a diverse collection of scientists and
practitioners who implicitly acknowledge the same struggle. The many ideas
presented in these pages for using digital technology to help change the course
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of challenged lives in ways unthinkable in just the last century is bold and
provocative. And to do this requires a team of scientists, artists, programmers,
clinicians, users, among others, who are willing to plunge deeply into the struggle,
rather than to use technology to become isolated from the reality of the challenges
that we aim to address. The authors in this book have successfully done this and
these writings will play a significant part in further illuminating the bright future in
this area.

USA, December 2013 Skip Rizzo
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Preface

This book is the first single volume that brings together the topics of serious
games, alternative realities, and play therapy. The focus is on the use of digital
media for the therapeutic benefit and well-being of a wide range of people—
spanning those with special needs to the elderly to entire urban neighborhoods.
The editors of this book believe it timely to bring together these topics to dem-
onstrate the increasing trans/inter/multidisciplinary initiatives apparent today in
science, medicine, and academic research—interdisciplinary initiative that are
already profoundly impacting society.

Esbjerg, Denmark Anthony Lewis Brooks
Springfield, USA Sheryl Brahnam
Canberra, Australia Lakhmi C. Jain
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Chapter 1
Technologies of Inclusive Well-Being
at the Intersection of Serious Games,
Alternative Realities, and Play Therapy

Anthony Lewis Brooks, Sheryl Brahnam and Lakhmi C. Jain

Abstract This chapter introduces the intersection between serious games, alter-
native realities, and play therapy as it promotes well-being. A summary of the
chapters included in this book is also presented.

Keywords Alternative realities � Serious games � Play � Therapy � ICT �
Healthcare � Inclusive well-being � Quality of life (QOL)

1.1 Introduction

As future demographic trends point to increased pressures and demands on service
industry providers addressing growing needy communities, such as children, the
aged, and those challenged through impairment, many predict that digital tech-
nologies will play an increasing role in supplementing intervention practices and
methods. Substantiating this claim is the rising awareness illustrated by major
research funding activities directed at these groups throughout developed coun-
tries. These activities have the mission of contributing to knowledge and of
realizing emerging enterprise and industrial developments in the area, as well as of
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encouraging and of informing new educational programs involving technology
that proactively look to contribute to a societal ‘‘wealth through health’’ regime.

The goal of this book is to introduce and to describe some of the latest tech-
nologies offering therapy, rehabilitation, and more general well-being care. Inclu-
ded along with the work of researchers from the serious games, alternative realities
(incorporating artificial reality, virtual reality (VR), augmented reality, mixed
reality, etc.), and play therapy disciplines are the writings of digital artists who are
increasing working alongside researchers and therapists to create playful and cre-
ative environments that are safe and adaptive and that offer tailored interventions.
The chapters in this book illustrate how complementary overlapping between topics
has become the accepted norm. Such acceptance contributes to a readdressing and a
questioning of associated values resulting in new themes and topics. Accordingly,
the topics of this volume are selected to be wide in scope and to offer academics an
opportunity to reflect on intersections in their work. These can be specific to the
concepts of serious games, alternative reality, and play therapy, or to any number of
related topics. Such intersections have embedded weightings from the distinct and
individual toward the extreme, as seen, for example, in the common area in
Fig. 1.1, an example where serious games are conducted in alternative realities and
where the goal is play therapy utilizing the plasticity of digital media.

Unlike entertainment systems, the goals of alternative realities therapy and
serious play demand the addition of sophisticated feedback systems that monitor
user progress. These systems must encourage progress and intelligently and pro-
gressively adapt to users’ individual needs within an environment that is chal-
lenging, engaging, and user friendly for patients and health care professionals.
Such systems require the evolution of new paradigms in test battery creation that
take advantage of the controllable digital framework, embodied data feedback, and
other opportunities uniquely offered by virtual interactive spaces.

Much literature on play therapy (and therapeutic play) focuses on interactions
between a professional therapist and children where the use of toys and other
objects, i.e., physical artifacts, are expressive channels for communicating and
interpreting a person’s condition. In this book the additional opportunities to
supplement such traditional practices via the use of digital media are posited.
Serious games link to games (and gameplay) but are being used toward a serious
outcome to solve a defined problem. The games are used ‘seriously’ in alternative
realities, i.e., in computer generated environments that are interactive through
embedded virtual artifacts.

These computer-generated alternative realities are commonly referred to as
mixed, augmented, or artificial reality. Virtual reality in therapy and rehabilitation
is not a new subject: a large number of papers reporting research advancing the
field with transfer to activities of daily living have appeared over the last decade.
This book contributes to the field by acknowledging the impact of digital media
and by questioning potentials offered in traditionally non-digitized practices.
Through the use of digital media in play therapy with children, for instance, the
destruction, breakages, and damages to physical artifacts witnessed in traditional
play therapy are eradicated. Instead, computer graphic environments are safe,
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adaptive, and interactive, providing a world where things can be ‘‘virtually bro-
ken’’ any number of times and inexhaustively repaired, offering to clinicians both
qualitative and quantitative aspects of evaluation alongside a flexibility for cre-
ating new tools for developing the clinical outcomes required by play therapy and
other medical and educational interventions.

The aim of this book is to offer a platform for researchers in and across these
disciplines to share with peers and to critique and to reflect on each other’s studies.
The authors, as well as the editors, come from various corners of the globe. This
diversity is seen from a positive perspective, as it highlights how interpretations of
subject matter and the use of culturally sensitive terminologies differ in and across
cultures as well as within these fields.

In closing, it is important to state that this book does not attempt to cover all
areas (serious games, alternative realities, and play therapy) equally, as the title
might suggest, nor does it attempt to define these areas. Rather this book was
conceived to be a catalyst for debate on interactive computer technology used in a
manner whereby, for instance, creative industries, health care, human computer
interaction, and technology sectors are encouraged to communicate with each
other and to stimulate thinking about application design and intervention practices
that are needed to supplement and to satisfy the societal demographic service
needs of the future, needs that are predicted to grow as the population ages, needs
that many predict only technology can provide the scaffolding to service. From this
position we anticipate your reading of and reactions to these chapters as a step
toward such thinking.

1.2 Contributions in This Book

The chapters in this book are divided into five parts that reflect major themes cur-
rently at the intersection of serious games, alternative realities, and play therapy for
rehabilitation, intervention, assessment, education, and the promotion of well-being:

Fig. 1.1 Venn diagram
illustrating the three fields of
serious games, alternative
realities, and play therapy. At
the extreme is the triadic
intersection where gameplay
is conducted in computer
generated realities and where
therapeutic outcomes from
play therapy are targeted
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Part 1: Technologies for Rehabilitation
Part 2: Technologies for Music Therapy and Expression
Part 3: Technologies for Well-Being
Part 4: Technologies for Education and Education for Rehabilitative Technologies
Part 5: Disruptive Innovations

The first two chapters in Part 1 describe serious games for rehabilitation. These
chapters are followed by one chapter that discusses problems adapting traditional
therapies to games, one chapter that describes using a virtual environment for
cognitive rehabilitation, and three chapters that employ social agents (virtual and
robotic) either in therapy games or in virtual environments. The two chapters in
Part 2 focus on projects centered on the design of novel musical instruments for
people with special needs. The three chapters in Part 3 describe using virtual
reality, mobile technology, and interactive architecture for personal and commu-
nity well-being. The first chapter in Part 4 addresses virtual reality simulations for
educating surgeons. This is followed by a chapter describing coursework devel-
oped to train designers to develop serious educational games for students with
special games. Finally, the chapter in Part 5 addresses a theme echoed in several
chapters: the disruptive potential of innovative digital games developed for people
with special needs as these technologies expand to wider populations.

Below we provide a synopsis of each of the remaining chapters in this book.

Part 1: Technologies for Rehabilitation

In Chap. 2, ‘‘Design Issues for Vision-Based Motor-Rehabilitation Serious
Games’’ Antoni Jaume-i-Capó, Biel Moyà-Alcover, and Javier Varona contend
that a problem in game-based rehabilitation systems is that the focus is too much
on the serious components of these games (task customization and measurements,
for example) at the expense of user interactions, perceptions of ability, and levels
of engagement. In this chapter the authors outline a game development paradigm
composed of seven design elements that incorporate user interactions that motivate
users to continue their rehabilitation program. These elements are described in
some detail and include a development paradigm, an appropriate interaction
mechanism (they advocate vision-based systems), interactive elements, feedback,
adaptability, monitoring, and clinical evaluations. The authors then describe their
vision-based rehabilitation game for patients with Cerebral Palsy (CP) and their
implementation of these seven design elements. In a clinical study of patients with
CP who had all formerly failed to adhere to conventional physiotherapy treatment
programs, it was found that these same patients were motivated to complete their
programs when using the rehabilitation game. Moreover, patients showed an
interest in continuing the rehabilitation process even after the study was com-
pleted. This chapter provides a good overview of the developmental process of
rehabilitation games (see also Chaps. 9 and 15).

In Chap. 3, ‘‘Development of a Memory Training Game,’’ Kristoffer Jensen and
Andrea Valente present a multiplatform game called Megame for memory training
and assessment. The authors provide detailed descriptions of two versions of
Megame, concentrating on the game parameters that can be changed to provide
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levels of feedback on memory capacity and the software platform used to
implement the game. Also included in this chapter is a short history of some of the
main theories of working memory, its importance in learning and attention, and a
review of methods for memory assessment, especially focused on contemporary
assessment methods using games.

In Chap. 4, ‘‘Assessing Virtual Reality Environments as Cognitive Stimulation
Method for Patients with MCI,’’ Ioannis Tarnanas, Apostolos Tsolakis, and Magda
Tsolaki describe a virtual reality museum used as an intervention tool for
improving navigation, spatial orientation, and spatial memory in patients with
Amnestic-type Mild Cognitive Impairment (aMCI). The authors begin the chapter
with an overview of aMCI, defining typical cognitive profiles of patients with
subtypes of this disorder, outlining assessment methods, and discussing problems
with current interventions. Also included in this chapter is a section that justifies
from a neurological perspective the use of virtual environments in the treatment of
aMCI. This discussion is followed by a detailed description of their virtual reality
museum, including the technologies used in its development, cognitive exercises,
clinical protocol, research methodology, and results using their virtual reality
museum as an aMCI intervention. Older patients are shown to improve in a
number of cognitive functions (for instance, working memory) after cognitive
training, lending support to the idea that playing virtual reality training games
improves untrained cognitive functions in aMCI.

In Chap. 5, ‘‘Adaptive Cognitive Rehabilitation,’’ Inge Linda Wilms addresses
some of the advantages and challenges inherent in translating into software the
therapeutic activities necessary for successful rehabilitation of persons suffering
from brain injury. The advantages and challenges primarily revolve around the
following: assessment, generating adaptive levels of difficulty, individualizing
rehabilitation, and providing feedback that is missing due to brain injury. It is
Wilms’s contention that the potentials offered by new technologies in rehabilita-
tion have yet to be actualized. After explaining brain injury and discussing theories
of rehabilitation, the author provides an historical overview of computer tech-
nology applied to brain injury rehabilitation, including games technology, focusing
sections on assessment, individualization, and the use of artificial intelligence as a
means of automatically adjusting levels of difficulty in cognitive rehabilitation,
each section describing the specific merits of example systems and providing many
suggestions for improving and expanding their effectiveness.

In Chap. 6, ‘‘A Body of Evidence: Avatars and the Generative Nature of Bodily
Perception,’’ Mark Palmer, Ailie Turton, Sharon Grieve, Tim Moss, and Jenny
Lewis describe an Avatar that functions as a tool enabling patients suffering from
Complex Regional Pain Syndrome (CRPS) to describe their bodily perceptions.
The authors devote one section to discussing CRPS, a chronic pain condition in the
extremities that alters patient perceptions of the affected limbs (perceived by some
as entirely missing and by others as dramatically enlarged), perceptions so per-
plexing and disconcerting that many patients find it very difficult to talk about their
experiences. Palmer et al. relate CRPS to the rubber hand illusion (RHI), the
experience of perceiving a rubber hand as one’s own, and extensions of the RHI to
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experiences in immersive virtual reality (IVR) with virtual limbs and bodies.
Included in this chapter is a detailed discussion (both scientific and phenomeno-
logical) of the somatosensory system, i.e., the receptors and processing involved in
the sense of touch, temperature, proprioception, and pain, and the central nervous
system, as disruptions within these systems may account for the symptoms
experienced by patients with CRPS. The remainder of the chapter describes their
proof of concept study with CRPS patients using an avatar to enable them to
realize and to communicate their abnormal bodily perceptions.

In Chap. 7, ‘‘Virtual Teacher and Classroom for Assessment of Neurodevel-
opmental Disorders,’’ Thomas D. Parsons proposes evaluating children with High
Functioning Autism (HFA) and differentiating this population from children with
Attention Deficit Disorder (ADHD) by immersing them in virtual classroom
environments with a virtual docent that acts as a social orienting system. Most
research in the area of HFA assessment relies on paper and pencil psychometric
testing of executive functions, an assessment method that has several drawbacks,
including limited ecological validity, defined as the degree of similarity that a test
or training method has to real world situations. Computer-based neuropsycho-
logical assessments, in contrast, offer increased standardization of administration
and accuracy of timing presentation and response latencies as well as ease of
administration and data collection. Included in this chapter is a detailed account of
the neurodevelopmental disorders of HFA and ADHD, a brief overview of virtual
reality systems related to assessment of children in virtual classrooms, including
the effect these virtual reality environments have on individuals with Autism
Spectrum Disorder (ASD), and descriptions of systems that use embodied con-
versational agents to improve social skills. Parson presents convincing arguments
for building assessment systems that unite these technologies.

In Chap. 8, ‘‘Engaging Children in Play Therapy: The Coupling of Virtual
Reality Games with Social Robotics’’ Sergio García-Vergara, LaVonda Brown,
Hae Won Park, and Ayanna M. Howard focus on virtual reality play therapy with
robotic systems that increases motivation and engagement for children with
impaired motor skills. Systems that are motivational for adults are not necessary
motivational for children. In this chapter, the authors provide an overview of the
state of the art in gaming and robotics in rehabilitation, an overview that highlights
important problems in existing virtual reality systems and interactive robotic
devices. This is followed by a detailed description of two serious games for
children that were developed by the authors: a virtual reality system that provides
feedback and tracking of user performance during game play and a pilot study that
integrates robotics into the virtual reality gaming scenario, with the robot serving
to increase the quality of a child’s interaction in a virtual environment by adap-
tively engaging with the child through the use of verbal and nonverbal (gesturing)
cues. Studies are presented that validate the effectiveness of achieving the stated
goals of both systems.
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Part 2: Technologies for Music Therapy and Expression

In Chap. 9, ‘‘Instruments for Everyone: Designing New Means of Musical
Expression for Disabled Creators’’ Rolf Gehlhaar, Paulo Maria Rodrigues, Luis
Miguel Girão, and Rui Penha describe their project to enable musical expression
for a group of physically and mentally challenged people by designing a special set
of tools intended to match their predilections, capacities, ambitions, and tastes—a
set of musical tools that were eventually used in a public performance of a musical
work composed by one of the authors and that continues to be used as part of
institutional occupational activities. The goals in developing the tools were not
primarily therapeutic but rather geared towards enabling the new musicians to
produce high quality sound given a reasonable learning curve and to promote
communal musical interaction while acknowledging the special circumstances of
each performer’s capacities. Included in this chapter is a short history of the
evolution of robotic and technology assisted musical instruments, spanning from
the 3rd century BCE to the present time. The authors also provide a detailed
description of their developmental process, which included administering a
questionnaire to ascertain the musical interests, specific skills, and disabilities of
each musician. These questionnaires were used to design the instruments, which
are described in detail along with diagrams and many photographs. Also provided
are complete descriptions of the musical activities that enabled the new musicians
to master the instruments, of the composition process using the new instruments,
and of the arrangements for the final performance. Feedback from all who par-
ticipated was solicited, and two sections offer advice and a discussion of problems
encountered for those interested in developing their own instruments and perfor-
mances for people with disabilities. The authors feel that the constraints in the
design of the novel instruments for this project became for them a catalyst for the
emergence of new ideas that are relevant for artists and musicians generally.

In Chap. 10, ‘‘Designing for Musical Play,’’ Ben Challis explores the use of
music and sound in technologically assistive improvised play in sensory spaces.
The author reports his visits to nine Special Needs Education (SNE) schools with
the goal of evaluating their sensory spaces and determining what combinations of
technology, layouts, and activities provide good sensory spaces for special needs
students. This chapter includes a short history of sensory spaces, with special
attention paid to the advantages and short comings of the Snoezelen model, which
involves placing a person with autism or special needs in a soothing yet stimu-
lating environment, along with some background information on music and sound
therapy. The remainder of the chapter focuses on the nine SNE schools and their
sensory spaces, which the author evaluates in terms of the general characteristics
of the spaces themselves, the activities (music and sound) available within the
space, and the technologies that utilize touch, movement, pressure, and other
actions triggering midi events to produce sound. The chapter ends with a critique
of current sensory spaces and activities and with suggestions for improving them
by making these spaces more interactive and less passive.
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Part 3: Technologies for Well-Being

In Chap. 11, ‘‘Serious Games as Positive Technologies for Individual and Group
Flourishing,’’ Luca Argenton, Stefando Triberti, Silvia Serino, Marisa Muzio, and
Giuseppe Riva explore how serious games can empower personal experience by
nurturing positive emotions and by promoting engagement and social connections.
The authors argue that serious games can be considered ‘‘positive technologies,’’ a
field of study that assumes technology has the capacity of increasing emotional,
psychological, and social well-being and that investigates how Information and
Communication Technologies (ICT) empower and enhance the quality of personal
experiences in these areas. The chapter begins with an overview of the concept of
well-being, not so much from a philosophical perspective, but rather as this
concept has been understood and investigated in positive psychology, especially
by Csikszentmihalyi. The chapter then moves on to discuss serious games, con-
ceptualized as flow activities that naturally evoke positive emotional states: the
sensorial pleasure in the game aesthetics, the epistemophilic pleasure in the way
games stimulate curiosity and satisfy desires for novelty in environments that offer
occasions for developing mastery and control, and the pleasure of victory expe-
rienced in interacting and collaborating with others in multiuser games. Specific
games are discussed in terms of promoting well-being and a pilot study is
described that explored the impact a serious game had on the optimal functioning
of different groups.

In Chap. 12, ‘‘Spontaneous Interventions for Health: How Digital Games May
Supplement Urban Design Projects’’ Martin Knöll, Magnus Moar, Stephen Boyd
Davis, and Mike Saunders explore the possibilities of using mobile games to
inform the relationship between health and the external environment. The authors
describe how doctors, sanitarians, and town planners have historically worked
together, starting as early as the late 19th century, to build housing, streets, and
parks and how the citizenry in the form of stroller clubs, for example, worked to
increase physical activity in an era when more people were becoming sedentary.
These clubs, however, did not stimulate members to explore, question, and reshape
their environment. Contemporary analogs of stroller clubs take the form of iPhone
apps that invite players to climb monuments and to take the stairs, but they too
have the potential to do more. To illustrate possibilities, the authors review some
urban design projects where citizens work to reshape their local environments to
stimulate physical activity, a phenomenon referred to as ‘‘spontaneous interven-
tions.’’ The authors also review persuasive games that encourage healthy behaviors
throughout the environment. The authors then persuasively argue that health
games could be used in the future not only to increase healthy behaviors but also to
supplement urban research and design by raising attention to new complexes, by
stimulating participation, by identifying locales for potential improvement, and by
evaluating impact. A road map is provided for developing interactive communi-
cation technologies that support spontaneous interventions. Another important
contribution of this chapter is to show how the disparate disciplines of urban
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design, preventive healthcare, and serious gaming could be merged into a new field
of research that benefits the health of citizens.

In Chap. 13, ‘‘Using Virtual Environments to Test the Effects of Lifelike
Architecture on People,’’ Mohamad Nadim Adi and David J. Roberts describe
their work using virtual reality to investigate how interactive elements in archi-
tectural designs (animated, reactive, organic, and intelligent architecture) influence
people’s emotional states (that can range from feelings of well-being to feelings of
uncanniness) and productivity (the experience of flow) using interactive scenarios.
In this chapter the authors provide a brief history of interactive, or lifelike,
architecture along with a detailed discussion of some of the benefits and problems
using virtual reality for testing and evaluating interactive buildings. The authors
then report the results of several experiments using an immersive large screen
projection system they call OCTAVE for evaluating interactive building designs.
Their findings suggest that immersive systems are of value in evaluating the
impact that lifelike architectural designs are likely to have on occupants.

Part 4: Technologies for Education and Education for Rehabilitative
Technologies

In Chap. 14, ‘‘An Overview of Virtual Simulation and Serious Gaming for Sur-
gical Education and Training,’’ Bill Kapralos, Fuad Moussa, and Adam Dubrowski
address a number of issues in the application of serious games for surgical edu-
cation and training, specifically focusing on issues of fidelity, multimodal cue
interaction, immersion, and knowledge transfer and retention. The chapter begins
with an overview of the literature on medical and surgical educational methods,
first by exploring problems and ethical considerations using cadavers and animals
and then by moving on to discuss issues involved with simulations, such as the
lack of fidelity and limited sensory modalities. The authors admit that both tra-
ditional and simulated methods of training offer residents the opportunity of
developing the specific levels of expertise needed to perform surgeries on human
beings, but simulations have the marked advantages of being more cost effective
and of encouraging more experimentation in purposively making and then learning
to handle mistakes. This overview of training methods is followed by a discussion
of fidelity and multimodal cue interaction, including a discussion of visual,
auditory, olfactory, and haptic modalities, as these elements function more gen-
erally in virtual simulations and in serious games, but all with an eye towards
considering how best to incorporate these important modalities in surgical simu-
lations. The chapter ends with a presentation of the authors’ Surgical Cognitive
Education and Training Framework (SCETF), a framework that explicitly
addresses fidelity and multimodal cue interaction, the authors providing a detailed
description of the graphical and sound rendering capabilities of SCETF as well as
their methods for handling multi-cue interaction.

In Chap. 15, ‘‘The Ongoing Development of a Multimedia Educational Gaming
Module,’’ Elizabeth Stokes provides a detailed description of an ongoing multi-
media educational module that facilitates the design of games for students with
special needs, especially for those students on the autistic spectrum who vary
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widely in their abilities, medical conditions, computer skills, and interests. The
author describes coursework developed for undergraduate students who were
assigned the task of developing personalized educational games that were based on
actual individualized profiles of real learners with disabilities (not hypothetical
subjects), games that had the potential of actually benefiting these special needs
students.

Part 5: Disruptive Innovation

In Chap. 16, ‘‘Disruptive Innovation in Healthcare and Rehabilitation,’’ Anthony
Brooks discusses disruption and innovation in terms of his work. Disruption is a
powerful body of theory that describes how people interact and react, how
behavior is shaped, how organizational cultures form and influence decisions.
Innovation is the process of translating an idea or invention into a product or
service that creates value or for which customers will pay. Disruptive Innovation
in context of Brooks’ work in healthcare and rehabilitation relates to how devel-
opment of a cloud-based converged infrastructure resource, similar to that con-
ceived in a national (Danish) study entitled Humanics, can act as an accessible data
and knowledge repository, virtual consultancy, networking, and training resource
to inform and support fields of researchers, practitioners and professionals.
High-speed fiber networking, smart phone/tablet apps, and system presets can be
shared while AI and recommendation engines support directing global networks of
subscribers to relevant information including methods and products. Challenges
and problems to fully realize potentials are speculated. A review of his research
acts as the vehicle to illustrate such a concept.

1.3 Conclusion

This book is a continuation of the previous volumes in our series on Advanced
Computational Intelligence Paradigms in Healthcare. The fact that this book on
serious games, alternative realities, and play therapy is published under the series
of Studies in Computational Intelligence (Springer SCI) reflects the widening
interdisciplinary scope of applied computation. From this perspective it is antic-
ipated that this first volume on serious games, alternative realities, and play
therapy will promote and provoke peer debate across various cultures and fields.
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Chapter 2
Design Issues for Vision-Based
Motor-Rehabilitation Serious Games

Antoni Jaume-i-Capó, Biel Moyà-Alcover and Javier Varona

Abstract When rehabilitation sessions are for maintaining capacities, the
demotivation of patients is common due to the difficulty in improving their situ-
ation. Recent experiments show that rehabilitation results are better when users are
motivated and serious games can help to motivate patients in rehabilitation pro-
cesses. We developed a rehabilitation serious-game for a set of patients who had
abandoned therapy due to demotivation in the previous years. The serious-game
was developed following desirable features for rehabilitation serious-games pre-
sented in the related research works. From this development, we present imple-
mentations guidelines for developing serious-games as motivational tool for
rehabilitation therapies. The experiments performed in previous works validate
that the interacting design issues defined help motivation in therapy and that they
are adequate in rehabilitation therapy.
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2.1 Introduction

A serious game [15] is defined as a game that allows the player-user to achieve a
specific purpose through the entertainment and engagement component provided
by the experience of the game. Recent research [4, 16, 20] shows that the cognitive
and motor activity required by video games engage the user’s attention. In addi-
tion, users focus their attention on the game and this helps them in forgetting that
they are in therapy [20, 23]. This motivation is particularly important in long-term
rehabilitation for maintaining motor capacities. Demotivation is frequent in
chronic patients, because therapy usually consists of repetitive and intensive
activities that become boring. As a result, the user may not concentrate on the
therapy program which thereby loses its effectiveness.

Therefore, in order to build appropriate serious games for rehabilitation pur-
poses, therapy studies have included the motion-based input devices for serious
games, such as EyeToyTM [8, 19] or WiimoteTM [7]. A common conclusion in
previous works is that existing commercial video games for these devices are
difficult to use in rehabilitation therapy, because they were designed for patients
with full capabilities. Specifically, [2] enumerates the problems associated with
commercial video games when used in rehabilitation: targeting mainly upper body
gross motor function, lack of support for task customizations, grading, and
quantitative measurements. In addition, Sandlund et al. [22] state that patient’s
interest in gaming faded somewhat over time indicating that there is a need for
flexible games that adapt to the changing ability of the user and offer a continuous
challenge to maintain the interest. In order to solve these problems, researchers
have been developing their own games.

Unfortunately, game-based rehabilitation system designers frequently over-
emphasize the serious game rather than the user interaction. When these games are
designed for disabled people, the interaction design issues are fundamental to
achieve a high patient motivation. In addition, game interaction design is usually
defined without taking into account user’s perceptions with regard to their actions
in order to achieve the rehabilitation goals.

Motor rehabilitation usually consists of body movements and patients with
motor disabilities can have difficulties holding physical devices. Computer vision
technology allows capture body movements and it is non-invasive. For this reason,
we built interactive games using computer vision techniques, which can be sum-
marized by capturing the visual information of the performance of user actions.

The experiments performed in previous works [10, 16, 21] validate that the
interacting design issues defined help motivation in therapy and that they are ade-
quate in rehabilitation therapy. In this work we present a set of design issues, from our
previous work implementing vision-based serious-games for motor rehabilitation.

This work is organized as follows. In Sect. 2.2, we present the previous work.
Next, in Sect. 2.3 are presented the design issues. Section 2.4 is devoted to pre-
senting a case study focusing on the design issues. Section 2.5 is dedicated to
conclusions.
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2.2 Related Work

In previous work, we can find different serious games for different types of
rehabilitation. Video games for balance rehabilitation have been presented in [3]
where therapy is performed by a center-of-pressure, and the game is designed to
older adults in order to incorporate appropriate balance exercises. Regarding upper
limb rehabilitation, [14] presented a serious-game based movement therapy which
aims to encourage stroke patients with upper limb motor disorders to practice
physical exercises, [5] showed Virtual Reality (VR) system for stroke patients, [4]
designed several serious games which use low-cost webcams as input technology
to capture data of users movements, [6] created a simple game in which the patient
tried to move a coloured circle from an initial position to a goal position using a
robotic device designed for arm rehabilitation, in [9] implemented a haptic glove
serious game for finger flexion and extension therapy, [1] presented several home-
based serious games which use a webcam and a WiimoteTM, and [2] designed a
low-cost VR-based system using WiimoteTM.

Recent research studies have proposed what features are desirable for reha-
bilitation serious games. [11] proposed target audience, visibility and feedback as
important human factors, [4] identified two principles of game design theory
which have particular relevance to rehabilitation: meaningful play, the relationship
between player’s interactions and system reaction, and challenge, maintaining an
optimum difficulty is important in order to engage the player. [20] identified as
important main criteria for the classification of serious games in the rehabilitation
area: application area, interaction technology, game interface, number of players,
game genre, adaptability, performance feedback, progress monitoring and game
portability. Alankus et al. [1] concluded that serious games must ensure that
patients are correctly performing and must provide a motivating context for
therapy, in order to have maximum impact on the rehabilitation process.

2.3 Design Issues

From our experience of implementing vision-based motor-rehabilitation serious
games [10, 16, 21], defining an interaction model adapted to the user’s capabilities
and following the desirables features for rehabilitation serious games presented,
we can state that success of using this type of serious game depends on 7 design
issues: the development paradigm, the interaction mechanism, the interactive
elements, the feedback, the adaptability, the monitoring, and the clinical evalua-
tion. These design issues are presented in more detail in the next section.
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2.3.1 Development Paradigm

After first meetings with physiotherapists, we discovered that engineering tech-
nical language is totally different to physiotherapy. To ensure objectives, we
decided to develop the game using the prototype development paradigm [18],
which facilitated communication between engineers and physiotherapists. This
paradigm ensures all the necessary information to perform the different tasks is
provided in a clear and understandable way.

2.3.2 Interaction Mechanism

A serious game should not develop a new rehabilitation therapy. It is more suitable
to transfer existing therapy to a serious game, where the selected rehabilitation
therapy is the means of interaction with the serious game. As a major number of
patients with motor disease cannot hold a device, a camera can be used as an input
device in order to define the interaction model adapted to the user’s capabilities
[17]. Recent technological advances have created the possibility to enhance nat-
urally and significantly the interface perception by means of visual inputs [24], the
so-called Vision-Based Interfaces (VBI).

In general, vision-based interaction systems aim to provide reliable computer
methods to detect and analyse human movements. The process is repeated over
time, allowing for monitoring of the users interacting actions. According to the
computer vision technique used it is possible to achieve different levels of detail.
In addition, due to the dependence on real conditions (lighting, distances,
clothes…) the interaction environment limits the techniques that can be used.
Figure 2.1 depicts one example of vision-based interaction which can be imple-
mented by detecting the users silhouette, the skin colour or the hand motion.

2.3.3 Interaction Elements

Interaction objects must be selected in order to show the users images that achieve
an optimal level of motivation, by choosing themes of particular interest to each
user. When the interaction objects were related to some of these interests [10], the
patients performed the rehabilitation activity faster.

2.3.4 Feedback

The game must respond to the actions of the user through different types of
feedback, in order to user be aware of their current state. In general, when using
VBI with a system [4, 11], providing feedback is critical for users to feel in control
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and helping them to understand what is happening. Especially if there is not
contact with the interface by means of an interaction device. A significant problem
of vision-based interaction is that users have no interaction device of reference.
The user, therefore, always should know when interaction is taking place using
visual and audible feedback.

2.3.5 Adaptability

Rehabilitation sessions must adapt to the characteristics of the different users [4,
11, 20]. As the difficult level of therapy depends on the user interaction (motions),
physiotherapists should create a set of templates which define the position where
interaction elements must have, in order to define different levels in the game
depending on the skills and the evolution of each user. In addition, the game
should define different configurations parameters to customize games and adapt
them to different users.

2.3.6 Monitoring

The system must be able to archive different information about each user, con-
figuration parameters and a dataset for each session consisting of patients per-
formance, in order to simplify a patient’s progression as monitored by the
specialists [1, 11, 20]. Therefore, the system has two class of users, the patient and
the specialist. Each are in pursuit of different objectives of the interaction with the
system, see Fig. 2.2.

Fig. 2.1 Vision-based interaction which can be implemented by detecting the users silhouette,
the skin colour or the hand motion
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2.3.7 Clinical Evaluation

The clinical evaluation aims to quantify the improvement of the rehabilitation
according to the kinds of functional exercises. In order to perform a successful
clinical evaluation, it should define the experiment, the participants, and the
measurements depending on the final goals and type of therapy. However, from
our experience, we recommend to design the whole intervention through a pre-
assessment and post-assessment of every measurement, see Fig. 2.3. Optimally,
the success of clinical evaluation increase when one can include a control group
and the largest number of measurements.

2.4 Case Study: Vision-Based Rehabilitation Serious Game

We present a rehabilitation serious game that we implemented for a Cerebral Palsy
(CP) rehabilitation center [16]. CP is a term used to describe a group of chronic
conditions affecting body movement and muscle coordination. CP is the most
common physical disability in children [13]. The number of adults with cerebral
palsy is increasing due to increased survival of low birth weight infants, and
increased longevity of the adult population. Many children and adults with CP
have poor walking abilities and manipulation skills. One of the factors that con-
tributes to their problems with gait and reaching movements is poor balance
control. The objectives of medical intervention and physical therapy are to prevent
and mitigate the degradation of balance and postural control, in order to conserve
autonomy of movement, and to improve muscle coordination when performing
voluntary movements.

Each year, part of the center’s patients ceased the therapy, after years of
rehabilitation sessions to maintain the capacities. The habitual users of the reha-
bilitation center, are aware that rehabilitation sessions are focused on maintaining
capacities, and so they experience demotivation due to the difficulty in improving
their situation, and also due to the repetitive nature of the exercises performed in
every session. Therefore, the rehabilitation center was interested in a balance
rehabilitation serious game to motivate their users, in order to favour coordination
and trunk control, to stimulate cognitive and communicative aspects, and improve
their activity Activities of Daily Living (ADL).

Fig. 2.2 Feedback system depending on user role
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2.4.1 Development Paradigm

The serious game was developed using the prototype development paradigm,
following requirements indicated by physiotherapists, for a year. During this
period, in order to improve the game, the system was tested with real users once a
week.

2.4.2 Interaction Mechanism

We selected balance exercises from standard therapy in the rehabilitation room
[12], to transfer to a serious game in order to improve balance, to reduce demo-
tivation in patients, and to obtain more adherence to this long-term therapy. The
selected balance rehabilitation therapy is the means of interaction with the serious
game.

We designed a game which covers the objective required by physiotherapists,
which consists in changing the user gravity center, where users stand in front of the
standard monitor (or large projector) and, using their movements, they interact
with the video game, see Fig. 2.4. In addition, since users may have difficulty in
holding devices, the designed game is markerless and device free. With this
configuration, users can see the serious game while they are interacting with it.
The serious game environment is defined as follows:

• Users must be facing the screen to see the serious game in order to interact using
the balance rehabilitation therapy

• Users must see themselves on the screen in order to orient themselves with
respect to the interaction objects.

The designed video-game tries to cause a specific body movement in order to
change the user gravity center. To do this, the users must interact, by means body
movements, with objects they cannot reach without changing their center of mass,
see Fig. 2.5. Concretely, the user must delete a set of items that appear on the
monitor.

In this way, a user focuses their attention in the serious game instead of their
posture, because the goal was not to improve the rehabilitation process, but rather
to improve user’s motivation.

Fig. 2.3 Visual feedback
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2.4.3 Feedback

Visual feedback consists of deleting or changing of the object of interaction.
Auditory feedback is added in order to reinforce the action result. For example
when the interaction object is completely deleted from the screen, an audio
feedback is played. And when the game ends, the user receives different types of
visual and audio feedback, depending on the end game conditions.

Moreover, we used another type of feedback in VBI, represented by the pro-
vision of the visual representation of the users body on the screen, see Fig. 2.6.
Users must see themselves on the screen in order to orient themselves with respect
to the interaction objects. This configuration allows the user to view the serious
game and themselves while performing the interaction.

Fig. 2.4 Game environment
configuration

Fig. 2.5 User magnitude
without changing center of
mass, in grey
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2.4.4 Interaction Elements

Interaction elements can be changed in order to show the users’ images to achieve
an optimal level of motivation. This is by choosing themes of particular interest to
each user (see Fig. 2.7). In the study, patients were asked what hobbies they had in
order for the designer to seek interaction elements related to these interests.

2.4.5 Adaptability

In order to make rehabilitation sessions adaptable to the characteristics of the
different users, a set of templates were created, that define the size and the position
that interaction objects must have (see Fig. 2.7), so we can define different levels
in the game depending on the skills and the progression of each user. In addition to
the patterns, we defined the following configuration parameters to customize
games and adapt them to different users:

• Maximum playing time: The specialist can set a limit time for each session
depending on the users characteristics

• Mirror effect: To increase the game difficulty, the game screen can be reversed.
So when users move their right hand, they view as if they move their left hand

• Contact time: The specialist can customize how long a player must be in contact
with an element in order to delete that object

• User distance: The distance between user and screen in meters. The larger the
distance from the screen, the larger the center-of-mass change needed.

With these implemented adaptability we ensured the challenge [4].

Fig. 2.6 Visual feedback
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2.4.6 Monitoring

The serious-game saves and maintains an xml file for each user, which is easy to
parse and analyse, where configuration parameters and a dataset for each session is
stored. This consists of: date of the session, level pattern, playing time, removed
percentage, user distance from monitor device and contact time. This way the
monitoring of users by the therapists is simplified. This design has the potential to
be used in other rehabilitation systems. It is important to remark that there are two
types of users: the user and the specialist, with different interaction objectives with
the system.

2.4.7 Clinical Evaluation

The research team made a request to all adults in the rehabilitation center who met
the inclusion criteria and 90 % agreed to participate in the study. The study
population finally included 9 adults, 2 women and 7 men. Their families signed an
informed consent.

One of the inclusion criteria was having no adherence to physiotherapy treat-
ment after attending the conventional program of the centre as a long-term therapy.
Therefore, patients in this study were undergoing rehabilitation only with our
experimental system. This rehabilitation program started after 24 weeks of

Fig. 2.7 Interaction screens with themes for motivating users and different templates
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training, and it consisted of one session per week, during 24 weeks. Before and
after the 24 week therapy period, users were pre- and post-assessed using Berg
Balance Scale, Functional Reach Test, and Balance Tinetti Test.

Results showed [10, 16] that patients improved their balance slowly; improve-
ments were also detected in individual items. With regards to motivation, in pre-
vious years the set of users had abandoned their therapeutic plans. Using the
presented video games, no patients abandoned and, on completion of the study, they
showed interested in continuing the rehabilitation process with the video games.

2.5 Conclusions

From our previous work implementing vision-based serious-games for motor-
rehabilitation, in this work we have presented implementations guidelines for
developing vision-based motor-rehabilitation serious games, based on related work
and our experience, in order to help others researchers in this field. We can state
that the successful of this type of serious games depends on 7 design issues: the
development paradigm, the interaction mechanism, the interactive elements, the
feedback, the adaptability, the monitoring, and the clinical evaluation.

As a case study, we showed a serious game that we implemented for a CP
rehabilitation center, in order to improve patients’ balance that consists in changing
the user gravity center. The technology employed were vision-based interaction,
due to the difficulties of some patients have for holding physical devices. Results
showed that patients improved their balance slowly. Regarding motivation, the set
of users had resigned their therapeutic plan in previous years. Using the presented
video games, no users abandoned and, on completion of the study, they showed
interested in continuing the rehabilitation process with the video games.
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Chapter 3
Development of a Memory Training Game

Kristoffer Jensen and Andrea Valente

Abstract This paper presents Megame [me-ga-me], a multiplatform game for
working memory training and assessment. Megame uses letters and words to
amuse, train and assess memory capacity. Based on memory research, the main
parameters of the working memory have been identified and some improvement
possibilities are presented. While it is not clear that the working memory in itself
can be improved, other cognitive functions are identified that may be improved
while playing Megame. Other uses of Megame include spelling and vocabulary
training and learning modality assessment. Megame is written in Python using an
agile and iterative approach, taking advantage from rapid prototyping and allowing
for user-driven development.

Keywords Memory � Learning � Attention � Interference � Game

3.1 Introduction

Memory is a central component of cognition and thinking in general. According to
Baddeley [1] reasoning, comprehension, and learning capacity are all correlated
with the capacity of the short-term memory. The concept of short-term memory is
now largely superseded by that of the working memory, active in all aspects of
memory, the encoding, storage and retrieval. For instance, the working memory is
active in the consolidation process, at least when actively thinking about the
information being consolidated. It is therefore of importance to utilize ones
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memory in the best possible way. While it is not clear that one can improve the
memory using memory-training methods [2], many general brain and memory
enhancement games exists. Still, some of the games may be fun to play, and at
least allow improvement in tasks related to the game played. In addition specific
elements related to memory, such as attention, interference, chunking etc. can be
supported, stimulated or trained by playing simple games. We present here an
approach to such a game, with a focus on training the working memory while
directly estimating its capacity, thus motivating the player to improve the memory
while playing.

The game itself is inspired by classic memory games, like memory,1 and we
envision it as a single-player, multi-platform game. The gameplay is simple:
various symbols, images or shapes are presented to the player, then hidden; the
player has to remember them later, while composing a sequence (of letters for
example). Megame has many configurable parameters, for instance we design it so
that we are able to increase the number of letters, and in that way assessing the
limit with respect to the number of elements in working memory. Memory
capacity assessment is the central goal of the Megame game but other uses are also
envisioned. Finally, it is not our goal to create an addictive game, but rather a good
occasional challenge that can be used for players’ self-assessment and that will
provide us with a tool for testing different memory models.

This chapter is organized as follow, Sect. 3.2 presents the main theories on
memory, in particular the working memory, and the relationships of importance
between this memory and learning, attention and memory assessment. Section 3.3
presents the design and development of Megame, with details of the two versions
of the game and the parameters that can be changed when changing level in the
game, and the details of the feedback on the memory capacity. Section 3.3 also
covers the software development methodology. In Sect. 3.4 different uses and
settings are shown to be of interest for scientific experimentation about the
memory and related areas, and the chapter ends with a conclusion.

3.2 Memory

The processes involved in memory are encoding, storing and retrieving informa-
tion, and this processing of information may be considered to be central to cognition
[1]. Memory is considered to take place in three stages [3], the initial sensory
memory of span up to 300 ms approximately, the working memory with a span of a
few seconds and up to a minute using attention, and the long-term memory (LTM)
with a time span of years. The sensory store and the working memory are modality-
specific, which means that they treat in particular visual, auditory and touch

1 http://en.wikipedia.org/wiki/Concentration_(game).
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independently. This may have implications for Megame, and future work include
using items in different modalities, in order to train and assess these.

3.2.1 History of Memory Ideas

Memory is today very related to information and we take for granted that machines
can remember and find data for us. However, as discussed in Rose [4] remem-
bering was a complex and central skill in pre-writing societies. Some professions
developed techniques for enhancing individual’s memory: for instance poets could
memorize entire epic poems by re-structuring them into rimes, using a certain
metre, and by the means of singing. Writing as a form of external, persistent
memory was opposed by great figures like Socrates (for whom we know through
the writings of Plato), since:

Writing destroys memory and weakens the mind, relieving it of work that makes it strong.
Writing is an inhuman thing.2

However, apart from poets, other ancient professions required memorization of
long presentations and arguments, lawyers for instance. Therefore, various
mnemotechnic methods were devised; an example is the method of loci described
by Cicero in his De Oratore.3 Its key idea is to remember unstructured information
by association with specific physical locations or objects in a room. The person
that wants to memorize the items can, for example, visualize a room that is
familiar to her (or a fictitious room) and associate a word or an item to each object
in that room. To remember, one takes a mental tour of the room and retrieve words
by association with the objects that are encountered. Other memorization tech-
niques suggest the creation of a story, where the details of the narrative help
recalling items.

These and many other memorization techniques, described throughout antiquity
and the middle ages,4 show that memory was always considered something that
need to be trained and that assumption is clearly that memory can be improved
following the right methods.

3.2.2 Memory Overview

It is clear that any interaction, such as Megame, that does not involve all
modalities in the early memory systems, will not have an influence on all parts of

2 In Phaedrus, Plato, around 500 B.C.
3 Literally ‘‘On the Orator’’, written circa 55 B.C.
4 As in Ars Memoriae (‘‘The Art of Memory’’) by Giordano Bruno, 1582.
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the working memory. It is interesting in this context to determine the principal
target group of the game. This can be done, for instance, by looking at the use for
dyslexic children, or by choosing the target group using a questionnaire, such as
the VARK questionnaire [5]. In the VARK model, learning is supposed to use one
modality principally, Visual, Aural, Read/write or Kinesthetic. As a large part of
learning in schools take place in the read/write category, children with less pref-
erence for this modality benefit from activities, such as playing Megame, that
strengthens the preference for reading and writing.

While Megame mainly regards the working memory, the identification/recog-
nition of correct word is related to the long-term memory and other cognitive
skills. In general, the working memory can be said to be active in all three memory
processes, as it is central in the encoding stage, where each new information
element is temporarily stored, but also active in the other stages, as information
stored or retrieved necessarily passes through the working memory. Thus,
improvement of the working memory is bound to be beneficial to all aspects of
memory, and thus of cognition in general. The proposed game is also likely to be
influential in increasing the vocabulary due to the generation effect [6], that states
that information that is generated, such as the words to be created from the letters
in Megame, is better memorized.

While the game remains in the letter/word category, no serious issues should
arise from the complicated level of representation processing [3]. This processing
enables us to remember the meaning of information (that resides in higher levels of
processing), while forgetting the exact wording that resides of lower levels. This
occurs, for instance, when you read something and the say it in different wording.
The information has passes to a higher level of processing, where the meaning, and
not the wording is central, and then back again to be said out loud. Assumingly,
there is no such level of representation in spelling, as this is an exact, deterministic
process.

If the target word is visible, the player does not need any cues. However, if the
target word is hidden, the results may be dependent on the player’s ability to cue
the correct word. Cueing or priming is a common process in memory retrieving,
but it is not believed to be of strong relevance in these games, that is regarding
letters only in this phase of development. Still priming [7] is seen as a potential
means of increasing or affecting the difficulty of the game.

The two main factors that influence memory seem to be attention, which
increases the time the information remains in the memory (by increasing the
activation strength of the element under attention), and interference that weakens
the activation strength of the information due to conflicting memory traces.
Without attention, memory weakens within a minute, and it is believed that the
development of attention combined with efficient coding schemes are the main
possible memory enhancement. Better and more efficient encoding reduce inter-
ference, as new information is placed at proximity to relevant but not interfering
information. However, Wixted [8] resumes the research on forgetting (which may
take place at the time of encoding, or at the time of retrieval), and advances the
role of the limited capacity of the brain, that induces retroactive interference, i.e.
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that new memory encoding taking place after the first memory will interference
with the consolidation process of this memory trace. This would also explain why
sleep and drugs are helpful in retrieving memory traces, and it could be explaining
the use of power-naps, and other structured methods of relaxation within e.g.
mediation. Another different aspect of memory is chunking [9]. For instance, the
capacity of reading involves chunking, as the letters that constitute a word are
chunked into that word in the cognitive processes.

Memory traces are stored through consolidation [10] and also through repeti-
tions. Consolidation consist of an initial synaptic stage that takes place within
minutes and up to a few hours, and the system consolidation that takes place within
weeks up to years. After the synaptic stage, the memory trace is resistant to
interference. After the system consolidation, the information trace is no longer
bound to the main memory cortical part, the hippocampus. Consolidation occurs
when information is repeated. Repetitions can be either massed or distributed, and
according to Glenberg and Lehmann [11], distributed repetitions are more efficient
in memory recall. This is generally called the spacing effect.

3.2.3 Memory Assessments

Megame can assess the capacity of the working memory of the participant. In
order to do so, the model presented in Jensen [12] is used. This model considers
two components of the working memory: the number of elements, and the duration
of each element. The activation strength of the working memory is decaying
exponentially with the number of elements, An = 1 - ln(N ? 1), and with the
duration of the element, At = 1 - ln(t ? 1). The total activation strength is
A = An ? At. In that way, the model can either contain many elements for a short
time, or few elements a long time, as shown in Fig. 3.1. When the activation
strength of an element becomes negative, A \ 0, the element is purged from
memory.

Another aspect where attention comes into play is the serial position effect,
where earlier elements, which potentially have received more repetitions and thus
entered the realms of the long term memory, are better remembered than the
middle elements. It does not seem to be a problem in our game, as obviously the
earlier letters may receive more attention and rehearsals, but it must be understood
that these letters are already present in the long term memory (at least for
everybody except very young children), and it does not affect the assessment of the
memory capacity to any degree.

3 Development of a Memory Training Game 29



3.2.4 Memory and Games

Many games have been developed with relations to improving the memory
capacity. Here should be mentioned the popular Memory game,5 and Kim’s
Game6 which enables children (and others) alone or together to improve their
concentration, by trying to remember where the cards are in order to form pairs
and guess the content of a hidden object collection. Other popular memory games
include the electronic Simon7 in which the gameplay include listening and
watching to a sequence of notes and corresponding colored lights, and then
reproducing the sequence on the buttons in the same position as the light and
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Fig. 3.1 Activation strength as a function of duration and number of elements. Elements are
purged when activation strength is negative (dark grey area). (From [20])

5 Memory, also known as Concentration or Pairs can be played with a standard deck of playing
cards or with special decks. Source: http://en.wikipedia.org/wiki/Concentration_(game).
6 This game is described in Kim by Rudyard Kipling, 1901, in Chap. 9. The book is freely
available at Project Gutenberg (http://www.gutenberg.org/files/2226/2226-h/2226-h.htm).
7 http://www.accessmylibrary.com/coms2/summary_0286-18399548_ITM.
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sound. These games were designed to depend on good memory skills in order to
succeed. Many brain development and trainer computer games have also been
developed, for example for the Nintendo DS console, such as the Nintendo’s Brain
age8 and The Professor’s Brain Trainer: Memory.9 Today, companies such as
CogMed,10 Lumocity,11 and many others, including game and platform develop-
ers, introduce programs via games and internet, and also propose programs in
schools and workplaces.

It is clear that in general, people learn more when they get older, but it is not
sure they learn better. This is what is termed crystalized and fluid intelligence [13].
While previous studies has shown improvement in memory when performing tasks
that supposedly improve the working memory, recent studies [14] and meta-
studies [2] has shown that this is mainly an effect of learning the task and that the
working memory capacity does not improve, nor is it clear that any transfer of
improvements to other tasks occur.

This aspect of far-transfer, here meaning to be able to use the improvement in
cognitive skills in daily life is important to keep in mind, when designing the flow
[15] of the game. Therefore, in the level design of Megame we take an ethical
standpoint in order to ensure that the flow element is not too addictive; crippling flow
would simply require tuning the rate of increase in difficulty throughout the levels.

An interesting, and perhaps counter-intuitive argument can be made about the
role of repetition and acquisition of perceptual patterns. In [16] the mind in general
is discussed as:

The mind is not a machine, however, but a special environment which allows information
to organize itself into patterns. This self-organizing, self-maximizing, memory system is
very good at creating patterns and that is the effectiveness of mind.

Thinking in patterns can however hinder creativity (according to de Bono, who
is interested in creative thinking, problem solving and lateral thinking). This
extends also to memory and in particular visual memory and painting [17], where
methods are devised to break habits and re-learn how to ‘‘see’’. All this points to
memory plasticity and to the possibility that exercise, play and memory techniques
can effectively alter (in a positive or negative sense) one’s skills in memorization
and perception of patterns. Therefore we are aware of the importance of testing our
game in responsible ways.

Finally, it is not our goal to create a strongly addictive game, but rather a good
occasional challenge that players can use for self-assessment and that will provide
a tool for testing various models and assumptions about memory.

8 http://www.nintendo.com/games/detail/Y9QLGBWxkmRRzsQEQtvqGqZ63_CjS_9F.
9 http://www.amazon.co.uk/The-Professors-Brain-Trainer-Nintendo/dp/B000LITROQ.
10 http://www.cogmed.com/.
11 http://www.lumosity.com/.
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3.3 Game Design and Development

There currently exist two gameplays in Megame. One version, the Hidden Target
Word (HTW) version Fig. 3.2 presents a number of letters one after one, with a
brief pause between each letter. After each letter is presented, it is hidden, and the
player should remember it. The goal is to form a word of a given number of letters
out of a subset of the presented letters. This is done by clicking at the letters one by
one, in the correct order, which can be done after any letter, assuming enough
letters exist to form the word. If the word is formed correctly, the player may
continue and the level difficulty may increase. The second version, the Visible
Target Word (VTW) version Fig. 3.3, first presents all letters for a brief moment.
When the time is out, all letters are turned upside down, hiding the letters. After
another brief moment, the target word is presented, and the player should click on
the letters of the target word, in the correct order, in order to win the game.

The gameplay is very simple, consisting of two stages, the presentation stage,
and the selection stage. There is a pause after the letters are shown (for T2 s), and
another pause before the target word is shown (T3 s); the time between to letters
are shown is T1 s, and all three time parameters, T1, T2 and T3, can be 0.

If the target word is hidden, it is difficult to identify other modalities that could
create true sequences distinguishable from other false sequences. Only words are
such sequences for non-experts. On the contrary, if the target word is visible, then
it is possible to use other presentation modalities, such as sequences of colours,
shapes, sounds etc. It is also possible to present nonsense words.

Presentation

Selection

Fig. 3.2 Gameplay of HTW version of game. Once selection is done, success or failure can
affect the level characteristics

Presentation

Selection

Fig. 3.3 Gameplay for the VTW version of the game
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3.3.1 Levels

Megame permits the modification of the difficulty level, through several means.
Because of the delays between presentation of letters (T1), and between letter
presentation and hiding (T2), and presentation of target word (T3), there is a
possibility to change the level difficulty while at the same time measuring the
duration of the players working memory.

The changes in the letters that relates to level difficulty include the number of
letters in the target word (N), the number of letters on the table (K). K must be
equal or larger than N (unless letters are repeated in the target word), since the
target word needs N letters. The difficulty is believed to be related to the additional
unused letters (M = K–N), that interferes with the choice of the target word
letters. Therefore, increasing M increases the difficulty.

If the table contains several copies of the same letter there could be two effects,
either it becomes easier, because there are several possibilities to find the target
letter, or it becomes confusing, because you loose the localization of the letter,
since it exists in several locations. It is also possible to alter the order of the target
word on the table, by simple inversions, mirroring (backwards), circular shifting,
and scramble all letters except the first and the last.

3.3.2 Development

We decided to develop our game in Python, following an agile and iterative
approach. Python is a very good language for rapid prototyping and coupled with
the pygame library, it offers great productivity. As soon as the specification of the
Megame was in place, it was possible to quickly design a mock-up of the game
(visible in Fig. 3.4). We used Pygame, a widely adopted python graphic library
based on SDL12; the adoption of Python and Pygame makes our scripts simple to
write and highly portable, since standard implementations of both language and
library are available for the most common operating systems (including Windows,
Mac OS and Linux).

Moreover, Python runs on Android devices (see Fig. 3.5): as discussed in [18],
detailing the Scripting Layer for Android (SL4A), a python applications can be
developed on a laptop, then transferred to an Android device where a local Python
interpreter will run it. The main problem running Python on tablet and similar
devices is that all the Android-specific services are usually accessed via a Java
Virtual Machine: the solution employed by SL4A is to setup remote communi-
cation between the Python runtime and the Java runtime, using remote procedure
calls (RPCs) and JSON-based serialization13 to exchange data back and forth

12 Single Directmedia Layer—http://www.libsdl.org/.
13 JavaScript Object Notation—http://www.json.org/.
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between the 2 runtimes. Thanks to this mechanism it is very simple to, for
example, read the state of the accelerometers onboard an Android tablet, and use
them in a Python script.

The SL4A does not contain a porting of the Pygame library, but another project
is under development, that ports a significant portion of Pygame in Android:
PGS4A.14 Using this partial porting of Pygame, it is possible to develop a standard
Python Pygame application, using (for instance) the mouse as main input device;
the application would run (and can partially be debugged) on the laptop or sta-
tionary machine where it was developed. The application can further be packaged,
signed and transferred to an Android device, where it can run and re-map touch
gestures to work as mouse events.

This is perhaps the closest Python development can get today to seamless
application deployment on Android. Taking advantage of SL4A and PGS4A
we are able to rapidly design, run and test our game prototypes on Windows,
Macintosh and Linux machines, as well as on portable devices. This way of

Fig. 3.4 - Version 0 of
Megame. On the left the letters
visible at the bottom of the
application window, turn into
a card one by one. The card
will move (face down)
towards its position in the
main (central) area of the
window. The player can click
instead on a card to turn it. On
the right further on in the
game, a card moving towards
its final position (the blue ‘‘x’’)

Fig. 3.5 Python running on
Android. Python runs on top
of the linux kernel, and it uses
standard libraries. The main
complication is that most of
the Android-specific API are
available only through Java
and the Dalvik virtual
machine (special Java virtual
machine present on Android)

14 Pygame Subset for Android—http://pygame.renpy.org/.
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working allows for the creation of multiple versions of the game within the same
hour, and it provides functional prototypes that could support early user testing.

Both implementations, PC and Android device, save player statistics on the
local machine (see Fig. 3.6); periodically the statistics are also transferred on a
central server, administered by the authors. This makes data collection quite
simple, and enables players to use the game for memory capacity assessment. In
future versions the game can easily be extended with an occasional/asynchronous
multiplayer mode, allowing players to engage in tournaments. Social gaming can
be supported by the addition of shared high-score boards, hence providing more
extrinsic motivation to players.

3.4 Scientific Uses

While the literature does not seem to favor the possibility of improvement of the
working memory capacity, there are other scientific uses of Megame that seem
interesting. This includes the self-assessment of memory capacity, the assessment
of memory capacity related to different difficulties and different presentation
modalities, and the use of this game to improve spelling and vocabulary.

Fig. 3.6 The application is
given to multiple users, each
playing single-player sessions
at Megame. The data can be
stored locally on the Android
device, then periodically the
device will communicate to a
central server (managed by
the authors) and download
player statistics and progress
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3.4.1 Self-Assessment

The Megame permits to estimate the number of elements in the game, by
increasing the number of letters that forms a word, or by randomly presenting
words of different number of letters, and in that way assessing the limit of the
memory capacity with respect to the number of elements. In a similar manner, the
presentation rate of the letters can be varied such that the first letters may be
eliminated because it extends the time limit of the working memory and the
duration of the participants working memory may be assessed. The estimation of
these limits in working memory capacity is presented to the participant in the
Fig. 3.7, where the goal is to approach the upper right corner (the sun, denoted
Goal) as much as possible.

It is interesting to observe the difference in memory capacity improvement with
and without the feedback. In addition, it is also possible to assess this with regards
to the different difficulty levels that are included in the game. While it is unlikely
that the memory and the difficulty are directly related, it is more probably to find
results linked to the notion of flow [15], in that good performance is found when
the difficulty is high enough so as to avoid boredom, but not so high it creates
anxiety.

GOAL

High Duration

High Number of Elements

Fig. 3.7 Memory capacity feedback. Better memory capacity is to the right for duration and up
for number of elements
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3.4.2 Other Scientific Uses

While the memory capacity assessment is the central goal of the Megame, other
uses are also envisioned. This relates to the use of this game to improve spelling
and vocabulary, as it is believed that the repeated use of the game by children will
expose them to the spelling and the words in a game environment that provide
additional motivating. However, the assessment of spelling and vocabulary skills
is not currently targeted.

The next version of Megame under development contains different modalities
in addition to letters and words, for the visible target-word version. It is the plan
to assess the learning modality preferences [19] by measuring the memory
capacity for different modalities. Thus, the new Megame version should provide an
alternative method to establish the learning modality preference.

3.5 Conclusions

This work presents the design and implementation of Megame, a multi-platform
game (including PCs and Android tablets) that can be used to train and assess
memory, both by instant self-assessment and by measuring and assessing long-
term effects.

Megame is based on research in memory, in particular the working memory.
While it is not clear that the working memory, in terms of duration or number of
elements can be improved outside the task (winning at Megame), the main
improvement possibilities identified here are attention and interference. If attention
is improved, or interference decreased, the activation strength of the element in
memory is increased, which also increases the probability of that element entering
the long-term memory.

While Megame is made principally for training and assessing the capacity of
working memory, other uses of the game include fundamental research in learning
modality preferences, spelling and vocabulary training, and assessment of flow.

Megame has been made using an agile and iterative approach. The game is
written in Python (and pygame) a very good language for rapid prototyping that
offers great productivity. It was possible to go through few design-develop-test
cycles in few hours, and use the prototypes to quickly explore various gameplay.
Being able to deploy on major operating systems as well as on android OS, we can
reach many types of users and our game can be played in different situations (e.g.
while commuting), extending the base of our potential users. We are currently
working at finishing a major release that encompasses both gameplay described in
this work.
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Chapter 4
Assessing Virtual Reality Environments
as Cognitive Stimulation Method
for Patients with MCI

Ioannis Tarnanas, Apostolos Tsolakis and Magda Tsolaki

Abstract Advances in technology in the last decade have created a diverse field of
applications for the care of persons with cognitive impairment. This chapter is an
attempt to introduce a virtual reality computer-based intervention, which can used
for cognitive stimulating and disease progression evaluation of a wide range of
cognitive disorders ranging from mild cognitive impairment (MCI) to Alzheimer’s
disease and various dementias. Virtual reality (VR) environments have already been
successfully used in cognitive rehabilitation and show increased potential for use in
neuropsychological evaluation allowing for greater ecological validity while being
more engaging and user friendly. Nevertheless a holistic approach has been
attempted, in order to view the research themes and applications that currently exist
around the ‘‘intelligent systems’’ healthcare given to the cognitively impaired
persons, and thus looking at research directions, systems, technological frameworks
and perhaps trends.
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4.1 Introduction

Virtual Reality (VR) and Augmented Reality (AR) are some of the most promising
and at the same time challenging applications of computer graphics. Virtual
Reality (VR) is stimulating the user’s senses in such a way that a computer
generated world is experienced as real. In order to get a true illusion of reality, it is
essential for the user to have influence on this virtual environment. All that has to
be done in order to raise the illusion of being in or acting upon a virtual world or
virtual environment, is providing a simulation of the interaction between human
being and this environment. This simulation is—at least—partly attained by means
of Virtual Reality interfaces connected to a computer. When considering VEs for
context-sensitive rehabilitation, it is important to first evaluate the limitations and
potential of the underlying VR technology.

Over the past decades VR technology has been used in many different domains
such as education [1], simulation for expert training [2] and therapy. Looking at
medical uses in particular, Rizzo and Kim [3] and Rizzo et al. [4] discuss the
advantages and disadvantages of VR systems in a therapeutic context. Even
though both reviews have been conducted 6 and 7 years ago respectively, most of
what the authors discuss still appears to be of relevance. In Rizzo and Kim’s
overview the following aspects were among the key characteristics for VR systems
and therefore should be taken into account when developing VEs for individual-
ized rehabilitation. In this chapter we are going to present the benefits of using a
particular type of virtual reality interface, named the virtual reality museum. The
VR Museum was used as an intervention tool for patients with Amnestic-type Mild
Cognitive Impairment (aMCI) in order to see if it can improve the task domains of
navigation, spatial orientation and spatial memory. Those tasks were chosen for
their relevance for patient with aMCI for whom it is essential to be spatially
oriented in order to live independently [5].

Firstly we are going to focus on MCI and the basic characteristics of aMCI
patients. It is essential to define the exact cognitive profile of those patients in
order to understand the difficulties that non-invasive methods of intervention may
encounter. We are also going to describe related attempts to address those patients
with virtual reality.

On the second part we will describe the VR Museum, the clinical protocol, the
research methodology and the final results.

At the end of the chapter, we will sum up our findings with general conclusions
and implications on the use of VR Museum as an intervention tool.

4.1.1 Individuals with Mild Cognitive Impairment

The concept of Mild Cognitive Impairment (MCI) was derived from milder cases
of dementia and not Alzheimer’s disease (AD). MCI encompasses patients with
and without memory impairment. Of those with memory loss, some have memory
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impairment as their only deficit [amnestic MCI single domain (aMCIs)], whereas
others have impairments of memory loss plus changes in other cognitive domains
[amnestic MCI multiple domain (aMCImd) [6]. Multiple-domain MCI is more
common than pure amnestic type MCI and is characterized by slight impairment in
more than one cognitive domain but of insufficient severity to constitute dementia
[7]. Of those without any memory loss, some patients have deficits in one domain
only, such as executive functions, apraxia or aphasia. Or they may have deficits in
several domains, excluding memory [8]. These prodromal states may progress to
non-AD dementias, such as vascular dementia, frontotemporal dementia, Lewy body
dementia, primary progressive aphasia, or corticobasal degeneration [9] (Fig. 4.1).

4.1.2 MCI Subtypes

Recently research by Winblad et al. [9], revealed the heterogeneity in the clinical
description of MCI leading to the classification of four subtypes. Based on the
number: single or multiple and type: memory, non-memory or both, of impaired
cognitive domains we have:

1. Amnestic MCI—memory impairment only.
2. Multi-domain MCI-Amnestic (memory plus one or more non-memory domain).

Fig. 4.1 The typical progressive course of Dementia [10]
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3. Multi-domain MCI-Non-Amnestic (more than one non-memory domain).
4. Single Non-Memory MCI (one non-memory domain).

Building on this classification Hanfelt et al. [11] posited cognitive, functional
and neuropsychiatric traits that can distinguish individuals with MCI. This set the
basis for improved diagnosis because it provided a common ‘‘language’’ among
research centers for future research (Fig. 4.2).

Recently, the criteria for the presence of MCI have been defined as [6, 12]:

• Subjective memory complaints, preferably validated by a third person.
• Memory impairment, non-characteristic for given age and education level.
• Preserved general cognitive function.
• Intact activities of daily living.
• Absence of dementia.

More importantly, impairment of Activities of Daily Living (ADL) has been
observed in some MCI subtypes and therefore Instrumental ADL (IADL) ques-
tionnaires [13] or recent video assisted observation tools [14] have been used for
their ability to act as a diagnostic marker for the MCI subtypes.

1.Complaint of cognitive deterioration from patient and/or 
informant

2.Objective deficit on neurocognitive testing

YES

3. Persistent new disfunction in basic or instrumental 
ADL

NO

MCI

Memory Affectd

Amnestic MCI

Single 
Domain

Multi-
Domain

Memory Non-Affected

Non-Amnestic 
MCI

Single Domain Multi-Domain

YES 

Probable 
Dementia

NO

Probable Normal

Fig. 4.2 MCI subtypes
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In summary, in order to have a MCI subtype diagnosis a variety of medical and
neuropsychological examinations is required. A thorough physical examination,
blood sample studies, imaging (MRI, RiB-PET), genetic tests (APOE, TREM2) as
well as biomarkers in CSF (beta-amyloid, tau and phospho-tau protein) [15].
Occasionally, a condition, such as vitamin B12 deficiency or thyroid disease, can
be identified as a cause for MCI [16]. However, one general conclusion to be
drawn is that none of the above mentioned tools should be used alone, on the
contrary the combination of different tools results in a more precise diagnosis.
Lastly, the most recent research findings showed that the pathophysiologic findings
in MCI may predict Alzheimer’s Disease (and perhaps other diseases) and
therefore the sooner the diagnosis the more effective the intervention [17].

4.1.3 Amnestic-Type Mild Cognitive Impairment

Decline in episodic memory is one of the hallmark features of Alzheimer’s disease
(AD) and is also a defining feature of amnestic Mild Cognitive Impairment
(aMCI), which is posited as a potential prodrome of AD. While deficits in episodic
memory are well documented in MCI, the nature of this impairment remains
relatively under-researched, particularly for those domains with direct relevance
and meaning for the patient’s daily life. Recently in order to fully explore the
impact of disruption to the episodic memory system on everyday memory in MCI,
clinicians examine participants’ episodic memory capacity using a battery of
experimental tasks with real-world relevance [18]. They investigated episodic
acquisition and delayed recall (story-memory), associative memory (face-name
pairings), spatial memory (route learning and recall), and memory for everyday
mundane events in 16 amnestic MCI and 18 control participants. Furthermore,
they followed MCI participants longitudinally to gain preliminary evidence
regarding the possible predictive efficacy of these real-world episodic memory
tasks for subsequent conversion to AD.

It has been reported for patients with aMCI and more frequently for patients
with AD that they have difficulties with spatial orientation in everyday activities
[19]. Patients often fail to find their way in unfamiliar environments when facing
entirely new spatial settings during urban transportation, traveling or shopping. In
mild to more severe stages of the disease, they may be disoriented even within
their familiar neighborhood or inside their own flat. The standard way to study
disorientation and spatial memory is with tests consisting of navigation inside a
hospital [20], sometimes as orientation in a circular arena [21] and remembering
object position [22]. To this day there are only two studies, to our knowledge,
which addressed spatial orientation in MCI [23, 24]. The Mapstone et al. [23]
study correlated motion flow perception with results in a table-top Money Road
Map (MWM) test and the Hort et al. [24] study investigated allocentric and
egocentric navigation in an analogue of the MWM.
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It is generally accepted that spatial navigation deficit is particularly pronounced
in individuals with hippocampus-related memory impairment, such as aMCI and
may signal preclinical AD [5, 24]. Laczo et al. [5] analyzed several types of errors
made by the subjects’ during the task to investigate which of them contributed to
their impairment. They used the Hidden Goal Task, a human analogue of the
Morris Water Maze, to examine spatial navigation either dependent (egocentric) or
independent of individual’s position (allocentric). Overall, the aMCI group per-
formed poorer on spatial navigation than the non-aMCI group, especially in the
latter trials when the aMCI group exhibited limited capacity to learn and the non-
aMCI group exhibited a learning effect. Finally, the aMCI group performed almost
identically as the AD group. Hort et al. [24] examined aMCI, AD and healthy
controls using a four-subtests task that required them to locate an invisible goal
inside a circular arena, analogues to the MWM test. Each subtest began with an
overhead view of the arena showed on a computer monitor and then entered a real
navigation inside of the actual space, an enclosed arena 2.9 m in diameter. They
found that the AD group and amnestic MCI multiple-domain group were impaired
in all subtests. The amnestic MCI single-domain group was impaired significantly
in subtests focused on allocentric orientation and at the beginning of the real space
egocentric subtest, suggesting impaired memory for allocentric and real space
configurations. These results suggest that spatial navigation impairment occurs
early in the development of AD and can be used for monitoring of the disease
progression or for evaluation of presymptomiatic AD.

4.2 Virtual Environments and aMCI

Virtual Reality is a relatively new technology regarding its use for neuropsycho-
logical research. Publications to date provide evidence of some cases where a
virtual environment creates the desired conditions and the necessary triggers for
amnestic MCI patients to be classified and assessed. To be more precise, appli-
cations of virtual reality in neuroscience can provide experiments in a controlled
environment where normal and impaired patient behavior, perception, control of
movement, learning, memory and emotional aspects can be observed [25]. VR
creates interactive, multimodal sensory stimuli that offer unique advantages over
other approaches to neuroscientific research and applications. VR compatibility
with imaging technologies such as functional MRI allows researchers to present
multimodal stimuli with a high degree of ecological validity and control while
recording changes in brain activity. Therapists, too, stand to gain from progress in
VR technology, which provides a high degree of control over the therapeutic
experience.

Normally, a real-time interaction is required in order to observe and analyze
human reactions of any kind, event or task. Otherwise, computer generated
experimental tasks designed for specific variables and aspects of human response
are required. During the last decade and a half, research towards that direction
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provided information about the use of VR in Neuroscience [26–30]. For the
purposes of this chapter we are going to analyze the way VR can be used for
evaluating spatial perception and memory aspects in individuals with MCI.

4.2.1 Spatial and Visual Memory

Visual Memory is responsible for retaining visual shapes and colors whereas
spatial memory is responsible for information about locations and movement. It
could be described as cognitive imaging and cognitive mapping. This distinction is
not always clear since part of visual memory involves spatial information and vice
versa [31]. When it comes to MCI, impairment to both visual and spatial memory
could indicate memory deficits [23] (Fig. 4.3).

Navigation combines the two types of memory. Successful navigation requires
a variety of thoughts and actions; planning, selection of an appropriate strategy and
possible alterations, prospective memory and remembering previously visited
locations. In particular, navigation is connected with the hippocampal function, a
brain area already impaired in individuals with MCI [32]. Thus, deficits on
navigational skills and spatial memory could be a solid cognitive indicator for
MCI or early forms of Dementia.

Fig. 4.3 The neural network involved in spatial navigation [32]
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The discovery of place-specific firing in the hippocampus [33] and spatial
navigation impairment after hippocampal lesion in the water maze [34] gave strong
support to the theory of a cognitive map. This theory dissociates hippocampal
navigation, based on a configuration of distal landmarks, from navigation to and
from landmarks. This concept has evolved into the dissociation between allocentric
navigation, using flexible representation of an ensemble of distal landmarks and
independent of actual subject positions, and egocentric navigation, using distances
and angles to or from individual landmarks. In humans, the allocentric mode of
navigation was shown to be connected with the hippocampal function in analogues
of the Morris water maze (MWM) [35, 36], in place navigation inside a virtual town
[37], and in remembering the location of objects on a table [38].

4.2.2 Virtual Reality, Spatial Memory and aMCI

Immersive virtual reality environments can provide information and some times
rehabilitate spatial working memory [39]. Ensuring that the desired conditions are
ecologically valid, it is possible to use VR as a tool to evaluate spatial memory in
individuals with MCI by tracking their behavior inside the virtual environment in
real-time [40]. As described above spatial memory can be impaired in aMCI. In
one study, aMCI participants encountered two virtual environments; the first, as
the driver of a virtual car (active exploration) and the second, as the passenger of
that car (passive exploration). Subjects were instructed to encode all elements of
the environment as well as the associated spatiotemporal contexts. Following each
immersion, we assessed the patient’s recall and recognition of central information
(i.e., the elements of the environment), contextual information (i.e., temporal,
egocentric and allocentric spatial information) and lastly, the quality of binding.
The researchers found that the AD patients’ performances were inferior to that of
the aMCI and increasingly so when compared to that of the healthy aged groups, in
line with the progression of hippocampal atrophy reported in the literature [28].
Spatial allocentric memory assessments were found to be particularly useful for
distinguishing aMCI patients from healthy older adults. Active exploration yielded
enhanced recall of central and allocentric spatial information, as well as binding in
all groups. This led aMCI patients to achieve better performance scores on
immediate temporal memory tasks. Finally, the patients’ daily memory complaints
were more highly correlated with the performances on the virtual test than with
their performances on the classical memory test.

Taken together, these results highlight specific cognitive differences found
between these three populations that may provide additional insight into the early
diagnosis and rehabilitation of pathological aging. In particular, neuropsycholog-
ical studies benefit when using virtual tests and a multi-component approach to
assess episodic memory, and encourage active encoding of information in patients
suffering from mild or severe age-related memory impairment. The beneficial
effect of active encoding on episodic memory in aMCI and early to moderate AD
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is discussed in the context of relatively preserved frontal and motor brain functions
implicated in self-referential effects and procedural abilities.

In another study, a virtual navigation based reorientation task (VReoT) was
used [41] and again healthy subjects were compared with aMCI subjects regarding
their performance on the reorientation test. The performance of the aMCI was
significantly worse than the controls suggesting that VReoT detects spatial
memory deficits. A subsequent receiver-operating characteristics analysis showed
a sensitivity of 80.4 % and a specificity of 94.3 %.

4.3 The Virtual Reality Museum

Virtual Reality (VR), Augmented Reality (AR) and Web3D technologies in con-
junction with database technology may facilitate the preservation, dissemination
and presentation of cultural artifacts in museum’s collections and also educate the
public in an innovative and attractive way. Virtual Reality signifies a synthetic
world, whereas Augmented Reality refers to computer generated 2D or 3D virtual
worlds superimposed on the real world. Web3D is used to represent the application
of XML (eXtended Markup Language) and VRML (Virtual Reality Markup
Language) technologies to deliver interactive 3D virtual objects in 3D virtual
museums. Precedents made use of 3D multimedia tools in order to record,
reconstruct and visualize archaeological ruins using computer graphics and also
provide interactive AR guides for the visualization of cultural heritage sites [42].
These new emerging technologies are used not only because of their popularity,
but also because they provide an enhanced experience to the virtual visitors.
Additionally, these technologies offer an innovative, appealing and cost effective
way of presenting cultural information. Virtual museum exhibitions can present
the digitized information, either in a museum environment (e.g., in interactive
kiosks), or through the World Wide Web.

Our Virtual Museum system has been developed in XML and VRML and is
described in detail [43, 44]. The system allows museum curators to build, manage,
archive and present virtual exhibitions based on 3D models of artifacts. The inno-
vation of our system is that it allows end-users to explore virtual exhibitions
implemented using very simple everyday interfaces (e.g. joystick, mouse) (Fig. 4.4).

The cultural artifacts are digitized by means of a custom built stereo photo-
grammetry system (Object Modeler), mainly for digitizing small and medium-size
objects and a custom modeling framework (Interactive Model Refinement and
Rendering tool) in order to refine the digitized artifact. The 3D models are
accompanied by images, texts, metadata information, sounds and movies
(Fig. 4.5). These virtual reconstructions (3D models and accompanying data sets)
are represented as eXtensible Markup Language (XML) based data to allow
interoperable exchange between the museum and external heritage systems.

These virtual reconstructions are stored in a MySQL database system and
managed through the use of a specially designed Content Management Application,
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which also allows building and publishing virtual exhibitions on the Internet or in a
museum kiosk system. The system is a complete tool that enables archiving of both
content and context of museum objects. The described interactive techniques can
transform the museum visitors ‘from passive viewers and readers into active actors
and players’ [44].

4.3.1 The Virtual Reality Museum Technical Components

Two main components of the system are of interest for the evaluation: the Content
Management Application (CMA) and Augmented Reality Interface (ARIF). CMA
allows publishing of virtual museums to both Web and a specially designed
application (ARIF) for switching between the Web and an AR system. The CMA
application is implemented in Java, trademark of Oracle Corporation and it
includes the database of the representations of cultural objects and their associated
media objects, such as images, 3D models, texts, movies, sounds and relevant
metadata. It enables user-friendly management of different types of data stored in
the Virtual Museum database, through various managers, such as the Cultural
Object Manager (deals with virtual representations of cultural artifacts), the
Presentation Manager (manages virtual exhibitions with the help of templates)
and the Template Manager (stores these visualization templates).

Fig. 4.4 Users can ‘walk’ freely in the virtual museum and interact with the artifacts. Once they
select an artifact they can choose to zoom in, rotate it at the X-, Y-, Z-axis and read details in tags
on the artifact itself
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The ARIF component is a presentation or visualization framework that consists
of three main sub-components:

• The ARIF Exhibition Server. Data stored in the Database is visualized on user
interfaces via the ARIF Exhibition Server.

• The ARIF Presentation Domains with implemented web browser functionality,
suited for web-based presentations.

• The ARIF AR—Augmented reality functionality. This sub-component provides
an AR based virtual museum exhibition experience on a touch screen in the
museum environment using table-top AR learning experiences, e.g., AR quizzes
and on-line museum exhibitions.

4.3.2 The Virtual Reality Museum Cognitive Theory

It is difficult to reconcile inconsistent findings pertaining to the effect of playing
cognitive training games on cognition [45–47], because the methodological dif-
ferences between these studies are substantial. More research is required to

Fig. 4.5 The interface is ergonomically made so that it can tolerate errors. All icons, fonts and
interactive objects are large and understandable
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elucidate what aspects of brain training games facilitate transfer to untrained
cognitive abilities. Hence, the aim of our virtual museum was to test whether
playing some simple memory exercises inside an ecologically valid 3D environ-
ment does transfer to different measures of executive functions in amnestic-type
mild cognitive impairment (aMCI) older adults. Executive functions are a cog-
nitive system that controls and manages other cognitive processes. For example,
Updating is the ability to respond in a flexible and adaptive manner in order to
keep up with the changes in the environment, e.g. during the period of road repairs
you need to change your permanent route and use the new route until the repairs
are finished.

According to the cognitive-enrichment hypothesis developed by Hertzog et al.
[48], the trajectory of cognitive development across the life span is not fixed.
Although the trajectory of cognitive development at normal seniors is largely
determined by a lifetime of experiences and environmental influences, there is
potential for discontinuity in the trajectory given a change in cognition-enriching
behaviors. The cognitive-enrichment hypothesis is corroborated by ample evi-
dence for plasticity, i.e., the potential for improvement of ability as a consequence
of training [49] of everyday cognitive task-switching in the elderly population.
There are some reports providing evidence of improvements in ‘‘Updating’’ as part
of the bigger structure called ‘‘executive functions’’ [50–52]. There are also
promising reports showcasing seniors ‘‘Shifting’’ ability improvement, as a mental
process during which seniors redirect their focused attention from one channel of
information to another as quickly as possible or change the course of their actions
while maintaining accurate performance [53, 54]. Shifting can be initiated con-
sciously or unconsciously by a stimulus in our surroundings or by habit. For
example, while talking on the phone, we may have to switch to preventing a small
grandchild from touching a sharp object. Many older people encounter shifting
problems; they may find it difficult and frustrating to try to change their thinking,
routines or actions. Those who do not train their shifting ability may have prob-
lems changing undesirable habits. Finally, Davidson et al. [55] and Karbach and
Kray [56] reported improvement at ‘‘Inhibition’’, the ability to ignore irrelevant
stimuli or suppress irrelevant reactions while performing a task. Inhibition includes
the deliberate prevention of an act, behavior or response, when it is not desirable.
At work, for example, we must sometimes ignore our co-workers’ conversations
and focus our attention on our own tasks. Training this ability helps us concentrate
on relevant activities while ignoring disturbing stimuli. It will enable you, for
example, to write a letter while the television is on. In addition, domains such as
selective attention [57] and inductive reasoning [58] can be improved in older
adults.

We now know that the virtue of a cognitive-training technique depends on the
generalization or transfer of training to untrained tasks [59]. Different degrees of
transfer have to be distinguished. The minimal degree of transfer that can occur is
improvement within the same cognitive domain as subjected to training, assessed
using different stimuli, and requiring a different response than the training task.
This type of transfer is referred to as near transfer. Improvement of abilities in
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other cognitive domains than the cognitive domain subjected to training is referred
to as far transfer.

Virtual Reality Museum exploration and interaction activities are considered to
provide an ideal context for cognitive enrichment [60, 61]. The unique charac-
teristics of virtual museums presumed to facilitate transfer are their motivating
nature, frequent presentation of feedback, precise reinforcement schedules, and
stimulus variability, analogues to the basic characteristics of good video games,
which are designed to enhance learning through effective learning principles
supported by research in the Learning Sciences [62]. As a result of their enter-
tainment value, virtual museums maintain the motivation to engage in practice for
much longer than monotonous laboratory tasks or traditional training programs.
Frequent feedback supports motivation and is also important for conditioning the
desired level of performance. When the difficulty level of the task is continuously
adapted to the performance, players will constantly be challenged at the limits of
their ability. It is in particular the phase of skill-acquisition that calls for cognitive
control (CC), whereas continued performance at a mastered level is associated
with cognitive load automation and release of CC resources [63, 64]. Furthermore,
small increments of difficulty level maximize the proportion of successful expe-
riences with the task. The stimulus variability also plays an important role in
training CC, because it helps to generalize learnt cognitive skills to multiple
stimulus contexts.

Transfer of virtual reality museum interventions to CC has, however, not been
demonstrated consistently. Owen et al. [46], for instance, demonstrated that
playing computerized cognitive training games like Nintendo’s� Dr. Kawashima’s
Brain TrainingTM was not more beneficial for CC functions than answering general
knowledge questions online. It is being assumed that because the sample of par-
ticipants in Owen et al.’s study was very heterogeneous and included both young
and old adults, it is possible that improvements of cognitive test performance were
attenuated in young adults due to ceiling performance at pretest. This could have
obscured possible transfer of training in the sub-sample of older adults. The notion
that sample heterogeneity can confound the observed effect of virtual reality
training substantially is corroborated by Feng et al. [65]. They found no effect of
playing action virtual reality games on spatial attention in a sample of young
adults. However, separate analysis of the effect in males and females revealed that
females did actually benefit from playing. In addition, in the Owen et al. study the
participant sample was heterogeneous with respect to training adherence, so par-
ticipants who completed only two training sessions could have had a negative
impact on aggregated training outcomes. Another aspect of Owen et al.’s study
that makes the observed absence of transfer difficult to interpret is that transfer was
assessed using a test battery comprising only four cognitive tests, three of which
were measures of working memory capacity.

Ackerman et al. [45] demonstrated that sample heterogeneity cannot account
for Owen et al.’s [46] findings. They found that playing cognitive training games
(Nintendo

�
WiiTM Big Brain AcademyTM) does not benefit cognitive abilities to a

greater extent than reading assignments do, in a homogeneous sample of healthy
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seniors on a relatively fixed and extensive training schedule. Moreover, a broader
assessment of cognitive abilities of interest was made than in Owen et al.’s study.
Still, Ackerman et al. focused predominantly on reasoning ability and perceptual
processing speed, while a large share of the cognitive games under study taxed
working memory updating and the large variety of the tasks probably stimulated
participants’ attention and task set shifting. Inclusion of transfer tasks, gauging
working memory, updating and set shifting, in Ackerman et al.’s study could have
led to different conclusions regarding transfer of playing cognitive training games.

Conversely, there is also some evidence against Owen et al.’s [46] and
Ackerman et al.’s [45] pessimistic conclusions regarding the beneficial effects of
playing virtual reality educational games on CC functions. Namely, Peretz et al.
[47] found a larger improvement of visuospatial working memory, visuospatial
learning, and focused attention after playing Cognifit Personal Coach� cognitive
training games than after playing conventional 3D videogames that were matched
for intensity, in a sample of older adults. Even though there is some theoretical
overlap in the cognitive functions assessed by Peretz et al. and Owen et al. and
Ackerman et al., the specific cognitive tests used to assess transfer in these studies
was different. It is conceivable that some cognitive tests are more sensitive to
transfer effects than others, which might explain the discrepant results of these
studies.

Furthermore, playing 3D videogames not specifically designed for cognitive
training can also improve CC functions in older adults. Basak et al. [66] dem-
onstrated that playing a particular complex 3-D real-time strategy game (Rise of
Nations) was associated with greater improvements of shifting, updating, and
inductive reasoning than observed in the control condition. It must be noted that
the control group in this study was a no-contact control group, so it is not certain to
what extent the observed improvements in the videogame group are attributable to
placebo-effects. Nevertheless, the improvements of CC in this study were larger
than practice effects due to repeated exposure to the same cognitive test.

It has been argued that failures to demonstrate far transfer of playing cognitive
training games in the population of older adults may be due to a general age-
related decrease of the extent to which learning transfers to untrained abilities [45].
This assertion is supported by Ball et al.’s [57] finding that cognitive strategy
training programs for improving memory, processing speed and reasoning,
respectively, were associated with improvements within the trained cognitive
domain but not with far transfer to untrained cognitive abilities of older adults. In
contrast, however, far transfer of practicing basic cognitive tests has been reported
repeatedly in the cognitive aging literature [56, 67–69]. Brain training games like
Nintendo’s� Dr. Kawashima’s Brain TrainingTM share many task components of
basic cognitive laboratory tasks and videogames have several additional charac-
teristics facilitating transfer [61]. Therefore, it is reasonable to expect that transfer
of computerized cognitive training games in the population of older adults is
replicable.
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4.3.3 The Virtual Reality Museum Cognitive Exercises

In general three tasks have been identified and developed within the scope of this
study. While the complete cognitive stimulation is expected to encompass several
tasks from each cognitive domain (memory, attention, executive functions), this
study is aiming to evaluate the task domains of navigation, spatial orientation and
spatial memory. Tasks were chosen specifically for patient with aMCI for whom it
is essential to be spatially oriented in order to live independently.

Generalization of skills during cognitive stimulation towards daily-life settings
has only received little support in the literature [70]. More specifically, task-
focused training appears to show no transfer to situations outside of the training
situation and the effectiveness of strategy training requires further evidence. While
the external validity of training applications seems to be of central importance to
the patients’ success in their daily life, most traditional rehabilitation studies have
not successfully demonstrated such transfer yet. Even though principles of context-
sensitive rehabilitation have been mentioned in several literature reviews [71],
context-sensitivity is often not associated with transfer to activities of daily life.
This is because context-sensitive tasks are essentially based on the unique expe-
riences that a patient has in his daily life. Hence, a transfer is often not necessary as
training tasks are either identical to common daily chores or replicate them as
closely as possible. Nonetheless, when traditional process-specific tasks are
combined with individualized context, task generalization across similar daily
activities seems to be of relevance.

The Virtual Reality Museum is designed to speed up auditory processing,
improve working memory, improve the accuracy and the speed with which the
brain processes speech information and reengage the neuromodulatory systems
that gate learning and memory. To reverse cognitive disuse and drive brain
plasticity, the program strongly engages the brain with demanding exercises and
an adaptive and reward-based daily training schedule, consistent with the rec-
ommendations of Tucker-Drob [72]. This procedure is based on practices of
context-sensitive rehabilitation suggested by Ylvisaker [73]. Cognitive exercises
provided by it are divided into three interrelated categories, that, in aggregate, span
the cognitive functions of seniors:

• Listen and Plan: Seniors follow instructions to locate and find items in an order.
Instructions become more difficult (phonetically and syntactically) progressively
(purpose: training on spatial navigation abilities and planning following com-
plex instructions with continuous processed speech).

• Storyteller: Seniors hear segments of museum items stories and are asked to
answer a set of questions concerning the details of the respective segment
(purpose: training on story comprehension and memory).

• Exer-gaming: Seniors are asked to actually represent the ‘‘scene’’ depicted at the
archeological artifacts or multimedia description, e.g. movement, dance,
wedding (purpose: training on executive function and orientation/praxis).
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This type of intervention was used in the recent study by Smith et al. [69],
which was the first double-blind large-scale clinical trial that demonstrated marked
improvement not only in the trained task, but also in several generalized measures
of memory and perception of cognitive performance in everyday life, relative to an
active control group that received a frequency and intensity-matched cognitive
stimulation program.

The modularity of the cognitive tasks above also reflects the standards of
current process-specific assessments [74]. The Virtual Reality Museum Listen and
Plan exercise is a spatial navigation task that is implemented as close as possible to
the actual Archeological Museum of Aiani, at Kozani, Greece from where we took
the layout and archeological artifacts. Consequently, this virtual navigation task is
also meaningful for clinical decision-making about real-world behavior as well.

Transfer was assessed by comparing performance on a battery of cognitive tests
before and after the intervention. Taking into account that some cognitive tests
may be more sensitive to transfer effects than others, several measures of updating,
shifting, and inhibition were included in the test battery. Although it is assumed
that training interventions boost functional or even plastic changes to the brain,
neuronal correlates of the training induced changes in intervention studies were
only examined in the last decade [75]. Knowledge about the intervention related
neuronal and functional changes is additionally useful in order to understand
the efficiency of the training and transfer effects to other tasks [76]. Therefore, in
the present study we used event-related brain potentials (ERPs) derived from the
electroencephalogram (EEG) in order to study more closely the neuronal processes
which are affected by the training intervention.

4.4 Research Methodology

4.4.1 Design

Single-site randomized controlled double-blind trial.

4.4.2 Participants

One hundred and fourteen patients with MCI according to the revised Petersen
criteria [77], aged between 65 and 88 years, were recruited to participate in the
experimental study, which was conducted in Alzheimer Hellas day clinic Agios
Ioannis at Thessaloniki, Greece between May 2011 and October 2012. The par-
ticipants were randomly assigned to the training groups. We excluded subjects who
met criteria for dementia (DSM-IV), AD (NINCDS-ADRDA), depressive episode
(IDC-10), subjects with cerebrovascular disease (Hachinski scale score C4), and
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those with any other medical or psychiatric identifiable cause accounting for their
complaints.

The neuropsychological battery used for the pre- and post- testing included tests
for the assessment of memory (Rey Auditory Verbal Learning Test—RAVLT),
language and semantic memory (15-items short-form of the Boston Naming Test,
category fluency), praxis and visuospatial skills (Rey complex figure copy),
attention and executive function (Symbol Digit Modalities Test, Trail Making part
A and B, Stroop interference Test [78] and letter fluency). A cognitive domain was
judged as impaired when subjects scored 1.5 SD below values for age and education
matched controls in at least one test. According to the results of the neuropsy-
chological exploration, subjects were classified as pure amnestic MCI (a-MCI),
patients fulfilling Petersen’s criteria for amnestic MCI, with memory being the only
affected domain (see Table 4.1 for details).

Participants also received an Auditory ERP-recording completed using a Nihon
Kohden–Neuropack M1 MEB-9200 evoked potential/EMG measuring system.
Event-related-potentials (ERPs) are used as a noninvasive clinical marker for brain
function in human patients (Fig. 4.6). Auditory ERPs are voltage changes specified
to a physical or mental occurrence that can be recorded by EEG [79]. Different
ERPs were used in order to pinpoint the functional processes which would be
improved by the cognitive process training and which may be affected by retesting.
The principal ERP components elicited after task-relevant visual stimuli are among
others the N1, the anterior N2, the P2, and the P3b. In Fig. 4.7, an example of an
Auditory ERP signal can be seen. The signal can be divided into two parts, a pre-
stimuli section consisting of a baseline with no clear potentials and a post-stimuli
section consisting of various potentials. The first positive potential is called P1,
followed by a negative potential N1, then P2, N2, and so forth. The latency of these
potentials is measured from onset of stimuli to the peak of the potential. Sometimes
the peaks are named using the latency, e.g. if N1 occur at a latency of 40 ms it is
named N40 or if P3 occur at a latency of 300 ms it is named P300. The baseline
amplitude is the difference between the peak of a potential and the mean of the
pre-stimulus baseline. The baseline measurement used to discriminate between
the MCI amnestic patients and the controls in our study is shown in Fig. 4.6 [80].

4.4.3 Procedures

Thirty-nine of the participants represented a virtual reality museum cognitive
training group—experimental group (remaining N = 32; 12 men, mean age:
70.5 years; range 65–82; seven drop-outs because of technical problems, illness,
and tenancy changeover). The other participants formed an active control group
(N = 39; 16 men, mean age: 69.7 years; range: 65–88; no drop-outs) and a non-
contact control group (remaining N = 34; 13 men, mean age: 70.9 years; range:
65–87; two dropouts because of illness). The virtual reality museum cognitive
training group was exposed to a multilayered cognitive training over a period of
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5 month. At the same time, the active control group is a sample of the MCI
amnestic population from the Agios Ioannis day clinic in Thessaloniki that
received a learning-based memory training approach in which participants used
computers to make cognitive exercises, viewed DVD-based educational programs
on history, art and literature or participated at puzzle solving exercises. The active
control group was required to have high face validity and match the experimental
group for daily and total training time, interesting audiovisual content, and com-
puter use. Thus the AC cognitive training program employed a learning-based
memory training approach in which participants used computers to view DVD-
based educational programs on history, art and literature.

The participants in the virtual reality museum cognitive training and the active
control group trained twice a week for 90 min across 5 months. The virtual reality

Fig. 4.7 Grand average baseline AERP waveforms for MCI amnestic patients at our study and
comparison to baseline for controls

Fig. 4.6 Illustration of a possible Auditory ERP signal. On the X-axis the time is shown with 0 at
the stimuli. The Y-axis is the amplitude with 0 at the baseline. In the pre-stimuli window a
baseline is visible from which a horizontal average can be calculated
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museum cognitive training was conducted on a one-to-one basis while the active
control trainings were conducted in small groups with not more than 12 participants
by professional psychologists. Two extra sessions were offered at the end of the
program for those participants who missed the regular sessions. The participants
were not encouraged to train outside the training sessions.

4.4.4 Data Recordings and Analysis

4.4.4.1 Electrophysiological Recording

The Electroencephalogram (EEG) was recorded from 32 active electrodes posi-
tioned according to the extended 10–20 system (the electrodes mounted directly on
the scalp included the following positions: C3, C4, CP3, CP4, CPz, Cz, F3, F4, F7,
F8, FC3, FC4, FCz, Fp1, Fp2, Fpz, Fz, O1, O2, Oz, P3, P4, P7, P8, PO3, PO4,
POz, Pz, T7, and T8). Electrodes A1 and A2 were placed at the left and right
earlobes. The horizontal and vertical EOG was measured by electrodes placed at
the outer canthi (LO1, LO2) and above and below both eyes (SO1, SO2, IO1, IO2).
Electrode impedance was kept below 10 kX. The amplifier band pass was
0.01–140 Hz. EEG and EOG were sampled continuously with a rate of 2,048 Hz.
Data was archived on a hard disk with triggers using post-session annotation.

Offline, the EEG was downscaled to a sampling rate of 500 Hz by using the
software Neuroworkbench (Nihon-Kohden, Japan). The epochs were 1,200 ms
long ranging from 100 ms before and 1,000 ms after stimulus onset. All epochs
with EEG amplitudes of more than ±120 lV or with drifts of more than 150 lV
within 300 ms were discarded. For all participants and conditions at mean 48
epochs (Min = 17; Max = 53; SD = 7.3) of the epochs remained for averaging
after artefact rejection and correction. The epochs were averaged according to the
stimulus conditions (target trials versus non-target trials) and referenced to linked
earlobes (excluding the EOG electrodes). For stimulus locked averages only
correct epochs were used, excluding trials with false alarms or misses. A digital
low-pass filter was set at 17 Hz in order to reduce oversampling.

4.4.4.2 Analysis

Statistical analyses were performed by means of repeated measures ANOVAs with
Greenhouse-Geisser corrected degrees of freedom. In case of significant main
effects (if the factor included more than two levels) or interactions, additional
ANOVAs were applied for post hoc testing of contrasts and simple effects. For
response times (RTs; correct commission trials) the ANOVA included the within
factor time (session one, session n) and the between factor group (virtual reality
museum cognitive training group, active control group, no-contact control group).
Separate ANOVAs were carried out for false alarms and for misses, because they
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are different types of errors either demanding a response or not. Both analysis
included the factors time and group.

The peak amplitude and latency of the N1 potential was measured at the two
occipital electrodes O1 and O2 were the potential showed its maximum. The N2
was quantified as the mean amplitude in the time interval between 240 and 300 ms
at the electrodes FCz, Cz and CPz where maximum amplitude resulted. A reliable
measurement of the peak was not possible due to the overlapping P2, and P3b
potentials. The P2 potential was quantified in amplitude and latency as the local
maximum at the electrodes FCz, Cz and CPz in the search interval between 200
and 400 ms where it showed the highest peaks. The peak amplitude and latency of
the P3b potential was measured as the local maximum at the electrodes Cz, CPz
and Pz in the search interval between 400 and 700 ms where it showed the highest
amplitudes.

Six separate ANOVAs were carried out for the peak amplitudes and latencies of
the N1, P2 and the P3b, respectively, including the between subject factor group
and the within subject factors session (session one, session two), stimulus type
(target, non-target) and electrodes (O1 and O2 for the N1; FCz, Cz, and CPz for
the P2 potential; Cz, CPz, and Pz for the P3b potential, resp.). An additional
ANOVA was carried out for the N2 mean amplitudes including the between
subject factor group and the within subject factors session, stimulus type, and
electrodes (FCz, Cz, and CPz).

We also used sLORETA [81] in order to closer examine the underlying neu-
ronal changes of the expected training effect of stimulus feature processing as
reflected by the P2. We examined only the target condition because the training
gains may especially help to improve target detection. The program sLORETA
estimates the sources of activation on the basis of standardized current density at
each of 6,239 voxels in the grey matter of the MNI-reference brain with a spatial
resolution of 5 mm. The calculation is based upon a linear weighted sum of the
scalp electric potentials with the assumption that neighboring voxels have a
maximal similar electrical activity. The voxel-based sLORETA images were first
computed for each individual averaged ERP in the target condition in the interval
from 170 to 190 ms surrounding the P2 peak. Then, the differences of the sLO-
RETA images between test sessions were statistically compared between groups
using the sLORETA voxelwise randomization test (5,000 permutations) which is
based on statistical nonparametric mapping (SnPM) and implemented in sLO-
RETA. Two independent group tests were carried out for comparison of the three
groups (cognitive training group versus no-contact control groups, and versus
social control group). The tests were performed for an average of all time frames in
the interval with the null hypothesis that (T1 group A–T2 group A) = (T1 group
B–T2 group B). The tests were corrected for multiple comparisons [82].
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4.5 Results

4.5.1 Neuropsychological Variables Outcome

In the virtual reality museum and active control aMCI group, there were significant
differences between the delayed-recall scores on the RAVLT at baseline and those
at both the 5-month follow-up (1.6 ± 1.5 vs. 4.4 ± 1.5, p = 0.04; 1.6 ± 1.5 vs.
4.6 ± 2.3, p = 0.04) (Table 4.2). The immediate recall scores on the Rey Ost-
errieth Complex Figure (11.9 ± 9.2 vs. 15.8 ± 9.4; p = 0.04), the Trail-Making B
(193.9 ± 98.5 vs 104.1 ± 28.7; p = 0.04) and the MMSE (26.8 ± 3.6 vs.
28.2 ± 2.5; p = 0.04) were significantly improved only at the 5-month follow-up
in the virtual reality museum aMCI group. There was a tendency toward
improvement of the digit span forward scores (6.2 ± 1.1 vs. 7.8 ± 1.3; p = 0.07)
at the follow-up of the virtual reality museum aMCI group and a general training-
induced BNT scores improvement (10.6 ± 1.9 vs. 12.0 ± 2.0; p = 0.07) com-
pared to the baseline scores in the virtual reality and the active control aMCI group
(Table 4.2). The GDS score was also improved after cognitive training, but the
difference did not reach statistical significance (10.3 ± 2.5 vs. 8.9 ± 1.7;
p = 0.23). There were no significant differences between the baseline and follow-
up scores in other outcome measures in the MCI wait-list control group.

4.5.2 Electrophysiological Measures Outcome

The P300 component latency and amplitude among the experimental groups (as
detected on the Pz electrode) for the two conditions (target and no-target auditory
stimuli) before and after training are summarized in Table 4.3. When the non-
target stimulus was presented, the P300 latency following training was signifi-
cantly shorter in both memory training groups (Table 4.3). The P300 amplitude
was significantly higher after training on both groups. However, when the target
stimuli was presented, the P300 latency following training was significantly
shorter in both research groups; the Virtual Reality Museum latencies were sig-
nificantly longer than those of the Active Control; and the amplitude was
significantly lower for the Active Control than for the Virtual Reality Museum.

Our results are in line with previous training studies which also found evidence
for improvements of specific cognitive functions after cognitive training in older
participants (e.g. for working memory: [83], e.g., for dual task performance: [54]).

Performance improvements of older participants were also found for cognitive
training of visual conjunction search in other training studies [84, 85]. These
studies found evidence that seniors has learning skills just as good as the young
ones to efficiently use feature information and selectively attend to those objects in
the search array that share common features with the target. Our findings however
go further, because we used for a first time a 3D Virtual Museum environment and
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showed the neuronal correlates of the functional processes suggesting improve-
ments via the VR training as follows:

• In the Virtual Museum cognitive training occipotal N1 enhancement was evi-
dent post-training compared to pre-training for non-target stimuli. This suggests
that the participants developed mechanisms for enhanced attention of arrays,
which were not immediately recognized as targets, that is, the non-targets
(Fig. 4.8).

• The frontal N2 enhancement was also evident post-training compared to pre-
training for non-target stimuli. However, as this effect failed to reach signifi-
cance, it can only be speculated that also the subsequent processing or even
inhibition of the non-target stimuli improved after cognitive training. Based on
the enhanced attention in non-target trials in the Virtual Museum cognitive
training group as was reflected in the N1 amplitude, one may expect also a
decrease in the false alarm rate (Fig. 4.8).

The N2 (see Fig. 4.8) showed a maximum at the electrodes FCz (1.2 lV) and
Cz (1.4 lV) and was less negative at CPz (2.1 lV; main effect of f electrodes:

Fig. 4.8 Stimulus-locked event-related potentials at the occipital electrodes O1 and O2
separately for target and non-target trials, for the first (T1) and the second test session (T2) as
well as for the Virtual Museum cognitive training group, the Active Control group and the normal
control group
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F(2,204) = 30.7, P \ 0.001). The tree-way-interaction of the factors session x
stimulus type x group reached also a significance (F(2,102) = 3.01; P \ 0.003).

The increased amplitude of the P300 in target trials may suggest that feature
based stimulus processing was significantly improved in our older participants
after only the Virtual Reality Museum cognitive training (Fig. 4.9). Consequently,
the improved discrimination of stimulus features in target-present trials should
decrease the likelihood of missed targets and increase the likelihood of target
detection. This effect on performance data was evident in our cognitive training
group post-training compared to the pre-training session and also when compared
to the control groups.

The sLORETA analysis of the P300 amplitude differences between test sessions
elucidates the neuronal basis of the training gain. Specifically, activation in the
lingual and parahippocampalgyri was increased only in the cognitive training
group and not in the two control groups. Most importantly, the increased P300
amplitude together with the significant changes in brain activation show that the
cognitive training caused a change in brain processes on a functional level in a
near transfer task of visual search. Both regions are anatomically and functionally
connected [86] and are discussed as being sensitive for global visual feature
processing [87], as well as the global processing of spatial layout [88] and surface
properties like color and texture of scenes and objects in visual arrays [86]. For our
training group we found that the cognitive process training improved the textual
and spatial processing of visual arrays in general. The use various kinds of visual
material like pictures, objects, and text pages that were used in various tasks in the
training sessions did improve one basic cognitive process of global processing of
visual arrays. The present results also suggest the P300 potential of the ERP as a
possible marker for the improvement of this cognitive process (Fig. 4.10).

Fig. 4.9 Changes in P300 amplitudes in the Museum Group (Pz average) compared to the other
groups pre- (T1) and post- (T2) training
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4.6 Discussion

In the present study we were able to distinguish the functional processes which
were sensitive to the training intervention from retest effects. The effect of test
sessions on the topography of the P300 applies to all groups. We assume that the
P300 may reflect memory-based stimulus processing. Thus, whereas attentional
processing of target-absent trials (N1 results) and feature-based stimulus pro-
cessing of target-present trials (P3 results) were only modulated by the cognitive
training intervention, the improvement of stimulus categorization, which is based
on memory representations (P300), was sensitive to retesting. In our study, the
amplitude of the P300 component increased and latency shortened significantly
following training in both experimental groups. This adds to the evidence that the
P3b contains a component related to response selection or execution [89, 90]. The
idea of a functional compromise associated with MCI is not new, and previous
studies have reported a higher degree of functional impairment in MCI subjects
when compared with matched healthy subjects [91–99].

To a limited extent, the present findings support Basak et al.’s [66] finding that
inhibition can be improved by playing videogames and Schmiedek [100]
demonstration that functional impairment can be improved by practicing basic
cognitive tasks. The results from the present study suggest that modest improve-
ments of the functional ability, processing speed and memory can also be achieved
by means of playing virtual reality cognitive training games. A similar partially
positive result of 3D games for cognition-enriching everyday activities and pro-
cessing speed was reported by Nouchi et al. [101].

Fig. 4.10 Graphical representation of the sLORETA results comparing the differences of the
target-P300. The blue colour indicates local maxima of lower activation in the first compared to
the second test session for the cognitive training group in the right lingual and parahippocampal
gyri, which may explain the amplitude difference of the P300 between sessions in the tested
interval surrounding the P300 peak
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Not all 3D virtual reality environments however are created equal [60] and
given an individual’s stage of cognitive development, one environment can be
more beneficial for cognitive functions than the other. For example, the cognitive
training games used in the Virtual Reality Museum were very similar to those used
in an actual educational museum visit [57]. Preliminary evidence for far transfer of
the cognitive training was found in the present study using the neural correlates.
The different extent of transfer in our study may be explained by the additional
focus of the aMCI group to use specific strategies to perform the training tasks.

All our data support the a priori intuitive notion that highly cognitive-dependent
skills are more likely to be affected as a consequence of the Virtual Reality Museum
cognitive training, and that aMCI subjects show significant improvement in these
functional domains. On the other hand, it is noteworthy that differences between
groups were not restricted to the neuropsychological variables or the neural cor-
relates, but also to behavioral areas as well, such as depression and motivation,
although this change was not significant. As suggested by Green and Bavelier [61],
motivation is a key condition for transfer to occur. The engaging nature of the
virtual reality museum used in the present study could thus have facilitated transfer
of training. It is clear that more research in this direction is required. Nevertheless, it
can be concluded that our findings support the notion of plasticity in the neural
system underlying virtual reality cognitive training and point to a relationship
between the more ecological validity of Virtual Reality Museum and enhancement
of specific cognitive skills.

4.7 Conclusion

The results from our study suggest that older adults do not need to be techno-
logically savvy to benefit from virtual reality training. Almost none of the aMCI
participants in the reviewed studies had prior experience with the technologies
(i.e., video games, computers) used in the intervention study and yet they were still
able to benefit from these novel approaches. Previous research has shown par-
ticipants’ prior use of computers was not significantly associated with acquisition
of computer skills during training sessions, suggesting older adults can benefit
from novel technologies [102].

Despite common misconceptions older adults do enjoy learning to use new
technology, perceptions of the computerized training programs were positive for
the older adults who completed computerized training [103]. In spite of many
older adults reporting anxiety about using unfamiliar technology at the beginning
of training, most reported high levels of satisfaction after training was completed.
Some patients also stated they could use their new video game skills to connect
more with their grandchildren, like we have seen many times in the literature
[104]; whereas others were very willing to learn to use video games and believed
they could be a positive form of mental exercise [105].
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In conclusion, the present study lends modest support to the notion that playing
virtual reality cognitive training games improves untrained cognitive functions in
aMCI. Since these functions facilitate adaptive behavior in various contexts,
improved cognitive processing can be expected to help older adults to overcome
cognitive challenges in their daily routines. Virtual Reality provides an entertaining
and thus motivating tool for improving cognitive and executive functions. The
Virtual Reality Museum doesn’t require physical well-being and mobility of
the participant as much as physical exercise interventions; although these seem to
be more effective in buffering decline of executive function [106]. Additionally, the
virtual reality museum is not expensive to administer as compared to interventions
supervised by a therapist. Virtual Reality cognitive rehabilitation, such as the
process-specific RehaCom tasks used by Weiand [107] appear to be successful at
keeping patients motivated for continuous training even after the supervised ses-
sions at the clinic have finished. As such, the process-specific training seems to be a
good choice for long-term self-guided exercises. The present study suggests that the
Virtual Reality Museum should not be dismissed as a cognitive training tool.

Even within the homogeneous sample of older adults that participated in the
present study, some participants benefited more from playing the virtual reality
museum than others. A variety of factors may be responsible for individual dif-
ferences in sensitivity to cognitive training. For instance, recent findings from our
lab indicate that inter-individual genetic variability modulates transfer of training
to untrained tasks [108]. Therefore, caution concerning the interpolation of
aggregate data to individuals is advised, and individual differences in cognitive
training outcomes are an important topic to be addressed in future studies.
Geusgens et al. [109] reviewed 41 studies specifically looking for transfer effects
during cognitive rehabilitation. They only included studies that trained compen-
sation strategies as opposed to cognitive skills training. Out of the 41 reviewed
studies, 36 were able to demonstrate some form of transfer. However, only
22 studies actually evaluated transfer to daily-life activities while the others looked
at either simulated lab-based activities or activities that were very similar to the
previously trained ones. Out of these 22 studies, 18 were able to show transfer of
learned abilities, but only six included statistical evidence for their results. Fur-
thermore, the sample sizes of most studies were very small or based on single-case
designs. Consequently, no clear-cut conclusions for or against strategy training
transfer to daily activities can be drawn.

The artwork of the virtual reality museum we presented here was maybe not
nearly as advanced and capturing as commercial off-the-shelf games, which could
create even higher levels of realism. Modern game engines already provide the
technology to develop environments that can be easily recognized by users and
allow for high visual quality. Transparency and ‘‘realism’’ in a broader sense can
relate to plausibility and place illusions which are described by Slater [110].
Plausibility illusion refers to the fact that the user believes the virtual scenario is
actually occurring. It is caused by events and the scenario relating directly to the
user (e.g. virtual character talking to user). For example, a cognitive task that is
embedded in a user-relevant scenario directly relates to the therapy goal of the
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patient and represents a desired outcome of the patient’s rehabilitation (e.g. virtual
kitchen with cooking tasks relates to the scenario that the patient aims to engage in
independently at home). This stands in contrast to the abstract nature of traditional
neuropsychological tests which may have little in common with real-world sce-
narios (e.g. using abstract objects for mental rotation). Scenarios of high realism
are believed to be of advantage when patients deny their cognitive deficits. The
realism of a task can potentially lead patients to compare their performance with
common standards and past experiences and make them realize that their cognitive
abilities may not match their subjective perception. This is the basis for patients
actively engaging in cognitive training and making progress throughout their
cognitive rehabilitation. As the growing number of serious games suggests,
engaging game-like training content appears to be a method of choice to prevent
frustration and boredom of users.

It is important to note that inconsistencies may be due to several factors not
related to the actual training program itself, including different cognitive outcome
measures and modifications of the training program. The electrophysiological data
helped to elucidate the functional processes which were sensitive to the training
intervention and, on the other hand, to retest effects due to task repetition. Addi-
tionally, the mediating neuronal basis of the training gain was identified, thus,
underlining the efficiency of the training to induce functional changes in the brain.
More specifically, the cognitive training especially improved the global feature
processing of visual arrays which may explain the improvement in target detection
within a given time window in the near transfer task of visual conjunction search.
These results cannot be explained by test repetition or by the mere social inter-
action of the training intervention, suggesting that a multilayered formal cognitive
training is sufficient to facilitate neuronal plasticity in older age.

Our study bears several shortcomings which may give directions for further
studies. First of all, the cognitive training was multidimensional and aimed mainly
at enhancing basic and executive functions tested by a number of our tasks in order
to improve daily life activities. As the training was domain unspecific, it is not
possible to show divergent results in two or more tasks in the effects of the training
procedure. Further studies which aim to evaluate broad cognitive trainings should
bear in mind (1) to use more than one transfer task which assess the same cognitive
function in order to show convergent effects of the training and/or, (2) to use
transfer tasks assessing cognitive functions which were not intended to be
improved by the training in order to show divergent effects. An additional short-
coming of the present study is the fact that the virtual museum interface system
was outdated compared to the more intuitive solution provided recently by
Microsoft Kinect1 for full-body tracking [111]. The virtual reality museum group
received basic PC-practice which may have made them more experienced with
computer technology than the other groups. However, although modern interaction
devices such as the Microsoft KINECT 3D sensor for natural gesture interaction is

1 Microsoft Kinect—www.kinectforwindows.org/www.xbox.com/kinect.

68 I. Tarnanas et al.

http://www.kinectforwindows.org
http://www.xbox.com/kinect


more senior-friendly [112], our study interaction with the PC was reduced to a
minimum and the manual responses were collected with special response buttons
and not with a computer keyboard or a mouse. Therefore, we do think that a more
advanced interaction for the cognitive training group may elicit even more transfer
effects. Further training studies should try to exclude any confounding effect of the
training procedure on the evaluation of the training effects.

Older adults are the now fastest growing segment of Internet users [113].
According to a 2010 Pew Internet and American Life survey, 78 % of adults aged
50–64 years and 42 % of adults older than 65 years of age use the Internet. This is
a sharp increase from 2000 when only 50 % of adults 50–64 years and 15 % of
adults older than 65 years of age used the Internet [114]. As ownership of personal
computers continues to grow and older adults have access to the Internet [115],
cognitive training programs need to take fuller advantage of these outlets to
improve cognitive function and delay cognitive decline in later life.
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Chapter 5
Adaptive Cognitive Rehabilitation

Inge Linda Wilms

Abstract Since the emergence of computers, it has been recognized that they
might play a role in brain rehabilitation efforts. However, the complexity of
cognitive skills combined with the challenges of translating into software the
skilled, therapeutic activities relating to rehabilitation of brain injury have pre-
vented real breakthroughs in the area of relearning and retraining of cognitive
abilities. The real potential of advanced technology has so far not been unleashed
in current implementations of training resulting in lack of long-term efficacy and
generalization of training. This paper will attempt to provide an overview of some
the challenges facing anyone entering the exiting field of training for cognitive
recovery and propose a way forward for future cognitive rehabilitation using
advanced computer technology.

Keywords Cognitive rehabilitation � Adaptive training � Artificial intelligence �
Experience-based plasticity � Computer-based training

5.1 Introduction

Cognitive rehabilitation research provides a fascinating insight into the inner
workings of the bits and pieces in the brain that make up the cognitive facilities
and skills. Rehabilitation of brain injury is the art of combining the hopes and
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wishes of the patient with a realistic and achievable plan for recovery based on the
combined knowledge, experience and observations from a host of highly skilled
clinicians. To create the best plan for recovery, clinicians must be able to draw
from a large box of tools. Training for recovery of cognitive skills is only one way
to assist the patient back to a reasonable quality of daily living. Never the less,
research in neuroplasticity and how the brain reacts to stimuli may offer new and
exciting methods in the future.

5.2 The Challenges

Anyone entering the exiting field of cognitive recovery training is facing three
major challenges.

The first is that the tools for assessing the scope of the brain injury are not
designed with therapy and training in mind. They are primarily tools for localizing
and diagnosing the extent of damage. This means that they rarely provide data
which directly can be used to determine what to train, how to train and the progress
to be expected. The diagnostics tools are also very diverse in terms of interpre-
tation and often lack sensitivity to general training-induced changes.

The second challenge is that no two injuries produce the same type of problems
in the patients. Although the result of injury may be categorized within certain
cognitive boundaries like speech, attention or memory, the damage done is indi-
vidual and so is the subsequent behavioural consequences and effect. A function is
rarely totally destroyed but may function erratically, slowly or perfectly well
despite damage. Add to this that cognitive ability may fluctuate during the day or
week depending on the general state of the patient. This influences the observation
and interpretation of the severity and ability of the patients in terms of training.

The third challenge is that the learning process needed to reacquiring a cognitive
skill may not be similar to the learning process of acquiring it initially. You rarely
achieve rehabilitative improvement of memory and attention simply by just being
exposed to problems requiring memory and attention. How to engage the recovery
processes of the brain in a manner tailored to overcome the individual destruction is
far from fully understood let alone documented as guidelines to training.

5.2.1 Fundamental Learning and Adaptation

When an axon of cell A is near enough to excite a cell B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place in one or both
cells such that A’s efficiency, as one of the cells firing B, is increased (p. 62) [1].

The experience-based plasticity of the brain has been defined as the ability of
the nervous system to respond to intrinsic or extrinsic stimuli through a
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reorganization of its internal structure [2] and is primarily believed to be the result
of long-term synaptic and axonal changes in the neural substrate [3]. This reor-
ganization may be observed in various way, e.g. as regional changes in weight and
volume of the neural substrate subserving a function [e.g. 4] or as localized
changes in metabolism on fMRI imagery [e.g. 5]. So in order to understand how an
injured brain may recover, it is important to touch upon how brains learn and
adjust in general.

In 1985, Rumelhart and McClelland [6] proposed that the data carrying
structures in the brain were organized in neural networks in which memory was
stored across a landscape of interconnected neurons, each contributing to the
storage and retrieval through weighted modulation. Learning was defined as a
basic weight adjustment in the network based on the statistical propensity between
input and output stimuli through feed forward and feedback realignment. By
adjusting individual weights for triggering activity in the neuron, a group of
neurons would be able to express complex behaviour beyond the ability of the
individual parts of the network. In other words, our skills and knowledge which
may be destroyed in brain injury is stored in a manner not easily reproduced. It is a
product of our individual experiences through life.

Figure 5.1 illustrates how the healthy brain may organize and strengthen con-
nectivity and activation of individual elements of the network through feedback
mechanisms. It is a simplified model of how repeated training of a skill may induce
changes that improves the effectiveness and fluency of said skill. The model
depicts an untrained network (1), and how it changes in response to focused,
repeated activity (2). Increased and constant activity will produce stronger and
faster connections between nodes in the network (3) and reduce the dependency on
lesser pathways (4) which will then be reduced (5). It suggests that what would
normally be considered the hardware layer—and as such fixed—is in itself an
adaptable entity influenced by continued training and stimuli.

Although simplified, the model above provides a representation of the current
knowledge and principles of experience-based plasticity. It summarizes the fol-
lowing points relevant to relearning an injured skill. Firstly, that the internal
organization needed for interaction in the neural substrate is formed or honed in
response to activity and experience; secondly, that the organization of the neural
substrate may be accommodated internally in a manner which may differ from
individual to individual although the surface behaviour may seem similar. Con-
sidering that the learning and honing of skills take an individual course for each of
us, no two people are likely to achieve a skill in precisely the same manner. There
are however, elements that all training needs to adhere to in order to have an effect
at the level of plasticity [8].

Two elements of training which are of particular interest in relation to com-
puter-based training in general and game-based training in particular are the
adaptive level of difficulty and feedback. In the next part, examples of research
will be presented that point to interesting aspects of these two elements in relation
to computer-based training.
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5.2.2 Brain Injury: The Damage Done

The most common causes of injury are ischemic attacks, haemorrhage and head
trauma, but also illness and anoxia may cause lasting non-progressive injury to the
brain [9]. At the neurophysiological level, the initial destruction from obstruction
of blood flow or disease may cause damage and loss of neural substrate serving as
basis for cognitive as well as motor functions. This includes destruction of neurons
and synaptic connections as well as axonal pathways between more distant areas of
the brain. This in turn may cause further disruption due to imbalance in signals
caused by lack of inhibitory or excitatory signals from the destroyed areas [2].
Lack of inhibitory signals from extinct or damaged areas may cause overexcite-
ment of other areas resulting in erratic firing or response to stimuli. Destruction or
reduction in neural pathways may cause asynchronous data processing resulting in
slow or delayed processing of incoming stimuli. Circuitry unaffected by the
physical injury itself may be affected by the erratic feedback signals [10].

More succinctly though, internal constructs may be damaged by injury and
cause strange problems like the attention deficit neglect, which is the inability to
attend to stimuli presented to the left side of space. The brain keeps internal maps
of the topography of the body and the surrounding world in order to determine the
spatial coordinates of objects and stimuli [11]. This internal representation may
also be affected by injury causing invalid translation and response to feedback
stimuli and consequently invalid learning and adaptation [12, 13]. After the injury,
the adaptive learning mechanisms of the brain will continue responding to stimuli
even though they may be considered erratic responses to initiated action. This
faulty adaptation may lead to a state called learned non-use, where parts of the
brain and the subsequent motor control become dormant due to initial decrease in
motor feedback during the initial phases of brain injury [14–16].

Fig. 5.1 The taxonomy of skill learning at the neural level. As training increases, the
connectivity between active areas is increased and optimized by constant stimulation. Adapted
from Robertson and Murre [7]
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Figure 5.2 depicts two types of injury to the neural network from Fig. 5.1. In
the first case (6.a), the network pathways between two areas are severed, leaving
only small and decrepit pathways for the signals between two components of the
network. In the second case (6.b), the pathways are more or less intact but the
foundation of the function has been diminished or destroyed. The point here is that
the intricate neural network established through experience and training, is ripped
apart in brain injury and the foundation for execution of a skill is impaired with
bits and pieces still responding to signals and stimuli. This foundation for
relearning and rehabilitation is dramatically different from the foundation present
when learning a new skill in an uninjured brain.

5.2.3 Recovering from Brain Injury Through Training

Experience-based plasticity offers hope for future rehabilitation training as a mean
for recovery after brain injury. The fact that the plastic mechanisms of the brain
induce change as a result of experience and activity has fuelled extensive research
into understanding the nature of these mechanisms and the conditions for their
control and harnessing [2, 7, 8, 17]. In rehabilitation research, knowledge about
experience-based plasticity has slowly but fundamentally changed the perception
that injury to the neural substrate of functions of the brain would result in final and
permanent impairment. Increasing amount of evidence supports that experience-
based plasticity may be a major contributor to the recovery from acquired brain
injury at several different levels. One is the reactivation of neural substrate ren-
dered dormant due to ‘‘learned non-use’’ [14, 15, 18–20]. Taub et al. [21] had
observed that a temporary disruption or depression of motor activity due to injury
would reduce the use and function of upper extremities after recovery. They
demonstrated that subsequent brief and intensive training forcing the use of the
affected limb would indeed improve voluntary control and function. Similar effects
have been demonstrated in rehabilitation of language deficits in aphasia [20] and
further studies have indicated that maladaptive plasticity may be responsible for
learned non-use and that the effects can be reversed through training [22–25].
Experience-based plasticity has also been demonstrated in the reorganization of
the internal topological maps which models our body in relation to the world
around us and allows a correct interpretation of the origin of sensation or calcu-
lation of the position of objects [11, 12, 26–28].

There is the apparent paradox that the destruction of the neural foundation for a
skill or function does not permanently damage the ability to express the skill at the
surface level. In the case of 6.b in Fig. 5.2, one might ask what hope is there for
recovery when the neural foundation has been destroyed? The REF (Reorgani-
zation of Elementary Functions) model attempts to bridge the apparent paradox
that destruction of the neural substrate in an area known to subserve a specific
function may not result in total inability to express the function [29–31]. In this
model, the observed expression of a function may be accomplished through
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activation of different combinations (Algorithmic Strategies or AS) of elementary
subfunctions. Training is required to establish new AS combinations of elementary
subfunctions and in this way, training shapes, develops and to a certain extent also
limits the skilled ability. At surface level, improvements to a specific skill may be
observed, but internally, the observed results are now mediated through the acti-
vation of novel combinations of subfunctions. In other words, experience-based
plasticity can be observed both at a cellular level as well as at a higher functional
level.

However, the task of actually determining the training required to alleviate the
effects of injury is a daunting task, particularly when determination depends only
on data about the injury location and the expression of the functional impairment
as measured by the diagnostic tools. In addition, recovery from brain injury may be
defined differently depending on perspective. If skills are considered to be tools
needed to solve a task then, on the surface level, recovery from injury is the
reinstatement of the ability to execute the now impaired task. Viewed in this
context, vocal speech is a tool for communication. Since, communication can be
achieved through other means than vocal speech e.g. using writing or artificial
speech generation, recovery in this sense might be achieved by training other ways
to communicate. If, on the other hand, the production of speech is considered to be
a task, vocal speech recovery would be understood as the reestablishment of the
ability to speak. The training in this case would be aimed at recovering the sub-
skills needed in the production of speech.

So planning a path for recovery cannot depend solely on knowledge of how a
healthy brain executes a task, but must rely also on knowledge of the internal or
external resources available after injury and how best to shape the training to
support the mechanisms of experience-based plasticity.

Fig. 5.2 Graphical example of types of injury to the foundation of the neural network from
Fig. 5.1. Adapted from Robertson and Murre [7]
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5.3 Advanced Technology and Cognitive Rehabilitation

Well then, is technology the answer? To some extend yes, but bear in mind that
technology also introduces new challenges in the translation of known therapy into
computer-based versions as well as in the development of new tools. Seemingly
equal types of training may in fact differ in subtle but important ways which will
be demonstrated a little later but first a brief history of the use of computers in
rehabilitation training.

5.3.1 A Brief History

In 1968, computer-assisted instruction was being promoted at all major univer-
sities in the US with the specific goal of achieving individualized instructional
education of students [32]. The idea was to let the student progress through a
particular subject at an individual pace and route catering to the differences in
ability and motivation. The expectation at the time was that the rapid technological
development would take care of issues like the exorbitant cost of hardware, lack of
random access storage devices, and limited access to computer mainframes. Time
proved them right on these accounts, but Atkinson and Wilson raised another and
more profound concern—the lack of theoretical background and common
framework of metrics for the definition of learning goals and the subsequent
evaluation of achievements. They correctly pointed out that an evaluation of a
computer-assisted instructional system is partly an evaluation of the software and
equipment being used but, more importantly, it is an evaluation of the software
designer and how the stated learning goals have been translated and transformed
into an instructional system based on computer technology [32, p. 76].This point
has been raised again with standard computer-based training [33–35] and in the
use of virtual reality [36–39]. In other words, the development of a successful
computer-based training system requires a system developer that understands how
to combine the training and learning strategies with the potential of advanced
technology. Without fully understanding the basic elements needed in training, the
introduction of advanced technology is just adding further complexity into the
rehabilitation equation.

Computer technology found its way into cognitive rehabilitation training in the
early 1980’ with the advent of mini- and microcomputers. Even though the cost of
equipment was exorbitant compared to today, it was recognized that technology
could play a vital role in both the assessment of deficits, as a cognitive prosthetics,
and as a way to offer cost effective treatment to more patients by improving the
intensity, contents, and delivery of training [e.g. 40–43]. The reports from the
1980s and early 1990s demonstrated huge enthusiasm in the application of com-
puter training within areas like aphasia [e.g. 40, 41, 44], attention deficits such as
neglect [e.g. 45–47], and memory deficits [e.g. 48]. The reasons for introducing
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computer technology in training then were basically the same as today—to
increase therapeutic efficiency by providing easy and inexpensive access to ther-
apy, to improve the content and quality, and to increase the intensity of therapy
[39, 40, 49, 50].

5.3.2 Assessment

The benefits of computer usage was fairly quickly realized in the area of assess-
ment, where the use of technology introduced improved monitoring and recording
of response time, accuracy and behaviour during assessment. Old and favoured
paper-and-pencil tests like line-bisection and cancellation tests in neglect have
been converted to computer-based versions which have led to increased sensitive
to the symptoms of neglect [51–55], as well as expansions of said tests to include
observations and assessment of aberrant behaviour [54, 56–61], and the detection
and separation of multiple disorders [62]. New assessment techniques have also
been introduced e.g. with the use of virtual reality that, in addition to the recording
and monitoring benefits, provide assessment opportunities situated in more real-
istic environments [50, 63]. Last but not least, new meta test systems are being
introduced, which are able to select the best assessment tools based on the actual
performance of the patient during testing [64].

5.3.3 Treatment

Not surprisingly however, efficient use of computer technology in treatment has
turned out to be much more difficult than other areas of use. It was established
fairly quickly that computer-based mindless drill-training, in which the patients
were made to repeat the same tasks over and over again, had little or no effect at all
[44]. It was also observed that although the patients did improve on the task being
trained, often no generalization or cross-over effect to activities of daily living was
found [e.g. 65–67]. An early review in 1997 concluded that the effect of the
training resulted from the language content of computer-based training and not
from the mere use of the computer per se [68]. Another early review at the time,
covering a wider range of cognitive treatments based on computer technology,
concluded that efficacy of computer-based treatment did not differ from normal
treatment [69]. Others became so desolate by the lack of results in computer-based
treatment that they strongly cautioned the use of computer training pending further
research [33].

By the end of the 1990s the initial excitement of using computers in cognitive
rehabilitation treatment was replaced by resignation to the fact that computers in
themselves did not solve the fundamental problems of cognitive treatment. As in
1968, researchers thirty years later began to realize that using computer technology
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to facilitate learning required standardized measurements of efficacy; treatment
that was solidly based on learning and practice; better design and testing of user
interfaces, and a deeper understanding of the mechanisms of the deficit being
treated [34, 42].

5.3.4 Computer-Based Rehabilitation Training Today

Today, there seems to be two main approaches to the use of technology in
experience-based treatment. The first is to try to discover and understand every
aspect of a deficit through detailed assessment. Specific solutions are then
developed to train these aspects of the impairment. Prism Adaptation Therapy is
one such example [70]. The second approach is to develop therapy systems that
simulate reality hoping that interaction with the systems will stimulate the brain to
regain lost ability, accepting that it may be well into the future before all aspects of
brain injury are even uncovered let alone understood. With the introduction of
virtual reality applications, it has become possible to emulate real world situations
in a safe and controlled environment. It has so far been proven successful in
teaching for instance neglect patients how to navigate safely in traffic [65, 71], in
training children with ADHD [72], and in desensitizing soldiers with PTSD [73].

Games technology is an area that slowly has begun to interest rehabilitation
researchers. Action computer games have elements that can keep gamers occupied
with seemingly boring and trivial activities for hours on end, in the attempt to
achieve rewards and skills. Most often, they contain elements of practice with
increased levels of difficulty and they are set in environments that require acti-
vation of different cognitive skills, are motivating, and to some extent even
addictive. More importantly, action games may model challenges, speed, pro-
gression and even general content to the particular preference of the gamer either
stated explicitly through games parameters or implicitly by measuring the ability
of the gamer [74–77]. Many of these elements in games resemble to some extent
those found to induce experience-based plasticity [8] in computer-based therapy.

5.3.5 The Challenge of Individuality in Injury
and Treatment

Even though advanced technology has been available for some time and keeps
inspiring to new and more exiting features of training and therapy, the fundamental
issue of what type of training has an effect at which point in time is still unre-
solved. Training a new skill, cognitive or physical, require that the trainee progress
through levels of training with increased difficulty and challenge [e.g. 20, 78, 79].
In order to progress steadily, the trainee has to practise to achieve ease and
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precision in the execution of the skill [79, 80]. The same is basically true for many
of our cognitive skills like speech, writing, problem solving etc. Although the
complex neural foundation of cognitive skills is probably there from birth, many
cognitive skills are honed during childhood and adolescence. The first challenge in
learning a skill using computer technology is therefore to recognize the logical
sequence of steps needed to acquire competency in general. Expertise within a
skill is not achieved through cognitive reflection alone, if at all. The ability to
execute a skill may require consistent and frequent use and practice not to dete-
riorate, but even a rusty skill can normally be recovered with a little practice.

However, a failing skill due to brain injury is not the same as the lack of a skill
never learned. Reclaiming a skill, impaired or destroyed by brain injury, may be
more challenging for a number of reasons. They all have to be considered when
attempting to reconstruct the impaired ability, be it using computer-based or face-
to-face therapy sessions. Firstly, there may still be traces of knowledge left or more
precisely areas of neurons and connections that respond erratically to stimuli
causing maladaptive learning. As mentioned earlier in the chapter, the failing
ability may be due to destruction of tissue both full and partial, destroyed or
diminished network connectivity, asynchronous processing caused by slowed
metabolisms, or even the lack of inhibitory or excitatory signals from other areas
of the brain. The current state of diagnostics and assessment tools rarely, if ever,
offer full details of what may be the underlying cause of the functional deficit.
Secondly, no two injuries are the same and all patients are different. Motivation
and goals for the individual patient may vary greatly dependent on the patient’s
ability, attitude, and even awareness of injury. As a consequence, what may be
extremely difficult to one patient to master and achieve may be easy for another
patient even though they have been diagnosed with the same impairment. Forcing
patients to go through a fixed set of steps in training may in fact be counterpro-
ductive as the training may reinforce aberrant behaviour of the neural substrate.
Thirdly, brain injury may cause fluctuation in performance due to fatigue and
enhanced sensitivity to lack of sleep and changes in the environment. What may
seem easy in one session may be very difficult in the next even for the same
patient. It is here the challenge but also one of the benefits of technology in
rehabilitation training presents itself.

5.3.6 The Same is not the Same

To create computer-based training systems, you have to define specifically what
you think will have an effect based on rehabilitation models and theory and on
observations from clinical practice. The detailed test and investigation required
when building a training system will often reveal that what seems to be the same
behaviour at a surface level may not always be so. Any implementation of com-
puter technology is in essence a translation of ideas or practice into an automated
environment. The designer of the system depends on rigorous definitions of goals
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and predefined targets to be able to implement and test the functionality of the
system. This conversion of ideas into a computer-based, stringent reality may
reveal information on what actually affects the brain and what does not, as
exemplified by the following study that was done as an attempt to create a com-
puter-based version of prism-based training for the attention deficit neglect [81].

5.3.7 The Prism Example

For more than a century, prism adaptation has been used to study experience-based
plasticity and in particular, how the visuomotor system adapts to the visual dis-
tortion created by the prisms. Stratton [82] was the first to test if the angle of the
retinal projection of the visual image was a determinant for the subsequent per-
ception, by rotating visual input 180�. He and others after him found that the brain
will adapt to the distortion over time enabling the exposed subject to navigate and
perceive the world as before.

In 1998, Rossetti et al. published [83] a seminal study which demonstrated that
exposure to prism adaptation might alleviate some of the symptoms related to
egocentric visual neglect in patients, regardless of the severity of neglect. Prism
Adaptation Therapy (PAT) has since become one of the most promising therapies
in the treatment of egocentric visual neglect [70, 84–86].

In PAT, patients typically sit in front of a box which hides the movement of the
arm. The therapist is positioned at the opposite end and states which of three
targets a patient should point at. A temporary discrepancy between the internal
representation and the actual position and extension of the body is created by
letting visual input pass through prism goggles. The prism goggles cause a dis-
torted projection usually 10� rightward (Fig. 5.3).

The typical training consists of three steps. The first step is an initial measure of
the proprioceptive accuracy of the subject (without goggles), usually established
by letting the subjects pointing at targets. The movement of their arm and hand is
disguised underneath a non-transparent barrier (blinded) [70, 88].

The second step is to expose the subjects to the visual distortion induced by the
prism goggles. During exposure, subjects repeat the target pointing task, still
without being able to see their arm movement. However, they are provided with
feedback on pointing precision by seeing their fingertip in relation to the target,
which allows them to adjust to the exposure distortion trial by trial. This step
consists of 90 pointing trial.

The third step is basically similar to the first step. Visual input is restored to
normal by removing the prism goggles and the blinded pointing accuracy is re-
measured. In healthy subjects, exposure to prism goggles produces an adaptation
effect—the after-effect—that can be observed as a left-ward deviation in pointing
accuracy once the prism goggles has been removed. The size of the after-effect
correlates with the degree of distortion induced by prism goggles, the larger the
deviation, the larger the size [89].
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In an attempt to reduce workload on the therapists and provide a platform for
patients to train at home, a computer-based version of the equipment used for
Prism Adaptation Therapy was created by the author. The pointing targets were
displayed on a touchscreen with the lower part disguised by a barrier, which hid
the movement of the arm and hand. Subjects would receive feedback on pointing
precision on the touchscreen in the shape of an ‘‘X’’, which would be placed next
to the target in a distance equal to the distance from target to actual pointing
position underneath the box.

A test was conducted to verify that the computer-based version would produce
after-effects similar to those produced by the standard therapist sessions of PAT.
The results were very surprising. In fact, the visual aftereffect produced in the
computer session was approximately half the size of the aftereffect produced by
the standard session. A series of studies were conducted to determine the cause and
it turned out that only seeing the fingertip as feedback produced the same after-
effect [81] in both sessions. Seeing ‘‘X’’ or images of fingers on the touchscreen
did not. So an apparently similar type of implementation of PAT produced vastly
different results. Without the additional studies, the conclusion might very well
have been that computer training does not work, but instead it turned out that the
effect of PAT was related to the type of feedback provided.

Fig. 5.3 A prismatic right-
shift causes targets in actual
position A to appear to be at
location B [87]
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5.4 Artificial Intelligence and Rehabilitation

The use of technology may provide important information and input to under-
standing the brain. As the previous example demonstrated, a seemingly minor
change may turn up new data on the components of visuomotor adaptation. The
next part details how artificial intelligence may be used to set the level of difficulty
at an individual basis.

5.4.1 Adjusting Level of Difficulty in Cognitive
Rehabilitation

When training a patient, a skilled therapist is able to constantly monitor and
modify the training activity to match the patient’s mood, skills and learning rate. If
a particular area seems difficult to master, the therapist can simplify the training,
choose another approach or postpone the task until later. Constraint-induced lan-
guage therapy is an example of this type of training [20, 90], where a small group
of patients are playing a card game, which requires various forms of communi-
cation that can be adjusted by the therapist according to the skills and capability of
the individual player. As the patients become more competent, they must use more
sophisticated verbal skills in communication to win the game.

Moving up one step, the therapist can pre-plan a certain set of tasks that the
patient need to accomplish in a predefined sequence. Usually progression from one
task to the next is determined by a percentage of correct answers. Basic computer
assistance can be introduced as in Mortley et al. [91], where the computer is
monitoring the patient’s performance and providing the therapist with data nec-
essary to determine how to progress. The tasks can also be pre-programmed by the
therapist as in the ‘‘Afasi-assistant’’ system [92], where the patient is guided by the
computer through the pre-programmed set of computer-based training tasks, aimed
at improving anomia step by step, based on a specific level of patient performance.

More automatic progression is accomplished by pre-programming (scripting) a
set of paths which may be activated when reaching a pre-programmed level of
competency as in computerized aphasia training [93–96]. Another example is the
CogMed1 system aimed at improving short-term memory. Here, the user is pro-
gressing through levels of increasingly more difficult tasks, but is required to
master one before advancing to the next. CogMed has the added feature that
difficulty may automatically regress, if the user repeatedly fails a task at a higher
level [97–99]. A similar method of progression was administered in perimetry
treatment of visual impairments [100].

1 CogMed is a computer-based training system published by Pearson Education Inc.
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Cueing is another way of increasing or reducing difficulty. By letting the patient
get access to more or less assistive information during training, a task can become
easier or harder without breaking the general progress of the patient. Examples are
found in word mobilization, where the display of pictures of objects or written
words may cue verbal pronunciation [93, 94, 101–105] or attention training where
attention may be directed towards a particular item or spot using sound or light
after a period of time [e.g. 106, 107].

A recent development within computerized assessment is to let the scores from
one test be the input for selection of further tests in which testing parameters and
elements are set to match the performance and skills of the individual patient [64,
108]. Since computerized tests can be scored instantly, the scores themselves along
with the detected characteristics of behaviour during assessment may be feed
directly into the assessment system and serve as selection criteria for the next test
to follow. The potential to feed these results into training systems which then tailor
a plan based on the assessment scores may be a viable way for future research into
technological advanced training.

Although the controls asserted above, at surface level, may be termed advanced
control of the progression and delivery of training, most of them still only partially
address the more fundamental challenges in the delivery of treatment—the
diversity and uniqueness in the impact of brain injury and the fluctuating perfor-
mance of the patient. The path to achieving a skill may vary considerably from
patient to patient and computerized training needs to be flexible and modular since
even small variations in training may influence difficulty for the individual patient.
One approach to this challenge has been demonstrated in one of author’s studies
[77]. In this study, the question of difficulty was approached from a different angle
using user modelling and artificial intelligence to determine and control difficulty
and progression. A fundamental set of parameters each controlled a particular
aspect of difficulty. In combination, the value of the parameters defined the task
difficulty as a continuum from easy to difficult based on the real-time character-
istics of an individual patient. Artificial intelligence algorithms were used to
monitor progress and adjust the value of each parameter accordingly to match the
progress and state of the patient.

Furthermore, to verify the potentials of this approach a patient was subjected to
three weeks of visual attention training in which difficulty was controlled by three
parameters: number of items on the screen, length of a word displayed inside each
item and finally the variety of letters used to compose the words. The AI engine
controlling the parameters was fairly simple, but the result was a fairly complex set
of combinations only possible to control using online assessment and adaptation of
the parameters. The study demonstrated that the AI engine was able to construct a
level of difficulty that challenged the patient and changed as the patient improved.
In this study, the reaction time of the patient was fed into the algorithm as feed-
back, but from the perspective of the AI algorithms, it might as well have been
error rate or galvanic skin response, EEG input or any type of feedback indicating
treatment progress. Quantitative measurement that changes in response to training
might be used as valid input to the AI algorithms as long as they fit within a set
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range of acceptable responses. Even this range may initially be calculated using
the AI algorithms and in this manner, the use of AI would accommodate for the
fact that learning and ability do not always follow a straight progressive line but
may occur in jumps [7] and even temporarily relapse [77].

5.5 Concluding Comments

The use of computer technology in rehabilitation of patients with brain injury is
not a new trend. Computer technology is used pervasively within all major aspects
of cognitive rehabilitation research: Mapping, analysis, diagnostics, prosthetics
and therapy.

However, in the field of cognitive rehabilitation training, the use of technology
is still at a very basic level mostly being computer versions of existing training.
Only few attempts have been made to combine the continuous mapping of the
learning ability of the patients with adaptive software and much more research and
collaboration across fields of expertise is needed to move forward. It is the hope of
the author that by creating systems where test and training are fully integrated, it
will be possible to maintain individual user profiles that reflect the current state of
progress as input to adaptable training software systems.
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Chapter 6
A Body of Evidence: Avatars
and the Generative Nature of Bodily
Perception

Mark Palmer, Ailie Turton, Sharon Grieve,
Tim Moss and Jenny Lewis

Abstract Complex Regional Pain Syndrome (CRPS) causes dramatic changes in
perceptions of the body that are difficult to communicate. This chapter discusses a
proof of concept study, evaluating an interactive application designed to assist
patients in describing their perception of their body. This was tested with a group
of CRPS patients admitted to a 2 week inpatient rehabilitation program who used
the application in a consultation with a research nurse. The chapter draws upon
audio recordings and a structured questionnaire designed to capture the experience
of using the tool. Participants’ reports of the positive impact of being able to see
what they had previously only been able to feel (and often unable to describe) are
examined. This is considered alongside studies within cognitive neuroscience
examining phenomena such as the Rubber Hand Illusion and considers what this
might mean for the representation of our body within virtual spaces.
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6.1 Introduction

In this chapter we introduce work that has been conducted to develop an ‘avatar’
based tool to allow patients experiencing Complex Regional Pain Syndrome
(CRPS) to describe their perceptions of their body. We will first describe the
nature of the condition and the ways that it problematizes the communication of
altered body perception for patients.

Having been introduced to the condition we will then draw upon a number of
studies that support the idea that our bodily perception is an emergent phenomenon
that is susceptible to alteration. We will first examine research within cognitive
neuroscience that draws attention to the plasticity of bodily and spatial perception.
This will initially focus upon work addressing the rubber hand illusion [1–6] and
then consider studies investigating whether this is a phenomenon that can also be
discovered within the representation of the body in virtual worlds.

We will then consider the role that the somatosensory system plays within the
‘appearance’ of the body. This will also open upon a philosophical consideration of
the role that touch plays within this, drawing upon the phenomenologies of Husserl
and Merleau-Ponty. Our consideration of the phenomenology of Merleau-Ponty
will also ‘touch upon’ the issue of space and this will be considered alongside the
work of Berti and Frassinetti’s [7] examining way that tool use can remap the
perception of space

The consideration of these issues will then open upon the ways in which we
might be able to rethink the notion that sensation is mapped onto the body, but
rather it is the means by which it is given; drawing upon Damascio’s consideration
of Spinoza. This will also be addressed through McCabe’s research [8] investi-
gating the ways in which the depiction of body movement can affect the symptoms
of patients with fibromyalgia and consider whether the disturbance/alteration of
these processes might begin to provide a theoretical framework to understand
conditions such as CRPS.

Having examined the ways in which notions of bodily perception might be
rethought we will return to the development of the body perception tool. The data
generated through interviews with CRPS patients using the application in a clinical
setting then provides the opportunity to further examine our understanding of body
perception. Drawing on these results we will consider the scope the tool has to help
patients ‘make sense’ of their condition and consider its potential for further
development.

6.2 Complex Regional Pain Syndrome

Until recently Phantom limb syndrome was thought to be an unusual phenomenon
experienced by a limited number of people who had lost a limb. It’s now widely
recognized as being a common experience of amputees [9]. One reason for this
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was that amputees did not complain of these strange sensations, fearing that they
might not be believed or be labeled as mentally affected. A similar set of
circumstances appear to have affected our perception of Complex Regional Pain
Syndrome (CRPS). CRPS is a chronic pain condition without known cause usually
affecting a single limb. In addition to sensorimotor and autonomic changes suffers
also describe changes in body perception [10, 11] such that their perception of
their CRPS affected limb is different from its objective appearance. For example, a
person with CRPS may perceive a dramatic enlargement of sections of their limb,
or sections of limb as missing; as a result people with CRPS have reported they
have found it hard to talk about this experience of altered body perception.

First identified during the American civil war by Dr. Silas Weir Mitchell, CRPS
was named Causalgia. The term was derived from the Greek for pain and heat
which are symptoms typical of the syndrome. Associated with the body’s
extremities it can affect whole or even multiple limbs. CRPS is now defined as
either CRPS-I or II dependent on the presence (II) or absence (I) of identifiable
nerve damage. There are no objective tests to diagnose this condition, so diagnosis
relies on signs and symptoms that meet a diagnostic checklist [12]. The nature of
the pain suffered is common to both forms, although in CRPS II the pain suffered
is disproportionate to the injury sustained. The condition is acknowledged to be a
multi-system syndrome that involves aberrant changes in vasomotor function,
inflammatory mechanisms and cortical processing [13]. These changes are prob-
ably triggered initially by a peripheral insult but it quickly evolves into a centrally
driven condition for which there is currently no cure. For the vast majority,
symptoms resolve in a matter of months and by 1 year 80–85 % of patients will be
asymptomatic [14]. However the remaining 15–20 % continue to experience
disabling symptoms and are commonly left with long-term functional impairments
as well as the psychosocial impact of chronic pain [15].

As noted above, a common factor in CRPS is chronic pain associated with heat,
this is often reported as an extreme burning sensation but it can also involve
contradictory experiences of hot and cold sensation in the affected region. This is
accompanied by extreme sensitivity and painful reactions to, and aversion from,
everyday sensations such as the touch of clothing [16]. Other symptoms that may
be experienced include the perceived (and sometimes actual) swelling of limbs and
the sense that the affected region does not belong to the patient; in some cases this
can lead to a desire to have the limb amputated. Perhaps one of the most per-
plexing aspects of these symptoms for patients and clinicians is that they can vary
through the course of a day.

As a result of these unexplained experiences there has been a tendency to believe
that there is a psychosomatic basis to CRPS. However Beerthuizen et al. [17]
conducted a systematic review of research dealing with the relationship between
CRPS1 and a range of psychological factors (covering issues such as mood, stress
reactions, and personality traits) believed to have an impact on the onset and
maintenance of CRPS1 and discovered evidence that contradicted such a conclu-
sion. They examined nine studies dealing with somatization, of these four showed
that CRPS1 patients demonstrated no differences in the level of somatization
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demonstrated by their control groups and three evidenced lower levels. When
considered alongside studies examining a range of other traits their conclusion was
that there was ‘no relationship between psychological factors and CRPS1’. In fact
the frustration of trying to understand and convey these symptoms can be more of
an issue; one patient involved with our study noted that ‘I really thought I was
losing it.’

If the range of experiences described are not the result of psychosomatic ten-
dencies how might we begin to understand these symptoms?

6.3 The Rubber-Hand Illusion

Although the causes of CRPS are as yet unknown, cognitive neuroscience has
shown that body perception can be affected by what has become known as the rubber
hand illusion (RHI).The illusion was first reported by Botvinick and Cohen [1] who
described the illusion and its capacity to lead participants to perceive that a rubber
hand belonged to their body. This was generated by placing the subject’s hand on a
table in front of them whilst hiding it from their view behind a standing screen. A life
size rubber hand was then placed in front of the subject and they were asked to look
at the rubber hand whilst it and their own hand were simultaneously brushed
(Fig. 6.1). All of the participants (10) who took part in the study reported at some
stage that they felt the sensation where they saw the rubber hand and many reported
that they felt that the rubber hand was their own. The illusion has become the basis of
claims made by many and in particular artists, that vision forms a primary role in the
formation of body image [18]; however this isn’t surprising given that the title of the
report was Rubber hands ‘feel’ touch that eyes see.

Botvinick and Cohen also conducted tests which exposed participants to the
illusion for a prolonged period of up to half an hour. Participants were then asked
to move their ‘free’ hand under the table along a straight edge until it aligned with
the perceived position of the hand subject to the illusion. It was found that the
illusion caused a displacement in proprioceptive perception dependent on the
reported duration of the illusion (subsequent studies refer to the proprioceptive
drift between the perceived and actual position of the participant’s hand). Botvi-
nick and Cohen proposed that the illusion was generated as a result of the ‘spurious
reconciliation of visual and tactile inputs’ leading to a distortion of a sense of
position, in other words in reconciling these ‘inputs’ vision took precedence over
proprioception.

Tsakiris and Haggard [3] sought to establish whether the RHI was the result of a
bottom–up process of sensory integration or whether a bodily schema influenced
its creation. Their tests involved synchronous and asynchronous stimulation of
single and multiple fingers to establish whether only the stimulated fingers were
susceptible to the illusion or if adjacent fingers were also affected. In addition they
conducted tests utilising congruent and incongruent positioning of real and rubber
hands; the incongruent position involving a -90� turn of the rubber hand so its
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fingertips pointed towards the hidden hand (see Fig. 6.2). Tests with a neutral
object replacing the rubber hand were also conducted allowing the ‘stimulation’ of
an object that did not represent a part of the body.

Their outcomes demonstrated a significant difference in the proprioceptive drift
that occurred between congruent and incongruent positions, the illusion being far
stronger when stimulation was synchronous. When a neutral object was used
a proprioceptive drift away from the object occurred which was described as a
‘perceptual repulsion’. This lead Tsakiris and Haggard to propose that such
repulsion occurred when self-attribution did not occur. The results obtained
through the use of a neutral object were also contrary to the findings of Armel and
Ramachandran’s [2] whose results suggested that a neutral object (which in their
tests was a table top) could become incorporated into the body schema.

In order to investigate whether the illusion was a bottom up phenomena or
subject to the influence of a pre-existing bodily schema, tests were conducted
where the index and little fingers were stimulated and participants were asked to
identify where they perceived their middle finger to be. The outcome was that
subjects perceived the location of their middle finger to be in a position relative to
the fingers receiving the stimulation. Tsakiris and Haggard believed that, contrary
to Armel and Ramachandran’s [2] proposal that the RHI resulted from the con-
struction of the body image from concurrent visual and tactile sensation, the fact
that un-stimulated fingers ‘followed’ fingers receiving stimulation demonstrated
the illusion resulted from the integration of visual input with a pre-existing rep-
resentation of the body. As a result they concluded the bottom up combination of
visual and tactile data was a necessary, but not sufficient condition in the creation
of the illusion.

Whilst Tsakiris and Haggard believed they had demonstrated that a pre-existing
bodily schema impacted upon the creation of the RHI, Ehrsson et al. [4] felt it was
…clearly important to find out whether an illusory feeling of ownership can be
induced in the absence of visual input… This was investigated by blindfolding
participants and instead of brushing the hand, they moved the subjects own hand to
touch the rubber hand whilst simultaneously touching the participants remaining
hand in the ‘same’ place (Fig. 6.3).

Fig. 6.1 The rubber hand
illusion; the participant’s
hands are un-shaded and the
rubber hand gray
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Using this method it was discovered that the illusion could be generated using
synchronous touching without the need for a visual representation. Further tests
asked subjects to locate the index finger on the hand subject to the illusion. This
revealed an error in locating the finger, the scale of which appeared to be
dependent upon the veracity of the illusion. What lies in common between Tsakiris
and Ehrsson’s research is that temporally correlated stimulation was a vital factor
in the formation of the illusion. Furthermore fMRI scans conducted during one
series of tests by Ehrsson highlighted the involvement of the premotor activity in
the reconciliation of these sensations; they also noted that activity in that region
increased with the participant’s rating of the strength of the illusion. Given that
Ehrsson et al. created the illusion without the input of vision the notion that a
correlation between visual and tactile data is a necessary condition for the illusion
can no longer be maintained. In conclusion this demonstrates that the RHI can be
induced via congruent tactile stimulation alone and visual feedback is not required.

Further experiments relating to the RHI have sought to establish whether its
affect could also be applied using virtual environments. Ehrsson worked with
Slater, Perez-Marcos and Sanchez-Vives [5] to explore whether the illusion could
be generated using computer graphics and a virtual limb. To examine this par-
ticipants stood with their right arm resting hidden on a pedestal whilst they were
provided with a stereoscopic 3D view of a virtual arm (extended in front of them)

Fig. 6.2 Tsakiris and
Haggard’s use of incongruous
hand positions

Fig. 6.3 Ehrsson, Holmes
and Passingham the
experimenter (light gray)
moved the subjects hand to
touch the rubber hand (dark
gray) whilst simultaneously
stimulating the same point
on the subject’s hand
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projected onto a screen (Fig. 6.4). A 6� of freedom tracking system1 was used on
the stereo glasses worn by the participants so that the projection would appro-
priately update with changes in the position and orientation of the participants
head. A ‘wand’ was used to touch the subject’s arm and generate the data to
position the image of a ‘ball’ used to touch the arm in virtual space. As has been
the method in prior studies of the RHI the stimulation of the participants’ real and
virtual arms was conducted synchronously and asynchronously. The tests also
included rotating the virtual arm whilst measuring the EMG data coming from the
subject’s arm to examine whether muscle activity resulted from seeing movement
applied to the virtual arm.

The outcome of these tests was that participants’ sense of possession of the
virtual arm was broadly similar to those of the rubber hand in the RHI. Those
experiencing synchronous stimulation reported a far higher level of illusion and
proprioceptive drift was only demonstrated when stimulation was synchronous.
There was a positive correlation between the reported strength of the illusion and
the number of EMG activity onsets when the virtual arm was rotated; demonstrating
a connection between the depiction of movement on screen, ownership of the limb
and premotor activity. As a result of these outcomes it appears that the sense of
possession observed in the RHI can also be experienced through a virtual object.

Whilst Slater et al. focused on substituting a virtual limb for the rubber hand
used in the RHI, Yuan and Steed [6] utilised a virtual body; seeking to explore
whether immersive virtual reality (IVR) is capable of generating the illusion.

Our claim is that an illusion very similar to the rubber hand illusion is ‘‘automatically’’
induced by active use of the virtual body in an IVR.

Yuan and Steed’s protocol involved the use of a head mounted display which
provided the user a first person perspective and occluded their view of the physical
environment. They hypothesised that if a proprioceptive match between the virtual
and actual body was achieved the subject would associate the virtual body with
their own. Perceiving a weakness of prior studies to have been the passivity of
participants their tests were devised so that users were asked to undertake a series
of tasks with their right hand using a wand to perform tasks such as placing ‘balls’
through ‘holes’ in a ‘table’ within the IVR. Participants were instructed to keep
their left hand still during the tests to enable the placement of sensors to detect the
participant’s galvanic skin response (GSR) and avoid variations in the data due
to movement. Combined with the fact that participants were seated at a table,
this enabled Yuan and Steed to use the wand’s position to judge the position of the
user’s arm through the use of inverse kinematics and ‘map’ the position of
the avatar’s arm to the user.

Participants’ sense of ownership of the avatar within IVR was explored using
questions broadly similar to those used by Botvinick and Cohen. Yuan and Steed
asked participants if the virtual arm felt as if it was their own, whilst other questions

1 Allowing tracking of position and orientation.
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reflected the more active nature of the tests and addressed issues such as the
sensation of holding virtual objects. An additional indicator utilised were the GSR
readings used to detect the subject’s stress levels when a virtual object fell towards
their active arm. This was based Armel and Ramachandran’s [2] examination of
ownership through the stress reactions (indicated through GSR) when a finger on
the rubber hand was bent back to what would be a painful position on a real hand.

Yuan and Steed reported that participants experienced a similar sense of
ownership of the virtual body as was experienced of the rubber hand in the RHI.
Similarly ownership was only demonstrated when the participant’s interactions
were represented through the use of the avatar and not the neutral ‘object’ used in
some tests. The GSR demonstrated that threat to the virtual body produced a
positive response, although this was not as strong as the reactions reported by
Armel and Ramachandran (although it is worth noting that their tests represented a
far more direct ‘assault’ upon the body) some participants moved their arm out of
the way of the falling ‘object’. As a result of these tests Yuan and Steed claimed
that they had ‘shown that an ‘‘IVR arm ownership illusion’’ exists’.

Although not a part of these studies it is worth noting that users of IVR systems
such as Char Davies’ installations Osmose (1995) and Ephémère (1998) have
anecdotally reported high degrees of immersion. What is worth noting about these
IVR environments is that Davies removed (or more to the point did not add) a
visual representation of the body (the user’s physical body being occluded through
the use of a head -mounted display). However this does not mean that the body
was not present. This is because Davies used its movement to enable navigation
through the virtual environment. When we walk we lean in our direction of travel
to initiate a step, Davies tracked the lean of the torso so that this could be used
to generate a forward momentum/glide through the virtual environment (although
a crude analogy, for those familiar with games one might consider the torso to
be akin to a’thumb’ or joystick generating movement through the world).

Fig. 6.4 Slater, Perez-Marcos, Ehrsson, Sanchez-Vives: towards a digital body: the virtual arm
illusion (images courtesy of Mel Slater)
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Although the/a body was not rendered visible within the virtual world the
simultaneity of the user’s bodily movements and the movement of their viewpoint
within the IVR generated a convincing sense of presence. In fact as a user of
Osmose and Ephémère, Palmer also reported that when passing though virtual
objects he experienced a physical sensation as these ‘passed through’ him.

Although there is still much to discover about the RHI its existence begins to
illustrate a number of interesting points. Perhaps the most significant of these is
that perception of the body is malleable. This appears to originate in the recon-
ciliation of sensation and may even operate at the level of one type of sensation
such as touch. As discussed above vision is not a necessary condition of the
illusion, indeed it appears that incongruous visual representation of limbs can
disrupt the illusion.

Given that a sense of bodily presence can be achieved without the visual
representation of the body Armel and Ramachandran’s results (of possession
arising from the brushing of a table top) might arise from of a lack of represen-
tation (the table top being a background object) rather than the table being a
‘substitute’ for the arm. If this were the case it may be that incongruent repre-
sentation of a limb (Tsakiris and Haggard, Yuan and Steed) has a greater impact
upon a sense of possession than its visual absence. In fact further studies conducted
by Tsakiris et al. [19] addressing the RHI discovered that

A conflict between visual and tactile percepts does not induce the illusion. The present
study showed that right frontal cortex monitors the perception of body-related sensory
signals when conflicts arises, blocking the attribution of the rubber hand to one’s own body.

If it is the case that incongruent representation blocks the attribution of the
rubber hand as a part of the body there appears to be an underlying mechanism into
which the visual plays.

6.4 The Somatosensory System

The Somatosensory system incorporates the receptors and processing that provide
our sense of touch, temperature, body position (proprioception) and pain (noci-
ception). McCabe et al. [8] have proposed that disruptions within the somatosensory
system can begin to account for the symptoms described within CRPS. They note
how body image is formed through the integration and processing of multimodal
sensory perceptions that involve the peripheral and central nervous system (CNS).
However as we have seen through the RHI this is not a unidirectional system,
whereby the CNS simply responds to a peripheral stimulation. If this were the case
the proprioceptive drift that results occurs as a consequence of the illusion would not
occur; because sensation would simply be experienced in the place it was received.
Given that the CNS plays a key role in the generation of bodily perception, it is
possible to see how disruption within the CNS may affect bodily perception within
CRPS.

6 A Body of Evidence 103



This has some far reaching consequences for what we might understand bodily
perception to be. The body is such a constant within our perception that it appears to
anchor all other sensation. We take the body as a given around which the differ-
entiation between self and other is based and around which our perceptions are
formed. The phenomenologist Edmund Husserl expresses this when he states that

The Body is in the first place the medium of all perception…the zero point of orienta-
tion… each thing that appears has eo ipso and orientating relation to the body [20].

In his consideration of the body as the bearer of sensation Husserl begins from
the starting point of the body as an object with parts that can be perceived just like
other things [20, p. 152]. However such a consideration is restricted to visual
appearances and it is with reference to the sensation of touch that it differs.
Although Husserl recognises the importance of kinaesthetic sensation, touch has a
particular importance since it is constitutive of both the perception of objects and
the body. The way that we visually perceive our body is not the same as it is
perceived through touch, that is something touching which is touched [20, p. 155].
In fact Husserl goes so far as to state that A subject whose only sense was the sense
of vision could not at all have an appearing body [20, p. 158].

It is interesting that the dual nature of this sensation appears to anchor sensation
to the world; indeed this might be the ‘mechanism’ that draws together the hands
in the experiments of Ehrsson, Holmes and Passingham; the somatosensory system
pulling together the hand touching and the one which is touched into the same
space. In fact the anchoring of sensation that occurs through touch means that it is
quite literally the touch stone of perception; however the danger is that having
begun to see its affect upon perception, we can miss other aspects of what it means
to be an embodied subject. In the introduction to Neural Signatures of Body
Ownership Tsakiris et al. [19] quote James [21] who stated that When I decide to
write I do not need to look for my hand in the same way that I have to look for a
pen or a piece of paper, for the simple reason my hand is ‘‘always there’’, indeed
the sensation of the body as ‘‘always there’’ appears to underpin Tsakiris’ notion of
a pre-existing bodily schema which plays into the creation of the RHI. But does the
‘‘always there’’ nature of the body in perception mean that we have a tendency
towards perceiving it (and as Husserl’s analysis began with) as being like other
things? Within the phenomenology of Maurice Merleau-Ponty we begin to see a
more nuanced understanding of the relationship between senses and what this may
imply for the perception of the body.

If my arm is resting on the table I should never think of saying that it is beside the ash-tray
in the way the ash-tray is beside the telephone. The outline of my body is a frontier across
which ordinary spatial relations do not cross. This is because its parts are interrelated in a
peculiar way: they are not spread out side by side, but envelope each other [22].

If as Merleau-Ponty suggests, the body’s parts envelop each other in such a way
that the body is an outline across which ordinary spatial relationships do not cross,
the way in which a bodily schema (if one exists) might sit in the world may not be
a straight forward spatial mapping. Indeed it appears that such an ‘enveloping’ of
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sensation might be the means by which localized sensation ‘meets’ in the RHI
causing proprioceptive drift. Whilst the body might be the medium of all per-
ception and the zero point of orientation it does not mean that we should not
consider what it means if the enveloping of sensation is the nature of sensation
‘before’ it becomes ‘rendered’ spatially and gives us the body as it is perceived.
Needless to say this opens up the possibility that the body is subject to change
through the underlying relationships of sensation itself.

What is interesting is that, in contrast to Merleau-Ponty’s assertion that the
body is a frontier across which ordinary spatial relations do not cross, within
CRPS we discover patients who can experience a limb to be foreign to their body
and who possess ‘a poor awareness of its location in space’ [8]. In fact when asked
to move an affected limb we have observed that suffers of CRPS often do not move
the limb as any other part of their body but move it from the unaffected region of
their body, as if the limb were an object within their personal space (and therefore
affectively ‘besides’ rather than enveloped within their body). In this regard we
discover circumstances within which ordinary spatial relationships have entered
the body. Arguably if subjects ‘reject’ or block the formation of the RHI as a result
of incongruent sensation (or the use of a natural object) if a consequence of CRPS
is that sensation of the affected limb feels markedly different from its visual
appearance this might account for the lack of ownership felt by patients. As we
shall see when we examine the reactions of patients who have used the body image
tool, many have stated that although they know how their limb feels, they have
never had the opportunity to see it before.

Rather than possessing the body as a ‘given’ to which sensation ‘adheres’ it
appears that bodily perception emerges from the relationship between sensation
and the CNS. If sensation is not something appended to the body, ‘external’
sensation and proprioceptive perception will envelope each other as they are
processed by the CNS generating our body perception and sense of space. Such a
process would account for the possibility of those suffering from CRPS feeling that
a limb does not belong to them. Although Tsakiris and Haggard have suggested
that the RHI is subject to a bodily schema, such a schema might not be top down
and predicative, indeed this is an oddly ‘anthropomorphic’ view of this mecha-
nism. If the body-image is the result of a series of underlying relationships the
apparent presence of a bodily schema might simply be an attractor within the
system. Given this, shifts in the relationships that lead to the generation of body
perception can have significant outcomes.

6.5 The Body and Space

As a result of our analysis of the RHI we have suggested that there is a constitutive
relationship between touching and the touched which is generative in nature. This
means we should attempt to understand this relationship in terms of its production
rather than the imposition of a model of the body upon sensation. However whilst
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we might want to avoid the imposition of a (normalizing human) form upon
perception, it is also the case that perception arises from a particularly human
perspective and this should feature within our consideration. In other words,
although there are ‘elements’ that are generative, as a generative process there are
elements of what it means to have a body enfolded within this. In this sense the
body is never merely the zero point of orientation, a mathematical point from
which measurements are made of an otherwise homogenous space; rather it is the
origin of our interactions with the world. If we consider the relationship between
the body and space, space is always loaded with a particular kind of potential.
If we return to Mearleau-Ponty’s phenomenology he notes that

The example of instrumentalists shows even better how habit has its abode neither in
thought nor in the objective body, but in the body as mediator of a world. It is known that
an experienced organist is capable of playing an organ which he does not know…

He does not learn objective spatial positions for each stop and pedal, nor does he commit
them to ‘memory’. During the rehearsal, as during the performance, the stops, pedals and
manuals are given to him as nothing more than possibilities of achieving certain emotional
or musical values, and their positions are simply the places through which this value
appears in the world [22, p. 145].

We need not be an accomplished performer to experience this either; if we
change the place where we store regularly used items, such as the cutlery drawer in
a kitchen, we often find ourselves going to the wrong drawer for weeks on end
because this action is not a part of conscious thought; for instance we might be in
the habit of making tea and fetching a spoon, we do not even think of cutlery as
such but we are thinking of tea. This continues until our conscious mind begins to
spot the error ‘in progress’ and effectively begins to re-write our habits. In fact
these habitual actions can incorporate more than just our bodies. For instance if we
observe sports persons who use objects such as bats, sticks, rackets or swords their
movement towards the world incorporates the measure of those objects. For
instance, a sportsperson does not merely reach for a ball, see that they cannot reach
it and then lean to shorten the distance; on the contrary the appropriate lean is
already incorporated into the reaching action because their racket is included in
their bodily space. We can observe the disquieting effect that a change to these
objects can make to our measure of the world such as when we switch from driving
our regular car to a hire vehicle and endeavor to park it. To this extent Merleau-
Ponty notes that it is possible for an object to become incorporated into the body.

… those actions in which I habitually engage incorporate their instruments into themselves
and make them play a part in the original structure of my own body [22, p. 104].

In When Far Becomes Near: Remapping of Space by Tool Use Berti and
Frassinetti [7] provides an insight into this phenomena. Neuroscience has observed
that there might be a distinction between either the processes or regions of the
brain involved with the handling of near (peripersonal) and far (extrapersonal)
spaces; this is an understanding of space based upon human action and the spaces
within which particular actions are required. Peripersonal space is defined as the
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space within which things are in hand reaching distance and extrapersonal space
being that which is beyond our reach and requires some form of locomotion to be
able to grasp an object. What interested Berti and Frassinetti were a number of cases
where those who had suffered strokes showed dissociation between near and far
spaces manifesting spatial neglect in only one or the other of those spaces [23–25].

A task used to establish the degree of neglect suffered by patients involves
subjects bisecting a line in near and far spaces. Berti and Frassinetti reported the case
of patient P.P., who having suffered a stroke, showed dissociation between near and
far spaces where neglect occurred in a line-bisection test in near space but where this
could be performed without impediment in extra personal space using a light pen.
They predicted that if the bisection of the line in ‘far’ space were to be executed with
a tool such as stick, the extended representation of the body should now include that
‘far’ space as ‘near’. The outcome of this would then be that the same neglect that
had occurred in near space would now be seen in ‘far’ space. The result was as
predicted and when a stick was used instead of a light pen the line was misperceived
in the same way as it was when within near space; far had indeed become near.

As a result of this, if we examine the issue in terms of the perception of bodily
space, rather than the ‘habitual’ use of a tool being a requirement to achieve this,
as was suggested by Merleau-Ponty, it seems their simple use is enough to
incorporate them into the space defined by the body. In fact Berti and Frassinetti
define the coding of near and far spaces as a dynamic process. Although in this
instance we have not been directly considering bodily perception, the rapid
changes that affect the mapping of bodily space suggests a dynamic process that
does not (and perhaps even cannot) rely on a predefined model.

6.6 Changes in Body Perception

If we are considering the impact of the somatosensory system we should also be
aware that it is known to be involved in more than the perception of what we might
consider to be our own sensations. When viewing the experience of others and
imagining activities of various sorts, the somatosensory and premotor cortices
becomes active. Antonio Damascio describes the empathetic sensation of pain that
we can experience under these circumstances as the ‘‘as-if-body-loop’’ mechanism,
within which our empathy ‘involves an internal brain simulation that consists of a
rapid modification of ongoing body maps’ [26].

This poses a dilemma for how we might think of these sensations, however

The result of the direct simulation of body states in body-sensing regions is no different
from that of filtering of signals hailing from the body…. What one feels then is based on
‘‘false’’ construction, not on the ‘‘real’’ body state.

Damascio’s use of scare quotes is appropriate because the sensation is real,
what differs is that in that empathizing with somebody who has (for example)
grazed their knees, although we’ve physically not received that graze,
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we experience the sensation of a graze. In itself this might lead us to speculate
whether this might underpin the EMG results seen by Ehrsson, Slater et al. or
might even be a factor within the RHI itself; however whatever the mechanisms
that underlie the RHI or CRPS, it is clear that the sensations of CRPS patients are
real even though they apparently possess a ‘normal’ limb.

In considering these issues we must also be careful about how we consider the
notion of a map. If we were to draw upon Tsakiris and Haggard the tendency might
be to consider the map and its modification to be akin to a top down and predictive
schema of the body. In itself this is a problematic notion for where would such a
schema originate? If it were ‘hard wired’ into perception it would itself originate
from that structure. If it were an a priori facet of perception one would have to
question the reliability of such a schema unless it were based on the experience of
individuals, and if it were based on experience such a schema could not be top
down. Logically the most reliable reference for the body is a referral to, and
enfolding of, bodily experience itself.

Damascio refers to a neural mapping of the body in terms of Spinoza’s
philosophy. Spinoza’s thinking was markedly different to Descartes, Descartes
proposed [27] that there are two substances, thought and extension. If we were to
accept this we then encounter the problem of the mind/body divide; indeed if one
considers the notion of a predictive bodily schema we have already implicitly
assumed that such a divide exists. This is because a model would have to exist
elsewhere so that sensation can be checked against it. In contrast, Spinoza proposed
a single substance [28] and within this ontology, thought and extension are attri-
butes of a single substance, expressing its essence in different ways. Damascio sees
this as being akin to his proposal that ‘mental processes are grounded in the brain’s
mapping of the body’ [29], a mapping which is the result of sensory activity.
In many ways we might even view this mapping as this sensory activity. In referring
to Spinoza, Damascio draws upon the Scholium of Proposition 7, Part II of the
Ethics which notes that ‘Extension and the idea of the mode are one and the same
thing, expressed in two ways.’ Damascio states that he believes ‘the foundational
images in the stream of mind are images of some kind of body event, whether the
event happens in the depth of the body or in some specialized sensory device near
its periphery’ [29, p. 197]. As a result of this we might find it to be less problematic
if we were to consider the notion of ‘mapping’ as the expression of these events.

Given these factors it increasingly appears to be the case that our body
perception results from a dynamic process. Although we might not be able to
intervene in the underlying ‘mechanisms’ it seems logical that, much in the same
way the RHI affected body perception, intervention in other processes might affect
its expression. A condition that has similarities with CRPS is Fibromyalgia (FMS).
The symptoms of FMS include widespread pain, hypersensitivity to sensory
stimuli, phantom swelling of limbs and reduced sensitivity to the position of limbs
and motor abnormalities such as tremors or slowness in movement.

In order to examine whether a dysfunction in the interaction between motor and
sensory systems might be involved in symptoms experienced in FMS, McCabe
et al. [8] conducted a series of tests using a mirror/whiteboard that created varying

108 M. Palmer et al.



degrees of sensory conflict during congruent/incongruent limb movements. It itself
this is interesting because of the differentiation that we have previously noted in
experiments concerning congruent and incongruent limb positions and the RHI. In
part this is because we have speculated over the acceptance or rejection of a limb
based around these factors; however it should be noted that even if the limb is
rejected this does not affect the sensation experienced within the limb. If the
symptoms experienced in conditions such as FMS are the result of such sensory
conflict, manipulating the perception of such movements could further impact
upon the condition.

The results of these tests were that 89.7 % (26 out of 29) of patients with FMS
involved in the tests reported changes in perception compared with 48 % of a
healthy control group. The sensations experienced included…

…disorientation, pain, perceived changes in temperature, limb weight or body image.
Subjects described how these symptoms were similar to those they experienced in a
‘‘flare’’ of their FMS. This led us to conclude that some sensory disturbances in FMS may
be perpetuated by a mismatch between motor output and sensory feedback.

Whilst it appears that this mismatch plays a role within FMS, healthy partici-
pants also reported (albeit at a lower incidence) changes in perception. Rather than
being a phenomena exclusively linked to the pathology of FMS, the results of
these tests indicate that the underlying ‘structure’ of sensation is such that changes
in the relationships between sensations within the somatosensory system can also
affect body perception in healthy subjects. The anomalies that appear to exist
within FMS therefore seem to make those who suffer from the condition all the
more vulnerable to new anomalies. Once again this points towards what appears to
be the emergent nature of body image. Given the close integration between (the
enveloping) of bodily and spatial perception, it appears that conflicting sensation
or faulty sensory integration might explain the experience of FMS and CRPS
patients. But given that these experiences are not accompanied by physiological
symptoms, how can conditions such as these be diagnosed?

6.7 A Need to Communicate Painful Contradictions

The relative lack of knowledge concerning CRPS can affect the time taken to make
a diagnosis. As was noted by one patient in our study

The thing I found difficult was getting this far, my GP knew nothing, so the diagnosis took
forever…

This can often be exacerbated because those suffering from CRPS often question
the nature of their experience. The contradictory nature of sensation and physical
appearance was a constant theme when discussing the condition with patients

The right side of my whole body actually feels quite normal, there no problem with that I
don’t have any difference in perception to what I see with that…
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However these are not ‘minor’ contradictions, the disparity between experience
and appearance is often marked

I know there are fingers there and I even move them, I can’t see fingers when I try closing
my eyes to see it, I don’t see anything, I just see a big blob…

Patients can also reject their limb. Even though patients recognize their limb
doesn’t appear to be physically different their experience of it is such that they
shun it.

There is a sense now of repulsion, I think is the word, I don’t like looking at it.

Following the diagnosis of CRPS, a method currently used to assess the con-
dition is the use of self-portrait sketches or drawings made by clinicians. This
process can often be revealing for those suffering from CRPS because they have
not fully engaged with the nature of their sensation. It seems that they often try to
keep these contradictions at a distance rather than ‘inhabit’ the sensations that
result from CRPS. One patient noted that

…it’s quite new to me because I hadn’t really thought about this until I came in here.

A contributory factor might well be that some patients experience an increase in
the levels of pain if they focus on those sensations. Nevertheless it was also the
case that if patients had considered the contradictory nature of their sensations it
was something that could trouble them…

…it’s a very strange thing… I really thought I was losing it

Although the use of drawings enables patients to describe the nature of the
sensations, they have a number of limitations such as the ability of patients or staff
to visually render these sensations. As a result of this it was decided to explore the
potential of new media to provide a tool that more readily enabled patients to
describe the nature of their sensation. The initial inspiration to explore this came
from Alexa Wright’s After Image project (1997) which dealt with the experience
of amputees and phantom limbs. After Image was one of the first projects to be
funded by the Welcome Trust’s SciArt scheme. Wright interviewed and photo-
graphed eight people with amputated limbs. The resulting work included a
‘straight’ portrait of the subject alongside a digitally manipulated portrait depicting
the experience of the phantom limbs based on Wright’s interpretation of their
experiences. These images were exhibited with an accompanying text, derived
from the interview, in which each person describes their experience of their limb.
Whilst Wright’s work used Photoshop to manipulate photographic images of
amputees, such an approach wasn’t appropriate for a tool that could be easily used
within a clinical setting. In addition the time intensive nature of such a process was
not one that would allow patients to have an active involvement in the process. In
addition the spatial anomalies experienced by CRPS patients also suggested that
the development of a 3D tool would be more appropriate.

A specification for the tool was established using data from a previous explor-
atory study of body perception [11], and consultation with a person with CRPS.
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It was determined the tool should allow the manipulation of the scale, position and
surface texture of body segments whilst also allowing for these to be ‘absent’/
removed if desired. Scaling should include the ability to lengthen and shorten limb
segments, as well as making them thicker and thinner. Body segments should be
able to be moved and the extent of this should be such that they could be separated
from each other and be placed in anatomically impossible positions. Colors and
textures should be provided such that these might represent feelings of burning,
cold, rough, smooth and lack of substance. Finally the tool should allow the viewing
of the model or ‘avatar’ from different perspectives: front, back, left side, right side,
through 360�.

Initial funding provided 2 weeks that allowed the creation of a prototype that
fulfilled these criteria. The research was approved by the Local NHS Research
Ethics Committee and the tool was tested with consenting patients admitted to an
inpatient CRPS rehabilitation program. Participants were recruited from a tertiary
referral service for those with CRPS based in the South West of England. Inclusion
criteria were: a clinical diagnosis of CRPS [12], admission to the inpatient multi-
disciplinary CRPS rehabilitation program at the Royal National Hospital for
Rheumatic Diseases in Bath and the ability to understand and express themselves in
English. Patients fitting the criteria were given the study information booklet by a
member of the clinical team and asked to contact the research nurse if they were
interested in participating. Informed consent was obtained from all participants prior
to participation and is securely archived according to local NHS procedures. These
initial tests led to a number of perceived opportunities to improve the system and this
has led to a second set of tests which are still on-going at the time of writing.

Ten participants used the first version of the application in a single consultation
with the research nurse. The nurse showed the participant the application, its
capacity to alter the length, thickness and position of limb segments and the
material and texture choices available for applying to the avatar’s body parts.
It was also stressed that any illustrative meaning attributed to the colors and
textures were for the participant to decide. Once the scope of the software was
demonstrated by the nurse she then operated it in response to instructions from the
participant to achieve a representation according to their instructions. For example
if a participant wished a limb (or portion thereof) to be altered in its length she
would ask how long or short they wanted the limb segment to be; asking when to
stop whilst increasing or decreasing it’s length. Participants were asked to confirm
they were satisfied with the accuracy of scaling after each manipulation.

Audio recordings were also made of the participants using the application to
allowing interpretation of the images created and immediate reactions to the tool to
be captured. Immediately after using the tool participants were asked to complete a
structured questionnaire administered face to face with the research nurse. This
had open questions to ascertain their views and experience of using the tool. The
questionnaire was later modified to include a rating out of ten to determine how
good a representation participants’ thought the created image was.

In response to the question ‘Did you find using the body perception application an
acceptable way to communicate how you view or feel about your limb or body parts?’
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All participants reported that the tool was a good method for communicating their
body perception; both for themselves and for helping the clinician to understand
patients’ body perceptions. Of the seven participants asked to provide a rating out of
ten with regards their satisfaction with the images they created: Three gave a rating of
7, one 8, one 9 and one 10. All participants were unanimous in the view that using the
application was better than the standard interview addressing body perception
undertaken earlier in their admission. They believed that the application was much
more adaptable than a clinician’s sketch and found it easy to use in consultation with
the research nurse.

As a part of this process participants were also asked whether using the tool
caused increased pain and distress. In most cases this was not an issue but in a
number of instances increased pain was experienced, but what was interesting was
that alongside this other benefits were expressed.

No, I don’t think I’ve got a bad feeling from doing this, it’s not a bad feeling it’s just to me
looking at that…. puts it into perspective what I’ve got its just I don’t know how to explain
it, it looks in human form exactly how I feel and I’ve never had that…

6.8 An Erie Realisation and a Form of Acceptance

This moment of recognition was one of the interesting outcomes arising from the
interviews. Quite often patients would express surprise at how they were able to
depict their affected region using the system.

It makes you see how distorted your (long pause), vision of your own body is, of your limb
especially…

It helps us to see… this is how much distortion you’re seeing your body as

If one were to try and devise a metaphor for what many experienced, a crude
comparison might be made with the sort of recognition adults express when they
meet a sibling from whom they had been separated at birth. In a sense given that
patients hadn’t had prior opportunity to ‘see’ their affected limb, the tool provided
the first opportunity for such recognition

It wasn’t that I disliked using it, it’s just… for me as I say to visualise that how I feel I felt
a bit emotional, but the more I’m looking at it, it’s only because I’m sitting here thinking
that is exactly how in my mind’s eye what I look like so it was a bit of a shock I suppose.

And

Patient: Because in your head I haven’t said this word but I’ve felt this, you feel freakish,
so you look at that and you think yeah that is how I feel

Interviewer: So you’re able to identify with the image on the screen?
Patient: Yeah
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What proved to be of interest were the feelings that were expressed alongside
those moments of recognition. The patient who had previously commented I don’t
like looking at it when talking of their limb described their experience of the Body
Image Tool and the image that they created in a different way…

Patient: Seeing something and knowing that it’s your hand is errm how can I put that into
words, its erm, I don’t know it I suppose accepting now that it’s there, it’s happened, I’ve
got it..
Interviewer: Does this help you accept it?
Patient: Yeah, because you can see it…

There appears to be a degree of an increased level of acceptance of the limb
having been able to ‘see’ the limb; however this would require further investi-
gation to substantiate and would need to considered over and against other factors
such as the nature of the pain suffered by patients. Nevertheless if Tsakiris and
Haggard were correct in their notion that the perceptual drift away from neutral
objects were the result of a lack of self-attribution the moment at which patients
were able to recognise their limb may have led to an increased level of acceptance.
However what also needs to be noted is that the nature of the sensation experi-
enced by patients does appear to have been affected by this moment of recognition
and in one instance it appeared to produce a flair up of the pain associated with the
condition.

Interviewer: Is it hard looking at it on the screen, does it cause you more discomfort?
Patient: It does, I noticed its feeling quite sweaty and burning, whether that’s just because
it is, whether I’m looking at this… I think it is to do with this

Having provided a means to manipulate the scale and position of limbs, the
means to communicate sensation was through the use of different materials and
textures that allowed users to apply color and imagery such as ice and flames to
regions of the body. It was the descriptive potential of such methods which we
then prompted to examine.

6.9 The Nature of Pain

As was succinctly stated by one patient…

You can’t see pain

But then again the tool appeared to be enabling patients to see their limbs. The
tool we had developed tended to focus upon the perception of the scale and
position of limbs, whereas pain was being addressed (albeit region by region) by
the application of a single color or texture.

My hand feels as if it’s absolutely on fire and then if somebody touches it, it feels cold, and
this pins and needles and I don’t know how to represent that…
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In fact these contradictions appeared to be a characteristic feature of the pain
experienced by many of the patients we spoke to.

These fingers here are numb, I suppose in a way they should be transparent really
shouldn’t they… ‘cause these three fingers here are numb, I feel I could just stab them, but
it’s still got that hypersensitivity in it.

As a part of our interview procedure patients were asked if there was anything
that they felt was missing from the system.

The electric shocks that go up and down it are obviously not there, so I don’t know how
you could represent those sort of things,…

Alongside this the sensation of ‘pins and needles’ described by one patient was,
to varying degrees, also reported by others.

Ok so the skin surface doesn’t feel any different here, but when I’ve got my eyes closed
it’s very, it almost feels as if it’s… if I say it’s not there you know when you’ve sat on your
foot and its gone to sleep, its that sort of feeling so you sort of know its there but if
somebody said where is it its quite difficult to say it’s just there…

As a result of this we embarked upon the development of techniques that would
allow patients to approach a visual description of these sensations. In considering
this, the ability to suitably depict contradictory sensations was an important factor;
both sensations would need to be adequately represented. For instance if one
sensation were ‘black’ and another ‘white’ we would want to retain the charac-
teristics of each without reducing sensation to a ‘grey’. Prior consideration had
been given to the possibility of using particle effects to describe burning sensations
and given that the sensation of ‘electric shocks’ was something we now wished to
depict their use seemed apt.

But how should particle effects be applied to the ‘avatar’? As noted the tech-
nique used in the first version of the tool had simply applied ‘sensation’ as a
texture or color (Figs. 6.5, 6.6).

If particle effects were to be used to help evoke contradictory sensation the
options available were to position them either internally or externally to the
affected region. In the first iteration of the tool users had been given the option of
using translucent textures, however only one patient had used this. External
application of the effect might also allow a clearer view of the underlying texture.
However there appeared to be distinct disadvantages to such an approach.

If these were applied externally the use of ‘flame’ or ‘shock’ effects might lead
to comparisons with comic book character such as the ‘human torch’ or the various
forms of ‘force attacks’ seen used by any number of superheroes. As such these
seemed akin to an outward projection of such sensation. If we were then to
compare imagery of this sort with an artist such as Hieronymus Bosch we can
begin to see a means by which sensation is depicted as something inflicted upon
the body through its internalization. If one considers the notion of shooting sen-
sation or shocks these are things that we would also be likely to consider to be
internal.
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As a result of these considerations particle effects were implemented as an
internal feature of the avatar. ‘Flames’ and ice colored ‘shock’ were provided
along with spikes that pierced limbs. Further improvements were also made to the
system based on user comments. Whereas the avatar originally only allowed the
manipulation of the hand as a whole, the ability to manipulate fingers and their
parts was introduced. A system was also introduced to measure the point at which
patients felt their limb no longer belonged to them as well as a system to record
this data.

Although at the time of writing we are only approximately half way through the
trials of the second iteration of the tool and our protocols do not allow for the
recording of interviews (contrary to the first set of trials) there are some results
that are worth noting. Out of the ten patients seen to date not one hasn’t made use of
the ability to use translucency and particle effects or spikes to describe their sen-
sation, even if did not appear to be contradictory in nature (Figs. 6.7, 6.8, 6.9, 6.10).

Fig. 6.5 Image generated
using the first version of the
Body Image Tool which
provided the hand as a single
entity

Fig. 6.6 In version one of
the tool the users were
restricted to blocking out
regions using a single
materials or texture
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What has emerged is a desire to more finely articulate the regions of sensation
rather than simply containing them to the geometry that make up the body parts.
A finer articulation of the kinds sensation depicted has also emerged, the sensation
of compression and weight having been noted as something that would be useful.

Fig. 6.7 Version two of the tool allowed the combination of particle effects and textures in the
depiction of affected areas

Fig. 6.8 The breaking down of the hand into smaller parts provided users a means to articulate
the hand, here depicting it as clenched, as well as providing the opportunity for more discrete
areas of sensation within it
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6.10 Discussion

By far the lengthiest part of this chapter has been the consideration of the RHI.
However the point of this has been to highlight the fact that body perception may
not be the given we expect it to be; indeed the underlying mechanisms of the
somatosensory system may be responsible for the experience of the body as an
emergent phenomenon. Within such a schema it appears that vision plays a role
and we have seen within Tsakiris and Haggard’s work that vision seems to affect

Fig. 6.9 Along with discrete areas of sensation the breaking up of the hand into smaller
components also allowed users to remove part of their hand from its representation

Fig. 6.10 Primarily designed to deal with contradictory sensations the use of particle and
textures to this end was less common although still a feature within the tools use

6 A Body of Evidence 117



the acceptance of the RHI dependent upon whether we perceive sensation to be
congruent or incongruent. However we have also seen that the RHI can
be achieved without the involvement of visual perception as demonstrated by
Ehrsson, Holmes and Passingham. As such the notion that vision is an a priori
component of the RHI is refuted by such results; nevertheless it has also been
demonstrated that vision can appear to have a pre-eminent and active role in the
formation and denial of the illusion. Alongside this we have also seen that the
utilisation of a whiteboard/mirror that utilises congruent and incongruent move-
ments can disturb the perception of the body for both suffers of FMS and the
control group; McCabe et al. suggesting that an underlying disturbance of the
somatosensory system may be responsible for this.

Having worked with patients suffering from CRPS we have seen that the
contradictory nature of the sensation they experience presents problems in the
communication of their condition; indeed given that surprise was often expressed
by patients at being able to see their affected limbs depicted, the act of literally
making sense of their sensation prior to this appears to have been problematic.
As such the tool seems to have provided a means to achieve this in such a way that
some level of acceptance was gained; however further studies should be conducted
to understand this better. However, if some degree of acceptance was achieved this
has been at a level where the underlying mechanisms that have led to the condition
have been left unaffected.

In terms of the body image tool there are still many improvements that could be
made allowing a more granular depiction of sensation. Whilst at present all users
stated that the system was easy to use, the danger is that the introduction of greater
levels of granularity might lose the simplicity of the interface. Other challenges
also remain such as being able to depict the sensation of compression or weight,
although the latter might be addressed by the incorporation of some physics and
inverse kinematics.

Beyond this it remains the case that if the representation of the body and its
movements are capable of affecting perception there is the potential for using them
in contexts beyond the description of body perception. For instance if we consider
the movements that children might make when playing the part of a giant, these
are often far more ponderous and stiff than those they might make depicting a
mouse. If we were to track participants and represent their body and movements
differently would this begin to affect their perception of their own body and
movements? With the introduction of interfaces such as Microsoft’s Kinect we
may be moving into an arena where the ways in which users are depicted will
affect more than just play. We are now opening upon an arena where there are
great opportunities, but also one where we need to be cognizant of the potential
affects that such interventions might have upon users.
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Chapter 7
Virtual Teacher and Classroom
for Assessment of Neurodevelopmental
Disorders

Thomas D. Parsons

Abstract Differential diagnosis and treatment of neurodevelopmental disorders
that impact the brain’s frontostriatal system require assessments that can differ-
entiate the overlapping symptoms. Previous research has most often relied on
paper-and-pencil as well as computerized psychometric tests of executive func-
tions. Although these approaches provide highly systematic control and delivery of
performance challenges, they have also been criticized as limited in the area of
ecological validity. A possible answer to the problems of ecological validity in
assessment of executive functioning in HFA children is to immerse the child in a
virtual classroom environment where s/he interacts with a virtual human teacher.

Keywords Autism � Attention deficit hyperactivity disorder � Frontostriatal
system � Virtual reality � Virtual classroom � Virtual human � Neuropsychology �
Social skills training

7.1 Introduction

Autism and attention deficit hyperactivity disorder (ADHD) are neurodevelop-
mental disorders that impact the brain’s frontostriatal system and hinder adaptive
responses to environmental situations. Since children affected by high functioning
autism (HFA) and ADHD often have overlapping symptoms one pressing need is
to better understand the syndrome specific pattern of attention problems, and
related treatment needs, that differentiate HFA children from those affected by
ADHD. Standard measures of executive functions indicate that HFA but not
necessarily ADHD children have difficulty with planning and set-shifting or
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cognitive flexibility [1, 2]. Inhibitory control, however, seems to be an executive
function that is relatively spared in children with autism [3]. Alternatively,
although the executive deficits exhibited by those with ADHD seem to be heter-
ogeneous in nature, their primary executive deficit may be in inhibitory control,
specifically suppressing automatic processes or prepotent responses and/or main-
tain task instructions or representations in working memory [4]. Thus, inhibition is
one area of executive functioning that may distinguish children with HFA (no
deficit) from children with ADHD (deficit). However, support for this hypothesis
has been equivocal.

Previous research has most often relied on paper and pencil-based psychometric
tests of executive functions. Although these approaches provide highly systematic
control and delivery of performance challenges, they have also been criticized as
limited in the area of ecological validity [5]. By ecological validity, neuropsy-
chologists mean the degree of relevance or similarity that a test or training system
has relative to the real world, and in its value for predicting or improving daily
functioning [6, 7]. Adherents of this view challenge the usefulness of constrained
paper-and-pencil tests and analog tasks for addressing the complex integrated
functioning that is required for successful performance in the real world. This may
be especially true for testing executive function deficits in HFA children because
of the social orienting hypothesis of autism. One hallmark of autism is a syndrome
specific difficulty with the tendency to attend to and process social stimuli, such as
faces or the direction of eye gaze [8, 9]. HFA children may display confusing
commonalities with children affected by other frontostriatal developmental dis-
orders such as ADHD. To resolve this issue there is a need to develop ecologically
valid measures of social-orienting executive dysfunction in HFA children.

A possible answer to the problems of ecological validity in assessment of
executive functioning in HFA children is to immerse the child in a virtual class-
room environment where s/he interacts with a virtual human teacher. Research on
VR has begun to support its potential for assessment and training of social skills in
individuals with ASD. On the assessment side, work has been done to develop a
virtual classroom that assesses executive functioning [10, 11]. These virtual
environments have been found to offer significant advantages to more traditional
methods of diagnosis and observation [12]. The use of virtual environments for
training of social skills in individuals with ASD is increasing [13–15]. VR para-
digms allow people with ASD to practice their social skills in a safe environment.
As they explore the social situation the consequences for their actions (positive or
negative) can be carefully controlled by the therapist [16]. Thus, the reaction of the
avatars in the VE can be realistic but the therapist can determine the pace and
complexity of exposure to social contexts and allow for optimal individualized
practice of interaction as many times as is necessary [16]. Thus, VR intervention
for children with HFA may also provide a safer environment than ‘‘real life’’ for
realistic role playing exercises that maximize learning from mistakes while min-
imizing their real life consequences [17]. This type of safe role-playing in a virtual
social context may be vital to the mastery and generalizability of social skills
training with HFA children [18–20].
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Recent work by Parsons at the University of North Texas has combined the
attentional assessment found in a virtual classroom environment with virtual
human technology. The idea is to place a virtual human teacher with verbal and
nonverbal receptive and expressive language abilities into the virtual environment
to aid in assessment of joint attention. The virtual human teacher acts as a social
orienting system that comports well with the social orienting hypothesis of autism.
As a result, researchers may differentiate attention deficits that exist regardless of
social facilitation from those executive functions that may be alleviated by a
virtual teacher. The use of a virtual teacher may be especially helpful in differ-
entiating ADHD and HFA children because children with autism may be espe-
cially well motivated in computer-based paradigms. Children with autism have
been observed to prefer the computer work relative to regular toy situations [21],
to work more diligently on computer tasks [22] and to benefit more from computer
enhanced than typical behavioral learning interventions [23]. Computer-based
neuropsychological assessments offer a number of advantages over traditional
paper-and-pencil testing: increased standardization of administration; increased
accuracy of timing presentation and response latencies; ease of administration and
data collection; and reliable and randomized presentation of stimuli for repeat
administrations [24, 25].

The plan of this chapter will be as follows: In Sect. 1, current approaches to the
differentiation of cognitive sequelae in neurodevelopmental disorders will be
discussed. Section 2 will review past work using virtual environments for these
populations. Next, in Sect. 3, virtual human research will be introduced. Finally, in
Sect. 4, there will be a discussion of the promise and potential limitations of a
virtual teacher/classroom environment for assessment and treatment of attentional
deficits.

7.2 Neurodevelopmental Disorders: Differentiation
of Their Cognitive Sequelae

Autism is a neurodevelopmental disorder involving impairments in social and
communication skills, as well as repetitive behaviors or thought process [26].
Prevalence estimates have increased dramatically in the last twenty years such that
this disorder is now recognized to afflict 1 in 88 children nationwide [27]. An
aspect that may help to differentiate attentional processing between persons with
ADHD and persons with HFA is the social orienting disturbance wherein children
with autism display a syndrome specific difficulty with the tendency to attend to
and process social stimuli, such as faces or the direction of eye gaze [8, 9]. The
social orienting deficits of persons with autism may limit their capacity for social
learning at home and in school and also play a role in their problematic devel-
opment of social competence and social cognition [28, 29]. Recent research
suggests that the social orienting impairments of autism reflect a disturbance of
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‘‘social executive’’ functioning that involves frontal motivation, self-monitoring,
volitional attention regulation. Further, deficits appear to be found in temporal/
parietal systems that involve orienting and processing information about the
behavior of other persons [9, 30, 31].

While there are children with autism that are higher functioning, even those that
are considered HFA exhibit ongoing and significant deficits in social and com-
munication skills, as well as problematic repetitive behaviors, and excessive focus
on isolated areas of interest [32, 33]. Variability in the social and emotional status
of these children is often complicated by comorbid ADHD symptoms [34, 35] and
other emotional or behavioral disorders including anxiety [36, 37]. An unfortunate
limitation of the current diagnostic system is that it does not allow for the com-
bined diagnosis of ADHD with Autism [26]. As a result, there is often potential for
HFA children to be misclassified as ADHD and vice versa [35, 38].

Given the overlapping symptoms commonly associated with differential diag-
nosis of HFA and ADHD, there is need for enhanced understanding of the syn-
drome specific pattern of attention problems, and related treatment needs that
differentiate HFA children from children with ADHD. Both clinical groups are
affected by frontal-striatal impairments of attention regulation [39, 40], which
likely accounts for part of the symptom overlap, especially with respect to atypical
patterns of attention regulation. Nevertheless, social orienting theory and research
suggest that HFA children may be expected to display more attention problems in
tasks involving social cueing than ADHD children. Standard methods for identi-
fying and assessing social attention problems have been developed for preschool
children with autism, such as joint measurement and intervention [41]. However,
comparable social attention assessment and intervention methods for school age,
higher functioning children have yet to be developed. The development of these
methods is more difficult for older higher functioning children because social
attention assessment and intervention is best conducted in controlled but ecolog-
ically valid social stimulus situations. In older higher functioning children the
social stimulus complexity required for ecological validity often impedes the
development of sufficiently controlled and transferable methods for social
assessment and intervention methods.

Executive attention dysfunction is central to autism [42] especially the social
executive demands of coordinating attention with others [9]. The latter refers to
joint attention disturbance which can easily be measured in younger children in
structured social interaction paradigms. Comparable standard measures are not yet
available for older higher functioning children. Instead researchers have most
often tried to assess attention problems in non-social executive function tasks or
with non-interactive face processing measures [43–45]. The syndrome specific
utility of these types of measures is debatable because other disorders such as
ADHD involve impairments of attention but little is yet know about the types of
attention measures which best discriminate children with HFA or ADHD. Work
with non-social executive attention measures suggests that a combination of
Stroop and Go-No-Go paradigms may be useful in this regard. ADHD children
have difficulty in inhibition prepotent responses on a Stroop Paradigm but children
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with HFA have significantly less difficulty on these types of task [42]. ADHD
children also make more errors of omission and commission on Go-No-Go tasks
(e.g. inhibiting a response to ‘‘3’’ in repeated ordered sequences of 1–9) than HFA
children indicating that they have more difficulty with attention maintenance and
inhibition processes [2]. However, if the task is changed to inhibit responding to a
number (3) in a repeated but random sequence of 1–9 numbers, HFA children
display a pattern of inhibition errors comparable to ADHD children [46]. Thus
ADHD and HFA children may appear similar or different with respect to attention
inhibition disturbance based on stimulus presentation parameters.

In addition to Go-No-Go and Stroop methods, recent research suggests that
computer-generated flanker tasks lend themselves to discriminant social attention
assessment in HFA and ADHD children. In a flanker task children must respond to
the direction of a central stimulus surrounded by distracting flankers and the
stimuli may be non-social (e.g. arrows) or social (e.g. the direction of gaze in
faces). ADHD children display poor performance and abnormal neurocognitive
processing on non-social flanker tasks [47, 48]. Alternatively, HFA children dis-
play less evidence of behavioral impairment on a non-social flanker task [49, 50]
but more evidence of difficult on a social-flanker task than control comparison
children [50]. The observations of Dichter and Belger [50] are consistent with the
social orienting hypothesis of autism and suggest that there may be a syndrome
specific deleterious effect of social attention on cognitive control and executive
functions in HFA children.

It is important to note that having a computer (instead of a human) provide
feedback on neurocognitive tasks has yielded better inductive reasoning and
cognitive flexibility performance in children with autism relative to controls
[51, 52]. For example, on neuropsychological tests that assess the ability of a
person to display flexibility in the face of changing schedules of reinforcement
(i.e., ‘‘set-shifting’’) individuals with autism have been reported to be highly
perseverative compared to neurotypical controls and controls with other neuro-
developmental disorders: ADHD, language disorder, Tourette’s syndrome and
dyslexia [3, 53–55]. One example of this is seen on the Wisconsin Card Sorting
Task (WCST), in which subjects can be tested for mental flexibility via require-
ments that the participants sort cards according to one of three possible rules (color,
shape, or number). There are a number of component cognitive processes that are
required for successful performance on the WCST: generation of a sorting rule,
holding the sorting rule in working memory, inhibition of prepotent responding,
and the ability to maintain/shift set). An interesting issue is that executive function
tasks like the WCST have a high degree of interpersonal interaction between the
persons with autism and an experimenter. In a study by [51], individuals with
autism were presented with both a standard (examiner gives a paper card to subject
and gives instructions) and a computerized version of a card sorting task. Results
revealed that group differences found on the standard administration were not
present during the computerized administration. Here we see the potential for
increased executive functioning performance by children with autism when the
social interaction with an experimenter is removed from the testing situation.
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7.3 Virtual Environments for Neurocognitive Assessment

One viable approach to the above mentioned problems (e.g., differentiating Autism
from other neurodevelopmental disorders) is to capitalize on advances in virtual
reality (VR) technology. Virtual environments can provide platforms for child
social-attention assessment and intervention that is sufficiently rich in terms of
ecologically validity, while also providing scientifically rigorous control, manip-
ulation and bio-behavioral data recording options [10, 56–58]. Virtual Reality is
form of human–computer interface that allows the user to ‘‘interact’’ with and
become ‘‘immersed’’ in a computer-generated environment [59]. VR offers the
potential to deliver systematic social interaction learning opportunities with
‘‘virtual people’’ in precisely controlled, dynamic three-dimensional (3D) stimulus
environments [60, 61]. VR paradigms also allow for the sophisticated, objective,
real-time measure of participants’ behaviors (e.g. visual attention) and training
outcomes, such as changes in social attention [10, 61]. Recent cost reductions in
VR technologies have led to the development of more accessible, usable and
clinically relevant VR applications that can be used to address a wide range of
physical and cognitive ailments and conditions [62].

Another reason that virtual environment based assessments may be preferable is
that while standard neuropsychological measures have been found to have ade-
quate predictive value, their ecological validity may diminish predictions about
real-world functioning. Traditional neurocognitive measures may not replicate the
diverse environment in which persons with autism and other neurodevelopmental
disorders live. Additionally, standard neurocognitive batteries tend to examine
isolated components of neuropsychological ability, which may not accurately
reflect the distinct cognitive domains found in neurodevelopmental disorders
impacting frontostriatal functioning [63–66]. Although today’s neuropsychologi-
cal assessment procedures are widely used, neuropsychologists have been slow to
adjust to the impact of technology on their profession. While there are some
computer-based neuropsychological measures (see discussion above) that offer a
number of advantages over the traditional paper-and-pencil testing, the ecological
validity of these computer-based neuropsychological measures is less emphasized.
Only a handful of neuropsychological measures have been developed with the
specific intention of tapping into everyday behaviors like interacting with a teacher
and peers in a virtual school setting, navigating one’s community, grocery shop-
ping, and other activities of daily living. Of those that have been developed, even
fewer make use of advances in computer technology.

Virtual environment applications that focus on treatment of cognitive [62, 67]
and affective disorders [68, 69], as well as assessment of component cognitive
processes are now being developed and tested: attention [10, 70–72], spatial
abilities [73, 74], retrospective memory [75], prospective memory [76], spatial
memory [77–79] and executive functions [80–82]. The increased ecological
validity of neurocognitive batteries that include assessment using virtual scenarios
may aid differential diagnosis and treatment planning. Within a virtual world, it is
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possible to systematically present cognitive tasks targeting neuropsychological
performance beyond what are currently available using traditional methods [5, 60].
Reliability of neuropsychological assessment can be enhanced in virtual worlds by
better control of the perceptual environment, more consistent stimulus presenta-
tion, and more precise and accurate scoring. Virtual environments may also
improve the validity of neurocognitive measurements via the increased quantifi-
cation of discrete behavioral responses, allowing for the identification of more
specific cognitive domains [83]. Virtual environments could allow for neurocog-
nition to be tested in situations that are more ecologically valid. Participants can be
evaluated in an environment that simulates the real world, not a contrived testing
environment [84]. Further, it offers the potential to have ecologically valid com-
puter-based neuropsychological assessments that will move beyond traditional
clinic or laboratory borders.

7.4 Assessment of Neurodevelopmental Disorders Using
Virtual Environments

Previous research indicates that computer based tasks may be especially appealing
to children with autism and encourage future studies [18]. More importantly a
small but growing literature indicates that HFA children readily accommodate to
virtual environment paradigms and that these paradigms can be effectively used for
both social assessment and social intervention. Parsons, Mitchell, and Leonard
[18] reported a study in which 12 HFA children displayed comparable competence
and enjoyment of a VR environment compared to IQ matched comparison chil-
dren. The HFA children, though, had more difficulty maintaining appropriate
social distances in the VR space. In a subsequent detailed study of phenomeno-
logical experience two HFA adolescents were observed to treat VR scenes
meaningfully. The adolescents also reported that they enjoyed using the VR
platform and provided examples of how they thought the experience could help
them in the real world. Also, Trepagnier et al. [20] have described the utility of a
VR paradigm for assessing social attention problems (face and eye gaze) in a small
sample of HFA children. These studies attest to the feasibility and potential of VR
paradigms for assessment and intervention with HFA children.

These prior studies have emulated isolated face presentations or more complex
virtual café or bus stop environments [18, 20]. However, one of the most important
social contexts for VR emulation with HFA children may be the classroom. HFA
children often can regulate their attention well enough to do well in academic
classroom requirements. Nevertheless, their inability to deal with the social
attention and information demands placed on them by teachers and peers can lead
to significant behavior problems that are often mistaken for ADHD, as well as
anxious or dysphoric mood that undermine their adaptive skills [32]. Conse-
quently, one optimal ecologically valid approach to diagnosis and treatment of
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these children may be to use VR methods to simulate classroom social-educational
environments under controlled conditions.

A program of basic research by Parsons and Rizzo at the University of Southern
California has been the development of a Virtual Classroom over the past several
years [10, 11]. Parsons, now at the University of North Texas, has extended the
research to include social facilitation of a virtual teacher and other environmental
cues (including flanker tasks) to assess social attention. The aim of Parsons’s
research program has been to develop virtual reality applications for the study,
assessment and rehabilitation of attention, cognitive and psychological sequelae of
central nervous system dysfunction in children and adults affected by psychopa-
thology or trauma [62]. The original virtual classroom used a head mounted dis-
play to present cognitive tasks that appear on a chalkboard and distracters (visual
and auditory) that occur both within the virtual classroom and ‘‘outside’’ the
classroom window and door. Thus, researchers and clinicians can provide a con-
trolled but rich social stimulus environment where attention and other cognitive
challenges can be presented to children along with the precise delivery of and
control of distracting auditory and visual stimuli within the naturalistic virtual
environment [10, 11]. The validity and utility of the VR classroom has been
demonstrated in a study in which response to a Go-No-Go task in the virtual
environment differentiated ADHD children from controls on numerous measures
of attention and activity [10]. Furthermore, individual differences in virtual
classroom attention performance were associated with parent reports of ADHD
symptoms [10, 85].

7.5 Virtual Reality for Assessment and Treatment
of Social Skills

Numerous studies now indicate that VR methods are applicable with HFA chil-
dren. Indeed, they may be especially enjoyable and motivating intervention plat-
forms for children with HFA [18]. Children with autism have been observed to
prefer the computer work relative to regular toy situations [21], to work more
diligently on computer tasks, and to benefit more from computer enhanced or VR
intervention than typical behavioral learning interventions [23, 86]. Wallace et al.
[87], have observed that many children with HFA report a sense of presence in VR
environments that is comparable to that of typical children and other studies have
provided preliminary support for VR based social skills training for individuals
with ASD [13–15]. As they interact in the virtual social situations the conse-
quences of their actions (positive or negative) can be carefully controlled by the
therapist [16]. The realism of VR social interactions can be varied and researchers
can control the pace and complexity of exposure to social contexts. This allows for
a degree of individualized design with regard to the VR practice of social skills
[16]. Thus, VR intervention for children with HFA provide a safer environment
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than ‘‘real life’’ in which to practice social skills exercises that maximize learning
while minimizing risks of failure and negative reinforcement learning [17]. The
types of safe role-playing available in virtual social encounters may be especially
vital to the mastery and generalizability of learning and social skills training with
HFA children [14, 18–20, 88]. Moreover, case study of VR therapy with a child
with cerebral palsy suggests that virtual reality treatments may be have sufficient
impact on growth and development of children to be associated with functionally
adaptive cortical reorganization [89].

A further experimental technology approach to work with children with high
functioning autism, includes embodied conversational agents acting as virtual
teachers, peers, and tutors. Embodied Conversational Agents (ECAs) are animated
virtual agents that interact with users in real-time dialogue through the recogntion
and performance of both speech and gesture [90–92]. Tartaro and Cassell [93] as
well as Bosseler and Massaro [94] have used virtual animated characters to elicit
social skills and language learning. For example, Tartaro and Cassell used a virtual
peer used to improve social interaction skills, including turn-taking and gaze
behavior. After interaction with the ECA, children improved their scores on the
Test of Early Language Development and displayed increased social behaviours,
such as improved gaze. They argue that using a virtual human may be preferable to
actual human interactions in children with high functioning autism, because virtual
tutors have the patience to interact with individuals with these children. Bosseler
and Massaro also used ECA tutors for children with autism. For their work, even a
month after the intervention with the embodied agent, children were still using
their newly acquired vocabulary in everyday situations. The results from these
evaluations are very encouraging, and it is hoped that an autonomous social skills
tutor aimed at children with autism will likewise lead to improved social
outcomes.

7.6 Virtual Teacher/Classroom Environment
for Assessment/Treatment of Attention

Thus far this chapter has reviewed some of the issues inherent in differential
diagnosis of deficits in children with autism when compared to children with ADHD.
The chapter has discussed the ways in which various assessment modalities (paper-
and-pencil, computerized, and virtual reality) can be used for differentiating aspects
of executive functioning in neurodevelopmental disorders affecting frontostriatal
functioning. Of note, the virtual reality environments offer ecologically valid
assessment of activities of daily living. Further, through the use of intelligent virtual
agents, children with autism can be aided in their development of social skills. In this
section, the goal is proffer a potentially exciting new approach to neurocognitive
differential diagnosis and social skills training through an integration of ECAs into
a virtual schoolroom environment. This approach moves beyond the limitations of
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past virtual classroom environments that had only limited experience of passive
virtual characters to an approach that takes the best of the virtual classroom and
merges it with a socially interactive teacher.

The social orienting deficits of persons with autism may limit their capacity for
social learning at home and in school and also play a role in their problematic
development of social competence and social cognition. Recent research suggests
that the social orienting impairments of autism reflect a disturbance of ‘‘social
executive’’ functioning that involves frontal motivation, self-monitoring, volitional
attention regulation. Further, deficits appear to be found in temporal/parietal
systems that involve orienting and processing information about the behavior of
other persons. The integration of a virtual teacher into a virtual classroom envi-
ronment would allow for a more dynamic assessment of both personal and joint
attention. While much of the work discussed thus far has focused on an individ-
ual’s regulation, control, and management of cognitive processes in isolation of
others, persons with developmental disorders may have increased deficits in
planning, working memory, attention, problem solving, verbal reasoning, inhibi-
tion, mental flexibility, task switching, and initiation and monitoring of actions
when interacting in a social environment. Of primary interest here is the shared
focus (i.e., joint attention) of two or more individuals on an object. Joint attention
is achieved when an individual alerts another to an object via eye-gaze, pointing,
and/or non-verbal indications. As mentioned earlier, children with autism may
have deficits in skills related to joint attention: eye gaze; and identifying intention.

The current iteration of the virtual teacher and classroom includes a battery of
neuropsychological measures that can be administered with or without social cues
from the virtual teacher: continuous performance test (CPT); picture naming test;
and a stroop test. The actual virtual environment includes rows of desks, a tea-
cher’s desk at the front, a whiteboard across the front wall, a female virtual teacher
between her desk and whiteboard, and peers seated ‘‘with’’ the participant in the
room. The virtual teacher instructs the participant to look around the room and to
point and name the various objects that they observed. Following this one-minute
warm-up period, the virtual teacher tells participants that they are going to ‘‘play a
game’’. In the virtual environment, participants view a sequence of stimuli (e.g.,
CPT; Stroop; or pictures) that appear for brief (a couple seconds) intervals to the
left and right of the teacher on the whiteboard. There is a random inter-stimulus
interval between the appearance of the stimuli (e.g., CPT; Stroop; or pictures) and
the sequence of appearance and disappearance of left and right stimuli is asyn-
chronous. The virtual teacher asks participants to depress a ‘‘left’’ or ‘‘right’’ hand
button when any of four target stimuli appears behind her. The virtual teacher also
says: ‘‘When I look this way (virtual teacher turns left) the target pictures will
appear on this side of the board;’’ ‘‘When I look this way (virtual teacher turns
right) the target pictures will appear on this side of the board;’’ and ‘‘When I look
this way (virtual teacher looks straight ahead) pictures can appear on either side of
the board’’. Two blocks of pictures are presented in fifteen sets of ten pictures. Five
sets of ten pictures in each block randomly occur with the teacher looking left,
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right or forward. Two target pictures are designated in six sets of ten pictures and
three target pictures are designated in nine sets of ten pictures.

Distracters are presented across the entire presentation series. Distracters are
presented for the entire period of presentation of stimuli. Nine social distracters
(e.g., people moving by outside the classroom) and nine nonsocial distracters (e.g.,
cars moving by outside the window) are presented across the sets of stimuli. Social
and non-social distracters occur with the teacher looking to the left, right, or
forward.

This virtual teacher and classroom paradigm yields quantitative measures of:
(1) Attention to Task: number of targets correctly noted and average reaction time
for correct targets; (2) Teacher-Directed Attention to Task: based on virtual tea-
cher’s visual regard, assessment of number correct and average reaction times
relative to virtual teacher orientation (e.g., teacher looking forward, teacher
looking left, and teacher looking right) conditions; and (3) Attention to Tasks
during Social and Non-Social Distracter: the number of targets correctly noted in
Social, Non-Social and No Distracter conditions and related average reaction
times. It is expected that this research paradigm will provide information related to
performance with and without social cuing from the teacher. Research with a
previous version of the Virtual Classroom indicates performance measures on this
task revealed test–retest and construct validity relative to performance on the
Conners CPT II task, rs = 0.51–0.79, ps \ 0.025 [10]. However, the VR class-
room measures were more sensitive to differences in attention among children with
ADHD or typical development, ds range from 1.59–1.96, than the CPT attention
measures [10, 95].

7.7 Conclusions

Differential diagnosis and treatment of neurodevelopmental disorders that impact
the brain’s frontostriatal system require assessments that can differentiate the
overlapping symptoms. This chapter reviewed the ways in which previous research
has most often relied on paper-and-pencil and computerized psychometric tests of
executive functions. Again, although these approaches provide highly systematic
control and delivery of performance challenges, they have also been criticized as
limited in the area of ecological validity. A possible answer to the problems of
ecological validity in assessment of executive functioning in HFA children is to
immerse the child in a virtual classroom environment where s/he interacts with a
virtual human teacher. Recent work by Parsons at the University of North Texas
has combined the attentional assessment found in a virtual classroom environment
with virtual human technology. The idea is to place a virtual human teacher with
verbal and nonverbal receptive and expressive language abilities into the virtual
environment to aid in assessment of joint attention. The virtual human teacher acts
as a social orienting system that comports well with the social orienting hypothesis
of autism. As a result, researchers may differentiate attention deficits that exist
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regardless of social facilitation from those executive functions that may be alle-
viated by a virtual teacher.

It is important to note that not all children respond to any given treatment in the
same way. Therefore, in beginning a program of research on VR applications to
intervention with HFA children it is judicious to anticipate that individual dif-
ferences in treatment responsiveness will be observed and need to understood.
Specific to VR applications it is not yet clear whether HFA all children respond
equally to moderately or maximally realistic VR social environments, or VR
environments with greater or lesser stimulus complexity. However, research does
indicate that, although HFA children self-report a typical level of presence in VR
environments, they also report significant differences in sense of presence ranging
from mild to strong [87]. ‘‘Presence’’ refers to a sense of ‘‘being there’’ inside a
virtual environment and this may moderate the learning effectiveness of VR
experiences across individuals [61]. Differences in presence may be related to the
type so previously noted stimulus presentation parameters. However, differences in
presence have also been related to differences in aspects of cognitive style such
visual field independence [96], which is a strength for many but not all HFA
children.

It is important to recognize, though, that VR interventions may be best used in
conjunction with other in vivo social intervention methods to enhance the prob-
ability of improved treatment with pervasive developmental disorders. Used in
isolation some children may simply learn how to use or respond to the VR
‘‘program’’ rather than see its relations to the real world. Parsons et al. [18] rec-
ommends that VR interactions be practiced in conjunction with intervention
provided by a therapist-mentor, rather than in isolated context that entirely
replaces real world interactions and therapy. Phenomenological reports suggest
this ‘‘VR/mentor method’’ serves to help HFA children maintain the connection
between the VR practice and real life scenarios.
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Chapter 8
Engaging Children in Play Therapy:
The Coupling of Virtual Reality Games
with Social Robotics

Sergio García-Vergara, LaVonda Brown, Hae Won Park
and Ayanna M. Howard

Abstract Individuals who have impairments in their motor skills typically engage
in rehabilitation protocols to improve the recovery of their motor functions. In
general, engaging in physical therapy can be tedious and difficult, which can result
in demotivating the individual. This is especially true for children who are more
susceptible to frustration. Thus, different virtual reality environments and play
therapy systems have been developed with the goal of increasing the motivation of
individuals engaged in physical therapy. However, although previously developed
systems have proven to be effective for the general population, the majority of
these systems are not focused on engaging children. Given this motivation, we
discuss two technologies that have been shown to positively engage children who
are undergoing physical therapy. The first is called the Super Pop VRTM game; a
virtual reality environment that not only increases the child’s motivation to con-
tinue with his/her therapy exercises, but also provides feedback and tracking of
patient performance during game play. The second technology integrates robotics
into the virtual gaming scenario through social engagement in order to further
maintain the child’s attention when engaged with the system. Results from pre-
liminary studies with typically-developing children have shown their effectiveness.
In this chapter, we discuss the functions and advantages of these technologies, and
their potential for being integrated into the child’s intervention protocol.
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8.1 Introduction

Upper-arm motor impairments affect a number of population demographics, from
children living with cerebral palsy [1] to adults recovering from stroke. In the
clinical setting, the most effective means to improve recovery of motor function is
through rehabilitation which involves intense, repetitive engagement of the
respective limb. Unfortunately, due to a number of factors, including increases in
medical costs, reduction in paid benefits, and limits on time available for therapists
to provide quality one-on-one sessions, there is a growing need to introduce low-
cost rehabilitation systems into the home environment. These systems must not
only be designed to engage patients into the rehabilitation protocol established by
the therapist, but also provide accurate and appropriate feedback on and tracking
of patient performance. This desire for engaging home-based rehabilitation sys-
tems is especially prevalent when addressing the therapeutic needs of children with
physical and/or cognitive impairments [2].

Pediatric physical therapy differs from adult therapy in that children typically
cannot (or may not be willing to) follow direct instructions required of a therapy
routine. As such, clinicians typically incorporate therapy in play to provide an
engaging and motivational intervention that may enhance the child’s participation
in the therapy session. No one will argue about how important play is during
childhood. The role of play in the development of children has been extensively
studied, and a large body of work exists to discuss the importance and nature of
play in children [3]. As such, these alternative technologies for engaging children
with disabilities in rehabilitation should have a key requirement of incorporating
concepts of play within their design.

One of the key factors in play, which is also shown to be a determinant for
effecting compliance in rehabilitation is engagement. To effect engagement and/or
motivation, one such promising technology that has been gaining momentum in
recent years is the coupling of virtual reality games with robot-assisted rehabili-
tation. Virtual reality (VR) refers to a computer technology that creates a three-
dimensional (3D) virtual context and virtual objects that allow for interactions by
the user [4]. These gaming scenarios enable robust changes in motor task difficulty
level, as well as effect the quantity/quality of the feedback on performance, which
have been shown as key factors that influence engagement and thus adherence. In
[5], Colombo et al. showed that game like scenarios in conjunction with a robot-
assisted rehabilitation device helped motivate users through score keeping, in
which the scoring mechanism was coupled with the individual’s achieved range of
motion (ROM). In [6], a case study provided preliminary evidence that using
custom-made VR rehabilitation games with a robotic ankle orthosis can be
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clinically more beneficial than the same rehabilitation in the absence of the VR
games. Similarly, in [7] a ten patient study showed that a VR robot-assisted
therapy approach induced a motor output effect that was considered comparable to
those obtained with conventional approaches in the presence of a human therapist
for patients different neurological gait disorders. Finally, in [8], the Gentle/s
system was shown as an appealing device that, when coupled with VR technology,
can provide robot mediated motor tasks in a three dimensional space. Although
this is just a sampling of the current efforts in this domain, the common theme has
been to increase motivation for robot-assisted rehabilitation through the use
of interactive gaming. Although preliminary evidence shows that most of these
VR-robotics coupled systems are effective, what is missing is their focus on
engaging children. As such, this chapter discusses the use of VR and robotics to
assist in the rehabilitation process of children who are undergoing physical therapy.

We segment this chapter into two primary technologies that, once integrated,
provide an integrated system for this domain. Section 8.2 provides an overview of
the state-of-the-art in gaming and robotics. Section 8.3 discusses a VR system that
can provide feedback and tracking of patient performance during game play.
Section 8.4 details a pilot study that integrates robotics into the VR gaming sce-
nario through social engagement, whereas Sect. 8.5 provides concluding remarks
and a summary of next steps.

8.2 Related Work

Although there are very few research efforts focused on using integrated virtual
reality-robotic systems for children, there has been growing interest in research
involving therapeutic play between robots and children [2]. KASPAR [9], a child-
sized robot for engaging children with autism, utilizes expressions and gestures to
communicate with its human partner. Another robot designed to teach social
interaction skills is CosmoBot [10], a commercially-available telerehabilitation
robot that enables a therapist to record robot movements to enable the performance
of repetitive and predictable motions, which adheres to a specified behavioral skill.
In [11], researchers utilize a humanoid robotic doll, named Robota, to engage
children with autism in imitation-based games. In a related domain, teleoperated
robots have been shown to enable achievement of play-related tasks that go beyond
the child’s own manipulation capabilities. In [12], a teleoperated robot called
PlayROB was developed to enable children with physical disabilities to play with
LEGO bricks. The ‘‘Handy’’ robot in [13] was used to assist children with cerebral
palsy in performing a variety of tasks such as eating and brushing teeth. In a pilot
study, the authors showed how the robot could be used to enable drawing. Cook et al.
[14] also showed the use of robot arms for assisting children in play related tasks.

With respect to virtual reality (VR) systems, alone, there have been a number
of pilot studies that have focused on children in recent years. Reid [15] conducted
a study to show the benefits of a VR system for children with cerebral palsy.

8 Engaging Children in Play Therapy 141



Her studies suggest that a virtual environment allows for increased play engage-
ment and the opportunity for children to practice control over their movements.
Bryanton et al. [16] showed that using VR systems to guide exercises may enhance
exercise effectiveness. This work focused on the rehabilitation of lower-body
motor skills (i.e. ankle dorsiflexion movements in chair-sitting and long-sitting).
The results of these studies reported that children have better control of ankle
dorsiflexion and show greater interest in doing the same exercise when presented
to them through a VR system than as a stand-alone exercise. Golomb et al. [17]
investigated whether an in-home remotely monitored VR videogame can help
improve hand function and forearm bone health in an adolescent with hemiplegic
cerebral palsy. In [18], researchers used a Wii console to augment the rehabili-
tation of an adolescent with cerebral palsy, whereas in [19], a motion-capturing
product called the EyeToy was used to provide a relatively low-cost in-home
virtual environment.

Although the feasibility of VR systems has shown to have positive outcomes in
the children-rehabilitation domain, there is still a lack of automating feedback on
patient performance through these systems. On the other hand, robotic devices,
which has been shown to provide a concrete method for objectively recording and
assessing the performance of a patient through repeatable and quantifiable metrics
(position, trajectory, interaction force/impedance) [20], has not been well-integrated
in the child-rehabilitation domain. As such, in this chapter we discuss technologies
that enable the design of an integrated VR-robotic system for child-rehabilitation.

8.3 A Virtual Reality Game for Upper-Arm Rehabilitation

8.3.1 Introduction

Virtual reality (VR) environments play an important role in the rehabilitation field.
Therapists and researchers have studied its importance in physical therapy inter-
ventions for people with different conditions such as stroke, Parkinson’s disease,
and cerebral palsy. Unfortunately, most of these VR systems do not integrate
clinical assessment of outcome measures as an automated objective of the system.
In addition, most of these systems do not allow real-time adjustment of the system
characteristics that is necessary to individualize the intervention. Previous research
has shown that VR environments present many benefits in the rehabilitation of
individuals with motor skill disorders. Not only do they improve compliance for
individuals working with their exercises [21], but they also enhance exercise
effectiveness [16]. In this section, we discuss a VR system that integrates clinical
assessment of outcome measures, as well as allows individualization of the
rehabilitation protocol through real-time adjustment of game parameters. In the
subsequent section, we then segway into discussion of the robotics platform, and
show methods for robot integration into the gaming scenario.
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8.3.2 Objective

While there have been a number of VR systems developed for use as part of
physical therapy interventions for children with motor skill disorders, most do not
incorporate a formal method of evaluating the subjects’ upper-body motor skills in
real-time and in the comfort of their own home. Taking into consideration the
limitations of previously developed systems, the goal of our low-cost VR gaming
system is to function as an in-home rehabilitation tool for individuals with any
motor skills disorder that is user-friendly for both the user and the healthcare
professional. The two key features of the system are: (1) the ability to individualize
the rehabilitation protocol through adaptation of game settings, and (2) the ability
to autonomously record and assess rehabilitation outcome measures for providing
feedback to the therapist in real-time. Individualization is achieved through an
adaptable user interface that allows the therapist to select desired game settings to
match the rehabilitation objectives customized to the user’s capabilities. In addi-
tion, unlike common entertainment systems, while users are engaged in repetitive
movements during game play, the system is capable of analyzing the user’s upper-
body movements in real-time. Interaction with the game yields an assessment of
outcome measures by quantifying the kinematic parameters that describe human
movement. Some of these parameters include range of motion (ROM), movement
smoothness, and deviation from path.

8.3.3 Description of Overall System

The VR system consists of a virtual game developed to work on any general-
purpose computer system running a Windows 64-bit operating system, and a three-
dimensional (3D) depth camera. The camera is used to track the user’s upper-body
movements and map them into the presented virtual environment. For our appli-
cation, we utilize the Microsoft Kinect 3D camera [22] along with an open source
SDK that provides the necessary functions for tracking upper-body human
movement. Beyond the basic requirements of a computer system to run the game
and a 3D depth camera, there is no need for additional equipment like gloves or
helmets. In addition, the users are free to move their entire bodies without being
restricted to traditional computer inputs (e.g. keyboard and mouse).

The developed VR application is called Super Pop VRTM [23]. When playing,
the user is immersed in a virtual world where virtual bubbles (represented by
colored circles, squares, and/or triangles) appear on the screen surrounding the
user. The goal of the game is to pop as many bubbles as possible in a certain
amount of time by moving a hand over the center of the bubble. The 3D depth
camera is used to track the skeleton of the user in order to determine the coor-
dinates of the hand joints. Two blue markers follow the user’s hands in order to
provide feedback to the user on the exact position of their hand as recognized by

8 Engaging Children in Play Therapy 143



the system (Fig. 8.1a). The user is instructed to pop the yellow (good) bubbles and
to avoid the red (bad) bubbles. Moreover, there is a set of green bubbles called
Super Bubbles (SBs) that are worth double the points as the yellow bubbles. Based
on the user’s intervention protocol established by the therapist, a certain amount of
time is specified in which all yellow and red bubbles on screen get erased and a set
of two or three SBs appear on their own one by one. Each set of SBs highlights the
trajectory that the therapist will use to evaluate the users rehabilitation outcome
metrics. For example, three SBs may be placed such that a 90� motion is created
forcing the user to follow this 90� trajectory (example shown in Fig. 8.1b). These
sets of SBs are used to determine the point in time where the system captures and
stores the user’s upper-body joint coordinates. This information is used to evaluate
the user’s movements by calculating the relevant kinematic parameters. After
playing the game for a given period of time, the therapist can analyze the results of
the assessment in order to track the user’s progress and to evaluate areas that may
need improvement.

Figure 8.1a also shows the main graphical user interface (GUI) that the user
sees once a game starts. Besides showing the virtual environment, the main
interface also depicts the user’s progress during game play. In addition, four main
buttons are located at the left side of the GUI: ‘Select Username’, ‘Game Settings’,

Fig. 8.1 a Main graphical user interface of the Super Pop VRTM game. b Example of a 90�
trajectory created by the position of the three super bubbles
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‘Bubble Appearance Region’, and ‘Start/Restart Super Pop Game’. When pressed,
the first three buttons access secondary GUIs that provide the therapist options for
customizing the intervention protocol of the game (Fig. 8.2).

The ‘Select Username’ GUI lets the therapist assign individual usernames or IDs
in order to enable the system to be used by multiple users (Fig. 8.2a). The ‘Game
Settings’ GUI offers the option to choose from three different game difficulties with
hardcoded parameters (Easy, Normal, and Hard) as well as a Custom option
(Fig. 8.2b). The Custom option enables the therapist to provide their own combi-
nation of game settings depending on the needs of the user. Finally, the ‘Bubble
Appearance Region’ GUI shows a snapshot of the subject taken by the camera when
the corresponding button is pressed. In this interface, the therapist can select the
workable region in which regular bubbles will appear and the position of the SBs
based on the placement of the subject from the shown snapshot. Figure 8.2c shows
the workable region as a red rectangle and the SBs as green circles. Given that all
users are of different heights and all have different arm reach, this interface allows
for personalized sessions accommodating the different body structures of the users.
The therapist can also select the SB display/appearance interval duration, the
number of SBs used for the protocol, and identify the arm to be assessed.

The combination of options and features provided by the different interfaces
provide the therapist the freedom to match the level of difficulty of the game to the
user’s capacity. For example, if the experimental protocol is designed to improve
the user’s maximum range of motion (ROM), the therapist would position three
SBs such that they are spaced with a slightly greater angle than the user’s effective
ROM. This way, through practicing the specified repetitive motion that will appear
throughout the game, the user will progressively increase his/her ROM given that
he/she will need to reach the next SB.

Game sessions can also be individualized to the capabilities of the user by
customizing the difficulty level. The difficulty of each game can be set by selecting
different combinations of the following parameters: game duration in seconds,
total number of levels, game speed in bubbles per second (rate at which the
bubbles appear on screen), bad bubble ratio, bubble size, good bubble score, and
bad bubble score. These parameters serve different purposes in the rehabilitation
protocols. For example, the size of the bubbles is linked to the accuracy of the user.
Intervention protocols designed for users with poor accuracy will include larger
bubbles. Similarly, the speed of the bubbles is linked to how developed the
symptoms of the users are. Users with more developed symptoms usually have
slower movements, thus their intervention protocols will include games with a
slower pace.

All the game levels have equally distributed durations determined by dividing
the total game duration by the total amount of levels. At each passing level, the
game increases its difficulty by: increasing the game speed by the selected value,
increasing the bad bubble ratio by the selected value, and/or decreasing the bubble
radius by the selected size value. The shape and the scores for the bubbles remain
constant throughout the game. It’s important to mention that all selected settings

8 Engaging Children in Play Therapy 145



Fig. 8.2 Secondary graphical user interfaces accessed by pressing the corresponding buttons on
the main GUI: a ‘Select Username’, b ‘Game Settings’, and c ‘Bubble Appearance Region’
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are saved for future games and associated with the username/ID such that the
therapist doesn’t have to change the settings for each game and can later correlate
the results and progress to the corresponding individual.

8.3.4 Description of Real-Time Kinematic Assessment

In addition to the customization feature, the game has the ability to assess the
user’s upper-body movements by analyzing the trajectory of the upper-body joints
in time. This information is not only used to track the user’s progress, but also to
identify the parameters that the user may need improvement on.

The user’s upper-body movements are mathematically described by certain
kinematic parameters related to limb movements. The parameters of interest are:
shoulder and elbow ROM, movement time, movement smoothness, deviation from
path, shoulder and elbow angular velocity, and movement speed. All parameters
are calculated using the user’s joint coordinates that are captured and stored at
each frame while he/she pops the SBs. The system starts capturing the relevant
data when the user pops the first SB in a given sequence. Similarly, the system
stops capturing the data after the user pops the last SB in the same sequence. These
two points in time define the initial and final positions of the user’s joints. Each SB
sequence containing the user’s relevant kinematic data is assessed, and the algo-
rithm returns the result for each one.

The methods that are used for calculating the different parameters depend on
the definition and their purpose. Table 8.1 shows a brief description of the
parameters and the corresponding general method for making the calculations.

Through individualization and feedback, the resulting VR game is not only user
friendly and provides motivation for users to practice their recommended exercises
in their homes, but it also provides a kinematic algorithm that assesses the user’s

Table 8.1 Kinematic parameteres used for assessinf user’s upper body movements

Kinematic parameters Definition Method

Range of motion The angle created by the corresponding joint Dot product
Movement time The total amount of time needed to move

between the initial and final positions
Fitt’s law [37]

Movement
smoothness

Measures how jittery the user’s movements are Movement units
[38]

Deviation from path Measures how close/far the user’s movements
are from the defined path between the initial
and final positions

Robot kinematics

Angular velocity Measures how fast/slow the user moves the
corresponding joint

Jacobian matrix

Movement speed Measure’s how fast/slow the user’s movements
are. The system measures the speed of the wrist

Jacobian matrix
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movements without interrupting the progress of the game. An example of its use in
a pilot study with children is now discussed.

8.3.5 Pilot Study with Children

Preliminary experiments were conducted to show that the Super Pop VRTM game
is enjoyable, encouraging, and user-friendly. Given that this work is primarily
focused in the rehabilitation for children who have cerebral palsy, the selected
demographic for these experiments were children. Seven children (mean age
m = 7.71, standard deviation r = 1.48, Male: 2, Female: 5) played the game and
answered some questions regarding their experience. The participants were
instructed to play the game for 60 s each. Keeping in mind that the purpose of
these experiments was to show that the game is motivating and user-friendly, the
game settings were selected such that the game was not too hard yet not too easy.
Table 8.2 shows the overall selected game settings. The instructions given by the
experimenter was strictly scripted to avoid any influence it might cause to the
participant’s experience. The script was as follows:

Hello, today we’re going to play a game with the Kinect camera. The purpose of the game
is to pop as many bubbles as you can in one minute. To pop a bubble just hover one of
your hands over it using the blue markers that are following your hands. You want to pop
the yellow and green bubbles which are worth five and ten points respectively, but avoid
the red bubbles because these will take away five points from your score. After you
complete the game, I will ask you some questions about your experience with the game.

On a 5-point Likert scale, from disagree (1) to agree (5), post-experiment
surveys report that children participants, in general, enjoyed playing the game.
Table 8.3 shows the statements made in the survey. Moreover, Fig. 8.3 shows the
averages and standard deviations of the participants’ responses to these statements.
It is important to recognize that only seven children participated in this preliminary
study and the results were used primarily as feedback. The survey includes
positive and negative statements about the game, which have the goal of identi-
fying potential areas that could be improved for a better experience when playing
the game.

Table 8.2 Selected Super
Pop VRTM game settings for
the preliminary experiments

Game duration 60 s
Total levels 3
Game speed 0.6 bubbles/second
Bad bubble ratio 10 %
Bubble size 3
Good bubble points 5 points
Bad bubble points -5 points
Super bubble time interval 20 s
Super bubble duration 5 s
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The most noted positive feedback was obtained from questions 1, 4, and 21.
The participants felt that they could see their movements very well in the screen
(mean response m = 4.1, standard deviation r = 1.1), hear all the music in the

Fig. 8.3 Averages and standard deviation results from the participant’s responses to the survey’s
statements

Table 8.3 Survey stataments presented to the participants after the played the game

# Statements

1 I could see all my movements from the screen very well
2 I found the objects in the game very interesting
3 The objects I saw in the game were very attractive
4 I could hear all music in the game very well
5 The music I heard out of the game was very attractive
6 I could not hear where all of the sounds out of the game came from
7 The movements to play the game were too hard
8 The movements used to touch objects in the game were fast, they were not too easy, but also

were not too hard
9 I must still learn a lot before I can play the game well
10 I could predict what was going to happen after I had made a movement
11 I had the feeling I could accomplish the game
12 I would find it nice if I could play the game together with more friends at the same time
13 The game was so attractive that I lost all count of time
14 I would like to play the game more often
15 The game training is less fin than regular computer/video games
16 The request from the game was easy to understand
17 The request from the game was easy to follow
18 It was very logical playing the game by popping the objects
19 I found it hard to follow the game by moving my hands
20 I became more tired from playing with the game than from the regular computer/video games
21 I like playing the game
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game very well (m = 4.9, r = 0.4), and liked playing the game overall (m = 4.1,
r = 0.7) respectively. Given that the mean values are relatively high and standard
deviation values are relatively low, these results suggest that the participants not
only enjoy the game, but also recognize that the game is functioning properly—at
least in terms of tracking the user’s movements and playing the sounds when the
user pops the bubbles.

On the other hand, questions 5 and 12 pointed out some areas where we can
improve the functionality and likability factor of the game. These questions
revealed that the participants didn’t find the music very attractive (mean response
m = 3.1, standard deviation r = 1.3), and would like the capability to play the
game together with more friends at the same time (m = 4.3, standard deviation
r = 1.1) respectively. There were scattered responses for the statement concern-
ing the attractiveness of the music played when popping the different bubbles. To
deal with this variation in response, our current version of the game now provides
the option of selecting any desired sound file from the user’s hard drive, in addition
to the already provided sound options from different known songs such as:
‘Twinkle, Twinkle, Litle Star’, ‘Row Row your Boat’, and ‘Für Elise’. Regarding
the multiplayer option, we’re convinced that adding the capability for two or more
people to play at the same time will increase the game’s motivation factor.
Moreover, the user will see better results as opposed to playing the game alone.
Hidding et al. [24] reported that group therapy yields better results than individual
therapy in improving thoracolumbar mobility and fitness. Based on these results,
we hypothesize that playing the game with other people at the same will also yield
better therapy results in terms of increasing movement speed and accuracy, and
decreasing movement jitteriness.

In addition to being motivating and user-friendly, the Super Pop VRTM game is
also capable of outputting accurate outcome measures. A separate study showed
that the system is able to correctly measure the user’s shoulder ROM with an error
of less than 5 % [23]. The system’s ability to output accurate results, the system’s
ability to individualize the intervention protocols of the users, and the fact that the
system is user-friendly and enjoyable, results in a system that can serve the therapy
needs of individuals with upper-body motor impairments such as children who
have cerebral palsy.

Given these positive outcomes, we now discuss approaches based on prior
efforts in the social robotics domain to incorporate robots in the gaming scenario as
a method to increase the engagement factor for long-term adherence.

8.4 Integration of Social Robotics in Gaming Scenarios

Socially assistive robotics, defined as robots that provide assistance to human users
primarily through social interaction [25], continues to grow as a viable method for
a multitude of assistive tasks ranging from robot-assisted therapy to eldercare.
Through the use of social cues, socially assistive robotics can enable long-term
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relationships between the robot and the child that drastically increases the child’s
motivation to complete a task [26]. In addition, ample studies have shown that the
effect of being perceived as a social interaction partner can be enhanced by a
physical robotic embodiment [27]. These characteristics are ideally suited for
providing motivation to a child interacting with a robot in a therapeutic gaming
environment. Generally speaking, children are more attracted to a robot when the
robot exhibits positive feedback [28, 29] and are more motivated when the robot
uses appropriate behavioral techniques to reengage [30]. As such, we follow the
theme of socially assistive robotics by utilizing a robotic system to engage the
child during a gaming scenario through social interaction. In order to accomplish
this goal, we examine two techniques: engagement through behavioral interaction
and learning from gaming demonstration.

8.4.1 Engagement Through Behavioral Interaction

In most clinical settings, therapists are able to observe a child’s engagement in
real-time and employ strategies to reengage the student, which, in effect, improves
attention, involvement and motivation in the rehabilitation protocol. In general,
clinicians are able to engage by implementing behavioral cues such as direction of
attention, facial expressions, proximity, and responsiveness to the child’s activity.
This behavioral engagement is deemed as a crucial component in home-based
rehabilitation, especially given absence of the clinician in the child’s home
environment.

For the socially assistive robotic agent, we utilize the DARwIn-OP platform
(Darwin) (Fig. 8.4) [31]. To enable interaction with the human, Darwin is pro-
grammed with a range of verbal and nonverbal behaviors. The nonverbal behav-
iors, or gestures, for the robotic agent included eye gaze, head nods/shakes, and
body movements. Table 8.4 shows a sample of the nonverbal behaviors used in
this investigation, and Fig. 8.5 shows three snapshots of the head scratch gesture.
A total of eight gestural behaviors were programmed onto the humanoid platform.
The verbal behaviors enable Darwin to provide socially supportive phrases for
reengagement as the child interacts during a virtual scenario. During the utterance
of verbal phrases, Darwin turns his gaze towards the child when speaking;
otherwise, he remains looking at the virtual screen. The goal of the verbal phrases
is to encourage the individual based on their current performance within the virtual
scenario. It is very important that the phrases are socially supportive and convey
the message that the child and Darwin are interacting together as a team. There is a
dialogue established between the individual and Darwin, and not a unidirectional
knowledge flow (i.e. Darwin is not giving instructions or issuing commands to the
child). This open dialogue integrating socially supportive phrases between teacher
and individual is ideal for optimal learning and engagement [28]. A sample of
these socially supportive phrases is shown in Table 8.5.
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8.4.2 Pilot Study with Children

To evaluate the ability of the robotic agent to engage children during interaction
with a virtual environment, we employed a between-groups design for this study
[32]. To guarantee that the skills are evenly distributed between the robot
engagement groups (None, Verbal, Nonverbal, Mixture), the children were
selected at random. A total of 20 children between the ages of 15 and 16 years old
(mean age m = 15.5, standard deviation r = 0.51, Male: 12, Female: 8) took part
in this experiment. Our experiment involved one factor type of behavioral inter-
action, with four levels. Each level is defined as follows:

Fig. 8.4 The robot agent Darwin

Table 8.4 Sample of nonverbal behaviors from the robotic agent

Gesture Behavioral meaning Description of motion

Conversation Body movements used to engage
children while talking

Head nods and both arms move outward
while maintaining eye contact

Head nod Back-channel signal meaning
continue; okay; yes

Head moves in an up and down motion

Head shake Negative connotation; sad; no Head moves from side to side while facing
the ground

Tri-gaze Eye contact distributed between
three things

Eye contact the screen, child, then
workstation for 3 s each

Head scratch Confusion; lost Arm/hand moves back and forth next to head
Fast arm Positive connotation; approval;

excitement
Arm is bent and raised next to head; arm then

quickly moves downward
Hand wave Hello; goodbye Arm is bent and raised next to head; forearm

moves back and forth
Eye contact Attention is directed towards an

object
Head (eyes) is aligned with a specified target
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• None: Represents the control group. No agent is present.
• Verbal: The agent will say socially supportive phrases for reengagement as the

child navigates through the virtual environment. He will gaze towards the child
when speaking to him/her.

• Nonverbal: The agent will use only gestures for reengagement as the child
navigates through the virtual environment.

• Mixture of Both: The agent will use both gestures and phrases for reengage-
ment as the child navigates through the virtual environment.

Fig. 8.5 The head scratch gesture broken down into three parts. a Initial position—Darwin is
standing and has eye contact with the tablet-based test. b Darwin’s right arm scratches his head.
His head is down and eye contact is with the pencil and paper. c Darwin’s arm stops moving, and
his head moves up to make eye contact with the subject. He then returns to the initial position

Table 8.5 Sample of verbal responses from the robotic agent

Interaction Speed Phrase

Correct Fast ‘‘Fantastic!’’
‘‘Awesome!’’
‘‘You’re really good at this’’

Slow ‘‘This is hard, but we’re doing great’’
‘‘Thanks for all your hard work’’
‘‘You’re doing great! I had trouble with that one too’’

Incorrect Fast ‘‘Hang in there. We’re almost done’’
‘‘Can you slow down a little so we can do it together?’’
‘‘Please wait for me. You’re leaving me behind’’

Slow ‘‘This part is very challenging’’
‘‘Don’t sweat it. We’ll get the next one’’
‘‘Don’t worry. I had trouble with that one too’’

None Inactive ‘‘Are you still there?’’
‘‘Don’t forget about me over here’’
‘‘Don’t give up on me. Come on, let’s keep going’’
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At the start of the virtual scenario, Darwin gives a verbal introduction along
with gestures to introduce himself and the activity that the children are about to
perform. As each child advances through the scenario, his or her progress is
communicated to Darwin. Essentially, every action completed is sent to Darwin, as
well as the time intervals taken to navigate through the scenario. In the cases
where the child may take a long time to complete a task, it is necessary to interrupt
this inactivity (eliminate idle time) and effectively increase engagement. Once the
child’s progress and speed are communicated to Darwin, he will respond appro-
priately based on the behavioral interaction type (verbal, nonverbal, or both).

Depending on the child’s state, Darwin provides the children cues that are either
verbal, nonverbal, or a combination of the two (depending on the experimental
group). For both verbal and nonverbal behaviors, the behavior was selected at
random based on the message sent to Darwin. For the engagement type that
incorporates both verbal and nonverbal cues, the gestures and phrases were
scripted and paired prior to Darwin’s random selection. As such, we were able to
expand Darwin’s library of verbal and nonverbal cues by pairing the same phrase
with multiple gestures. Although a phrase when it stands alone may mean one
thing, by adding a gesture, the underline meaning of the message can be altered.
Upon execution of a pair, both the gesture and the phrase are performed simul-
taneously. For example, if the message sent to Darwin states that the virtual-child
interaction behavior was completed too slowly, he may say, ‘‘You’re doing great!
I had trouble with that one too,’’ while nodding his head.

We look to validate the hypothesis that the use of a robot agent can increase the
quality of interaction in a virtual environment by adaptively engaging with the
child. Adaptive engagement is based on the concept that the engagement model is
driven by identification of the child’s behavioral state. To prove or disprove this
hypothesis, we looked at the responses from an exit survey. After task completion,
we asked them to rate their agreement with a series of statements on a 5-level
Likert scale that ranged from 1 (Disagree) to 5 (Agree). Table 8.6 shows the
average response to each question and the p-values from the ANOVA tests, which
are separated by test groups.

By monitoring the child, Darwin was able to effectively maintain the child’s
attention, although there was a statistically significant variance in how appropriate
the children deemed Darwin’s reactions to be during the interaction. The nonverbal
group thought Darwin’s actions were not appropriate with a score of 1.8 (Slightly
Disagree = 2; r = 0.84), while the remaining groups had an average score of

Table 8.6 Statistical analysis of survey responses

Question Verbal Nonverbal Both No agent p value

I was frequently bored 1.8 3.4 1.8 4.6 0.002*
I enjoyed the virtual environment 4.0 3.2 4.4 2.2 0.07
Darwin reacted appropriately 4.2 1.8 4.4 n/a 0.002*
Darwin distracted me 2.4 2.8 1.8 n/a 0.53

*Statistically significant
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4.3 (Slightly Agree = 4; r = 0.99). The lack of understanding of Darwin’s actions
was interpreted as him not giving any feedback at all, which resulted in a more
unpleasant virtual reality (VR) experience.

Because boredom is often associated with poorer engagement [33], it is
important to note that there was a statistically significant variance in how bored the
subject deemed him- or herself to be throughout the scenario. For both the verbal
group and the group with a mixture of verbal and nonverbal cues, the average
response to the question on boredom during the test was 1.8 (Slightly
Disagree = 2; r = 1.07). The nonverbal group followed with a score of 3.4
(Neutral = 3; r = 1.52), while the group with no agent was the most bored with a
score of 4.6 (Agree = 5; r = 0.55). This shows that the verbal group and the
group with both verbal and nonverbal cues were able to minimize boredom the
best when compared to the other groups.

Interestingly enough, although two of the children stated that Darwin was a
distraction, the survey question that asked if Darwin was a distraction showed
otherwise across these groups. The average score across all groups with Darwin
present was 2.3 (Slightly Disagree = 2; r = 1.35). Overall, the children enjoyed
interacting with the system when Darwin was present. The children in the group
with both verbal and nonverbal cues enjoyed interacting with the virtual envi-
ronment the most with a score of 4.4 (Slightly Agree = 4; r = 0.89). The verbal
group followed with a score of 4.0 (Slightly Agree = 4; r = 1.41). Next, the
nonverbal group followed with a score of 3.2 (Neutral = 3; r = 1.48). However,
when Darwin was not present, the children did not seem to enjoy the virtual
environment as much with a score of 2.2 (Slightly Disagree = 2; r = 1.30).

In conclusion, across all behavioral interaction types—verbal, nonverbal, and
both—the children enjoyed Darwin’s presence. A mixture of both cues and verbal
cues only tend to have the least amount of boredom associated with it, which is
ideal for a richer virtual environment and higher levels of engagement. On the
contrary, the group having no robot agent present enjoyed the scenario the least
and experienced the most boredom. Overall, the use of only nonverbal cues such as
gestures shows no significant trends when compared to verbal cues; therefore, this
works suggests that verbal behavioral cues is ideal for enhancing performance and
increasing engagement in a virtual environment.

8.4.3 Learning from Gaming Demonstration

The role of robot learning for child-based engagement in a therapy scenario is to
increase the duration of the child’s interaction by incorporating the concept of turn-
taking. Studies have shown that when children are required to teach others, they
themselves become more engaged in the task [34]. In this work, we utilize a case-
based learning approach in which a robotic platform observes the child’s motions
during game play, generates an appropriate behavior, and then engages with its
child partner as a learner. This learning response is accomplished by utilizing a
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mimicking process in which the child and robot take turns in accomplishing a goal,
thereby motivating and stimulating the social behavior of the participant.

Our robot learns from the user by first observing the user, storing information
about their situation-action responses (further defined as a case), and then
retrieving these cases to execute a corresponding behavior. The child engages to
teach the gaming task to the robot in a shared workspace and intuitively monitors
the robot’s behavior and progress in real time. In this setting, the teacher (child) is
able to interrupt and correct the robot’s behavior at the moment the learning is
taking place, thus providing a means to continuously engage the child in the
protocol of the game. We utilize a method called case-based reasoning to enable
this collaborative teaching/learning process.

Case-based reasoning (CBR) is a human memory and cognition methodology
that solves new problems based on the solutions of similar past problems [35]. By
comparing the current task to some past task cases stored in memory, the best
solution is retrieved and adapted to the current task. The first phase of CBR is
acquiring knowledge, i.e., training the case base. During this phase, the system
observes the game performed by the child and generates a case (problem–solution
pair) for each demonstration, which is then saved in the case base. The problems are
given as game states, such as game-object information and game score. The
solution is extracted from the person’s behavior towards a given problem. In the
second phase when a new problem is introduced, the most similar past problem and
its solution are retrieved from the case base. When measuring a similarity between
two cases, the distance is computed as a sum of weighted distances between each
problem feature. Our system provides the tool to autonomously train this similarity
metric through pattern recognition. Next is the reuse step in which the retrieved
solution is adapted to the current task. We use a method of averaging the solution
over multiple retrieved solutions with a Gaussian distance kernel. As the case base
expands and demonstration improves, deviation of the retrieved solutions decrea-
ses. During the last phase, the new problem–solution pair is revised and retained in
the case base. The full algorithm is as depicted in Fig. 8.6 [36].

For task interaction, the retrieved case and its solution are used to reproduce the
task behavior on a robotic platform through a mapping from the adapted solution
to the robot’s state and action space. This includes generating synthesized gestures

Fig. 8.6 Steps of case-based reasoning (CBR) incorporated within the overall structure of
recording and encoding demonstrations, retrieving and reusing cases, and mapping a generated
behavior to the robot’s embodiment. CBR steps are depicted inside dashed boxes
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that triggers actions within the virtual environment. Darwin also generates a
combination of speech and gesture primitives that, as discussed in Sect. 8.4.1,
enable engagement through behavioral interaction (Fig. 8.7).

8.4.4 Pilot Study with Children

For validation, we engaged 33 participants (mean age m = 18.27, standard devi-
ation r = 8.56) including 19 children (m = 12.26, r = 4.24), some with special
needs, to teach a virtual game shown in Fig. 8.8 to our robot, Darwin. We analyzed
data collected during various trials during a two-month period.

For the experiment, participants were asked to teach the robot how to interact
with a virtual game. The instruction given by the experimenter was strictly scripted
to avoid any influence it might cause to the participant’s experience. The script
was as follows:

Now, I’d like you to teach Darwin to play the same game. Just teach him in the same
manner you would teach your younger sibling. Provide Darwin with demonstrations how
to solve each level. Whenever you reach out to provide demonstration to Darwin, he will
wait for his turn. Continue teaching each level until you are satisfied that Darwin had
learned the level well enough, or think Darwin had stopped learning. Later, I want you to
show me what you have taught Darwin, and collaboratively solve each level with him.

Fig. 8.7 Darwin’s behavior is reproduced from the retrieved experiences. a Darwin interacting
with a virtual environment through wireless communication, b making eye contact and providing
feedback after the participant’s demonstration, c encouraging the participant, and d expressing
sadness after an unsuccessful attempt
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Darwin may or may not try to communicate with you, and he may not use human
language. Afterwards, I will ask you some questions about your experience teaching a task
to Darwin.

The growth progress of the case base and any interaction with the tablet was
logged, and two video cameras were placed to record the whole evaluation session.
Later, the log was used to evaluate the system, and the videos were analyzed for
interaction studies.

First, the learning performance of the robot is determined. In Table 8.7, the
performance of generated solutions is compared with varying k (number of
retrieved cases). Distances are computed between a newly introduced problem and
problems in the case base using the robot’s retrieval method. Then the perfor-
mance of each retrieved and adapted solution is evaluated using a logarithm of the
earned game score. As computed, the average number of demonstrations given to
the robot is: m = 29.17, r = 10.25. It was also observed that the participants
utilized other forms of natural interactions though the robot only could learn from

Fig. 8.8 a The game used in the experiment, and b shots of experiment conducted in an open-
house styled setting with a group of local school children
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actual demonstrations of game play. These natural forms of interaction were
measured as the length of time when an eye contact was made or when vocal/
gestural-interaction behaviors were observed. These interactions were then cate-
gorized into instructive and non-instructive interactions in Table 8.8a. On average,
participants, spent 5 min and 42 s without the robot and 24 min and 5 s with the
robot playing the game. The more significant measurement is the ratio of how
much social interactions were initiated during these sessions. When the robot
wasn’t present, these interactions were observed as forms of utterances or calling
out to other people. Compared to 3.22 % social-behavior occurrence without the
robot, participants dedicated 34.81 % of their time exhibiting social cues when the
robot was present. Detailed break down of the social interactions toward the robot
is depicted in Table 8.8b. Note that these cues are often observed simultaneously
with one another, and the measurement ratio is calculated against the total time of
the interaction. On a 5-point Likert scale, from strongly disagree (1) to strongly
agree (5), post-experiment survey reports that the participants felt their robot was
socially interacting with them (m = 4.7); was socially communicating with them
(m = 3.72); thought Darwin was learning from them (m = 4.33) similar to their
friends (m = 4.01); and thought the robot enhanced their overall experience with
the virtual game (m = 4.8) (Fig. 8.9).

Table 8.7 Performance of case-retrieval method using k-nearest neighbors measured by the
resulting game score when the generated solution was applied

k log(score)

1 4.14 ± 2.23
2 4.02 ± 2.02
3 4.13 ± 1.72
4 3.96 ± 1.46
5 3.11 ± 1.87
6 2.79 ± 0.92

Mean performance [log(score)] of case-retrieval methods

Table 8.8 (a) Average time and ratio of social-interaction occurrences with and without the
robot. (b) Detailed social cues exhibited towards the robot

(a) (b)

Without robot With robot Social interaction Percentage

Average total time of interaction 342 s 1,445 s Eye contact/gaze 22.72
Average time of social interaction 11 s 503 s Gestural interaction 14.20
Percentage of social interaction 3.22 % 34.81 % Vocal interaction 28.66

Instructive 36.50
Non-instructive 63.50
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8.5 Discussion and Future Work

Although there are very few research efforts focused on using integrated VR-
robotic systems for children, the work presented in this chapter discusses various
approaches and preliminary results showing the use of these systems in therapeutic
play. There are many compelling reasons for utilizing robots in virtual reality (VR)
gaming scenarios, ranging from augmenting the capabilities of children with motor
impairments to increasing engagement of such children. Although much of the
presented work is encouraging, we still need more quantitative results to validate
the benefits of utilizing VR-robotic systems in pediatric therapy settings. These
quantitative results should show the clear benefits achieved from children with
disabilities interacting with the coupled virtual-robotic system. Additional sub-
stantial quantitative evidence, as well as longitudinal studies that demonstrate the
effectiveness of the system, is still necessary.

The overall research presented herein brings up several interesting observations
regarding the use of VR-robotic systems in pediatric therapy. Many prior papers in
the domain of assistive technologies for children with disabilities discuss the
difficulty of performing studies involving children. Common reasons included
distraction from outside stimuli and the wide variances found in children’s abili-
ties. Another observation is the emphasis that many other researchers placed on
robustness and iteration in design. For example, in many prior studies, perhaps due
to the novelty of the robot, children would interact with the robots in unexpected
ways. Although we emphasize individualization with respect to our system, these
identified issues still need to be considered in improving the design of the system
discussed in this chapter.

The pilot studies with children, as discussed in this chapter, have provided us
sufficient baseline evidence to understand both the limitations of the system, as

Fig. 8.9 On a five-point Likert scale, from strongly disagree (1) to strongly agree (5), post-
experiment survey reports that the participants felt their robot was socially interacting with them
and enhanced their overall experience with the task
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well as those attributes that are essential for establishing long-term adherence to a
rehabilitation protocol. Future efforts will focus on enhancing the autonomy of the
system such that the virtual system adapts in direct correlation to adaptation of the
robot’s social behaviors. This will ensure that both components correlate and grow
with the capabilities of the child, as well as ensure the system is continuously
engaging. Also, since our focused demographic is children with disabilities, our
next set of trials will focus on engaging children with cerebral palsy in the
experimental protocol.
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25. Feil-Seifer, D., Matarić, M.J.: Defining socially assistive robotics. In: IEEE International
Conference on Rehabilitation Robotics (ICORR-05), Chicago, IL, pp. 465–468 (2005)

26. Kidd, C., Breazeal, C.: Robots at home: Understanding long-term human-robot interaction.
In: IROS, pp. 3230–3235 (2008)

27. Powers, A., Kiesler, S., Fussell, S., Torre, C.: Comparing a computer agent with a humanoid
robot. In: HRI, pp. 145–152, March 2007

28. Saerbeck, M., Schut, T., Bartneck, C., Janse, M.: Expressive robots in education: Varying the
degree of social supportive behavior of a robotic tutor. In: CHI, pp. 1613–1622 (2010)

29. Park, E., Kim, K., Pobil, A.: The effects of a robot instructor’s positive vs. negative feedbacks
on attraction and acceptance towards the robot in classroom. In: ICSR, pp. 135–141 (2011)

30. Szafir, D., Mutlu, B.: Pay attention! Designing adaptive agents that monitor and improve user
engagement. In: CHI, May 2012

31. Ha, I., Tamura, Y., Asama, H., Han, J., Hong, D.: Development of open humanoid platform
darwin-op. In: SICE, pp. 2178–2181 (2011)

32. Brown, L., Howard, A.: Engaging children in math education using a socially interactive
humanoid robot. In: IEEE-RAS International Conference on Humanoid Robots, Atlanta, GA,
2013

33. Baker, R., D’Mello, S., Mercedes, M., Rodrigo, T., Graesser, A.: Better to be frustrated than
bored: the incidence, persistence, and impact of learners’ cognitive–affective states during
interactions with three different computer-based learning environments. Int. J. Hum Comput.
Stud. 68, 223–241 (2010)

162 S. García-Vergara et al.



34. Gartner, A.: Children Teach Children: Learning by Teaching. Harper & Row, New York
(1971)

35. Kolodner, J.L.: An introduction to case-based reasoning. Artif. Intell. Rev. 6(1), 3–34 (1992)
36. Park, H.W., Howard, A.: Case-based reasoning for planning turn-taking strategy with a

therapeutic robot playmate. In: IEEE International Conference on Biomedical Robotics and
Biomechatronics, Japan, pp. 40–45, Sept 2010

37. Mackenzie, I.S.: Movement time prediction in human-computer interfaces: a brief tour on
Fitt’s law. Proc. Graph. Interface 92, 140–150 (1992)

38. Hofsten, C.: Structuring of early reaching movements: a longitudinal study. J. Mot. Behav.
23(4), 280–292 (1991)

8 Engaging Children in Play Therapy 163



Part II
Technologies for Music Therapy and

Expression



Chapter 9
Instruments for Everyone: Designing
New Means of Musical Expression
for Disabled Creators

Rolf Gehlhaar, Paulo Maria Rodrigues, Luis Miguel Girão
and Rui Penha

Abstract The purpose of this project was the development of tools that facilitate
the musical expression of a well-defined group of physically and mentally chal-
lenged people. Knowing those people and becoming familiar with their capabili-
ties, tastes and ambitions was the departing point for the design of solutions. Once
developed, they remained in their institutions, to become a part of their lives,
contributing to the range of occupational activities they can be involved with. The
composition of a piece of music that uses those resources and its performance by
these people in the main concert hall of Casa da Música in April 2010 was more
than a proof of concept, it was a truly engaging, motivating experience and,
indeed, a proper artistic challenge.
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9.1 Introduction

Active/participatory musical activities, such as music-making or creating/com-
posing music, are important aspects in the development of an individual’s fertile
relationship with music and of self-awareness in the self’s relationship to others.
These activities contribute to a general understanding and appreciation of music
but, above all, they allow self-expression and communication within ‘‘languages’’
whose rules can be rewritten at any given moment and with tools and means that
can be tailored to the needs and capacities of individuals and groups.

However, the disabled encounter many obstacles in their quest for self-
expression through music. Most musical instruments are difficult to use: they are
the result of hundreds of years of an evolutionary process that has favored able-
bodied skilled performers. Consequently, the development of musical activities
with people that have restrictions in their physical or mental capacities can be
severely hampered by the lack of instruments that can produce proper musical
results without needing to be mastered by complex bodily and mentally processes.
The same applies to the processes that underlie the expression and structure of
‘‘musical thoughts’’, either through improvisation or composition—either depen-
dent on notation of music or not. Not many composers or musicians have devel-
oped ‘‘musical languages’’ that are accessible to non-musicians to perform and yet
make musical sense and offer a proper challenging, aesthetically rewarding
experience for the listener and the player. The purpose of the I4E project was the
development of tools that allow musical expression by a well defined group of
physically and mentally challenged people. Knowing those people,—their per-
sonal characteristics, capabilities, tastes, ambitions—was the departing point for
the design of solutions that, once developed, remained in their institutions to
become a part of their lives to contribute to the range of occupational activities
they could be involved in. After the development and prototype testing stage, one
of the authors composed an ‘orchestral’ piece that uses those resources. Its per-
formance by the participants in the main concert hall of Casa da Música, Porto, in
April 2010 was more than a proof of concept, it was a truly engaging, motivating
experience and, indeed, a proper artistic challenge.

There are two sets of reasons why we believe this project is important: one has
to do with the people for whom the instruments were created, the general cause of
empowering people with disabilities, giving them opportunities and access to
activities that we believe contribute to their happiness, dignity, well-being and
human development. Making and creating music is a source of immense joy.
Disabled people have the need and right of access to this experience. Although this
project might have reached just a few people in a universe of many, we believe
that we have established a model and are attributing the project significance and
projection that will raise consciousness and yield further results.

The second set of reasons is related to the musical technology community:
the history of music has been a permanent search for new tools of expression, both
at the level of instruments and ways of structuring the musical discourse.
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We believe that working under constraints and requirements such as the ones that
are imposed by disability will lead to new paradigms. The history of inventions has
shown several times that ideas developed for disabled people became essential
tools in the everyday life of the able bodied. In the 21st Century we are witnessing
significant progress in the development of new interfaces for musical expression.
Perhaps working with people with disabilities can catalyze the emergence of new
ideas for musicians and artists in general.

9.2 The Evolution of Robotic and Technology Assisted
Musical Instruments

The earliest recorded mechanized musical instrument is the ‘hydraulis’, a set of
organ pipes invented by Ctesibius of Alexandria in the 3rd Century BC. The pipes
are semi-submerged in a vat of flowing water, the moving water induces a drop in
pressure inside the pipe, and, when a pipe valve is opened via a keyboard, air flows
through the pipe. Usually, the water was kept flowing by one or two persons
operating a pump [1, 2].

However, in later instruments such as barrel organs (ca. 1502) [3] and the
player piano (the earliest, Claude Seytre’s French patent of 1842) a player was no
longer required; only someone who would provide the power, usually air from a
bellows system. Later developments also allowed the ‘operator’ of these instru-
ments some expressive control, such as over loudness and small fluctuations of
tempo [4].

As the technology of electronics developed at the beginning of the 20th Cen-
tury, electronic instruments began to appear. One of the earliest was the theremin,
originally known as the etherphone, thereminophone or termenvox/thereminvox. It
is an electronic musical instrument controlled without physical contact from the
player, named after its Russian inventor Prof. Leon Theremin, who patented the
device in 1928. Originally the product of Russian government-sponsored research
into proximity sensors, the theremin fascinated audiences and came to be used in
numerous composition and movie soundtracks. However, it was not a commercial
success [5]. It is still in use today; the most current version of it being offered in kit
form by Moog Music [6].

With the advent of the computer—and the microprocessor—robotic musical
instruments rapidly became an art form. Generally, however, they do not allow for
expressive control by player. They usually operate automatically and indepen-
dently, often within an art installation context. One of the earliest exponents of
these kinds of ‘musical robots’ was Trimpin, whose early installations included a
six-story high microtonal xylophone running up a spiral staircase in a house, with
computer-driven melodies running up and down it [7]. Eric Singer founded in 2000
the LEMUR (League of Electronic Musical Urban Robots) [8], responsible for a
number of notorious robotic instruments, including the Orchestrion (for Pat
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Metheny), a robotic version of George Antheil’s ‘Ballet Mécanique’, and the
Gamelatron, a robotic Gamelan. Another group of artists—EMMI—is presently
gaining considerable notoriety building and composing music for robotic instru-
ments [9]. These instruments require no or little previously acquired musical skill
of the ‘player’ and are thus generally considered to be autonomous instruments.
Instruments which allow significant expressive input from a user are often entirely
software instruments and have become quite commonplace. There are, of course,
also software music systems designed for educational purposes, such as Expres-
seur, which promises to allow the user to experience the pleasure of playing music,
without having to worry about the complex problem of notes [10]. Although most
instruments used in music therapy are traditional idiophones or plucked strings of
many varieties, technologically assisted toys, instruments and interfaces specifi-
cally designed to be used in musical or educational therapy are also commercially
available. The ‘‘quest’’ for new interfaces for musical expression is a very actual
trend, as seen by the vitality of a conference such as NIME (New Interfaces for
Musical Expression) [11]. Only a few examples can be referenced here: Sound-
beam, an ultrasonic sensor that can trigger sounds [12], the soothing and stimu-
lating environments by Snoezelen [13], numerous developments by Anthony
Brooks, a pioneer in the development of alternative sensor-based non-invasive
perceptual controllers for creative expression [14], numerous significant projects
by Tod Machover who has worked in many specifically disabled-people oriented
applications of his instruments [15] and the recently developed SKOOG, a soft,
squeezable object that plugs into a computer’s USB port [16].

Wanderley [17] is a key figure in the field of gestural control of sound synthesis
and new musical instrument design, and one of the instruments used in our final
performance was the T-Stick [18, 19], developed by Joseph Malloch under
Wanderley’s supervision.

The authors’ interests lie primarily in developing musical assistive systems for
persons with a disability. The aim is not therapeutic; it is to make the pleasure of
playing music, particularly within a social context, accessible to such persons. The
authors defined five basic requirements for the designs:

1. to produce high quality sound;
2. to allow for realistic modifications of the performance parameters;
3. to be learnable—at least the basics—in a relatively short time, even for non-

musicians;
4. to promote communal musical interaction;
5. to be more or less portable.

In order for something to be considered as an ‘instrument’ of musical expres-
sion it naturally must require some physical and musical training and acquired
skill. Instruments with assistive technology may allow the disabled user to over-
come many common limitations. They may be mechanically assisted, such as the
SuperString and the mechanized Gamelan instruments developed by Miguel
Ferraz, José Luís Azevedo and one of the authors (Penha) at Casa da Música [20],
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or consisting entirely of software with appropriate human–computer interfaces,
such as HeadSpace [21], or the computer-vision based Sound = Space, or
Instrument A, as developed for this project.

9.3 A Description of the Process

In this section we describe the context in which the project was developed and
provide detailed information about the nature of the specific instruments that were
developed, as well as the workshops in which the techniques of their playing was
communicated to the ‘clients’. We thank Joana Almeida, Teresa Coelho and
Anabela Leite of Casa da Música, the administrators and producers of this project,
and the members of Factor E—Ana Paula Almeida, Joaquim Branco, Filipe Lopes,
Paulo Neto, Nuno Peixoto, Jorge Prendas, Jorge Queijo, without whose dedication
and effort it would not have been possible.

9.3.1 Context

The project Instruments for Everyone (I4E) was commissioned by the Education
Service of Casa da Música, in 2008. The Casa da Música (CdM) is a leading
cultural Portuguese institution with an inventive and wide cultural remit that pro-
motes the national and international musical scenario. Education, inscribed into the
philosophical roots of the project, is regarded as an essential part of its mission. The
Education Service offers a broad range of activities for a broad range of participants
from the public. From 2006 to 2010 one of the authors (Rodrigues) was coordinator
of the Education Service. A major emphasis was placed on the development of new
ideas that promote accessibility to music making and musical creation. As a part of
this effort, a core team of ten young musicians/educators was assembled to develop,
test and implement educational activities specifically designed to meet the
requirements of the Education Service at Casa da Música and to guarantee a sub-
stantial part of the regular educational activities. The work of this group, Factor E,
had a laboratory character that arose from a series of creative, exploratory resi-
dencies, in which the technological aspect was frequently a strong element. The
group would also work under the leadership of international artists and educators,
innovating and reflecting upon new ideas that could inspire and be used by other
educational agents. This fertile environment allowed the development of several
pioneering projects. The communication of these experiences to the artistic, sci-
entific and academic community was considered of major importance [22, 23].

A significant effort was devoted to promoting musical activities for people with
special needs. Regular activities (such as workshops, concerts or creative projects)
as well as an annual festival, Ao Alcance de Todos (Within Everyone’s Reach),
offered specially prepared events for and with groups of people with special needs.
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Some of these activities were musical or cross-arts performances that resulted from
participatory processes developed over periods of several months [24]. Other
activities within the festival Ao Alcance de Todos included seminars, conferences
and workshop-like experiences, commissioning artists to develop ideas aimed at
musical expression and participation of people with physical and/or mental dis-
abilities [22]. The I4E project was conceived as a 2-year project for very specific
people from institutions that responded positively to a challenge issued by the
Education Service, in relation to the general Ao Alcance de Todos in order to
strengthen the implications of the project. The first year of the I4E project would
be devoted to the design and development of new instruments for specific disabled
people. Some of these designs were to be shown and discussed in the 2009 edition
of the festival. The second year would be devoted to the implementation of
musical practice with the instruments in the institutions. The composition of a
piece of music and its performance by the people for which the instruments were
developed was regarded as an important aspect of the project and programmed for
the 2010 edition of Ao Alcance de Todos. This coincided with the hosting of a
RESEO [25] conference devoted to opera, dance and disability; workshops using
the newly developed instruments were also part of the program.

The participants in this project were recruited from eight different institutions for
the disabled located in the Porto and Coimbra area. Some of these institutions deal
with people with a specific type of disability (for example, cerebral palsy or Down’s
syndrome) whereas others support people with broad-spectrum disabilities. The
potential clients were identified by two methods: teacher recommendation and a
questionnaire designed by the team. The purpose of this questionnaire was to
identify the specific skills, disabilities and musical interest of the clients. It contained
questions such as ‘‘What kind of an instrument would you like to be able to play?
What kind of music would you like to play? Would you like to be part of a group of
musicians playing together? Would you like to perform in a concert? Are you willing
to commit yourself for a longer period? Are you willing to rehearse to develop
greater musical skills?’’. Our musical tradition implies this close, long-term rela-
tionship with one’s instrument, so these last two questions were of utmost impor-
tance to identify the clients that would regard this as an opportunity to develop skills
that would last after a first tentative approach to deal with the instrument.

After evaluating the returned questionnaires the authors were able to estimate
the scope of the project and identify and meet the individuals that wanted to
participate. The following list shows an overview of the results and allows a quick
insight into the main groupings of skills and disabilities identified in the clients as
well as an identification of the mode of use of instruments and interfaces that were
to be designed:

1. Special Needs Typologies

(a) Physical difficulties

(1) Head movement as sole input for computer interface
(2) Semi-controlled movements of arm, excluding hands and fingers
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(3) Semi-controlled movements of fingers
(4) Impaired/lack of vision

(b) Mental difficulties

(1) Mild learning/attention difficulties
(2) Severe learning/attention difficulties

2. Instrument Typologies

(a) Physical instruments
(b) Physical instruments with mechanical assistance via sensors
(c) Physical instruments with a programmable robotic element, played via

sensors
(d) Digital interfaces requiring only simple physical manipulation
(e) Digital hands-off interfaces

3. Application Typologies

(a) For individuals but also applicable also in a communal context
(b) For several players simultaneously (communal).

9.3.2 Designing the Instruments

On the basis of the above information and classification, the authors developed the
specific design considerations for the project. Initially the authors proposed
8 different designs. During the prototype production phase of the project, due to
temporal and financial constraints, this number was reduced to four; however,
several instances of each design were produced, so that some institutions would
receive them all. These instruments were as follows:

9.3.2.1 Instrument A

Instrument A is a computer loop-based sequencer for composing and performing
developed by one of the authors (Penha). By the incorporation of automatic
‘rotating’ menus, all actions that are normally available to the user of a conven-
tional sequencer may be accessed by a single action such as a simple push-button
switch, a head switch, blow switch, etc.—see Fig. 9.1 (large soft push-switch) and
Fig. 9.2 (foot switch—blue pad on table leg). Specifically, the program is divided
into two parts: the graphic interface (constructed in Processing [26]) and the audio
driver (constructed in Max/MSP [27]).

The GUI (graphic user interface) of Instrument A evolved from previous
experiences with circular-based sequencers, as the open-source software Políssonos
by one of authors (Penha) [28, 29], shown in Fig. 9.3.
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In this sequencer, which uses circle subdivisions as a visualization of the inner
rhythms of layered loops, the user can choose sounds, compose loop-based
musical phrases with them and layer them in sequences to form a song.

When Instrument A is launched, a sequence of circular rotating menus appears in
the GUI, which enables the user to start a new composition—see Figs. 9.4 and 9.5.

This sequence of menus allows the user to choose a (sampled) rhythmic loop,
which will then serve both as the basis for the new composition as well as define
the tempo that will synchronize all the other loops.

As the pointer of the ‘rotating’ menu arrives at the user’s choice, he/she can
make a selection by clicking (with the large button switch, the head- or blow-
switch, etc.) The speed of rotation is adjustable to the reaction time of the user.
The first click chooses the action, the blue border of the menu changes color to
yellow and a second click confirms the choice. While it is possible to switch off,
this ‘double-click’ feature, our initial experiences with the users showed that the

Fig. 9.1 Instrument A with
push switch

Fig. 9.2 Instrument A with
foot switch
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number of involuntary selections justified such a strategy to avoid unwanted
actions. Figure 9.6 shows two users of Instrument A, playing as a duet, performing
their compositions in an improvised process of construction and deconstruction.
The player on the right is able to click a mouse pad, requiring no special adaptor;
the player on the right is using a long-levered head switch.

Further rotating submenus allow the user to choose a sound—its pitch, its
position within the loop and its loudness—that will be synchronized to this
quantized loop. Figure 9.5 shows three completed horizontal systems, ‘voices’ of
the composition. At the left is the chosen sampled loop, to its right are five sound
samples (indicated by the polygons) that accompany it, which can be chosen from
several samples organized in the rotating sub-menus by timbral characteristics.
Each vertex of a polygon indicates a temporal point of the loop where the sample
will be triggered. All of these polygons have been constructed by making choices
in the sub-menus mentioned above. When performing the composition, the player
can, in real-time, alternate at will between the ‘polygons of sounds’ of the voices

Fig. 9.3 GUI of políssonos

Fig. 9.4 An initial aspect of
instrument A
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and between the three voices themselves. This important characteristic allows the
composers using Instrument A to become performers, constructing or decon-
structing their song in real time.

Two client groups—four users in total—were provided with a complete system
consisting of a laptop computer, a small PA system and the specific switch suited
to their need.

9.3.2.2 Sound 5 Space

Sound = Space consists on a web-cam based surveillance system that captures the
presence and movement of persons in the view of a camera suspended from the
ceiling of a relatively high ([3 m) space and triggers sounds. Based upon a similar
system—using ultrasonic echolocation—developed by the first author, Gehlhaar in
1985 [30] and modified for this implementation by the team, the recognition and
tracking information is conveyed to a topology of sounds which are triggered by
persons entering the space. A musical topology results from the analysis and
processing of information gathered about the movement of a body, or several
bodies, in a sensorized space. This information, fed as control variables to a
computer executing compositional algorithms and, via some digital synthesis
routines, produces sounds. Thus, the audience becomes the performers. The
images conveyed by a web-cam that captures the position and movement of
persons in the space are processed by proprietary software (in Processing) written
by one of the authors (Girão). The tracking information is then handed to the
simultaneously running Ableton Live program, which is used to create the musical
topology (which sounds located where in space) and to trigger the sounds. Fig-
ures 9.7 and 9.8 show graphic instances of two classic Sound = Space (S = S)
topologies; the outer diamond indicates the active space; the inner, its inner zone;
the arrow, the orientation of the control functions.

Fig. 9.5 A further aspect of
instrument A
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The GUI and structure of this program is such that even modestly computer
literate persons can produce their own topologies, on the fly even, using pre-
existing samples or samples they have recorded or created themselves. Performing
and composing with Sound = Space is a communal activity, well suited for group
musical expression. It encourages thinking topologically with sound, communi-
cating these thoughts to fellow creators and then performing by designing ‘cho-
reographies’ which bring about the expression of communal musical intentions.

All three of the client institutions that had access to a suitable space (with a
ceiling height [3 m) were supplied with a complete Sound = Space system
consisting of a web-cam, a computer, software and a PA system. Figure 9.9 shows

Fig. 9.6 Two users of
instrument A playing as a
duet

Fig. 9.7 Aspect of a classic
S = S topology
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an installation of Sound = Space being ‘played’ by several clients; it is perma-
nently installed in the music room of two of the participating institutions (the
camera on the ceiling and dedicated computer are out of shot.).

9.3.2.3 Matrixx

The Matrix is an interface consisting of a physical box of ‘nests’ and a number of
each of five types—and colors—of ‘eggs’, objects which may be inserted into nests
in the box; each specific egg, when inserted into a ‘socket’, triggers one or two
pitches and an additive rhythmic pattern—see Fig. 9.10. Rhythmic phrases are

Fig. 9.8 Aspect of another
classic S = S topology

Fig. 9.9 Aspect of the
Sound = Space
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constructed by inserting the eggs into the sockets. There are 16 ‘empty’ sockets;
each representing a time slot—with the duration of one tempo unit—in a cycle of
16. The characteristics of the different egg types are:

• type 1, triggers a short sound;
• type 2, triggers a long sound 29 the tempo unit;
• type 3, triggers an indeterminate rising interval, the duration of each note

equaling one tempo unit and the pitch of the first note repeats that of the last
note of the closest key in an ascending sequence, independently of the silence
between them;

• type 4, triggers an indeterminate falling interval; each note equalling one tempo
unit—first pitch repeating the last pitch of the closest key in ascendant sequence,
independently of silence between them;

• type 5, triggers an indeterminate sequence of 3 notes; each note one tempo
unit—first note repeats the last note of the closest key in ascendant sequence,
independently of silence between them.

The program reads the input from a tempo knob and uses that value to sub-
divide the Second. That then becomes the unit of tempo. All the rest is produced
with adding and multiplying that unit. Furthermore, if an egg is inserted on the 3rd
bar there will be 2 pauses and then the corresponding sound of the key will sound.
If another egg is inserted on bar 5 a pause between the 2 sounds will happen. The
loop ends at the last egg inserted.

In this manner, complex rhythmical and melodic sequences can be easily
constructed, deconstructed and altered in real time, according to the demands of
the player and the musical context. Every time an egg is inserted it selects a
different note or sequence of notes. Once the egg is inserted, the sequence of notes
remains the same. In order to choose a different sequence the user only has to
unplug and re-plug the same egg in the same slot. This feature is what makes of
The Matrixx a real compositional tool. The Matrixx has a set of adjustable
controls:

Fig. 9.10 Aspect of the
matrixx
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• TEMPO, a knob, continuously variable, that controls the tempo of the rhythmic
sequence, from very slow to very fast;

• TAP, a push button which overrides the built-in trigger, immediately triggering
a sound, making synchronised play possible;

• VOLUME, a knob, continuously variable, controlling the output volume, from
silent to loud;

• ON/OFF, a single-throw switch.

It is both a stand-alone device, powered by a standard PSU, with a small in-built
loudspeaker, and a networkable device (for group music making), with MIDI in/
outs, USB in out, output for headphones and amplifier.

The Matrixx is intended as a general easy-to-use interface, with a special focus
upon persons with broad-spectrum special needs—such as impaired hearing,
impaired vision impaired motor skills, autism—who enjoy music and would
appreciate a means of musical expression. Although Girão designed it with the
various special needs of the prospective users in mind, it is easy to use and learn
but it is not just a sound toy. It is a genuine musical instrument on which profi-
ciency can be developed and which also lends itself to synchronised group music
making, either with several Matrixxes at the same time, or in the context of the
other instrument designed. The two Matrixxes built for one client group are
usually played together.

9.3.2.4 SuperString

The SuperStrings are a pair of long string instruments employing harpsichord
strings of medium thickness amplified by a magnetic pick-up. It is an idea inspired
in earlier work by the Gehlhaar [31]. The strings are stretched across a 1.6 m long
narrow plank set on small ‘feet’, which makes it completely accessible from both
sides and allows for ‘bending’ the plucked or struck notes. One of each pair was
fitted with servomotor driven frets and a ‘plucker’, so that even severely disabled
users could control it via ultrasonic sensors monitored by a micro controller.
Figure 9.11 shows a player using a prototype of the mechanized instrument.

There are many different ways that the unmechanized SuperString can be
played: plucked, struck with metal or wood, drummed with finger tips, bowed, etc.,
each mode of playing generating sounds of different qualities. All sounds played
can be easily transposed downwards by pressing on the handle with the knob
(which causes a downward bending of the plank and thereby a relaxation of the
string tension). Due to the high degree of amplification of the long, quite soft steel
strings, the instrument is extremely sensitive and responsive, making it very easy
to play. Its length makes it ideally suited to be played by two persons at the same
time, thereby encouraging musical interaction. Furthermore, due to its simplicity,
it is also extremely robust, able to withstand the enthusiastic ‘bashing’ that its
sometimes ‘physical’ nature evokes from the players. It is, however, also a very
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fine instrument, able to produce a myriad of gentle sounds, harmonics, etc.,
especially when tapped with the fingertips or stroked with a bow or a thin steel rod.

The mechanized version, employing 6 servo-motors to change the pitch and one
to pluck the strings, is basically played without touching it, via two ultrasonic
sensors, that measure the distance to any object they are facing (the hand or arm,
for example) and thereby trigger the plucking servo-motor and the six ‘rocker
arms’ that change the pitch by shortening the strings, giving the instrument a range
of 12 semitones, as in the tail piece illustration below, Fig. 9.12. The plucking
servo of the instrument need not necessarily be activated as the rocker arms strike
the strings and already cause them to sound, albeit quite delicately.

Three different institutions received a pair of these instruments. The participants
in each institution formed a quartet of players of the pair of instruments, as
illustrated in Fig. 9.13.

9.3.2.5 Ernst

Ernst was developed not as an instrument, but as a reactive experience that aimed
to stimulate the user’s interaction. It is an automated improviser that re-uses the
sounds produced by the user to make music and it was developed by one of the

Fig. 9.11 Prototype testing
the mechanised SuperString
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authors (Penha) using Max/MSP. The input from the microphone is recorded and
segmented into several snippets of audio. These snippets are analysed for their
pitch, volume envelope, rhythm characteristics and metrical stage within a larger
musical phrase. This information, along with its relation to the surrounding
snippets, is fed into 4th order Markov chains [32] that are responsible for out-
putting responses to the audio input, simulating a cognitive stage inside the
computer. As soon as the characteristics aimed for each response sound are cal-
culated, the system searches for the recorded snippet that more closely resembles
these features and triggers it after all the necessary processing (e.g. pitch and time-
shifting, envelope morphing), in a process known as concatenative synthesis [33].

Fig. 9.12 An illustration of the mechanized version of SuperString

Fig. 9.13 A quartet playing
a pair of SuperStrings
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As the user sings or talks to the microphone, the software starts giving back
phrases built on the musical characteristics of the user input. The sounds used to
build these phrases are exclusively manipulations of the input sounds, so the user
easily recognizes his or her own voice. Whilst the results were sometimes too
unpredictable, due to limitations on the recognition of musical characteristics on
the input audio, Ernst was capable of providing rewarding interaction experiences
to some of the clients. However, as it is not a fully predictable musical instrument,
it was not used in the final concert (Fig. 9.14).

9.4 Developing Musical Activities with the Newly Created
Instruments

The development of the instruments described above took place mostly during the
first year of the project. There was a process of interaction between the authors and
the clients, with a set of programmed visits by the team and also the regular
accompaniment by the project manager of the Education Service designated for the

Fig. 9.14 The GUI of ernst
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project. The final versions of the instruments resulted from adaptations and
improvements made after direct observations and/or direct reports by clients and
music teachers who were working in the project within the institutions. The role of
music teachers in the institutions was of paramount importance. They were in many
cases, due to impairments of the final clients, the true interface with the authors. In
some other cases, however, like the Instrument A, a long-term collaboration between
the person developing the application and one of the clients was established. At Ao
Alcance de Todos 2009 the instruments/interfaces were presented to the institutions
in an individual workshop held at Casa da Música, where members of Factor E also
participated [34]. This started the second phase of the project, which had the
objective of incorporating the newly created resources within the regular musical
activities held at the home institutions. In the case of institutions where music was
not part of the regular activities offered to the disabled people, but also gradually as
the project entered the second year, several elements of Factor E started to work
within the institutions, developing musical activities that would make full use of the
instruments that had been received, in particular developing new techniques of
making music together. This phase of integrating the new instruments in the regular
activities of the institutions overlapped with the composition of the piece to be
performed at Ao Alcance de Todos 2010. The development of musical activities with
the newly created instruments was therefore nurtured by both the interest in incor-
porating them in the regular activities as well as the prospect of participating in a
performance for which particular skills had to be developed through exercises
proposed by the first author. Clients and teachers alike received the instruments with
great enthusiasm and every institution adopted them into their regular (daily-
weekly) musical activities. The institutions that received several instruments
developed ‘ensembles’ in which the teachers often participated as players.

9.4.1 Composing for and Performing with I4E

As the project entered its second year, Gehlhaar was addressed by a new chal-
lenge: the composition of an ‘orchestral’ piece that would use the instruments that
had been developed, as well as other resources, namely a Choir, the Robotic
Gamelan and the T-Sticks. The idea of involving a choir came from the obser-
vation of an unrelated project going on during the first year of I4E. Choir singing
was implemented with great success in a psychiatric hospital, involving patients
and members of staff, and a new idea for 2010 was needed. The above-mentioned
Robotic Gamelan [20] had been tested but a proper artistic challenge involving
disabled people was yet to be developed. The Robotic Gamelan is a set of gamelan
instruments that can be played by mechanical arms controlled by a computer that
responds to measurements made by ultrasonic sensors. It had been used in early
experiments in 2009 with a group of people suffering from cerebral palsy that
would use their arms and heads to control the instruments and produced promising
results.
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The T-Stick [18, 19], an instrument that had been shown by Joseph Malloch at
one of Casa da Música’s Handmade Music events, was thought to be an interesting
tool to experiment with blind people, due to its characteristics of haptic feed-back.
A new software synthesizer for the T-Stick was developed by one of the authors
(Penha) using Max/MSP. It could be controlled using two different gestures: a
thrusting of the T-Stick would trigger a Gong sample, with its pitch-bend con-
trolled by waving the T-Stick afterwards; caressing the embossed stripes of
capacitive sensors would generate a slowly-evolving texture, with its volume
controlled by the speed of the motion and its spectral characteristics controlled by
the position of the hand. These sounds where both tuned to the same note in each
instrument, with each T-Stick being tuned to a different note of Casa da Música’s
Gamelan slendro scale.

The novel A viagem do elefante (The Elephant’s Journey) by the Portuguese
Nobel-Prize winner José Saramago was chosen as starting material to structure a
narrative. The idea was not the composition of an opera—although it became
evident that there was a very strong theatrical sense in the final performance due
the physicality of some of the instruments and players. A loose sense of narrative
was conveyed by text elements, sung or spoken by the choir, as well as by the
projection of very simple graphical elements and text. The duration of the piece is
about 55 min. It is a very complex soundscape of electronic sounds (T-Sticks;
Instrument A, Matrixx), pre-recorded acoustic samples, including environmental
sounds (Sound = Space), amplified strings (SuperString), amplified gamelan
(Robotic Gamelan) and voices (Choir). The score contains a great deal of graphic
notation and involves both specific instructions for certain sound textures to be
produced as well as directions for processes or improvisations. The piece was
performed at Sala Suggia, the main venue of Casa da Música. Around 80 people
participated, each group having a leader, either a member of Factor E or a teacher
from the institution. It was the final concert of 2010 edition of Ao Alcance de
Todos and truly a memorable artistic achievement as well as, of course, a
remarkable moment in the life of the project and the participants.

9.4.2 The Final Composition: Viagem

The composition for the final phase of this project was entitled: Viagem for many
different instruments, pre-existing and invented, physical and electronic, manual
and robotic, imaginary and real, and choir, with subtitles by Virginia Capoto
Araújo and simultaneous visuals created by Vahakn Gehlhaar-Matossian. As
already mentioned, the piece referenced Sarramago’s A Viagem do Elefante. The
authors were of the opinion that a background story, accompanied by real time
visuals and subtitles of significant fragments of the text (being sung or spoken by
the choir) would make the quite abstract music more accessible to the audience.

The original idea for the piece—and the disposition of the choir and instru-
mental forces—was that of an encampment, reflecting Jose Saramago’s 2008 story
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based on historical fact. In the 16th Century King João III of Portugal gifted an
elephant to Archduke Maximilian of Austria. On its ensuing journey from Lisbon
to Vienna a company of soldiers and priests accompanied it. The sequence of
musical events of which the piece is composed, inspired in part by this story, is
essentially based upon the extensive musical exercises that Gehlhaar developed for
the Factor E team to take to their groups of musicians during the 6 months that he
was composing. The content of these exercises was structured such that the players
would not only learn to play their instrument but also learn structured improvi-
sation and make music together. For example, two SuperStrings were always
played by four people; the players learned to play together, to engage with one
another according to the exercises. These focused on the invention of a musical
‘event’ and the subsequent guided improvisational cycle of transformation of that
event. As a result, the musicians already knew the score—more or less—after they
had learnt their exercises during the 6 month’s preparation for the concert. Ge-
hlhaar had decided quite early on that the reading of parts by the musicians would
be impractical (in some cases impossible as the participants were blind). The
whole composition was to be performed from memory under guidance of group
leaders, the very same persons of the Factor E team that tutored the individual
groups.

In the performance of Viagem there were eight groups:

1. twelve persons moving in the Sound = Space;
2. four SuperStrings played by eigth musicians;
3. two Matrixxes played by two musicians;
4. four composers playing Instrument A;
5. seven musicians playing the mechanized gamelan instruments and four gongs;
6. four musicians playing the T-sticks;
7. two choirs of about 25 singers each.

Every group had its own director who could read from score and take co-
coordinative directions from the master conductor, in this case, the composer.
Generally the groups were autonomous. However, often a players or singers of one
group were required to listen to events that were played outside their own group
and import them into their own cycle of imitations and transformations.

The main organizing principle of the composition—reflecting the idea of the
progression of the elephant and a large accompanying force across the face of
Europe—was a broad arch composed of sections of high activity (moving) alter-
nating with sections of little activity (camping). Musically speaking, there are
many short local, foreground events embedded into an overall, almost cumber-
some background stream. Locally, instrumental colors and densities change rap-
idly or slowly within a broad framework of transitory interrelationships, weaving a
changeable tapestry of sounds and words.

186 R. Gehlhaar et al.



9.5 Feedback from Those Involved

Feedback from educators working in the institutions and their ‘clients’ was a
constant part of the project from the very start. The idea of the project was to
develop instruments tailored to the specific needs and motivations of clients and
institutions and a first type of methodology was a questionnaire, as described
above. The evolution of the instruments was determined by the experiments with
the early versions and this type of feedback was gathered mostly by informal
interviews at meetings and music sessions held with the team of developers. An
independent visit by other educators working for the Education Service at an
intermediate stage of the project gave rise to a written report that was also used as
a feedback source for the developers. Finally an overall feedback on the project
was requested at two different stages: shortly after it was concluded (as an open
question via email and also as informal interviews in the context of the making of a
documentary) and about 4 years after the project had been concluded (again as an
open question via email). This section analyses the overall feedback and tries to
identify different types of reactions and points of view.

The initial feedback received from participants—disabled performers and
teachers—showed that the main goals were achieved. We received an enthusiastic
reception to the project by the staff and participating institutions: they were able to
provide access to meaningful musical (and physical) activity for students who are
generally excluded from it, they displayed willingness to come to terms with new
technologies and to undergo some training to expand their musical horizons. As
stated by one of the teachers that participated in the project (Anna Petronella):

Casa da Música has become ‘our House’, and fills us with pride and appreciation. We
achieved much in terms of motivation, new materials and perspectives for intervention.
These gains are not restricted to the group directly involved, but also extend through time
to a much broader group of users and professionals.

The effect in self esteem and motivation of the participants was reported also by
members of staff from institutions that attended to the final performance (Cláudia
Gonçalves):

… I was moved to watch people with disability working towards a common goal with a
professional attitude and highly motivated,

a feeling shared by other members of the institution even if not participating
directly in the project (Pedro Fernandes):

we all felt our ego ‘on high’ for having the privilege of being part of such great initiative.

The success of the project seems to be related to the instruments and what they
allow, but also to the human implications of the process, as it can be inferred from
the feedback of one the educators working in an institution (Paulo Jacob):

the project was very valuable due to the visits to the institution, to the professionalism,
sensitivity and knowledge of the technical team involved. The products developed were
also important, and in our case, Instrument A, we observe an actual response to the needs
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of our costumers (yes, we are talking about improving their Quality of Life), something
that will lead to the emergence of new groups of users […]. The continuity of Instrument
A usage is guaranteed!

It is quite clear that the success, or lack of success, of projects like this depend
not only on the tools that are developed but also, or above all, in the contexts that
surround their creation and use. The final performance, and in particular the
implications of performing a specially composed piece that would integrate the
diversity of instruments developed, gave a sense of direction and an extra moti-
vation for all participants. In our opinion—and this is supported by evidence in
many other projects—this sense of goal and the intrinsic artistic implications of
sharing the results of a laborious process with an audience are at the root of the
meaning that people give to these experiences. In the particular case of this project,
it is fascinating to look at the statements of the clients for whom the instruments
were developed. The ‘‘happy faces’’ described as the ‘‘expression of success’’ by
one of the educators from APPC (Paulo Jacob) has particular compelling foun-
dations in the interviews that are part of the documentary published by Casa da
Música—Ao Alcance de Todos 2010, directed by Tiago Restivo and Tiago Caiano.
A set of carers/technicians and disabled users were interviewed and, even if
sometimes disability (mental or physical) can hamper the communication skills of
some of the people interviewed, it is obvious that the project had a profound
impact in their lives. The analysis of this material reveals three major groups of
ideas: reflections on what can be broadly defined as ‘‘empowerment’’, reflections
about the learning process, reflections about aesthetic aspects of the experience.
The first group has to do with the impact the project had on the sense of worth,
belonging, connectedness or self-esteem. It expresses the effects of ‘‘having a
voice’’, ‘‘being able to’’, ‘‘achieving’’, the emotional/psycho-sociological impact.
The second group is a set of colorful descriptions of how the learning took place or
considerations about the importance of learning as an outcome of the experience.
The third type of ideas expresses the sheer enjoyment of the sounds, music and
other artistic facets of the project and reveals the emotional/aesthetic effects. The
following is a selection of statements that illustrate the variety of impressions
expressed.

‘‘These people have no musical education and this experience gave them the opportunity
to experiment with instruments, to create their own music, and the most exciting part for
me, as a technician, was to see their emotion and their involvement in the experience, and
the enthusiasm with which they played the various instruments. They worked as a group
which meant that they interacted with each other through this musical experience and
through the sounds they created.’’ […] ‘‘I think we all try to develop our full potential
during our lives, to enjoy things and to look for those interests which will give us a sense
of achievement and fulfillment, a meaning to life.’’ […] ‘‘These are new ways for them to
express themselves, to communicate, to feel a sense of achievement and to generally be
more active as people.’’ Anabela Aguiar, technician

I never thought it would be like this, I thought that other people played the music and the
instruments, but it was the other way round. We played the instruments and the others
taught us how. Pedro Alves, client
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‘‘As far as playing new instruments, or innovative instruments, I feel I can identify myself
with the spirit of those instruments. I went there and I played them, and I believe I learnt a
lot from these instruments.’’ ‘‘[…] I would like to play one of those instruments so that I
could belong with other people, be with other musicians to make quality music.’’ ‘‘These
instruments create a bond between people. They bond them in a different way, in a new
way, and so I believe that more of these experiences should take place for people to learn
more about this type of music, these instruments […].’’ Aristides Andrade, client

He played first and I immediately played the same thing. Everything he played I played.
[…] He played, I played. He played first with his hands and then he slid a little iron bar
back and forward, left and then right. He did tum-tum-tum and then tum-tum-tum and then
tuuuuummm […] I am there to play and Sérgio is there to help. What is a low, high and
medium? Sérgio asked me: where is low?—Low is on the other side. And high?—On the
other side. And medium?—In the middle where that star is. You have to play where the
star is. Toooomm and that’s high! People feel what we are playing. Really. Jorge Ribeiro,
client

‘‘It was really a stick, a round circular stick, more or less this long with little bits sticking
out, and when you rubbed them they made a beautiful sound. […]. If we held it one way it
made a certain sound, if we made certain movements with our hands it made a totally
different sound, so it was a fantastic way to make us understand and learn how to use our
sense of touch.’’ […] ‘‘And during our rehearsal with the pianist we truly felt we were
making music. It was at that moment that I thought to myself: we were actually doing
something, this was music.’’ […] ‘‘I felt an enormous sense of achievement; I was part of a
production, of something important.’’ Maria Velho, client

‘‘Initially I was not very interested in this instrument. But when I heard the end result,
when all the instruments came together, all in the right place, coming in at the right time, it
was fabulous’’ […] ‘‘Instruments are beautiful when they are played properly, but when
some instruments are combined with other instruments they aren’t beautiful, they are
spectacular and this is exactly what happened with us. Together with the choir, the dance
and the Gamelan, we were creating something beautiful; the final result was not beautiful,
it was spectacular.’’ ‘‘[…] it was really good to feel that, at least for that moment, all these
people can be useful to society.’’ Nuno Rodrigues, client

I was rather nervous at first, but then as the show went on the nerves disappeared. I have
been to shows before but I had never been on stage. It was a new experience for me. I
looked at the room and I thought: my God what is this? But then as the show went on I was
fine and it went really well. I could have stayed there another two or three hours if
necessary; it was an unforgettable experience for me. […] In the end this was a job done
by all, not just one, by all.’’ […] ‘‘I felt like a star, although I know I am not a star, but at
that moment I truly felt like one. Márcio Moreira, client

This was undoubtedly a groundbreaking experience for us technicians and for the young
people who work with us, because all of these instruments were unknown to us, so not
only did we learn something new, we were also able to create as we went along. New stuff
was always coming up, new sounds—it was a very enriching experience for us because it
gave us the freedom to experiment. A number of unexpected things happened during the
show, and we had to improvise—but it all turned out really well in the end, which was
fantastic. In that sense it was really amazing. Sérgio Silva, technician
The most important moment for me and the one I enjoyed the most, was undoubtedly the
show because I was working with a number of people and not on my own. Alexandra Dias,
client.
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‘‘When the conductor indicated, I played the hammers, and the music I played combined
with the music from other instruments, made beautiful music.’’[…] ‘‘I felt much more
useful, more important. I felt I was an artist. I enjoyed learning more music and my love of
music grew.’’ Maria Manada, client

To receive the appreciation they received for having participated in a musical perfor-
mance, to have been a part of the scenery together with everyone on the stage was ecstasy,
they went wild; it was like opening the borders. New horizons were opened up to them,
and I believe that from now on they know that music is not only for musicians.’’ Pedro
Fernandes, institution member

When we talk about recovery, we mean promoting healthy attitudes towards life in terms
of self-esteem, self-concept, understanding that one is capable of doing things. It’s obvious
that when people participate in a project, they feel equal to others. José João, technician

‘‘Really hard but very gratifying once we saw the final result, once we had mixed in all the
other instruments […] The interesting and also gratifying part of this is that we met the
requests made to us. It gave us an enormous amount of work and we spent many months
working on this together […] we always tried to work as a team and I think we succeeded
in the end […] I feel a great sense of fulfillment. To have played at the Casa da Música is
wonderful and very gratifying, and I think we can be proud of ourselves because it’s a
different world.’’ […] ‘‘We outdid our expectations and we impressed the public. We
showed them that, within our limitations and with the help of those who make us our
instruments and our software, we can do what everyone else does. We put on a fantastic
show just like any other musician or any other actor.’’ Adelaide Almeida, client

[…] to be able to show others that we also know how to play, how to present a show.
Liliana Neto, client

[…] our relation to music should not be a passive one, music should be for everyone. I
believe it can only be good for you. Paulo Jacob, educator

Approximately 4 years after the project had been concluded an email was sent
to the participating institutions and educators inviting them to write about the
‘‘reverberations’’ of the project. Although several institutions replied that after the
performance at Casa da Música the instruments gradually stopped being used, due
to changes in personnel or facilities, a few answers pointed out some long-term
effects.

The educator Anna Petronella, for example, reported that some of the exercises
and instruments (Sound = Space, Matrixx and SuperString) were regularly used in
Drama activities and even in a touring performance of an original music theatre
project developed at APPACDM in Coimbra. She also reported that her usage of
the Soundbeam had been enriched by the learning experience with the
Sound = Space as well as by the integration of Ernst and Matrix. She reports:

‘‘I used the technology that was available and adapted it to the specific interests of the
clients (42) attending the area’’. After July 2012 the institution had to adapt to new
financial restrains that forced the most part of these activities to cease. She concludes,
however, by saying that ‘‘the experience of the project was so deeply absorbed that, in one
way or another, it still inspires, nourishes and strengthens relations’’

The educator Paulo Jacob (APPC, Coimbra) also reported continuing activities
and analyzed the response by the clients he worked with, concluding that the
project was important because it provided
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an opportunity to demonstrate capacities; an opportunity to have a first significant stage
experience; an opportunity to work with instruments that facilitate the access to musical
composition and performance (Instrument A being referred to as very friendly); personal
reward due to the integration in a group made of disabled and non-disabled people;
recognition for the work (expressed as ‘‘applause’’ by the general public); valuable
experiences in the exploratory processes and in the creation of the performance; recog-
nition by family and friends.

One of the clients from this group, Adelaide Almeida, reported above, reflected
on the project, confirming her first impressions, namely emphasizing the hard work
she went through, and she concludes by saying: ‘‘I still use the software [Instru-
ment A] regularly, including for the development of music/sound for theatre plays,
Christmas parties, etc., so the project only brought me good, positive things.’’

Paulo Jacob also reported a boost in interest by the institution in technologically
assisted musical activities, with the acquisition of computers and the development
of a specialized response for a group of severely disabled clients (with cerebral
palsy and degenerative diseases). Every client with severe motor limitations is now
entitled to have a personalized response, individual and in groups, within the
framework of a program entitled Music and Technology. He has developed a plan
of work, specifically for Instrument A, that includes five phases:

(1) promotion of autonomy (a process of personalization of switches, initiation and
adaptation to the program); (2) content development (selection of sounds and composi-
tion); (3) content personalization (the clients are encouraged to create a personal list of
sounds and musical ideas for further development). After this list has been conceived the
client participates in the process of collecting the sounds he/she has chosen by: (a) field
recording, (b) accessing the internet, (c) introducing the new sound files in the program;
(4) experimentation and development of personalized Instrument A; (5) integration of the
client in a group situation (with other personalized Instrument A).

He also reports the development of a new project based on a ‘Makey Makey’
[35] as a way to ‘‘develop new forms of musical interaction and find new paths for
a more fulfilling life.’’

Some of the educators of Factor E also sent their ‘‘reverberations’’ at this stage.
Ana Paula Almeida highlights the ‘‘development of an intuitive communication
between the different musicians, the joy to be seen and heard, a final result of an
unexplainable quality defying any preconception that could still exist.’’ Joaquim
Branco, philosophically reflects about this experience (and others with disabled
people) and identifies three repercussions: ‘‘(1) love is our right (2) communication
is made of intention in silence (3) it is possible to reach where life simply chan-
ges.’’ He concludes: ‘‘I was one before Ao Alcance de Todos, today I am another!
Better.’’ Filipe Lopes emphasizes the fact that the process of composing Viagem
allowed time and room for development of ideas within the group he was working
with (Robotic Gamelan) ‘‘there was time to work on details, to move backwards
and forwards, to refine the patches and compose together’’[…] Rolf attended some
of the rehearsals and incorporated some of these ideas in the score, and that
conferred a bigger sense of belonging to the piece.’’
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For the authors this was a particularly complex and demanding project and, yet,
one of the most fulfilling. The entire project was an opportunity to work on a
fundamentally worthwhile undertaking: to assist in developing access to musical
activity; to encourage participation in group musical activity to persons who
generally are excluded from it; to exercise and develop our own creative skills in
an inspiring atmosphere, both within the team and with enthusiastic clients. We
organized ourselves with an embedded flexibility of approach, providing us with
opportunities for our own personal growth, allowing us to respond in very indi-
vidualistic ways, always with possibilities for revision. Despite the relatively short
duration of the project we believe that we were still able to respond with original
projects—involving both the development of bespoke hardware and software—
that met the demands (and in many cases, went beyond the dreams) of the ‘clients’,
such as increasing the level of student participation in already existing musical
activity and expanding the pedagogical techniques and instrumental resources of
the teachers while broadening the conception of what music making can be.

9.6 Advice to Practitioners

The following is not to be considered as an exhaustive list; it simply contains
aspects that are sometimes overlooked when working on such a comprehensive
project.

• ensure that the estimate of costs is accurate and flexible and foresees
contingencies;

• assess the clients carefully and precisely;
• get to know both the staff and clients as individuals;
• design the instruments having the staff’s skills and sensibility in mind, as they

will be the primary catalysts of the client’s success;
• design over a broad range of abilities/disabilities—something for everyone;
• design so that at least a moderate competence on the instrument(s) may be

achieved within the time frame of the project;
• design so that instruments could be programmed, constructed, debugged and

repaired by the core team and afterwards, maintained by the clients themselves;
• develop written and illustrated user and maintenance instructions for each

instrument;
• instruct the staff of the institutions to which the instruments will be handed over

at the end of the project; assist them to take ownership of what can be done with
them;

• design musical exercises—both individual and group—which will encourage
and assist the players in learning to play their instrument or how to control the
interactive/reactive environment;

• create a fertile ground for musically fulfilling experiences to arise from early
stages of getting acquainted with the instruments;
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• do sectional rehearsals before tutti ones; this gives the musicians a bit of time to
get used to being in large groups, hearing the others, working with strangers, on
a professional stage;

• compose the ensemble piece in such a way that the players may take ownership
of it.

9.6.1 Problems Encountered and Methods for Arriving
at Solutions

The problems we encountered may be divided into the following categories:
methodological, practical/logistical, financial. We will discuss them in that order.

9.6.1.1 Methodological

All members of the core team—the authors—were working primarily from the
perspective of composers. We had had some experience in musical projects such
as interactive multimedia installations, music theatre works and workshops related
to them, many specifically aimed at persons with a disability. There are many
sources and paradigms [36–38] for some of these projects, especially those of
therapeutic value of musical activities education but we could find none specifi-
cally for such a project as ours. We decided to organize the project as if it were one
of educational research, to find and make contact with as many relevant institu-
tions—schools, day centers and clinics—as possible. Then we reduced that
number to those where both staff and clients seemed to be most excited by the idea.

The scope of our project, requiring 2 years for its completion, posed a funda-
mental difficulty that had to be overcome: finding clients who would seriously
commit to such a long term project. We knew that it was imperative that the staff
of these institutions be brought on side, as their committal would provide the
project the long term home it required. Not only is their committal crucial but also
their willingness to be educated in the use and maintenance of the new instru-
ments—some primarily digital—we were going to develop. Even though we are
well into the computer age, there still exists resistance and general phobia towards
technology among educators within special needs institutions. Fortunately we were
able to overcome any resistance and also to develop instruments that were reliable
and easy to maintain and a pleasure to operate. One of the contributing factors to
our success was the excitement with which our project was received by the
potential participants—they couldn’t wait to get their hands on the instruments. In
every instance this helped overcome any hesitation on the part of staff.
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9.6.1.2 Practical-Logistical

Essentially, right from the beginning we were under pressure: the scope of the
project was large and there was a pretty certain cutoff point approximately
20 months down the road. Efficiency was of the essence, keeping everyone
involved in the project informed. This meant that a functional communications
systems had to be established; this was done via a document sharing protocol. Our
first task was quickly to organize the client base, develop a projects ‘manifesto’
and decide upon the number of clients we could serve within the limits of the
project. The we could recruit the participants, do the research as to their needs and
desires, implement the designs, ‘manufacture’ the prototypes, test them, manu-
facture the final instruments and present them to the clients. All of this needed to
be accomplished in approximately 14 months.

Due to the geographic spread of the institutions involved—some 60 km—it
proved at first difficult to organize meetings with the clients at their institutions; we
always needed to find a slot in their busy schedule. In the end we had to meet with
them on four consecutive days approximately every 6 weeks. This allowed us to
go into depth, both with the staff and the clients, ensuring that no one was over-
looked and that everyone was catered for and that the end result would be able to
be combined into some sort of ‘ensemble’ for a performance.

The remaining 8 months of the project were dedicated to musical instruction on
the instruments, carried out by Factor E, the educational force of Casa da Música.
and of course, the composition of an ensemble ‘piece’ and the final 4 days of
rehearsals and the performance.

9.6.1.3 Financial

Because this was such a novel project, it was difficult to budget it. In the end the
administration decided that we had a fixed amount and would have to make do
with that. We knew there were many unforeseeable such as breakdowns, software
glitches, hardware problems and replacements, all requiring extra time and travel.

One of the great advantages of realizing the project with Casa da Música was
the fact that the cost of the one of the authors (Rodrigues), the educators (Factor E)
and the administrators were met outside the project budget. This allowed us to be
much more ambitious and to give the project greater scope; otherwise the budget
would not have been sufficient.

9.7 Concluding Remarks

Among the myriad design challenges of this project was the following: striking a
balance between ease of access (to ‘draw the user in’) and yet achieving enough
depth to encourage longer-term use and more involved creative engagement.
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In some cases, discovery is the key: an instrument in which the questions ‘what
can it do?’ and ‘what can I do with it?’ and ‘what can it teach me?’ and ‘what can I
teach it?’ are significant. The main points for this project were to make something
to be played rather than something to be played with and using technological
means in order to effect a transfer of skills, replacing some of the generally
required traditional skills for playing musical instruments.

The main challenge in the design of new musical instruments is how to inte-
grate and transform an ‘apparatus’ into a coherently designed channel for the—
communication and expression—of meaningful musical experiences with emo-
tional depth.

And, furthermore, how to educate the users so that musically they may take the
greatest advantage of their new instruments? The accessibility of such an approach
can come at the expense of limiting the musical range and possible gestures
associated with creating sound. But, does accessibility need to come at the expense
of range of expression? We thought not, but we knew that the education of the user,
both individually and communally, was going to be crucial. We were not looking to
develop musical instruments with which any standard repertoire, be it classical or
popular, could be recreated. Rather, we were looking for ways in which the par-
ticipants could musically express themselves, both privately and in a group.

We believe this project was important for everyone that participated in it. As far
as we are concerned, it made us (re)discover an essential aspect of our activity as
artists: the possibility to create effective channels for expression and human
development.
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Chapter 10
Designing for Musical Play

Ben Challis

Abstract Though sensory spaces are a common feature within many special
needs schools, the way in which they are designed and resourced varies greatly
between provisions as do the types of activities that take place within them. A
short series of case studies has been carried out across a cross section of UK
special needs schools to demonstrate this contrast whilst also attempting to better
understand the reasoning and motivation behind their design and usage. In 2012,
eight schools were visited in England and Wales with the aim of documenting the
types of sensory space that were available, the resources that were featured within
each space and the types of sensory activities that were being used. The key
themes that emerged during the case studies are discussed alongside an historical
overview of the conception and evolution of the multisensory environment.

Keywords Sensory � Play � Sound � Music

10.1 Introduction

This chapter aims to explore the use of music and sound through assistive
improvised-play in sensory spaces. The term ‘assistive’ is used here by way of
reference to any technology (specialist, commercial, novel) that is in some way
enabling within a context of creating and manipulating sonic-landscapes or
musical-ideas. Whilst acknowledging that there are clear benefits to encouraging
children and adults with perhaps quite profound individual-needs to engage with
sensory focused activities, it is also suggested that there is a need for a more
coherent approach to designing such spaces. A recent series of visits to special
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needs education (SNE) schools has shown there to be a wide spectrum of
perceptions on offer as to the kinds of activities that might take place in sensory
spaces and that this, in turn, is reflected in the considerable variety of layouts and
technologies that can be observed in use. This spectrum ranges from the ad-hoc (or
perhaps organic) approach to design through to commercially commissioned
spaces with feature-rich content. A broad range of sensory stimuli and technolo-
gies exist within this spectrum, offering contrasting levels of emphasis across the
types and nature of interactions being explored (tactile, haptic, auditory, visual). In
addition, there are certain technologies (e.g. the bubble-tube) that can be regarded
as common features and others (e.g. the resonance board) that are not and there are
good examples of ‘found’ technologies that perhaps surpass the potential offered
by many specialist technologies.

Sensory spaces can perhaps now be regarded as ubiquitous within SNE pro-
vision with designs for new buildings and extensions identifying areas for use as a
sensory room or sensory garden and with existing provision identifying available
space to be offered over for such use. However, there is little literature available on
either the design of sensory spaces or how to get the most out of their potential
when they are available. So this raises the fundamental question as to what dif-
ferent combinations of layout, technologies and activities can be regarded as
‘good’? There is unlikely to be an absolute answer to this question and the very
nature of individual needs dictates that different provisions are likely to have
different solutions based on the specific therapeutic requirements of the individuals
they are working with. However, there is much to share here and this chapter
attempts to detail some of this within a discussion that is non-judgemental; the aim
being to elaborate on contrasting approaches with a view to helping practitioners
make informed design choices that suit their own needs. Within this, there will be
significant emphasis placed on the notion of interaction through improvised-play.
The suggestion being that, although cause and effect style interactions are of
obvious benefit (the bubble tube being a good example of this), there could be
more opportunities for free-play within sensory spaces; where outcomes are per-
haps less deterministic whilst still being mapped in a meaningful way to an
individual’s gestures.

Alongside this key theme of design for ‘play’, the chapter will also propose that
interaction with music and sound in sensory spaces is perhaps under-explored. A
key observation within the survey is that music and sound are often employed in a
passive sense within sensory spaces; providing an ambient backdrop to other
sensory activities for example. Even when the interaction is more active, the use of
sound and music can often be restricted to a cause-and-effect style approach. For
example, a sensory garden may contain an ornamental flower that when hit or
touched produces an appropriate sound (e.g. the buzz of a bee); the single action is
rewarded with a single sound. In contrast, it is a rarity to find examples where the
subtleties of more prolonged movement (moving a hand or body within a field or
across a surface) are captured and mapped to meaningful sonic events. These two
key themes (design for play and interactivity for music and sound) will be
maintained throughout the following observations and discussions.
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10.2 Snoezelen and the Evolution of the Sensory Space

Schools for special needs education will often have one or more areas that can be
identified as being a sensory space,1 yet there is little consensus on how such a
space might be designed, resourced and, ultimately, used. There are commercial
companies that will design and equip such spaces, offering a range of specialist
technologies and furnishings along the way yet there is little research available to
suggest why one combination of resources might be more effective than another.
So, where does the concept of the sensory space come from and what transfor-
mations have occurred throughout its evolution?

The original concept behind the sensory space can be attributed to the work of
Hulsegge and Verheul [1] who suggested that fundamental sensory stimulation
could be a more direct and meaningful way of reaching out to individuals with
profound and multiple learning difficulties (PMLD) than that of focusing on
intellectual ability alone. In their book ‘Snoezelen: Another World’, Hulsegge and
Verheul describe the creation and use of sensory rooms for this purpose at the De
Hartenberg Centre in the Netherlands. The rooms were essentially controlled
sensory environments where a care-assistant could work alongside an individual
with PMLD as he or she interacted with various sensory stimuli. Importantly, the
emphasis was not on learning in any traditional sense, more on recreation and play
with contrasting sensory experiences readily on hand for the individual to explore.
Indeed the term ‘Snoezelen’ is derived from two Dutch words: ‘snuffelen’ to sniff
and ‘doezelen’ to doze and though learning might be achieved within these ses-
sions it was not regarded as a primary aim.

Pagliano [2] describes how these multisensory environments were, in part, born
from the coming together of specific technological and social changes. The late
1970s saw the emergence of the discotheque, a high-tech environment dedicated to
the creation of powerful audio-visual experiences for the purpose of entertainment
alone. New technologies were being developed to enhance these sensory experi-
ences (mirror-balls, sound-to-light, projector-wheels), all against a backdrop of
amplified beat-based music. At this same time, the manufacturing industry was
exploring the potential for various new plastic technologies. Soft-play furnishings
could now be produced easily using PVC; not only cheap to manufacture but
waterproof and easy to wipe-clean. Velcro was being used to produce simple but
effective instant-access fasteners and vacuum-formed plastics were enabling the
creation of lightweight playground equipment. The arrival of these technological
novelties (discotheque and versatile plastics) happened to coincide with a number
of sociological changes that were evolving in the way in which individuals with
disabilities were being perceived and supported; a progressive movement away
from institutionalisation and towards mainstream integration. The Snoezelen
effectively embodied all three of these notable happenings, creating safe

1 Sensory spaces are also referred to as multisensory environments or MSEs.
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environments where individuals with PMLD could experience rich sensory
experiences in a recreational and, ultimately, therapeutic context.

The Snoezelen model was adopted relatively rapidly within special needs
education and on quite a global scale leading, in turn, to the rapid commerciali-
sation behind the manufacture of many associated technologies. Ultimately,
Snoezelen became the registered trademark of one specific company and though
this remains to be the case there are numerous other companies (in design, con-
sultancy and manufacturing) that very much owe their existence to this original
concept. There are various names and permutations that are now in use and besides
the registered trademark of Snoezelen, any special needs school might describe
how it has one or more multisensory environments, though the term used might be
sensory room, a sensory garden, maybe a sensory corridor or even a sensory
corner. Portable sensory trolleys exist too such that a dedicated room or area is not
required and activity rooms (hydrotherapy pools, rebound rooms etc.) might be
enhanced to also function as some form of sensory environment. With this in mind,
the term sensory space is being used within this chapter as a catch-all term for any
such realisation or adaptation of the original Snoezelen concept.

Though the design and installation of sensory spaces continued steadily, the
underlying philosophy was often confused, leading to mixed interpretations and
experiences along the way. Indeed, the originators of the Snoezelen concept
acknowledged this in their own writings identifying a general lack of solid theo-
retical basis from which to understand and guide Snoezelen use. Pagliano [2, 3]
highlights this further by describing specific contradictory examples such as the
suggestion by Hulsegge and Verheul that expertise is not absolutely necessary
even though they also emphasised the need for careful observation and, more
significantly, that learning is not a must even though the individuals should be
given the opportunity to gain experience. Ultimately this lack of clarity led to the
branching of the original concept into two separate ideologies, one that stayed true
to the original philosophy where the emphasis would be placed on recreation only
and one that moved more towards an educational model where emphasis would be
placed on learning through cause and effect. In a study into the perception and
purpose of sensory spaces, Bozic [4] formalises these two contrasting approaches
as being part of either a child-led repertoire or a developmental repertoire. He also
points out that both repertoires may well coexist within the same school as it is
generally individual members of staff who are ultimately responsible for inter-
preting the function and use of sensory spaces.

Though sensory spaces can be regarded as widely available within SNE pro-
vision in the UK, there is very little research available that questions whether there
are measurable benefits from using such resources. Where research has been
carried out the results have tended to be inconclusive (e.g. [5, 6]) or perhaps not
open to generalisation (e.g. [7]). Indeed, in a review of available research in this
area Hogg et al. [8] also identify examples of negative outcomes commenting that

Snoezelen is not a cure-all for everyone—even those with apparently similar
characteristics…
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suggesting that

…efforts must be made to establish what the individual brings to the situation in terms of
personality and sensitivities that makes Snoezelen beneficial, a non-event, or positively
detrimental.

Whilst a more recent meta-study by Lotan and Gold [9] concluded that

… weaknesses in the examined research methodologies, the heterogeneity between
research designs, the small number of available research projects, and the small number of
participants in each research project, prevent a confirmation of this method as a valid
therapeutic intervention at this time.

So, the long-term benefits of working with sensory spaces are yet to be fully
assessed and this places considerable reliance on anecdotal evidence for identi-
fying any potential positive or negative impact. There is still substantial value to
be attached to personal observations and experiences though, as the special needs
educator is typically working at an individual needs level where the opportunity to
generalise rarely arises anyway. This is an aspect that Mount and Cavet [10]
identify in their review of similar studies into the relative merits of sensory spaces,
ultimately arguing that there is likely to be as much significance to be placed on
the quality and abilities of the individual member of staff as the equipment and
spaces they are operating within.

The Snoezelen philosophy identified music and sound as being an important
part of the sensory environment but was not prescriptive as to how this might be
achieved. In many of the sensory spaces visited for this study, interaction with
music was typically a passive activity yet music is also used in very active ways
within other therapeutic contexts. Though more active interaction with sound and
music did occur elsewhere within the schools visited it was seldom observed
directly within the sensory spaces where one-to-one sessions might be more likely
to occur. This observation is discussed in greater depth later on but as the emphasis
of this chapter is on musical-play within sensory spaces the following section
outlines a few key points in connection with the therapeutic potential of music and
improvised play.

10.3 Music and Sound in Therapeutic Contexts

For many people, the idea of engaging in music-making activities may well also
suggest a need to adhere to formal structure; harmonic progressions, rhythmic
patterns, melodic phrases and so on. However, music can also operate at a much
more abstract level where there are less formal rules to follow. Free jazz, for
example, explores this notion whilst retaining some of the sounds and textures that
perhaps instil the ‘feel’ of jazz. At a more fundamental level, free improvisation
offers a considerable sense of freedom. However, the absence of agreed structure
in improvised music does not negate the emergence of shared ideas, or the
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development and reiteration of phrases and patterns, nor does it exclude the
exploration of tonality, meter and harmony. Perhaps more liberating is the notion
that such formal musical constructs do not have to be predefined or even visited at
all for music to happen. In essence, free improvisation encourages us all to play
with sound, to offer new ideas and perhaps reflect those we hear around us, to
embrace or resist the musical flow and to develop or simply abandon a train of
musical thought.

This same concept of musical play is fundamental to key applications of music
in therapeutic settings. Musical play exists in a clinical setting where a Music
Therapist will use improvised music as a tool for creating a relationship with a
client for therapeutic purposes; it also exists in Community Music where group-
based musical activities can have therapeutic outcomes. Both Music Therapy and
Community Music can employ game-like strategies for creating, sharing and
generally communicating musically.

Clear definitions for both Music Therapy (and Community Music) are under-
standably difficult to create given their potential breadth and reach but the fol-
lowing is a meaningful working definition.

Music therapy is a systematic process of intervention wherein the therapist helps the client
to promote health, using music experiences and the relationships that develop through
them as dynamic forces of change. Bruscia [11, p. 20]

Typically, music therapists are expected to be technically able musicians with
good improvisatory skills. They will use these musical skills, perhaps over a
prolonged period of time, to develop a relationship that can be described as being
either a client-therapist relationship or a client-music relationship. In the client-
therapist relationship music will be used in therapy, and the emphasis will be on
the therapist as musician whereas in the client-music relationship, the music will
be used as therapy with the emphasis being on the musician as therapist [11].

More an ideology, Community Music places significant emphasis on the
individual values that can be gained from taking part in collective music making.
Though there may not be specific therapeutic aims within Community Music as
such there can, and often will, be therapeutic outcomes that can be observed (e.g.
benefits from social inclusion, physical health and mental well-being). As with
Music Therapy, the Community Music practitioner is likely to be a good impro-
viser but though high technical skill might be an added strength it is not essential.
The Community Music practitioner’s real skills lie in being able to quickly
respond to the needs and diverse abilities of a possibly unfamiliar group of people
whilst constructing ways of making music in the moment.

There are philosophies for free improvisation in music (e.g. [12, 13]) and in the
arts in general (e.g. [14]) that encourage us to embrace the notion of play in music and
the applications and benefits of musical play in both Music Therapy and Community
Music are quite apparent. In Community Music in particular, considerable emphasis
is placed on understanding how best to encourage such play through introducing
groups to game-like exercises using all manner of sound sources including those we
can make with just our bodies alone. Community Music embraces the idea that
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anyone can create sound and therefore everyone will have something to offer as
music, at its most fundamental level, can be thought of as organised sound. Moser and
McKay [15] provide a comprehensive resource for Community Music practitioners
along with various approaches to musical game-play [16, 17]. However, there are
clear barriers for individuals with, for example, restricted mobility or perhaps
learning difficulties that will impact on the range of instruments and therefore
opportunities that might be available. It is here that assistive music-technologies can
contribute greatly by enabling such individuals to engage in as expressive a way
possible; translating limited movement into larger musical gestures, or mapping
complex musical patterns onto less complex and more intuitive actions. In this
respect, assistive music-technologies will include adapted and novel acoustic and
digital ‘instruments’ including those that are almost toy-like, where the interaction is
as important as the sounds the object can produce. Assistive music-technologies
feature within both Music Therapy [18] and Community Music [19] and contrasting
technologies were observed in use in the following study though a more compre-
hensive overview is provided in the section after this.

10.4 Sensory Spaces in Practice

In an attempt to cast some light on the contrasting perceptions of what a ‘sensory
space’ can be, a short series of case studies has been carried out across a number of
special needs schools in England and Wales. As a survey, both the choice of
schools to visit and the subsequent interviews with practitioners has been delib-
erately open and as such there is no suggestion that any of the observations being
offered here should form the basis for generalisation. There are some recurring
themes but this is a small study and care should be taken not to suggest that these
represent the norm and, whilst acknowledging that there may be occasional
commonalities, greater emphasis has perhaps been placed on those comments and
observations that are unexpected or novel. So, the study should perhaps be thought
of as an exploratory journey; an opportunity to appreciate the variety of attitudes,
techniques and resources that are currently in use. The findings are being shared
here simply as examples of contrasting practice and though individual opinions
and choices might inspire some discussion this is not meant to be judgmental or
critical in any way. However, out of respect to those who have been helpful
enough to share both their time and experience, no references are made to either
individuals or the schools where they work.

In total, nine schools have been visited with many of these having a significant
proportion of children with PMLD children though two of the schools had a higher
proportion of autistic children. Each visit involved an open interview and a tour of
any resources and spaces where sensory learning regularly takes place. On most
occasions it was possible to see staff and pupils engaged with sensory activities
though this was very much dependent on whether an activity happened to be
timetabled at that same time. The case studies are not discussed separately, instead
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they are presented here alongside each other in reference to a number of themes
that emerged across the study and though an identifying number is attached to each
school this is only for reference purposes such that connections can be made
between schools and themes. Although there is an underlying focus on the passive
and active uses of sound and music within sensory spaces in the collected
observations the approach to questioning was quite open, considering all
approaches to working with sensory activities in purpose designed spaces.

10.4.1 Perceptions and Attitudes

Of the schools visited, six out of nine were generally positive about the use of
sensory rooms within their provision. Within these six, if there were negatives
identified, these generally related to the practicalities of maintenance and sched-
uling of activities rather than any underlying philosophical issues. In contrast to
this, the key contact at School 8 was keen not to start a tour at the dedicated
sensory spaces, instead preferring to focus on aspects of the general environment
that had been designed to encourage a wide variety of ‘organic’ sensory experi-
ences. As an IT coordinator, the interviewee was happy to promote the use of
technology and virtual activities but against a backdrop of understanding where
and why this might be appropriate. A key example that she offered was the
opportunity for a child to interact with an animal (the school has chickens) with
meaningful sensory stimulation from stroking, smelling, seeing the bird move,
hearing it ‘cluck’ and so on. Her concern was that in gravitating towards the
technological, the environmental can be overlooked and that this is a fundamental
aspect of life. In this sense music is sound and any sound can be music. Much of
the sensory work at School 8 was based on the Touch Trust2 model and music and
sound featured heavily within this but not necessarily within dedicated sensory
spaces. Interestingly, technology was seen as being an asset within this for the
simple reason that many musical instruments are quite simply inaccessible for the
children at the school. Here, assistive music-technology was seen as having an
appropriate and enabling role to play.

In a similar vein, the member of staff at School 1 was also cautious about a
tendency to overly rely on technology and generic sensory equipment expressing a
preference for Intensive Interaction. This approach to developing basic commu-
nication does not require a sensory space as such and though the school has two
sensory trolleys there is no dedicated sensory space. The Intensive Interaction
Institute3 describes Intensive Interaction as:

First and foremost, Intensive Interaction is highly practical. The only equipment needed is
a sensitive person to be the interaction partner. The approach works by progressively

2 http://www.touchtrust.co.uk
3 http://www.intensiveinteraction.co.uk
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developing enjoyable and relaxed interaction sequences between the interaction partner
and the person doing the learning.

Nind and Hewett describe this in practice:

The practitioner attempts to engage the learner in one-to-one interactive games with the
emphasis being on pleasure first and foremost. This involves practitioners in modifying
their usual body language, voice and face in order to make themselves attractive and
interesting to their less sophisticated partners. A central principles is that the content and
the flow of the activity follows the lead of the learner through the practitioners responding
to her/his behaviour. Nind and Hewett [20, p. 8]

Employing this approach does not exclude additional sensory activities and
music and sound are strong features of the daily activities that the children take
part in. This same school has a visiting music therapist who also employs Intensive
Interaction techniques by mirroring the movements and gestures of the child with
complementary melodic and rhythmic phrases.

The other school that did not wholly embrace sensory spaces was School 4
where there was considerable criticism on the generic designs that exist within
many SNE schools. The observations by members of staff (including the IT
coordinator) at School 4 were that, in general, sensory rooms (gardens, trolleys and
so on) are not designed and equipped by educators, more ‘specified’ by companies
that have an interest in selling specialist equipment. This particular school was in
the process of moving into a new building and staff had designed the plans for the
sensory spaces after much reflection on a number of negative experiences of
working with generic designs in a previous building. Two sensory rooms were
being designed and, though a commercial company would ultimately install the
specialist resources, the school’s staff were the driving force behind the equipping
of the spaces. This design strategy is elaborated further in the following section
and the message was a simple one—the educators and practitioners need to have
substantial input into the design of these spaces else the same issues will keep
resurfacing due to the generic nature of sensory space design specifications.

One common theme that appeared was that, where a school had a ‘traditional’
sensory room similar to the Snoezelen model, the sensory space was generally
regarded as simply being a good place for one-to-one activities. This was fre-
quently reflected in the timetabling structure where individual members of staff
would be offered set times within the space which they could then use in
whichever way suited their needs.

10.4.2 The Spaces

At the time of the visits, all the schools had specialist commercial sensory
equipment but only School 1 did not have a dedicated sensory space, instead
having two sensory trolleys. Schools 7 and 8 both had light and dark sensory
rooms though both the activities and resources being used suggested that these
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were mainly regarded as general-purpose sensory spaces. The remaining schools
all had at least one dedicated sensory space and possibly some additional sensory
corners set up within one or more classrooms. Schools 2 and 6 stood out as having
considerably more investment in sensory spaces and commercial resources than
the other schools. Both were relatively new buildings containing one or more
sensory rooms, a sensory corridor, sensory garden and a hydrotherapy-pool with
additional sensory resources. Though the individual types of resources are dis-
cussed in the following section, it is worth mentioning that the sensory spaces in
these two schools were technology rich yet, in contrast to this, these were not
necessarily the spaces that became the most memorable. Again, this is perhaps
partly the result of recognising similar technologies in many different places such
that when a space is seen that contains none of this same technology it simply
stands out; someone has gone to considerable effort to create and equip a space
with all the right objects and materials for a very specific group of users. Such a
space was seen at School 7 where the backroom to an arts-classroom had been
converted into a DIY sensory space. More will be made of the kinds of resources
that were in this space in a later section but the point of interest here is the notion
of generic designs versus small-scale ad-hoc design where the latter immediately
seems more in touch with its users. One final observation worth discussing is that
most staff mentioned taking additional sensory activities into the dedicated spaces
rather than relying on the specialist equipment within. Without undertaking a
comprehensive survey on specific usage it would be difficult to determine the
individual worth of commonly included technologies but this practice does rein-
force the earlier observation on one-to-one activities.

10.4.3 Specialist Technologies

As mentioned earlier, the sensory resources in all the schools visited tended to be
drawn from roughly the same set: bubble-tubes, fibre-optic lighting, light-wheel,
infinity tunnel, interactive switchboard, mirror-ball, audio playback. In talking to
staff though, it was not clear why these particular technologies should be included
specifically beyond being part of the original fit-out. With Pagliano’s observations
on the evolution of the Snoezelen in mind and how the emergence of the disco-
theque was influential within this there is at least some explanation as to why these
technologies might be in use but their inclusion also appears both prescriptive and
inflexible. The same was true for sensory gardens in that the same technologies
tended to be present including interactive switches that trigger sounds, wind-
chimes, interactive water-fountains and bubble-machines. The IT coordinator at
School 5 gave an account of the original installation of the equipment for the
school’s sensory garden whilst also pointing out that most of the technology no
longer worked. When first installed, there were two artificial plants with switches
that when pressed would produce a sound. However these sounds were relatively
unconnected (an animal noise for example) but when the system was checked to
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see how the sounds could be changed (e.g. to make the sound of a bee), it became
clear that only one of the company’s engineers could really alter the sound set; the
sounds have not been changed as a result.

Some of the schools had interactive floor-projectors; perhaps most notably the
two schools mentioned earlier that had clearly invested quite substantially in
sensory equipment throughout the entire school. The IT specialist at School 7 was
using interactive projections but was also not keen on the way in which they
tended to be set up. He suggested that there is a tendency to use them in their
default or demo settings (disturbing leaves on a surface, revealing parts of pictures
etc.) even if this may not be a meaningful interaction for the child taking part. He
described how he had set up such a device to track a ball that a child would throw
such that a trail could be added visually. In this context, he added, the child is
having his or her own actions reinforced in a meaningful way, helping them
understand the path of the ball in relation to their own movement and all within
quite playful and enjoyable interaction. So he was using technology but tailoring
its use to very specific needs and learning outcomes.

Before moving on to talk about repurposed technologies, it is worth reflecting
on the observation offered whilst at School 5 that much of the sensory garden
equipment no longer worked. This was quite a common observation across the
different visits with references to equipment failing easily and ultimately being
costly to replace and/or maintain. However, there was another factor as to why
some equipment was not being used and this related to complexity. Certain
technologies are easy to use and work with whilst others require some level of
training to allow the activities to move away from the pre-programmed or default
settings. The control software for the hydro-pools is a good example of this with
consensus from all schools that this particular resource can be incredibly complex
to work with. Anecdotally, this same software has also been trialled by two spe-
cialist theatre technicians4 with similar results. Regardless, this software still
regularly forms the basis for control within new installations of this type. On a
smaller scale, it is often the case that a school will have one or more Soundbeam
systems yet these will not always be in use within sensory activities. There is an
element of training required to fully understand how to use these devices and this
perhaps leads to them being perceived as highly specialist; it is not uncommon to
find one member of staff being identified as either the main or only user of the
system. As described earlier, assistive music-technologies can be hugely enabling
and expressive devices, allowing children to create and control music and sound in
a quite magical way. However, the IT coordinator at School 5 explained that, in
her experience, the devices were often allowed to fall into disuse as a result of
inexperience.

4 Two members of specialist technical staff working in a university theatre space were asked to
trial and appraise the software in an effort to better understand how complex the system is. Even
with professional knowledge of controlling theatre lighting and sound, the system was quickly
identified as being unintuitive to both program and operate.
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10.4.4 Repurposed Technologies

There have been a number of examples of adapted, found and repurposed tech-
nologies in use within some of the spaces visited. The art-classroom sensory space
in School 7 was laid out like a fantasy grotto, with Christmas fairy lights adorning
the side wall and all manner of tactile materials attached to surfaces and objects.
Plastic drinks bottles were hanging in a row from the ceiling to make a percussion
instrument and the girl that was in the space at the time was clearly enjoying
herself with the various sensory opportunities that were being offered to her. In the
same school, the IT coordinator had been experimenting with off-the shelf gaming
devices like the Microsoft Kinect to capture movements and map them to sound
and images. Drawing partly on the work of Keay-Bright [21] whilst also repur-
posing software intended for the VJ market, this tutor was clear to point out why
he was turning to these types of technologies. Some of the children he works with
have difficulty working with the kind of switch-technology that might normally be
used to trigger sound and music, so rather than sidestep those sensory opportunities
he had been looking for non-contact approaches to interaction. As with a number
of the other schools, he was familiar with Soundbeam for music making activities
of this type but had found a highly cost-effective and versatile alternative platform
in Kinect. He was also exploring the use of smartphones and tablets for similar
reasons, not so much because of the touch-sensitive surface but more for the touch-
free opportunities that are offered from image tracking using the inbuilt camera.
There are now a number of apps that use this technique to provide Theremin and
Soundbeam style interaction with music and sound. Indeed, this interest in mobile
technologies as tools for mapping actions to sound and music was echoed by
practitioners at many of the other schools though all of them acknowledged that
given the context in which they are being repurposed, they are generally not robust
enough.

In School 5, the IT coordinator explained that of all the technology that the
school had within its sensory spaces, the most successful was probably an old
disco sound-to-light unit; this was housed within the main sensory room and was
known to be a popular activity with many of the children. The reasoning behind
this seems to be that the child is much more influential in the final outcomes as it is
their own actions that appear to create the light patterns. There is a common
picture here as many of the activities that are built into the generic sensory rooms
are generally quite passive or involve basic cause-and-effect actions (press a
switch, hear a sound). The IT coordinator at School 5 was keen to identify this as
being an outmoded attitude that perhaps dates back to a period where switch-based
access to control/communication was seen as being an essential component of
developing basic life-skills. She added that technology had progressed so rapidly
that there is now a far richer set of assistive tools available such that approaches to
interaction ought to be richer and more flexible yet this often does not seem to be
the case.
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One of the teachers in School 3 demonstrated a collection of early learning toys
and instruments that had been repurposed for use by some of the children with
particularly complex needs. Though the school is well equipped with sensory
spaces and specialist technologies, the teacher described how some of the toys she
is using are perhaps more likely to make a connection as they were simply fun to
use. Her emphasis was very much on encouraging interaction through play and she
also suggested that the tangible nature of the objects and their natural multisensory
nature were all appealing within this. Some of the children in her group have visual
impairments in addition to profound learning needs so toys and gadgets that make
sound are of great interest, but particularly so if the tactile and haptic stimulus
offered is engaging too.

10.4.5 Activities (Music and Sound)

The auditory interactions observed (and heard) can broadly be defined as being
either passive or active. Passive activities would use music and sound as a listening
experience, perhaps to accompany another activity but possibly as a passive
activity in its own right; listening to an audio story for example. As an active
interaction, the sound or music was being created or influenced at some level by
the individual engaging with the object (instrument, toy, gadget). Of interest here
is the level of freedom the individual was afforded whilst playing with the sound
objects. For example, were any choices available or was the interaction perhaps
limited to a small and discrete set of outcomes?

For many of the dedicated sensory spaces, music and sound appeared to be
either passive or very limited cause-effect style interaction. It was observed that
music was often used as a background component to create a relaxing atmosphere
rather than offering opportunities for the sound to be either created or controlled.
This was understandable in an environment like a hydrotherapy-pool where
another activity was being facilitated but was perhaps a little surprising in the
dedicated sensory spaces. Even in the dedicated spaces, the emphasis on active
interaction seemed to lie predominantly with tactile and visual stimuli rather than
auditory; where active interaction was observed it appeared to be in the larger
classroom areas. A common theme that emerged across most of the schools was
the idea that sensory activities could occur quite easily and fluidly outside of a
dedicated-space such that these spaces were only really used where one-on-one
interaction was an absolute requirement. The following are a few examples of
ways in which staff used music and sound based interaction outside of sensory
spaces but within structured sensory activities. It should be added that all schools
were exploring sound and music at some level and that staff connected with these
activities were keen to point out that PMLD children respond quickly and
enthusiastically to sound-focused interaction. It was also suggested that an audi-
tory-stimulus is likely to receive a stronger and more positive response than that
from visual-stimulus.
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In School 1 (the school without a sensory space), a key member of staff
described how music and sound featured throughout the day within a range of
sensory activities that also included Intensive Interaction; this was a relatively
small class of PMLD children some of whom were described as being pre-speech.
Each morning, the group would take part in a musical activity where a beat would
be created, perhaps as a rhythm to a piece of music, perhaps as part of a story, or
perhaps as part of a name-game. The group would use hand-percussion and, where
this was too difficult for the child, they could work with a support-teacher to create
a sound. The same was true of speaking names in the name game where support-
teachers might work with the child to say their name with and/or for them perhaps
using technology (e.g. BIGmack� switch) to enable the child to trigger a sound or
a recording of their name. The member of staff was keen to point out how
meaningful it was for the children to be able to hear and ‘say’ their name in this
way adding that each of the children had a recorded personalised story that could
be played to them, often with key sounds that would bring additional meaning to
the story. She also reinforced how important rhythm was in the daily activities
describing how one particular girl would latch onto the rhythmic footsteps within
an audio-story they used quite frequently. The children required little encour-
agement to make rhythm in this way and so rhythm featured quite heavily where
possible.

School 1 was also the same school where Intensive Interaction had been
adopted as a means of encouraging and developing communication. Intensive
Interaction considers that, in its broadest sense, communication is really derived
from a set of characteristics that are not wholly reliant upon speech: learning to
give brief attention to someone else, sharing attention, learning to concentrate on
another person, developing shared attentions into activities, taking turns in changes
of behaviour and so on. All against a backdrop of having fun through play. So, an
Intensive Interaction session might begin by creating the opportunity by which a
child might give brief attention to someone else. Someone might mimic the
physical or vocal gestures a child is making such that their attention is drawn by
this apparent repetition of their own actions. The child moves, the teacher moves
in the same way and a connection is made. An example of this in practice occurred
quite organically during the visit where a young girl had picked up a set of
handbells and was shaking them rhythmically. The support-teacher joined in,
copying the rhythm. When the girl swapped the bells to her other hand, the
support-teacher did the same and when the girl swapped again, so did the support-
teacher; game-play had occurred in a most natural sense and with no need for a set
of rules.

This playful mirroring of actions went on for a substantial period of time and
the key member of staff explained how the exchange that was happening was quite
indicative of the way in which Intensive Interaction could work with sound, adding
that the children were generally much more responsive to sound and music than
they were to light and visuals. It was because of this that so many of the activities
they use incorporate sound and music in some way. She also added that as the
children became more responsive to these game-like exchanges they would
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occasionally respond to each other’s rhythmic sound with one of their own. So,
communication at a very fundamental yet meaningful level was being achieved
with pre-speech children, perhaps simply as an indication of ‘I’m here’ or estab-
lishing that ‘I’m part of this’. The Intensive Interaction sessions were comple-
mented by similar sessions with a music therapist who would use musical gestures
to mimic and copy the physical gestures or vocalisations of the children.

In School 8, two members of staff were creating sensory spaces within standard
classrooms using a variety of technologies and materials. Though the school had
dedicated sensory spaces these were seen as being timetabled areas where one-on-
one work might happen whereas these sensory spaces were being designed to be
group based. The environment would be set in place for perhaps a week or so at a
time or until most of the children had been given the opportunity to experience it.
The overall experience might be themed (the seaside, the supermarket, the forest
etc.) with a multisensory approach being used to create an ambience. The staff
were working from the arts-focused Touch Trust model and were using a com-
bination of music-technology (Soundbeam etc.), lighting, projected images, fab-
rics, textured materials and even smells. Unlike some other uses of audio within
sensory experiences there was considerable emphasis on active interaction such
that there were opportunities for the children to become part of the music. As with
the previous school this might involve using assistive switched-technology
(BIGmack�) to trigger sound but might also involve the child making sound
through continuous movement (Soundbeam).

In a similar way to School 8, staff at School 2 were also creating themed
sensory environments outside of dedicated spaces, most notable in a corridor
where a similar combination of technologies and materials was in use and, as with
School 8, very much aimed at group-based activities. A lightweight framework
was used to allow objects and lights to be held in place such that children could
move in and around the environment. Similar to School 8, the audio was also being
triggered using Soundbeam but here there were a number of these devices in use,
each creating one part or layer of an overall musical texture. Though sound could
be passive as the children interacted with the other elements of the environment
they could happen across a ‘beam’ and produce a sound. This would change or
contribute to the background ambience in some way leading to naturally occurring
play with the child hearing the musical interpretation of his or her own actions.
Within a context of timetabled activities this was probably quite effective though it
was also clear that for those children who were making their way from one
location to another it could be quite confusing. Indeed, personal experience has
demonstrated that PMLD children with a visual impairment can find this sudden
exposure to unexpected sound quite distressing. Ultimately, it was not made
particularly clear why the corridor was regarded as being a better place to create a
sensory space than a conventional classroom.

School 5 was also using resonance boards in certain activities. These are simple
plywood platforms that allow a child to feel vibrations from their own interactions
with the surface of the board. Very simple in construction, these are essentially a
homemade resource based on an original concept by Lilli Nielson, the Danish
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psychologist, special education adviser and pioneer in Active Learning. Though
the main function is one of transmitting vibrations to a child who is touching or
possibly sitting on the board, the vibrations can originate from a sound source such
that speaking onto the board or touching noise-making objects onto the surface
will work well. Often, the board itself is used as the sound source with children
exploring the surface by scratching or tapping to create both noise and vibration.

10.5 Technologies for Musical Play

There are numerous new and novel technologies that assist with musical impro-
visation and game-play and these can be placed into three broad categories:
mainstream commercial technologies, specialist assistive technologies and
research-based or ‘novel’ technologies. Mainstream commercial technologies can
be thought of as those that are specifically aimed at a reasonably large market of
people who wish to make music but have little or no formal training. These range
from technologies that are aimed at a domestic market for home entertainment
(including smart-phone apps and gaming devices) to a more professional end of
the market (DJs, dance music production) where accessible but more musically
sophisticated tools are in considerable demand. In the specialist assistive category,
there are those musical-tools and instruments that have been designed primarily for
use within special needs education and/or therapeutic settings (e.g. Soundbeam,
MIDI Creator etc.). Whilst in the research/novel category, there are emerging
technologies that may offer musical opportunities but are perhaps not widely
available. It would be possible to discuss these technologies within the three
suggested categories however there are similarities of technology and design that
exist across two or more of the categories. With this in mind, some key tech-
nologies are presented in the following section grouped by virtue of the types of
interactivity on offer.

10.5.1 Pressure-Sensitive

There are a range of pressure sensitive digital musical instruments (DMIs)
available commercially many of which are designed to take the place of con-
ventional hand percussion (congas, djembes, tablas, chimes etc.). There are
obvious benefits of being able to replicate a wide variety of acoustic percussion
instruments electronically in this way and easily switching between different and
possibly quite cumbersome or heavy items is just one of these. Of the commer-
cially available DMIs that provide pressure sensitive pads, the Korg Wavedrum
and Roland Handsonic both stand out as being both accessible and versatile. The
Wavedrum provides a single membrane (very much like that on an acoustic snare
drum) to strike with fingers, hands or sticks. Designed to sit in a stand or on table
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or lap, there are sensors under the skin and within the rim that respond in different
ways such that a variety of tones and timbres can be achieved. For example,
tapping the rim might trigger a complementary sound to the one achieved by
hitting the main skin which; the surface also lends itself to being scratched to
produce different tones. Other than providing easy, expressive and responsive
access to a wide variety of hand percussion sounds, it also provides an array of
pitch sounds and looped samples to work with such that a single ‘hit’ can produce
a substantial outcome.

In contrast to the Wavedrum, the Handsonic offers an array of pressure pads (10
or 15) arranged on a surface not dissimilar to the size of a conventional snare
drum. The ten-pad version in particular is as easy to work with on a lap as it is on a
table top or stand and the pads can be easily and effectively controlled with the
fingers and/or palm of a single hand if needs be. The individual pads are partic-
ularly sensitive such that delicate fine taps can be achieved whilst not having to
strike the pads that hard to reach much higher volumes. Other than offering a
similar range of percussion sounds to the Wavedrum, the Handsonic also offers a
number of pitched percussion patches to work with (xylophone, steel drum etc.).
Both versions of the instrument have a Roland D-Beam built in that allows hand
gestures to be mapped to sounds or processes (this and similar technologies are
discussed in a following section). The larger, 15 pad, instrument also offers two
ribbon strips for similar purpose.

10.5.2 Touch-Sensitive

Aimed primarily at the DJ market, the Korg Kaoss Pad was originally presented as
an intuitive method of bringing real-time SFX processing to any audio the user
might care to input (music, speech etc.). Although not functioning as an instrument
as such, the processed audio can be captured as loops or single-shot sounds for
further playback. In the same way that the BIGmack� can be used to quickly
capture sound for playback so can devices like the Kaos Pad making them useful
tools for recording key sounds and words to be used in a name-game for example.
The SFX processing is controlled using a touch sensitive surface with the X and Y
dimensions being mapped to different controllable parameters (volume, modula-
tion, effect or filter depth etc.) and the housing is compact and easily held on a lap
or table top. The buttons and switches are sensibly laid out with controls for key
functions being immediately accessible and particularly intuitive. Much of the
functionality of the device is easily accessed from the available controls.

In contrast to the Kaos Pad, the Kaossilator was designed more as an instru-
ment. Interacting with the main pad triggers musical sounds, either individually or
according to rules (e.g. arpeggios or rhythm patterns). For example, whilst using a
lead instrument setting, the main pad might be mapped as pitch across the X-axis
and volume or tone across the Y-axis. For users with limited dexterity, these can
be incredibly powerful and expressive sound producing devices.
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10.5.3 Movement-Sensitive

There are a number of DMIs that respond to non-contact body movement and the
inspiration for many of these perhaps comes from the theremin. Developed by
Leon Theremin in the early 1920s, the theremin is a touch-free instrument that a
performer plays by moving his or her hands near to two antennae; one to control
pitch and the other to control volume. The sound is continuous, responsive, highly
expressive and quite ethereal in quality. Indeed the unnatural quality of the
instrument’s musical tones quickly led to its sound becoming synonymous with the
cinematic portrayal of alien or future worlds. The instrument is very accessible as
there is no requirement for individual finger dexterity and, though the instrument
was designed to be used with hands, it can be accessed with any body part that is
convenient. This is a feature that Magee [18] comments on, suggesting that
regardless of its historic status, the instrument still has a place in mainstream
Music Therapy.

There are several music controllers that are theremin like in terms of interac-
tion. Soundbeam is almost certainly the most well known of these and is com-
monly used in special needs education. Using an ultrasound sensor, an invisible
beam is projected across a space and, when interrupted, specific notes, sounds or
events will be triggered. The length of the beam and mapping of notes within this
are all adjustable such that small movements can be captured (e.g. head motion) as
easily as larger whole body movement (e.g. dance). MIDI Gesture operates in a
similar way, as does the D-Beam component of many Roland products though this
uses infrared technology over a much shorter distance5 than ultrasound can offer
easily. Although not commercially available, the Octonic [23, 24] is a non-contact
DMI that offers eight mini-beams, each of which control a different note or sound
such that the player can play notes individually or by gesturing across the whole
set. Originally aimed at users with mobility issues, the instrument is designed to be
easy to set-up as well as play.

In a similar vein, Beamz uses a series of lasers to create a small light-harp.
Breaking a beam triggers a musical phrase that is superimposed on top of a
prerecorded piece and phrases are synchronised such that they fit and complement
the backing music. Though the player has no direct control over the notes that are
produced, the experience of triggering and releasing pre-recorded phrases across a
backing is hugely entertaining.

It should also be acknowledged that popular gaming technologies (e.g. Nint-
endo Wiimote and Microsoft Kinect) are commonly used to create controllers for
music and sound in conjunction with music software systems like MAX/MSP from
Cycling ‘74. This is very much in the domain of the DIY and ‘hacker’ electronic-

5 The specified distance for sensing movement with the D-Beam sensors is under 1 m though
Brooks [22] has demonstrated how this can be extended greatly to around 12 m by using
retroreflective microprism; a highly reflective material often found safety clothing and
equipment.
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musician, but the potential for creating accessible systems using such readily
available and affordable systems is quite apparent. In a similar vein, it should also
be acknowledged that smartphones are also being used for similar purposes,
accessing the various embedded sensors to create innovative sound controllers.

10.5.4 Switch-Access

Conventional switches as commonly used in special needs education, can be
included into some of the systems just described (e.g. Soundbeam and MIDI
Creator6) where they can be used to trigger additional events. However, recent
developments in music-making consumerism have led to a widespread appearance
of MIDI control surfaces. Primarily aimed at providing access to recording soft-
ware, such surfaces can be used to send MIDI messages to a computer where they
are interpreted into actions. Using appropriate software, it is possible to use such
interfaces to trigger recorded loops and samples. This could take the BIGmack�

approach to playing back meaningful sounds to another level where a larger set of
connected or themed sounds are available. These could be used as part of story-
telling or game play in the ways described earlier but with a richer set of
opportunities for interaction and exploration.

10.6 Reconsidering the Design and Use of Sensory Spaces

The original aim behind this short review of current practice was to consider how
sound and music might be used most effectively within sensory spaces but in
carrying out the study it quickly became apparent that there is no real consensus of
opinion over the effectiveness of such spaces, their usage or their design. In some
respects, this might have taken the overall aim slightly off target but there have
been key themes emerging along the way that could still influence the design and
use of audio-based sensory activities and ultimately the environments in which
they might be employed. It seems possible that the original notion of the sensory
space is becoming out-dated such that there is no real need to take an individual to
a dedicated sensory room. With this in mind, it is understandable that sensory
trolleys might become such a familiar feature though the equipment they contain is
still quite standardised and with generally only passive applications for sound. Yet
outside of this commercial sensory equipment there is evidence to suggest that
individual schools and staff members are finding novel means for interacting with

6 Swingler [25] provides or a comprehensive overview of the Soundbeam system and its
applications in special needs education and Abbotson et al. [26] provide similar for MIDI-
Creator.
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sound and music on a needs-led basis. In some respects, it could be a fitting
conclusion to reach by suggesting that there is quite simply a need to establish an
effective network and repository for sharing observations, concepts, activities and
appropriate technologies across as many special needs schools as possible. In the
same way that School 4 elected to take a much more involved and prescriptive role
in designing their new sensory spaces, it seems only reasonable to suggest that the
same should be true for the majority of sensory spaces. After all, who is most
likely to have the richer more informed understanding of the therapeutic and
developmental needs of the individual than the practitioner who is already working
so closely with them? So, acknowledging the effectiveness of ad-hoc, small-scale
spaces built around the needs of the individual and gently moving away from the
generic commercial resource may well be the way forward but where does music
and sound figure within this?

In many of the commercially designed and resourced sensory spaces, music and
sound were typically used in a passive sense (as an ambient backdrop to other
activities) yet the consensus from the staff being interviewed was that many PMLD
children respond more noticeably to sounds in place of visuals. The evidence from
observing Intensive Interaction in practice showed that games could emerge quite
organically where the ‘rules’ of the game are established during play. Rhythm,
pulse and repetition were cited as having considerable influence in encouraging
individual children to engage, as was the importance of meaningful sounds
(names, familiar noises etc.). Empowering the individual to move freely and
explore seems key within this such that a richer interaction can be achieved where
a reliance on quite prescriptive cause and effect activities can perhaps be avoided.
Where Intensive Interaction was observed, it was also noted that the visiting Music
Therapist adopted these same approaches but by mimicking physical gesture with
sound. It could be, though, that given an appropriate and enabling technology these
initial gestures could have a sonic output in the first place. Specialist resources
were being used in some schools to trigger sounds but these would typically
involve a single action (button press) rather than being dynamically responsive
(capturing gesture for example). Indeed, some of the exploratory work in one or
two of the schools visited suggested that there are intuitive means for encouraging
and enabling more dynamic interaction using mainstream technologies including
gaming devices, smart phones and touch tablets. A quick review of other available
music-technologies shows that there are numerous devices that will enable the
playback of custom recorded sounds and though these are aimed at a mainstream
market they are occasionally very accessible.

There is a real opportunity here to bring together a number of simple concepts
to create an engaging environment for musical play within a context of sensory
development. Using mainstream music technology (pads to hit, surfaces to
explore, gestures to make) can already provide access to a rich variety of sounds.
By itself this could be the means for enabling key aspects of basic communication
but the evidence would suggest that access to personally meaningful sounds within
this set could be even more effective. The early morning musical-games witnessed
at School 1 used recorded sounds that ‘belonged’ to a specific child, as did the
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child-specific recorded stories where familiar names and sounds were included. It
is not a huge leap beyond this to embed or attach a personalised set of such sounds
to a specific device, one that can be chosen to best match the needs or preferences
of the individual. Where the magic of gesturing in invisible beams works well for
one child it is likely that another will perhaps respond more keenly with a tactile or
haptic element. Ultimately, the musical play will exist within the concept of
controlling meaningful and personalised sounds and the role of technology can be
a simple one; enabling that play to take place.
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Chapter 11
Serious Games as Positive Technologies
for Individual and Group Flourishing

Luca Argenton, Stefano Triberti, Silvia Serino, Marisa Muzio
and Giuseppe Riva

Abstract By fostering continuous learning experiences blended with entertaining
affordances, serious games have been able to shape new virtual contexts for human
psychological growth and well-being. Thus, they can be considered as Positive
Technologies. Positive Technology is an emergent field based on both theoretical
and applied research, whose goal is to investigate how Information and Commu-
nication Technologies (ICTs) can be used to empower the quality of personal
experience. In particular, serious games can influence both individual and inter-
personal experiences by nurturing positive emotions, and promoting engagement,
as well as enhancing social integration and connectedness. An in-depth analysis of
each of these aspects will be presented in the chapter, with the support of concrete
examples. Networked flow, a specific state where social well-being is associated
with group flourishing and peak creative states, will eventually be considered along
with game design practices that can support its emergence.
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11.1 Introduction

Serious applications for computer game technologies have become important
resources for the actual knowledge society. Their use and effectiveness have been
broadly acknowledged in different sectors, such as education, health, and business.
By fostering continuous learning experiences blended with entertaining affor-
dances, serious games have been able to shape new virtual contexts for human
psychological development and growth. They have in fact supported the creation
of socio-technical environments [1], where the interconnection between humans
and technology encourages the emergence of innovative ways of thinking, creative
practices, and networking opportunities. Further, serious games have been capable
of supporting wellness and promoting happiness. That is why they can be con-
sidered as ‘‘positive technologies’’.

Positive Technology is an emergent field based on both theoretical and applied
research, whose goal is to investigate how Information and Communication
Technologies (ICTs) can be used to empower the quality of personal experience
[2–4].

Based on Positive Psychology theoretical framework [5, 6], Positive Technol-
ogy approach claims that technology can increase emotional, psychological and
social well-being. Hence, positive technologies can influence both individual and
interpersonal experiences by fostering positive emotions, and promoting engage-
ment, as well as enhancing social integration and connectedness.

Starting from an introductory analysis of the concept of well-being as it has
been framed by Positive Psychology research, this paper will reflect on the nature
and the role of serious games as positive technologies. In particular, it will discuss
how they can support, and train the optimal functioning of both individuals and
groups, by contributing to their well-being.

Finally, it will present a practical exemplification of a serious game developed
to promote networked flow, a peak creative state achieved when team members
experience high levels of presence and social presence in a condition of
‘‘liminality’’ [7].

11.2 Positive Psychology

Inspired by the psychological and philosophical tradition that focused on indi-
vidual growth and human empowerment, Martin Seligman and Mihaly
Csikszentmihalyi officially announced the birth of Positive Psychology in 2000.
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Within the first twenty-first century issue of the American Psychologist, the two
authors identified an epistemological and theoretical limit for the modern psy-
chology in the emphasis given to the study of human shortcomings, illnesses, and
pathologies [6]. Therefore, psychology was perceived as ‘‘half-baked’’ [8], and a
change in its focus from repairing deficits to cultivating human flourishing took
place.

In this way, Positive Psychology emerged as the scientific study of ‘‘positive
personal experience, positive individual traits, and positive institutions’’ [5, 6].
By focusing on human strengths, healthy processes, and fulfillment, Positive
Psychology aims to improve the quality of life, as well as to increase wellness, and
resilience in individuals, organizations, and societies.

Rather than representing a new formal sector or a new paradigm, Positive
Psychology is a novel perspective to studying human behavior that encompasses
all areas of psychological investigation [9]. Thus, the link with accurate and
scientific methodological practices [10] has become the engine of interventions to
study and promote the optimal expression of thought, emotions and behaviors. In
particular, according to Seligman [11], three specific existential trajectories may
be explored to reach such a complex goal:

• the pleasant life, marked by the presence of pleasure, and supported by positive
feelings and emotions about the past, present and future;

• the engaged life, achievable through the exploitation of individual strengths and
virtues, by pursuing enjoyable activities that are absorbing, and involving;

• the meaningful life, based on the possibility of identifying and serving of
something larger than one’s individual self.

Similarly, Keyes and Lopez [12] argued that positive functioning is a combina-
tion of three types of well-being: (a) high emotional well-being, (b) high psycho-
logical well-being, and (c) high social well-being. This means that Positive
Psychology identifies three characteristics of our personal experience—affective
quality, engagement/actualization, and connectedness—that serve to promote per-
sonal well-being. We will go into depth in each of them in the attempt to understand
how they can be enhanced by technology and serious games.

11.3 The Hedonic Perspective: Fostering Positive
Emotional States

The pleasant life and high emotional well-being have been investigated by the
so-called hedonic perspective. It owes its name to the ancient greek vocabulary,
where the word edonè means pleasure. Interpreted by Positive Psychology scholars
as an essential feature of human nature, this construct encompasses a family of
psychological experiences that make us feel good [13].
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Although in an implicit form and with a different vocabulary, the concept of
pleasure appeared several times in the psychological domain. The psychoanalytic
model—in which the pleasure principle assumed a role of primary importance—or
the behavioral approach—where pleasure focuses on the logic of reinforcement—
are just two examples [13]. However, only thanks to the work of Kahneman et al.
[14], hedonic psychology was eventually conceptualized as the study of ‘‘what
makes the experience pleasant or unpleasant’’.

Among the different ways to evaluate pleasure in human life, a large number of
studies have focused on the concept of subjective well-being (SWB), defined as ‘‘a
person’s cognitive and affective evaluation of his or her life as a whole’’ [15, 16].
Thus, SWB implies both emotional responses to life events, and cognitive judgment
of personal satisfaction. At the cognitive level, opinions expressed by individuals
about their life as a whole, and the level of satisfaction with specific life-domains,
such as family or work, becomes fundamental. At the emotional level, SWB is
indeed related to the presence of positive emotional states and the absence of
negative moods.

This point is of particular interest to the hedonic perspective. Unlike negative
emotions, that are essential to provide a rapid response to perceived threats,
positive emotions can expand cognitive–behavioral repertoires and help to build
resources that contribute to future success [17, 18]. The salience of positive
emotions in increasing well-being has been recently highlighted by the ‘‘broaden-
and-build’’ model [17, 18]. According to Fredrickson, positive emotions broaden,
on the one hand, the organism’s possibilities with undefined response tendencies
that may lead to adaptive behaviors and mitigate the impact of negative stressors.
The elicitations of positive emotions, for example, make attentional processes
more holistic and gestaltic [19], stimulate a more flexible, intuitive [20], receptive
and creative thinking [21].

Further, by encouraging a broadened range of actions, positive emotions build
over time enduring physical, psychological, and social resources. For example,
correlation with a faster recovery from cardiovascular diseases [22], an increase of
immune function and lower levels of cortisol [23] have been highlighted. More-
over, the presence of positive emotions is an effective predictor of the level of
happiness of individuals [24] and longevity [25], triggering a virtuous circle, that
implements the possible use of other positive experiences.

11.3.1 Using Technology to Foster Positive Emotional States

The hedonic side of Positive Technology analyzes the ways technologies can be
used to produce positive emotional states. On the basis of Russell’s model, many
researchers have acknowledged the possibility to modify the affective quality of an
experience by manipulating the ‘‘core affect’’ [26, 27]. This is a neurophysio-
logical state corresponding to the combination of hedonic valence and arousal that
endows individuals with a sort of ‘‘core knowledge’’ about the emotional features
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of their emotional experience. The ‘‘core affect’’ can be experienced as freefloating
(mood) or attributed to some causes (and thereby begins an emotional episode). In
this view, an emotional response is the attribution of a change in the core affect
given to a specific object (affective quality).

Recent researches showed that the core affect could be manipulated by Virtual
Reality (VR). In particular, Riva and Colleagues tested the potentiality of Virtual
Reality (VR) in inducing specific emotional responses, including positive moods
[28] and relaxing states [29, 30]. As noted by Serino et al. [4], the potential
advantages of using VR technology in inducing positive emotions are essentially
two:

• Interactivity, to motivate participants, including video and auditory feedback;
• Manipulability, to tailor each session in order to evaluate user’s idiosyncratic

characteristics and to increase task complexity as appropriate.

More recently, some studies explored the potentiality of emerging mobile
devices to exploit the potential of positive emotions. For instance, Grassi et al. [31]
showed that relaxing narratives supported by multimedia mobile phones were
effective to enhance relaxation and reduce anxiety in a sample of commuters.

11.3.2 Can Serious Games Foster Positive Emotional States?

Serious Games and games in general are strictly connected to positive emotions,
and to a wide variety of pleasant situational responses that make gameplay the
direct emotional opposite of depression [32].

At first, serious games can evoke a sensorial pleasure throughout graphics,
usability, game aesthetic, visual and narrative stimuli. This point has been ana-
lyzed by emerging trends, such as engineering aesthetics 2.0 [33] and hedonic
computing [34], whose results will be able to significantly influence game design.

Secondly, serious games foster an epistemophilic pleasure by bridging curiosity
with the desire of novelty within a protected environment where individuals can
experience the complexity of their self, and developing mastery and control. In
other words, they are able to recreate a ‘‘magic circle’’ [35], that enforces indi-
vidual agency, self-confidence and self-esteem [36], by sustaining a process of
acknowledgement of personal ability to perform well, solve problems, and manage
with difficulties. Hence, empowered by new media affordances and possibilities,
serious games can promote a dynamic equilibrium between excitement and
security.

Thirdly, serious games promote the pleasure for victory and, by supporting
virtual interactions with real people, they nurture a social pleasure, promoting
collaborative and competitive dynamics, communication and sharing opportuni-
ties, even outside the context of the game [37].
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Games have also been traditionally recognized as marked by a cathartic
pleasure as they represent a relief valve for emotional tensions, anger and
aggressiveness [38].

Finally, pleasure has a neural counterpart. An interesting example is that of
dopamine, a neurotransmitter that affects the flow of information in the brain and
that is often involved in pleasant experiences, as well as in different forms of
addiction and learning. In a classic study made by Koepp et al. [39] to monitor the
effects of video games on brain activity, a significant increase of dopamine (found
in a quantity comparable only to that determined by taking amphetamines) was
measured.

Good examples of Serious Games explicitly designed to foster positive emotion
are The Journey to Wild Divine (http://www.shokos.com/The_Journey_to_Wild_
Divine.html) and Eye Spy: the Matrix, Wham!, and Grow your Chi!, developed in
Dr Baldwin’s Lab at McGill University (http://selfesteemgames.mcgill.ca). In The
Journey to Wild Divine the integration between usable biofeedback sensors and a
computer software allows individuals to enhance their subjective wellbeing
throughout a 3D graphic adventure. Here, wise mentors teach the skills to reduce
stress, and increase physical and mental health.

Eye Spy: the Matrix, Wham!, and Grow your Chi! are indeed projects whose
goal is to empower people with low self-esteem respectively by working on
ignoring rejection information, throughout positive conditioning, or by focusing on
positive social connections [40, 41].

11.4 The Eudaimonic Perspective: Promoting Individual
Growth and Fulfillment

The engaged life is based on an eudaimonic definition of well-being. This per-
spective is associated with the possibility to fully realize human potential through
the exercise of personal virtues in pursuit of goals that are meaningful to the
individual and society [4, 9]. In the Greek tradition a daimon is in fact a divine
spirit in charge of cherishing man, and pushing him towards happiness.

In his theory of ‘‘developmentalism’’, strongly influence by Aristotelian natu-
ralism and perfectionism, Kraut [42] introduced the term ‘‘flourishing’’. Humans
are really able to flourish when they develop, interiorize and exercise their natural
capacities on a cognitive, affective, physical and social level. From a psychological
point of view, this conception had a strong influence on authors like Maslow [43],
Allport [44], and Rogers [45]. In the works of these and other authors, individuals,
groups, and organizations are no longer perceived as passive receptors of external
stimulations, but as proactive agents, fully engaged in their actualization and
fulfillment.

Thus, this approach focuses on the growth of individuals as a whole, rather than
merely emphasizing the pursuit to pleasure and comfort. In this case, happiness no
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longer coincides with a subjective form of well-being, but with a psychological
one. This is based on 6 elements [46–48]:

• Self-acceptance, characterized by awareness and a positive attitude towards
personal qualities and multiple aspects of the self, including unpleasant ones;

• Positive relationships with others, determined by the ability to develop and
maintain social stable relationships and to cultivate empathy, collaboration and
mutual trust;

• Autonomy, reflected by the ability of seeking self-determination, personal
authority, or independence against conformism;

• Environmental Mastery, based on the ability to change the external environment,
and to adapt it to personal needs or goals;

• Purpose in life, marked by the presence of meaningful goals and aims in the
light of which daily decisions are taken;

• Personal growth, achievable throughout a continuous pursuit of opportunities
for personal development.

Another author that has fully interpreted the complexity of the eudaimonic
perspective is Positive Psychology pioneer Mihaly Csikszentmihalyi who formal-
ized the concept of flow [49, 50]. The term expresses the feeling of fluidity, and
continuity in concentration and action reported by most individuals in the descrip-
tion of this state [9]. In particular, flow, or optimal experience, is a positive, complex
and highly structured state of deep involvement, absorption, and enjoyment [49].
The basic feature of this experience is a dynamic equilibrium perceived between
high environmental action opportunities (challenges) and adequate personal
resources in facing them (skills). Additional characteristics are deep concentration,
clear rules and unambiguous feedback from the task at hand, loss of reflective self-
consciousness, control of one’s actions and environment, alteration of temporal
experience, and intrinsic motivation.

11.4.1 Using Technologies to Promote Individual Growth
and Fulfillment

Scholars in the field of human–computer interaction are starting to recognize and
address the eudaimonic challenge. For example, Rogers [51] calls for a shift from
‘‘proactive computing’’ to ‘‘proactive people,’’ where ‘‘technologies are designed
not to do things for people but to engage them more actively in what they currently
do’’.

Further, the theory of flow has been extensively used to study user experience
with Information and Communication Technologies. It is the case of internet [52],
virtual reality [53, 54] social networks [55], video-games [56–59], and serious
games [60].
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In fact, all these media are able to support the emergence of a flow state, as they
offer an immediate opportunity for action, and the possibility to create increasingly
challenging tasks, with specific rules, as well as the opportunity to calibrate an
appropriate and multimodal feedback.

In addition, some researchers have drawn parallels between the experience of
flow and the sense of presence, conceived as the subjective perception of ‘‘being
there’’ in a virtual environment [61]. Both experiences have been described as
absorbing states, marked by a merging of action and awareness, loss of self-
consciousness, and high involvement and focused attention on the ongoing. On
these premises, Riva and colleagues postulated the power of ‘‘transformation-of-
flow’’-based strategies [3]. They can be conceived as individuals’ ability to draw
upon an optimal experience induced by technology, and to use it to promote new
and unexpected psychological resources and sources of involvement.

11.4.2 Can Serious Games Promote Individual Growth
and Fulfillment?

Bergeron [60] defined serious games as interactive computer applications, with or
without a significant hardware component, that (a) have challenging goals, (b) are
fun to play with and/or engaging, (c) incorporate some concepts of scoring, (d)
impart to the user skills, knowledge, or attitude that can be applied in the real
world.

Interestingly, all of these aspects can be easily overlapped to Csikszentmihal-
yi’s theory of flow. Games are in fact ‘‘flow activities’’ [49, 50] as they are
intrinsically able to provide enjoyable experiences [32, 62], creating rules that
require the learning of skills, defining goals, giving feedback, making control
possible, and fostering a sense of curiosity and discovery.

In addition, the intrinsic potential of flow that characterizes serious games can
be even empowered by (a) identifying an information-rich environment that
contains functional real world demands; (b) using the technology to enhance the
level of presence of subjects in the environment, and (c) allowing the cultivation,
by linking this optimal experience to the actual experience of the subject [3]. To
achieve the first two steps, it is fundamental to look at the following game design
elements [58]:

• Concentration. Serious games should stimulate a mental focus on in-game
dynamics, by providing a set of engaging, differentiated and worth-attending
stimuli that limit the influence of external variables. Along with other aspects,
concentration can result in hyperlearning processes that consist of the mental
ability to totally focus on the task by using effective strategies aligned with
personal traits [50];

• Challenge. As noted by Gee [63], who claims that the game experience should
be ‘‘pleasantly frustrating’’, challenges have to match players’ skills/level and to
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support their improvement throughout the game. During specific stages of the
game, ‘‘Fish tanks’’ (stripped down versions of the real game, where gameplay
mechanisms are simplified) and ‘‘Sand boxes’’ (versions of the game where
there is less likelihood for things to go wrong) can support this dynamism;

• Player Skills. Games must support player skills and mastery throughout game
usability, and specific support systems and rewards;

• Control. It is fundamental for players to experience a sense of control over what
they are doing, as well as over the game interface, and input devices;

• Clear goals. Games should provide players with specific, measurable, achiev-
able, responsible and time-bounded goals;

• Feedback. Players have to be supported by feedback on the progress they are
making, on their action, and the ongoing situations represented in the virtual
environment;

• Immersion. Players should become less aware of their surroundings and emo-
tionally involved in the game dynamics;

• Social Interaction. Games should create opportunities for social interaction by
supporting competition, collaboration, and sharing among players.

An interesting example of an eudaimonic serious game is Reach Out Central
(ROC), developed by ReachOut.com (http://www.reachoutpro.com). It is a Cog-
nitive-Behaviour therapy game that encourages users to develop psychological
well-being. Studied for young people aged 14–24, ROC is a single-player role play
game with innovative 3D graphics and real-life scenarios and characters. Here,
players can see how their decisions and reactions affect their moods, and apply
skills they learn offline in their day-to-day lives. An evaluation conducted by
Shandley et al. [64] found that ROC reduced psychological distress, alcohol use,
and improved life satisfaction, resilience, and problem-solving abilities.

11.5 The Social Perspective: Enhancing Integration
and Connectedness

Networking and participation are becoming the foundations of human performance
in educational, organizational and recreational settings [65]. Here, new commu-
nities of practice [66] are being established to promote an engagement economy
that will be able to foster innovation and success by sustaining collective well-
being and group flourishing [32, 67]. However, the enhancement of a human
capital so dynamic and heterogeneous implies a deep involvement in nurturing a
social form of well-being. In particular, social well-being indicates the extent to
which individuals are functioning well in their social system and it is defined on
five dimensions [68]:

• Social integration, conceptualized as the evaluation of the quality of personal
relationships with a community or a society;
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• Social contribution, evidenced by the perception of having something important
to offer to society and the world at large;

• Social coherence, determined by the meaning given to the quality, organization,
and operations that make up the social sphere;

• Social acceptance, based on the belief that people proactivity and agency can
foster the development of societies and culture;

• Social actualization, determined by the evaluation of the potential and the tra-
jectory of society.

11.5.1 Using Technologies to Enhance Integration
and Connectedness

At this level, the challenge for Positive Technology is concerned with the use of
new media to support and improve the connectedness between individuals, groups,
and organizations, and to create a mutual sense of awareness. This is essential to
the feeling that other participants are there, and to create a strong sense of com-
munity at a distance.

Short et al. [69] introduce the term ‘‘social presence’’ to indicate the degree of
salience of the other person in a mediated environment and the consequent sal-
ience of their interpersonal interaction. On this point, Riva and Colleagues [61]
argued that an individual is present within a group if he/she is able to put his/her
own intentions (presence) into practice and to understand the intentions of the
other group members (social presence). Techniques to promote such a ‘‘sense of
being with another’’ throughout a medium have a long history, going back to the
first stone sculptures that evoked a sense of some other being in the mind of an
ancestral observer [70].

Nowadays, social presence has been empowered by advanced ICT systems.
Groupware, for example, are computing and communication technology based
systems that assist groups of participants engaged in a common task, supporting
communication, coordination, and collaboration through facilities such as infor-
mation, discussion forums, and messaging [71, 72]. The use of groupware has been
particularly effective in distributed systems, where—because of the increasing
complexity of the environment—single members can access only partially the
whole problem. By enhancing social presence, it thus becomes possible to over-
come major shortcomings and group’s inefficiencies.

Further, assembling these basic concepts with the potential of the world wide
web in its most recent version (web 2.0), enterprise 2.0 was born in the business
context. It implies the emerging use of social software platforms within companies
to facilitate the achievement of business objectives [73]. Thus, Enterprise 2.0 allows
to work on reputation, (by both monitoring the internal reality of the organization,
and identifying the dynamics implemented by external stakeholders and audiences),
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collaboration (by developing internal communities), communication (by stimulat-
ing the development of interactive exchanges), and connectedness (by enriching the
relational and logical transmission of information).

Other interesting phenomena linked to the interpersonal dimension are
crowdsourcing and Collaborative Innovation Networks (COINs). The former
represents an online, distributed problem-solving and production model that
indicates the procurement of a set of tasks to a particularly broad and undefined
group of individuals, called to collaborate through Web 2.0 tools [74]. The latter,
indicates a ‘‘cyber-team of self-motivated people with a collective vision, enabled
by the Web to collaborate in achieving a common goal by sharing ideas, infor-
mation and works’’ [75].

All these technologies can promote the development of a peak collaborative
state experienced by the group as a whole and known as ‘‘networked flow’’ [7].
Sawyer [76, 77], who referred to this state with the term of ‘‘group flow’’, identified
several conditions that facilitate its occurrence: the presence of a common goal,
close listening, complete concentration, control, blending egos, equal participation,
familiarity, communication and the potential for failure. As noted by Gaggioli et al.
[7], networked flow occurs when high levels of presence and social presence are
matched with a state of ‘‘liminality’’. In particular, three pre-conditions have to be
satisfied:

• group members share common goals and emotional experiences so that indi-
vidual intentionality becomes a we-intention [78] able to inspire and guide the
whole group;

• group members experience a state liminality, a state of ‘‘being about’’ that
breaks the homeostatic equilibrium previously defined;

• group members identify in the ongoing activity the best affordances to overcome
the situation of liminality.

11.5.2 Can Serious Games Enhance Integration
and Connectedness?

Social presence and networked flow can be fostered by serious games as well. An
interesting study realized by Cantamesse et al. [79], for example, examined the effect
of playing the online game World of Warcraft (WoW), both on adolescents’ social
interaction and on the competence they developed on it. The in-game interactions,
and in particular conversational exchanges, turn out to be a collaborative path of the
joint definition of identities and social ties, with reflection on in-game processes and
out-game relationships.

Another interesting example is Mind the GameTM, developed by our research
group [80] to enhance the optimal functioning of groups.
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11.6 Mind the GameTM: A Serous Game to Promote
Networked Flow

Mind the GameTM is a multiplayer serious game developed to create a socio-
technical environment [1] where the interconnection between humans and tech-
nology could encourage the emergence of networked flow.

Embedding the potential of serious gaming, Mind the GameTM aims to expand
the range of resources that groups can access in daily contexts, allowing a greater
awareness of the skills possessed both individually and as a whole, and imple-
menting an experiential learning process that supports shared optimal experiences.
As a new medium aimed at facilitating change, the serious game generates a
virtual environment where groups can express their potential, dealing with a reality
that constantly redefines the balance between challenges and skills. This was
studied to create a virtuous circularity that promotes collective peak experiences
and high levels of perceived effectiveness, both in an individual and collective
sense.

11.6.1 Technology

The serious game was created with Forio SimulateTM (www.forio.com), a software
that allows the development of multiplayer online simulations, based on Adobe
Flash Player. We designed an interface primarily textual, enriched multimodally
by clips, images, and animated graphics that make the game more interactive
(Fig. 11.1).

Mind the GameTM emerged as a multiplayer game studied for small groups of
5 people, that provides the facilitator/the researcher with the ability to monitor the
progress of the game.

Eventually, the serious game was embedded in a specific website (www.
mindthegame.it) that consists of a welcome page, a tutorial, and a questionnaire
section to evaluate the game experience.

11.6.2 Sharing Goals and Emotional Experiences: Sport
as a Narrative Tool

The narrative framework—especially in technological solutions based on a textual
environment—is a core element for serious game design. Narratives have to be
clear, straightforward, easy to understand and memorable to capture the interest of
the user [81, 82]. Therefore, the choice of plots and settings will be decisive to
bring the group out of the comfort zone, nurturing the onset of spontaneous
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behaviors, as well as promoting the emergence of we intentions [78], social
presence and ingroup dynamics in multiplayer settings.

Moreover, the underlying potential of narratives can be amplified through the
use of peculiar scenarios that have nothing to do with day by day experiences [83].
In this way, it is possible to modulate the impact of prior knowledge of users and to
support common cognitive processes and knowledge sharing practices.

As a metaphor of life, sport is a powerful and effective training tool, capable of
supporting learning and experiential transpositions. In particular, sport witnesses
how beyond individual and team excellence there are challenges that do not end
against the opponent, but in their relationship with the self.

According to the aforementioned considerations, we chose a little-known sport
that could be used to promote networked flow: gliding. This is a discipline based
on soaring flight, where, in the absence of the driving force of an engine, the pilot
is required to take advantage of upward motions and movements of air masses
[84]. In fact, thanks to the overheating of the soil and the atmospheric layers close
to it, the air creates connective vertical motions, called thermals, that support the
flight.

The development of the narrative plot structure on such a discipline can be
particularly effective both because of an implicit and an explicit reason.

On the one hand, soaring flight embraces a deep archaic desire: the tension to
the sky. Sky has represented a point of reference for a humanity that has begun to
mature the dream of approaching it. Thus, before becoming the concrete possi-
bility, outlined by the studies of Leonardo or by the efforts made by Wright and
Montgolfier brothers, flight is synonym of purity and freedom, fantasy, hope, and
imagination. It is the symbol of a challenge marked by a courageous and mean-
ingful searching of the limit.

Fig. 11.1 The primarily textual interface of Mind the GameTM is enriched multimodally by
clips, images, and animated graphics
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On the other hand, as a sport, gliding implies competition and collaboration.
The first concept is well reflected by the Grand Prix, a race in which pilots directly
compete one another. The goal is to go throughout a task—a plot delimited by
specific turning points that are placed so as to form a polygon—in the shortest
time. Generally, the Grand Prix is structured among several days, implying dif-
ferent tasks from time to time.

The choice of an individual sport to promote group creativity and of team working
may instead appear paradoxical. But it is not: individual excellence is the tip of the
iceberg beneath which team effort and coordination always make the difference. The
collaborative dimension of gliding is present because, despite the solo flight of the
pilot, his/her staff can support each step of the race from the ground. In fact,
parameters to be taken into consideration are extremely numerous and they require
the intervention of professionals specifically trained. In particular, according to the
model described by Brigliadori and Brigliadori [85], five elements are fundamental:

• Technical. Managing an efficient flight and exploiting the energy available in the
atmosphere in the best possible way, require specific skills: decision-making,
problem-solving, control, and experience. Moreover, the maintenance of secu-
rity and risk management are the foundation of successful flights.

• Strategic. The ability to take advantage of circumstances involves a process of
decision-making able to take into account meteorological aspects, competitors,
geography. The race is played on the ability to make the most from the
opportunities that are revealed during the task.

• Psychological. Control of emotions, stress management, relaxation, high levels
of concentration, resilience and self-efficacy are just some of the psychological
components that may be decisive during a competition.

• Athletic. Pilots must take great care in athletic training, monitoring nutrition and
fatigue management.

• Meteorological. Climate is a component whose analysis should be careful and
meticulous in order to avoid unnecessary risks and make winning choices.

• Organizational. The athlete, together with the staff, is expected to prepare the
race in every detail, monitoring equipment and logistics practices.

Thus, in the serious game users will not be asked to wear the shoes of gliding
pilots: they will be the team members of an athlete that has to win the World
Competition. In the effort to promote a more immersive user experience and
increase the realism of the serious game we contacted a testimonial: Margherita
Acquaderni, one of the best gliding pilots in the world, who holds 46 Italian
records.

The sense of in-group belonging is first increased by the narrative framework,
that immerses players in a collaborative environment. In this way, it is possible to
encourage the emergence of a we-intention, whose genesis is the conditio sine qua
non for the development and implementation of networked flow.
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11.6.3 Creating a Space of Liminality

With the support of a suggestive graphic environment and with an emotional clip,
users are introduced to a letter written directly by Margherita Acquaderni. After
introducing herself, the athlete said to be in Australia where she will compete in
the last gliding race of the season. Here she can realize her dream: winning for the
first time the World Competition. By showing the characteristics of the race, the
pilot explains that the task is going to be very technical and complicated, stressing
that every detail can make an important difference.

The user begins to realize his/her role in the simulation: he/she will not be
called to be an athlete or an opponent of the athlete, but a member of her team.
Each player will in fact be assigned one of the following roles: team manager,
strategist, technical expert, meteorologist or doctor.

After that, the players are introduced to a tutorial that illustrates the basic rules
of the game, and analyzes the structure of the interface and its iconography. It is
then specified how, next to a shared goal (leading the athlete to win the World
Competition), each character will be motivated by personal goals, different from
those of the other participants.

Finally, the team’s score is defined as a result of three parameters:

• Score obtained in the race by the athlete;
• The sum individual scores;
• Time Management as each task it time bounded.

The arrangement by which each character appears to the player is the same and
tends to follow the systemic model proposed by Bowman [86]. It is marked by the
definition of name, age, nationality, as well as the role played within the team and
the tasks he/she has to preside. The user can then discover his/her background.
This is realized on three levels, indicating aspects of the past, present and future.
At the same time, the user can also view the individual goals of the character.

Finally, there is a brief personality description, borrowed, even in elementary
form the Jungian psychological types and the Mayers-Briggs Type Indicator
System [87] that arises from them.

11.6.4 Identifying a Common Activity to Overcome the Space
of Liminality

According to Steiner’s model [88], it is possible to distinguish:

• Additive tasks, referred to situations in which the final result is determined by
the sum of individual contributions;

• Compensatory tasks, where the result is determined as an average of the con-
tributions made by individual subjects;
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• Conjunctive tasks, where the success of the group depends on the success of
each member;

• Disjunctive tasks, where each member can promote a solution of their own,
knowing that the success of the group depends on a single correct alternative;

• Complementary tasks, that requires the sharing of knowledge, processes and
methods so that the whole could exceed the sum of its single parts.

When the intention is then transformed into action, the serious game becomes
functional to stimulate a synergistic collaboration. In line with the theory of
Steiner [88], each task is in fact designed according to a complementary logic, in
an attempt to involve each player. Specifically, players are called upon to deal with
distributed decision-making environments in which real success can not depend on
free-riding efforts, but on the emergence of group phenomena, such as social
facilitation, social labouring, and team thinking.

Clearly, the effectiveness of the group will be marked by its specific charac-
teristics, as well as on its communicative, emotional and hierarchical structure.

11.6.5 A Pilot Study

A pilot study was realized in order to gather initial and qualitative data on the
impact the serious game had on the optimal functioning of different groups.

According to the taxonomy proposed by Arrow et al. [89] we organized focus
groups with three different kinds of groups:

• Task forces (N = 4), temporary groups of business people formed to carry out a
specific project, or to solve a problem that requires a multi-disciplinary
approach. The task forces that participated to the study worked in four different
business fields: fashion, graphic design, research, and food industry.

• Sport teams (N = 4), stable groups of sportsmen that work together to achieve a
common goal. Focus groups were conducted with the members of a football
team divided according to their position (goalkeepers, defenders, midfielders,
forwards).

• Social groups (N = 4), groups of peers where members are linked by informal
relations.

A total of 60 subjects (age = 25.7, d.s: 7.15) participated to focus groups.
Sessions were chaired by a facilitator, who began by introducing Mind the
GameTM and explaining the reasons of the study.

Anagraphic and socio-demographic data, including age, gender, marital status,
occupation, and education, were collected. Computer experience and skills were
considered too. Then, groups played the serious game.

At the end of the game, each group was asked to identify ten factors that Mind
The GameTM was able to stimulate. Results are shown in Figs. 11.2, 11.3 and 11.4.
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All groups reported that the serious game had a strong impact on commu-
nication and collaboration, fostering active listening and collective efficacy.

Fig. 11.2 After the homogenization of similar lexical forms, factors mentioned with a
percentage of occurrence greater than 60 % were communication (Fq = 100 %), and listening
(Fq = 75 %). Overall, task force members focus on personal characteristics (humility, patience,
listening), as well as on their explication in a relational framework (communication, collaboration
and respect)
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However, further research has to be done in order to gather empirical data on the
topic.

Moreover, the identification of the ten factors supported the development of a
detailed discussion that focused on strengths and weaknesses of the game. Overall,

Fig. 11.3 Within the football team, communication and decision-making were mentioned by all
groups (Fq = 100 %). Trust, collaboration and common goals had a high percentage of
occurrence too (Fq = 75 %)
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participants reported that Mind the GameTM has the potentiality to become an
effective positive technology to empower team working and networked flow.

On the one hand, Mind the GameTM might be considered as a tool to both train
and assess individual and social skills. Team and individual measures may be

Fig. 11.4 Within social groups, the factors mentioned with the highest frequency were
communication and collaboration (Fq = 75 %), followed by fun, respect, participation, and
earnest (50 %)
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considered along with outcome and process measures. Moreover, within an
assessment perspective, the SG could be considered as an assessment tool itself,
allowing an on-line evaluation of human behaviours, or it can be integrated with
other assessment instruments.

On the other hand, it can be used to maintain high levels of ecological validity
and experimental control, giving the researcher the possibility to manipulate
specific variables in everyday life environments.

11.7 Conclusion

In this chapter we discussed the role of serious games as positive technologies.
According to Positive Psychology theoretical framework and Positive Technology
approach, we demonstrated that these applications are able to promote the three
life trajectories identified by Seligman [11]: the pleasant life, the engaged life, and
the meaningful life.

First of all, serious games can foster positive emotional states by enhancing the
different forms of pleasure they are intrinsically made of. In particular, we dis-
cussed the importance of sensorial, epistemophilic, social, cathartic and neural
pleasure.

Secondly, serious applications for computer game technologies can be associ-
ated with flow experiences and, thus, with psychological well-being. Throughout
high level of presence and flow, technologies can, in fact, promote optimal
experiences marked by absorption, engagement, and enjoyment.

Finally, serious games are able to increase connectedness and integration. To
achieve such a complex goal they have to work on a mutual sense of awareness, as
well as social presence and situations of liminality. In this way, groups can access
peak creative states, known as networked flow optimal experiences, that are based
on shared goals and emotions, collective intentions, and proactive behaviors. We
eventually presented an empirical exemplification of how all these three aspects
may be implemented by psychology-based user experience design.
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Chapter 12
Spontaneous Interventions for Health:
How Digital Games May Supplement
Urban Design Projects

Martin Knöll, Magnus Moar, Stephen Boyd Davis
and Mike Saunders

Abstract Health games seem to provide for attractive play experiences and
promise increased effects on health-related learning, motivation and behavior
change. This chapter discusses the further possibility of mobile games acting as a
springboard for communication on health and its correlations to the built envi-
ronment. First, it introduces the notion of spontaneous interventions, which has
been used to characterize co-design projects in which citizens seek to improve
infrastructure, green and public spaces, and recreational facilities of their local
neighborhoods by adding temporary objects and installations to the built envi-
ronment. Focusing on interventions, which aim to stimulate physical activity, this
chapter identifies potentials and challenges to increase their impact from an ICT
perspective. Second, the chapter gives an overview into current research and best
practice of health games which seek to enable interaction with urban spaces
through mobile and context-sensitive technologies. Specifically, it highlights ‘‘self
reflective’’ games in which players seem to adjust their behavior in response to
interacting with real time bio-physiological and position data. Observing how
mapping technology enables users to relate objective data to subjective context,
the chapter identifies how health games may supplement future urban research and
design in the following aspects: Raising attention to new complexes, stimulating
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participation, identifying locales for potential improvement and evaluating impact.
The chapter concludes with an outline of future research directions to facilitate
serious games supplementing health-related urban design interventions.

Keywords Mobile games � Context-sensitive games � Health games � Urban
design � Urban planning � Active design � Playful intervention

12.1 Introduction: Morning Stroller Clubs and an iPhone
Stair Climbing Game

At first sight, it seems astonishing how disparate disciplines such as urban design,
preventive healthcare and serious gaming begin to form overlapping research
interests. In the face of today’s health challenges, such as obesity and type-2
diabetes, multi-disciplinary strategies are highly sought after. While health games
so far principally focus on internal aspects such as motivation, learning and
behavior change [1], public health experts also stress the importance of external
factors to tackle obesity. For example, James and colleagues provide an overview
into environmental aspects such as whole grocery and fresh food supply, proximity
of recreational facilities and walkability of our cities [2]. The general public,
however, may be hardly aware of the link between urban design and health. In this
chapter, we will be speculating on how serious games may mediate between
internal and external aspects of promoting health. We introduce this argument with
an illustration of how intertwined personal healthcare and urban planning have
been in history.

There is much scholarship describing how doctors, sanitarians and town plan-
ners teamed up to build housing, streets and parks from as early as the late
nineteenth century [3]. It is important to note that developing design standards for
food, drinking water, sidewalks, streets, parks, housing or furniture went hand in
hand with a growing interest in personal regimes to regain and sustain one’s
health. Around 1860, alternative healing advocate Herrmann Klencke observed
that in various German cities so called ‘‘Morning Stroller clubs’’ had been foun-
ded. Their members met in the morning, regardless of the weather to go for one-
hour walks in the natural landscape. Dropping out of sessions without giving
notice to fellow club members was punished with a substantial monetary fine. ‘‘A
necessary disciplinary regime’’, finds Klencke, ‘‘for the modern man would be
easily overwhelmed and remain all day inactive in his office [4].’’ Goeckenjan
observes how nineteenth century alternative medicine started off as an emanci-
patory movement, in which dissident doctors and lay persons explored vegetari-
anism, sunbathing or physical activity. However, for Goeckenjan, stroller clubs
signify a certain level of stagnation in that movement. They would be merely
inventing tools to reinforce already established doctrines [5]. It is important to note
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that these nineteenth century stroller clubs seem innovative in organizing new
ways to motivate physical activity in face of changing working and living con-
ditions of the industrial city. However, they did not intend stimulating members to
also explore, question or re-shape their urban environment.

Today, mobile health games seek to motivate for increased daily physical
activity, too. The iPhone game Monumental invites players to climb iconic
monuments such as the Eiffel Tower or Empire State Building on their smartphone
screens, while tracking players’ movement in the real world through the phone’s
built-in sensors. Its designers hope that players would begin using the stairs more
frequently, aim to beat personal high scores and compete with friends via Face-
book [6]. As Knöll and Moar have noted in earlier articles, mobile and context-
sensitive health games seem to interact with their topographic [7], social [8] and
cultural [9] context in various ways. To us, today’s health games too often appear
like morning stroller clubs: Despite their manifold potentials in interactive sto-
rytelling, digital games so far hardly intend to make users aware of the link
between inner aspects of personal health and wider causes for health outcomes
such the built environment. In this article, we aim to further discuss this argument
and will focus on how play experiences may stimulate interest and even inform
health-related urban design projects.

12.2 Active Design Guidelines and Community Games

In this section, we will introduce urban design projects in which citizens seek to
stimulate physical activity by re-shaping their local neighborhoods. It is important
to note that there is a broad spectrum of possibilities to stimulate physical
movement through architecture, urban planning and urban design. In 2010, the
New York City public planning departments have provided a comprehensive set of
guidelines for architects and urban planners based on most recent research and best
practices. Focusing on the question how to design so that people would more often
prefer using stairs over the elevator, possibilities already vary widely. The Active
Design guidelines highlight position, accessibility and visibility of staircases
within a facility, to actual design features such as stair dimensions, provision of
light, colors, and using valuable finishing and materials [10]. At the same time
architects Janson and Tigges emphasize the positive, enhancing experience of
climbing and descending well-designed staircases in palaces, operas and some
public buildings. As well as the affective pleasures of being gently guided by
spatial features, in which one would enjoy changing position in space and touching
fine materials, they note the influence of stairs, which may become a stage on
which to enjoy one’s own and observe other people’s movement [11]. Designers
have only started to explore how such potentials for health resulting from the
physical qualities of the built environment may be stimulated, augmented and
supported with playful ICT applications and interventions.
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Coenen and Laureyssens have recently noted that urban practices seeking to
engage citizens into urban design interventions do not yet involve ICT on a large
scale [12]. They refer to projects such as parents joining up to organize a pedes-
trianized ‘‘play street’’ in their neighborhood. We can confirm this impression for
the field of health-related urban interventions. Borden has pointed to self-orga-
nized building processes of skate parks and mini ramps [13], but we may also take
runners creating new paths in their local park by putting wood chipping on the
green to provide for more comfortable running. Coenen and Laureyssens see one
possible approach to research how more ‘‘social cohesion’’ in local neighborhoods
can be activated and sustained through playful technology. They have presented
their ongoing work on Sustainable Community Games (SCOGA), which will be
tested in Ghent in February 2013, at the time we are writing this chapter. In the
Ghent community game, two neighborhoods will contest each other in various web
and location-based features to win an audience with the city mayor to discuss how
to realize a project in their neighborhood. Next to extrinsic game factors such as
scoring and competing, Coenen and Laureyssens emphasize the intrinsic motiva-
tors to do something good for one’s neighborhood and to enjoy the more ‘‘ludic’’
aspects such as interacting with augmented objects [12]. We welcome more
research into this direction to highlight interventions that have an informal, tem-
porary and co-design character.

12.3 Spontaneous Interventions for Health

The US Pavilion for the thirteenth Architectural Biennale in Venice 2012 has
collected over 100 projects in which New Yorkers have been seeking to improve
traffic, infrastructure, and recreation facilities of their neighborhoods. The curators
have framed the title ‘‘Spontaneous Interventions’’ to characterize their provi-
sional, temporary and co-design character, as opposed to long-term planning
schemes [14]. In this section, we discuss two such spontaneous interventions and
review how they explore the boundaries between urban design and mobile
technologies.

First, a project from Alison Uljee and Sierra Seip, from Design That Moves You
(DTMY) may illustrate how spontaneous installations in the public realm can be
realized with a low budget and small resources. Their most engaging example may
be ‘‘Stairway Stories’’, for which they adjusted stickers on to a two flight stairway
leading up to Manhattans’ Highline—a recreational space having been developed
along a retired train track. A hint on the elevator doors points towards the expe-
rience of reading an ‘‘entertaining, sexy story’’ while taking the stairs close by for
which the authors promise to make peoples’ ‘‘gorgeous faces’’ glow [15]. Second,
the Stair Piano is an example for an intervention that blends built environment and
ICT technology seamlessly. Their designers attached sensor pads to a flight of
stairs leading down to a Stockholm underground station and connected each step to
a piano sound being amplified through a speaker system. Being installed for not
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more than a day, they observed 66 % more people taking the steps than the next
door escalator—enjoying the sounds while they climb the stairs [16].

In the following, we will take both projects as a starting point to discuss aspects
that we feel may be worth improving in such spontaneous interventions. We will
argue in terms of user experience, evaluating actual impact, participation and their
potential to be transformed into sustainable, scalable projects.

12.3.1 Lack of Expertise to Explore ICT in Urban Design

The Stairway Story project shows how even a small budget (90 USD production
cost, with two people involved, adjusting the stickers in less than 30 min) may
have a startling impact [17]. However, with increasing advertisement and infor-
mation being attached to objects in public spaces, such low budget interventions
will have to compete for city travellers’ attention with ever more projects. This is
why designers may want to explore a bigger variety of design solutions including
more subtle, more sophisticated and more technically advanced ways of
enchanting physical space. Rogers observes how through affordable ‘‘plug and
play’’ technologies, tools and materials such as Arduino, prototyping interactive
ICT applications now seems to require less technical expertise [18]. Indeed,
increasingly research and design projects try to balance research on existing
conditions and starting to intervene with temporary installations [19]. We observe
that many architects and urban designers begin to become more sensitive towards
the potentials of mobile and context sensitive technologies for design practice and
education curricula [20]. However, we may note that the design and development
of systems consisting of built and IT interventions still seems too complex to be
integrated in more mainstream urban design and research practice. The broad mass
of designers and citizens are not able to explore such a broad range of possibilities
to develop interactive and site-specific media.

12.3.2 Lack of Data Evaluating Medical and Social Impact

We may also question if and for how long spontaneous interventions may have an
impact on peoples’ daily behavior. Hansen makes an interesting observation
regarding the lack of sound research on the long-term impact of projects such as
piano stairs. Rather than just setting up a camera over a day or two, he points to
standards in sociology and behavioral science that future projects would have to
meet. He wonders how people would feel about the sounds at their second, third or
fourth visit. Hansen questions the acceptance by local residents, who are using the
underground on a daily basis and would have to cope with a noisy installation for a
whole week [21]. The Active Design guidelines, introduced above, present studies
and early experience of best practice in the field of stimulating physical activity
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through the built environment. However, most studies gain their results by com-
paring existing circumstances over different time periods and user groups retro-
spectively. Those best practices featured in guidelines—that seem to us most
fruitful as they are set up in contemporary environments—have hardly been
investigated yet [10]. This lack of data on the impact of temporary urban inter-
ventions and recently built architecture seems remarkable. By contrast, research on
the relation between environments and behavior in Human Computer Interaction
(HCI) has moved on considerably over the last couple of years. Rogers observes a
paradigmatic change from merely observing ordinary behavior and consequen-
tially suggesting design implications, to creating and evaluating new technologies
at the same time, out ‘‘in the wild’’ and not in the lab [18:58]. Many more
interdisciplinary research projects begin to explicitly address urban design and
development on different scales and in various collaborations. One of its latest
editions, Intel’s joint venture with University College London and Imperial Col-
lege London, investigates urban conditions by analyzing users’ movement patterns
through London’s underground. By using everyday technologies such as travel
cards, they hope to also find more cost-efficient and flexible ways to research the
city [22]. Despite the insights to be gained out of projects on such a scale, we may
note that such research cooperation models have not been adopted to smaller and
local interventions yet. To our knowledge, there is little research that combines the
possibilities of prototyping ICT ‘‘in the wild’’ with the approach of spontaneous
interventions.

12.3.3 Not Stimulating User Co-design

The example of Stairway Stories provokes a discussion on user participation in
urban design and planning. Its low costs, and few requirements for an ICT
expertise would potentially enable many lay persons to get involved either by
following up this concept or adapting it to comparable interventions. This is not
the place to discuss the pros and cons of experts in city planning. However, we
want to point to the merits of ICT supporting communication between users and
experts. A popular example is the website SeeClickFix.Com on which citizens can
report non-emergency failings of pavements, streets, benches, etc. As Mergel
points out, more research needs to be done to investigate their success, with several
more local governments embracing the service in order to provide users with
sufficient feedback to their postings [23]. Social platforms, that let users also
participate in developing constructive ideas and visualizations of their suggestions
are currently mushrooming [24]. So far, there seems no service that seeks input
from citizens in that respect and focuses on aspects of health and wellbeing.
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12.3.4 Lack of Cooperation and Business Models for Further
Development

Ho characterizes spontaneous interventions as being about rolling up one’s
sleeves, ‘‘personally bankrolling or finding creative sources of funding [25].’’
Earlier in this section, we have pointed to potentials and difficulties that low
quality interventions in the public realm might be causing. The overall budget of
the Staircase Piano project, which features considerable ICT skills and expertise, is
hard to estimate. The installation was developed with the support of The Fun
Theory initiative, which, supported by a big car company, aims to show that joyful,
entertaining and engaging interaction would be key to stimulate behavior change
[26]. The project emphasizes philanthropic motives at the expense of more
detailed research into its actual impact. So far, it is hard to find business models
aiming to bridge the gap between business and research institutions, activists and
bottom-up approaches in the field of health-oriented interventions.

In the remaining sections, we will discuss how serious games may contribute to
tackle challenges that we have identified above.

12.4 Context-Sensitive Games as a Spring Board
for Communication

Debra Lieberman showed as early as the 1990s how video games can motivate
better therapy management in young diabetes and asthma patients. She coined the
idea of health games acting as a ‘‘springboard’’ for communication between
patients, family members, friends and health experts [27]. More recently, she has
pointed to the new potentials for learning that result from new game technologies
such as motion tracking and collaborative learning in multiplayer games (MUDs)
[28]. Lieberman’s scholarship serves us as a starting point to speculate how mobile
and context-sensitive health games may act as a springboard for communication on
health and the built environment. In order to better understand how the latter are
being played in their urban environment, Knöll has suggested that we should
distinguish current design practice into ‘‘collaborative, expressive and reflective’’
health games [29]. In this section, we will use his analysis to discuss which kind of
games may be best suited to supplement spontaneous interventions.

Knöll has observed how players collaborate in Jane McGonigal’s Mixed Reality
Game CryptoZoo [30] with the support of real world locales. On the one hand,
players develop running styles in response to objects and topography such as stairs,
benches, parking lots or squares. On the other hand, CryptoZoo seems to form a
temporary and provisional stage, where players meet to perform runs, observe and
communicate with fellow players. CryptoZoo therefore augments the built envi-
ronment with videos, pictures and maps showing users’ activities. Knöll observes
that while collaborative play seems to motivate for physical activities as part of the
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game sessions, CryptoZoo hardly intends to stimulate discussions on serious
matters outside of game situations [29]. Like the morning stroller clubs mentioned
earlier in this article, games such as CryptoZoo waste a lot of potential for
learning, if they just want to re-use the city as a playground consisting of objects
and topographies. From our perspective, it could be precisely peoples’ experiences
and their ability to articulate and share them, that can become useful for health-
oriented urban design.

Game theorist Ian Bogost has described ‘‘persuasive games’’ as videogames
that are confronting users’ more established views on everyday situations with a
most expressive game rhetoric. By interacting with the world view as expressed by
game designers in game rules, conducts and behaviors, Bogost hopes a ‘‘simula-
tion fever’’ is being stimulated. Artistic techniques such as defamilarization would
make users rethink deeply inscribed behaviors in the real world [31]. In his article
on mobile persuasive games, Bogost points to the importance of carefully
choosing real world locales to support digital game play. For Bogost, his ‘‘airport
game’’, which criticizes non-transparent security policies at US airports, needs to
be played precisely while standing in line and waiting for one’s bags to be checked
[32]. Knöll shows how health games use real world locations as ‘‘expressive’’
backgrounds to more effectively articulate their critique of health-related behavior.
In future, choosing the right site for a health game may unfold potential in making
players aware of environmental causes for healthy behavior. By design, he finds,
such expressive health games may hardly be suitable to explore new correlations
[29:155–158]. We may specify that site-specific health games help to make users
aware of how the built environment influences our daily routines—for example the
use of an elevator over that of stairs. Further research needs to elaborate how the
combination of mobile persuasive games and spontaneous interventions may also
help to indicate new correlations and new locales for improvement.

Elsewhere, Boyd Davis and colleagues have observed how digital games
related to promoting physical activities would often instill guilt in players. They
present established answers on what is good or bad for players’ health [33]. With
their multidisciplinary project Ere Be Dragons, Boyd Davis and colleagues have
pointed to a further way of playing health games in the city and in response to
interacting with the urban environment. They describe the game experience as
follows: In its simplest form, the player wears a portable heart rate monitor and
inputs her age into a smart phone device featuring a GPS module. On the basis of
the player’s age, the game calculates an optimal heart rate according to a standard
formula. Players then proceed to walk along wherever and however they wish.
During the walk an on-screen landscape is being built up that corresponds to the
player’s position and movement in the real world. On the other hand, the virtual
landscape also corresponds to the measured heart rate. If the player does well, e.g.
is exercising adequately, the landscape flourishes. The heart rates are split into five
ranges on the basis of each player’s optimal heart rate. His territory is represented
in isometric tiles with distinctive colors and landscape features. Insufficient
exertion causes the current landscape to impoverish, while over-exertion leads to
the growth of a dark, forbidding forest [33:200–201]. Elsewhere, Boyd Davis has
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borrowed the term ‘‘reflection-in-action’’ to describe this kind of gameplay, in
which players seem to adjust their behaviors—for instance moving in the city—in
response to a visualization of their position and pulse data [34]. Players set out
with a goal such as to keep their pulse in a certain area, but are free to explore how
to achieve this.

We agree that more research is required to underline that more creative, ‘‘free’’
ways of playing as opposed to competitive play can result in long term effects on
health related behavior change. In the remaining paragraph, we wish to elaborate
further why we highlight reflective health games as most promising to supplement
and inform spontaneous interventions. Elsewhere, Boyd Davis has pointed to
Nold’s Bio Maps as a parallel approach to Ere Be Dragons. Whereas players of Ere
Be Dragons would reflect in action, Nold’s visualizations allow users to reflect on
their journeys—on different routes taken and body data gathered—in retrospect
[34:48]. Nold emphasizes the need of users interpreting ‘‘objective’’ data such as
stress levels and positioning and relating them to ‘‘subjective’’ data. He has
explored various technologies to provoke user input—personal anecdotes, context,
biographical notes and feelings—in order to gain a set of data that are more
meaningful [35]. Nold’s projects illustrate the need for users taking an active part
in interpreting data for themselves, but especially when the data is being gained to
inform policy making or planning legislations. Knöll has pointed out how com-
bining these two approaches—reflecting-in-action and reflecting-on-action—is one
crucial challenge to build serious games that inform health-oriented urban design
[29:199–211]. A main part from the perspective of game design is to implement
the serious aspect of co design into the gameplay of location-sensitive mobile
apps.

More recently, Waterson and Saunders have presented their insights into a
mobile service they developed for Kew Gardens in London. Based on extensive
surveys on visitors’ expectations and information needs, which among others
stated that users would like unguided exploration and serendipitous discoveries,
they developed the idea of helping users ‘‘to get delightfully lost.’’ The resulting
app provides no pre-planned tours, but help users find information where they want
them. This may include browsing user generated content and news, but also
interacting with QR-Codes and geo-referenced Augmented Reality functions.
They found that the app succeeded in directing attention to some of the more ‘‘off
the beaten track’’ attractions. Even though it was not primarily meant to be a guide,
the app was perceived as an ‘‘expert companion’’ aimed at stimulating ‘‘infor-
mation hunger’’ in the gardens and its plants [36]. In our view, such unobtrusive,
flexible applications are most suitable to articulate how we perceive positive and
negative impacts of the built environment on our health in a playful way. It is in a
parallel step that users articulate their experiences and thus inform potential
projects.
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12.5 Roadmap Towards ICT Supported Spontaneous
Interventions

Earlier in this article, we have identified four main challenges of spontaneous
interventions for health to overcome from an ICT perspective: First, the lack of
interdisciplinary expertise, second the few strategies to evaluate positive effects for
health, third, the lack of specific co-design platforms and fourth the little research
on business and cooperation models. Having moved on to show what mobile and
context sensitive health games may contribute to overcome these challenges, we
will speculate on future research and design directions to further elaborate
potential synergies (See Fig. 12.1).

In the following, we will list four steps to pursue these goals. Based on what we
have found to be challenges of spontaneous interventions earlier in this chapter, we
have structured this outline with a view to increasing user experience, evaluation
methods, stimulating participation and more sustainable concepts.

12.5.1 Encouraging Interdisciplinary Educational
and Research Projects

As touched upon above, designing and developing health games involves several
research disciplines. Mehm and colleagues provide a comprehensive list of experts
and roles [37]. We are convinced that involving urban designers and architects can

Fig. 12.1 This diagram lists
potential synergies between
mobile context-sensitive
health games and
spontaneous interventions in
public space
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help to extend the specific positive effects, which mobile and context sensitive
health games aim for to improve users’ health and wellbeing. Specifically, action
is needed to develop multi-disciplinary teaching formats dealing with serious
games. An interdisciplinary discourse on design of ICT applications may help to
integrate health games into users’ everyday lives. In turn, architects and urban
designers, who have been trained in basic concepts of location-based technologies
will become more sensitive towards the potential contributions of serious games
for urban design in raising user participation and promoting health prevention.1

We consider such an increasing scientific exchange as one important step to also
bring the knowledge and skills of agile prototyping to a wider audience including
those citizens already interested in spontaneous interventions.

12.5.2 Developing New Strategies to Evaluate the Effects
of Mobile Health Games in the Wild

Göbel and others have presented first attempts to integrate adaptive game play
scenarios to static and dynamic data by deriving information from various sensor
technologies. They have been focused on evaluating the medical impact of exer-
games mainly with indoor games so far [38]. As we have shown above to evaluate
spontaneous interventions for health and their positive effects in their environment
is key to their further development. We therefore would like to see further research
that combines Rogers’ approach on prototyping and evaluating ‘‘in the wild’’ that
we have described earlier in this article, with research groups that have an
expertise in Serious Games for Health and/or urban design.

12.5.3 Improve Access to Co-design Projects with Playful
Approaches

We have described a burgeoning field of social websites inviting users to partic-
ipate in urban planning and design projects. We are convinced that playful
applications, such as what we have described here as self-reflective health games,
can supplement social platforms such as SeeClickFi.com or Betaville. Further-
more, projects such as the community game for Ghent begin to extend the field to
location-based features. Precisely in interactive objects being placed in public

1 Since February 2013, TU Darmstadt has established a University Industry Collaborative
(UNICO) research group on ‘‘Urban Health Games’’, which is situated at the architecture
department and strongly interacts with the Multimedia Communications Lab (KOM). Further
information on research projects and teaching formats that are currently being developed are
available at http://www.stadtspiele.tu-darmstadt.de
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places or distributed to facades, Coenen and Laureyssens see the biggest potential
for more ludic activities and as a result to reach out to a wider audience [12]. We
also consider development of augmented objects, which become a part of game
play activities as crucial to include people with and without access to smartphones.
Thus, integrating urban design can contribute to develop new game play interfaces,
which may also benefit from the research in urban planning that has been presented
here as Active Design. We welcome projects that develop such entertaining
interventions in closer relation to the urban environment it aims to stimulate
awareness for. In our view, involving urban designers and planners, who are
sensitive towards location-based technologies, will support these co-design aspects
of spontaneous interventions.

12.5.4 Working on New Business Models that also Target
Local Neighborhoods

In order to conduct interdisciplinary research, design and implementation of
spontaneous interventions, more sustainable business models need to be devel-
oped. As we have stated earlier, so far collaborations between research and
corporate institutions focus on large scale projects. On the other hand, there are
short-term interventions that are either low budget and/or hardly involve ICT. Site
specific interventions such as the piano staircase project have been able to feature
more sophisticated technology. Their collaboration between artists and corporate
funds has so far focussed on short term promotion and less on long-term studies.
We have stated that spontaneous interventions enriched with mobile health games
may become a very powerful tool to gain more insights into this new complex and
multidisciplinary field. We therefore hope to see a continuation of the approaches
we have sketched in this chapter, which seek to bring together experts from urban
and interaction design with corporate institutions and private interest groups. On
basis of such research and design projects, strategies can be developed to convince
stakeholders, improve design quality and implement spontaneous interventions on
a bigger and more sustainable scale.

12.6 Conclusion and Outlook

In this chapter we have described our use of the term ‘‘spontaneous interventions
for health’’ for an ongoing phenomenon which seems to merge context sensitive
and mobile health games with urban design. We have pointed to four aspects that
can be improved as (1) the lack of interdisciplinary research and educational
formats, (2) the lack of studies that provide data on positive effects on users’
health, (3) the lack of social platforms for co-design that focuses on health and
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wellbeing and (4) the lack of research on business models and cooperation
between research, design and user groups. Second, we have discussed recent
examples of health game practice with respects to their possible contribution to
health-related spontaneous interventions. We have highlighted self-reflective
games as a springboard for discussions that will inform and possibly stimulate
spontaneous interventions. Finally, we have outlined necessary future research
directions highlighting the need for (1) more multidisciplinary training, (2) new
ways to evaluate the impact of temporary installations ‘‘in the wild’’, (3) improve
access to co-design projects through novel interfaces and (4) developing business
and cooperation models that will allow to develop spontaneous interventions for
health into sustainable and scalable projects.
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Chapter 13
Using Virtual Environments to Test
the Effects of Lifelike Architecture
on People

Mohamad Nadim Adi and David J. Roberts

Abstract While traditionally associated with stability, sturdiness and anchoring,
architecture is more than a container protecting from the elements. It is a place that
influences state of mind and productivity of those within it. On the doorstep of
adaptive architecture that exhibits life like qualities, we use virtual reality to
investigate if it might be a pleasant and productive place to be; without incurring the
expense of building. Thus this work has a methodological contribution of inves-
tigating the use of aspects of virtual reality to answer this question and the sub-
stantive contribution of providing initial answers. It is motivated by juxtaposing (1)
responsive architecture (2) simulation in architectural design (3) adaptive computer
mediated environments, and (4) use of VR to study user responses to both archi-
tecture and interactive scenarios. We define lifelike architecture as that which gives
the appearance of being alive through movement and potentially responds to
occupants. Our hypothesis is that a life like building could aid the state of con-
sciousness known as flow by providing stimuli that removes the feeling of being
alone while not being overly distracting. However our concern is that it might fail to
do this because of appearing uncanny. To test this we hypothesise that occupying a
simulation of a life like building will measurably improve task performance,
feelings of wellbeing, and willingness to return. Our four experiments investigate if
people feel more at ease and concentrate better on task and others when the walls
around them appear to organically move, are happy for the walls to help them, and
prefer to come back to a building that reacts to them.
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13.1 Introduction

The use of interactive elements in buildings is on the rise [1] and buildings that
possess them are proving to be popular in both private and public projects [2].
However, the temporary nature of most examples does not lend them to studying
long-term effects such as social behaviour [3]. It seems that popularity relies on a
balance between design, content and novelty. Despite this growing popularity,
interactive architecture is widely viewed as novelty. We postulate that a conver-
gence of interactive architecture and adaptive computer mediated environments
might allow form and content to be responsive to the activity and mood of
occupants, thus replacing novelty with usefulness. A more comprehensive picture
is set by convergence between and within: animated, reactive and organic and
intelligent architecture; and socially intelligent, empathic and virtual environ-
ments. It is hoped that this amalgamation would allow buildings to be able to
interpret social intentions and needs, evaluate the impact of actions in a group and
steer a group of users towards a common goal based on their actions and needs.
Yet even without this union, the base question of how a building that seems to
move as a living entity could affect its users is still very useful and interesting and
this is what is being focused on. Also no direct comparison has been made between
a conventional building and an interactive one to assess [4] the effect of interac-
tivity in a building.

With regard to appropriate methods for studying adaptive architecture, the
literature falls into one of two broad categories: Interactive or Intelligent Archi-
tecture and the appropriateness of virtual reality to test our hypothesis that life like
architecture will have a positive effect on their users. Subcategories in interactive
and intelligent architecture include architectural theory, building materials and
building examples. In the use of virtual reality as a test medium subcategories
include presence, virtual environments and the use of virtual reality in fields
including psychotherapy. We also consider the potential of adaptive computer
mediated environments.

Responsive Architecture may be categorised as that which responds to the user,
either through the design or more interactively during use.

The first major category is architecture for which the design has responded to
people. This is less relevant to our work, that focuses on buildings designed to
respond interactively. However, describing them not only helps to set the scene but
also explains the inspiration for the organic appearance of our later experiments.

Firstly we consider response to cultural or religious needs or events. Examples
include: The Water Temple by Tadao Ando [5], The Umayyad Mosque in
Damascus [6], The Jewish museum by Daniel Libeskind [7], The Berlin Memorial
by Eisenman [8]. All these projects focus on giving visitors unique experiences
that attempt to respond to their needs and provide them with insight to cultural
events that led to the construction of these buildings.

Secondly we consider animation-based design. Here the final shape of the
building is a response to the recorded and then analyzed movement of people or
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objects in a similar place over a set amount of time. The designer records the
movement of users, anticipates it then designs buildings based on the shapes
resulting from that movement pattern. Examples include The Endless House by
Kiesler [9], and the works of Berkel [10], Lynn [11, 12] and Spuybroek [13]. Most
used flowing organic shapes that through their naturalness are intended to give the
feeling of comfort. We use this as inspiration within the design of our lab-based
experiments that will be described later.

What Keisler, Lynn and Berkel [9–12, 14] have in common is that the organic
flowing shapes, which architects produced in these examples, create and encourage
comfort as they mimic natural shapes. While this is vital in forming a more
thorough understanding of user movement, it does not cover real time change in
the building after it is finished, which is the main focus in interactive design. The
main focus of these projects is that the final form of the building does not need to
be moving or changing colour in order to be responsive.

The second major category is architecture that responds interactively to the
occupant. Reflexive architecture was introduced as a concept by Neil Spiller a
decade ago. At that time he felt that little research had been done in the area. He
described reflexive architecture as ‘‘architecture that is highly responsive and
intelligent, able to translate and connect to its contextual environmental sur-
roundings at a new level, while also operating in three or more spaces simulta-
neously’’. Although the need for at least three spaces is unclear.

The responses between interactive architecture and its occupants may include
animated behavior that is responsive within seconds or minuets to the user. This is
a rapidly emerging area for experimental architectural design. Examples include:
Kas Oosterhuis (the trans_PORTs project) [15, 16], Nox (the H2O Expo) [13, 17],
Paul Sermon Tele presence [18, 19], Frazer [20], Decoi (Aegis Hyporsurface) [21],
Usman Haque [22, 23] and David Fisher, The rotating towers in Dubai and
Moscow [23, 24]. In the past decade architects, designers and artists have
increasingly worked in the field of interactive structures. In many instances these
projects were temporary installations rather than being permanent ones [3, 25], An
example of a more permanent interactive building is the rotating towers projects
by David Fisher [23, 24]. When designing temporary structures or installations an
architect often has more freedom to experiment. This is not least as the building
typically has fewer functions to support.

Architecture can be considered as a type of language in which the architect and
the user engage in speech through the building [26]. Palassma proposes that
interactive architecture allows a livelier conversation. Thanks to emerging tech-
nologies and materials, structures have become able to interact with users
instantaneously [17, 23]. The movement and behaviour of its visitors trigger
structures to change any combination of shape, appearance, sound or smell.
Arguably in these projects architects arrange rather than design and allow the users
to have conversation directly with the architecture itself.

From this analysis it seems that responsiveness of space is linked to two main
factors. First, the materiality of the project and how it is constructed. Second, the
sociological dimension of space and how that can be controlled and used to further
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focus the relationship between architecture and its users. These new ways of
interacting with architecture are helping to form a whole new understanding of
space that such space becomes part of the user and interaction. Space becomes
looked at as a medium of communication. This is apparent in the works of the
artist Paul Sermon [18, 19], in which he links users in different locations via live
chroma-keying and video conferencing equipment to explore user behaviour and
interaction within such telespace. This creates some awkward responses from the
users at the beginning and causes them to re-evaluate their environment in a new
understanding which depends on space as well as advanced technology.

All the previous architects and artists designed interactive buildings that can
change colour, shape, sound, layout or all of these elements combined to create an
enriched user experience. There are a lot of different types of buildings here
ranging from installations [13, 18, 19, 21, 22] to full buildings [15–17, 23, 24]. A
recurring theme here, however, is that all these changes are predetermined by the
architect at the time of design. It is noticed that there is a great deal of theoretical
investigation being done by the designers on the role of such architecture in its
environment and its relation to the user’s experience [17, 20, 23]. When I inter-
viewed Usman Haque in 2005 he mentioned that the role of the architect or the
designer should be more like the role of an operating system in that he sets
the rules in which the building operates but the users are the ones who determine
the final outcome of the design, this is also supported by Kronenberg [17]. Usman
also states that for a building to be interactive there has to be information exchange
to and from the building otherwise it’s just a reactive system [27]. Other design
theories include the works of Joye [28], Thomsen [29], Pallasmaa [26], Forty [30],
Zellner [31], Holl [32] and Hillier [33, 34] all of whom explore the relation
between users and space, and how that can affect the experience gained. In par-
ticular Joye [28] looks at how organic and natural elements in architecture can help
in reducing stress levels in users. This is an important theme of our work.
Buildings here have a somewhat open ended design which builds on the users
actions. Haque [23, 27], Thomsen [29] and Spiller [35] view architecture as a
changing user interface, while Pallasmaa [26], Forty [30], Holl [32] and Hillier
[33, 34] view it as an unchangeable setting for user interaction (which is the
classical view of architecture). The term intelligent building or architecture also
has many definitions as well, sometimes overlapping with interactive architecture.
However, the unifying characteristic in all definitions looked at is that an intelli-
gent building utilizes sensors to acquire user data so it can automatically provide
services depending on user behaviour [36–44].

‘‘Human life is interactive life in which architecture has long set the stage’’
[45]. Humans are flexible creatures capable of manipulating a wide verity of
objects and living in varying environments [17] as such it is no surprise that
humans want to reflect that flexibility in our buildings as our genes are expressed
through our environment [46]. It appears that users are becoming captivated by
interactive or intelligent structures as they are seeing their effects on the structure
directly and clearly [47]. Their movement patterns and behaviour in general
change in accordance to the reactions they see appearing before their eyes as
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architecture and its users become parts of each other [48]. The possibility of
having a more lifelike or living building is becoming more feasible as more artists
and architects are experimenting with it [49, 50]. It can be argued that users of
such buildings are learning to see themselves in a new light, looking at their new
reflections in these unorthodox ‘mirrors’. Such new visual reflections can produce
new behaviours of the users in accordance to these reflections. Also, with such
buildings attracting more audience and gaining in popularity [51], it indicates that
they can have a distinct advantage over none interactive buildings especially in
public and retail spaces where a high amount of visitors is preferred.

In all the previous projects the materials used were as vital as the designs
themselves as the desired level of instantaneous reaction by the building cannot be
achieved by traditional materials. Combinations of sensors, processors and
changeable components (e.g. scent releasing systems, mechanical or hydraulic
movement systems, colour changing LEDs…) were used. Materials like Aero Gel
[17], OLED [17], Litracon [17, 52] and smartwrap [53] all push the limits of
architectural boundaries and help in creating better models for interactive and
intelligent Architecture. Research from the MIT, shows materials that can change
shape in real-time [54]. This opens up new possibilities for designing such spaces
[54]. Research from Cornell University shows robots that have a limited ability to
self reproduce [55]. When incorporated in designs this has the potential to produce
self sustaining buildings. While some materials are still in concept mode they are
very important in helping to create better designs and conceptual models for
interactive or intelligent buildings.

13.1.1 Using Virtual Reality for Testing and Evaluating

This section examines different test mediums that are available in virtual reality
assessing each one to determine which is more suitable for testing interactive
buildings. It highlights available test environments, how people react in virtual
reality environments and how close such reactions are to real life ones.

In architecture, the architect depends on his experience when trying to design
and produce a building. In essence knowledge of materials, space and building
methods is gained through observation and experience gained from sometimes
disastrous trial and error [1]. Apart from architectural drawings and images of 3D
models the client is usually buying a product that they cannot see fully until it is
constructed in real life [56–60]. Even when using 3D reconstruction video the
angles and areas the client sees are limited [56]. It is commonly known that this
method has some major draw backs. First it is very time consuming to construct a
building, second it is very expensive to do so. Third and perhaps most importantly
is that the client will not know what they are exactly getting until the building is
completed. This means that there is no room for error and that amending or
adjusting a project would be very difficult. Experimental buildings are not unheard
of in architecture, for example: Sky Ear [22], Scents of Space [16, 23, 61], H2O
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Expo [13, 17]… etc., but making these buildings is very expensive and time
consuming. Amending or adjusting them would also be very difficult for the same
aforementioned reasons.

A potential test environment is the use of an online social environment. Online
social environments are becoming accepted as credible tool for social studies [62,
63]. In particular a number of researchers have indicated that people tend to
behave in a very similar way when in Second Life as they would in real life [63,
64]. Users seem to react naturally to social space even though such environments
are not immersive [63]. Online environments like Second Life have some distinct
advantages. It can be argued that creating content in such environments is quick
and cheap. All that is needed is making a 3D model of the building and placing it
in the virtual environment, so no time is wasted on construction issues that might
arise in real life models. This also means that adjusting a model can be done
quickly as well. Research implies that online (even forum like) test environments
function as a more generalized simulation than that of a mathematical simulation
tool [64]. Equipment wise, all a user needs to use the programme is a midrange
computer and an internet connection. This coupled with the fact that the usage of
the software is free means that a lot of users will be able to access such an
environment with ease. This can increase the number of visitors as every day
millions of users spend an average of 22 h a week interacting with each other
thorough avatars [65–67]. Also since visitors can come and go as they please, their
behaviour can be closer in quality to real life behaviour. Lastly placing a test
building for prolonged periods of time there is relatively cheap.

One issue in such an environment is the lack of realism which can lead to users
feeling detached from the environment they are experiencing, another issue is the
quality of immersion, since users have to see the environment through a computer
screen, they will not feel as immersed as the other two methods we are going to
discuss (Immersive environments and head mounted displays) and as such this
might cause their reactions to be less realistic [68]. However, previous research
shows that online virtual environment users behave in a very similar fashion to real
life [62]. Researchers are using Second Life as a viable tool to evaluate social
trends [64] and as such we feel that this medium would be good for tests that might
require longer periods of time and a larger sample size.

Another method examined is immersive virtual environments IVEs. This
technology first existed in 1965 as a lab-based idea [69, 70]. It is usually a room
with graphics being projected on its surfaces, usually referred to as a CAVE
(square shaped room). The number of surfaces used can vary from three upwards.
The advantages of using such a method is that it provides a high level of realism as
test subjects literally step into the virtual model being tested giving it an advantage
over desktop-based methods [71]. Test subjects are highly immersed in the virtual
environment and as such might react to it in a more realistic manner. A wealth of
presence research indicates that people in such environments react exactly as they
would in real life [70, 72, 73] even in low-fidelity scenarios [74, 75]. Mel Slater
points out that in an immersive environment almost all test subjects avoid colliding
with virtual objects even though they know that they are not there [72].
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Also participants usually respond in a realistic manner to events shown to them in
IVEs [70]. Such environments have been used as an effective tool for social studies
[74, 76, 77] particularly in spatial cognition [78], education [79, 80] and psy-
chotherapy [81–83]. In numerous cases they were successfully used to treat social
phobias [84–93] and post traumatic stress disorder [94, 95]. Research also shows
that IVEs can evoke real emotions and mental activity as a real situation would
[96, 97]. Any adjustments to the model can be made quickly and easily. Also,
since such an environment is a lab-based one, all the environmental factors can be
easily controlled (such as lighting, time limits, etc.) enabling researchers to spe-
cifically focus on the variables or elements that they want to study.

Since a CAVE or OCTAVE is a lab-based environment it has some disad-
vantages. The amount of people that you can have there at once is limited due to
the size of the room. Also people cannot stay there for long periods of time. Since
the equipment is delicate a researcher has to be present with the test subject at all
time which means that reactions of test subjects might not be as natural as hoped.
Perhaps the biggest disadvantage is that people cannot come and go at will. Even
with such disadvantages it is still the preferred test method for short term exper-
iments. It provides a high level of immersion that is comparable to that of con-
structing a life-sized model of the environment while at the same time having the
flexibility, controllability and repeatability of using 3D simulations.

The final immersive display method examined is head mounted displays; it has
the same advantages as the immersive environments mentioned before [68]. It
allows for a very high level of immersion and content can be created and edited
quickly as well [68]. Our main reservation about this medium is that the person
becomes disembodied (as they cannot see their body in the virtual environment)
and thus the experience is less lifelike. Also the equipment a test subject has to
wear is heavy and it can cause discomfort. The low field of view it provides has
been linked to motion sickness and a lower sense of presence which is likely to
impact the awareness, attention and action of users [68]. This will be a major issue
as people tend to lose focus and interest when they are fatigued. Also issues might
arise if the experiments incorporate the use of real objects rather than virtual ones.

13.1.2 Crossover and Relations

This section examines possible relations between the two main research areas
investigated previously and how they relate to each other. One project that is
relevant here is an interactive entertainment space built for the Swiss national
exhibition Expo in 2002. It was investigating if users can associate buildings with
life in what is called the ADA project [23, 51, 98–100]. This project consisted of a
room where the floor was covered with pressure sensitive plates that changed
colours and collectively displayed different colour patterns as you stepped over
them. If one followed them fast enough the room rewarded the user with a special
pattern. It turns out that the majority of users enjoyed being in this responsive
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space and a good percentage of them were convinced that the space could be
considered as a living organism. The public reaction to the project was over-
whelmingly positive [101]. ADA was the most popular IT related exhibit at the
expo [51]. This suggests that with the right level of interaction people can actually
start to view buildings as active participants in a group rather than just passive
spectators. It also shows how popular and crowd attracting interactive buildings
can be, although no direct comparison have been made between an interactive
building and a non-interactive one to understand the explicit effect of interactivity
on visitor numbers. The ADA project was an entertainment space; it would be
interesting to see whether similar success could be achieved in a work oriented
environment. Also this project demonstrated how human response can be inferred
from observing behaviour as well as the potential to use ADA to automatically
deduce group attitudes opening the door to possibly influence their behaviour [99].
It is noticeable that ADA had only short term reasoning as it responded to users
directly but had no mid or long-term goals. Even though users still enjoyed being
in this space which is encouraging. Theoretically, this would suggest that a
building with two layers of reasoning would provide a better and more enjoyable
environment for its users and visitors. This project is the only project that we found
that combined research in virtual environments and architecture. It demonstrates
that users can have meaningful experiences with an interactive environment, and
as mentioned before also highlights the popularity of this type of space [51, 101].

The use of virtual reality or rather virtual reality visualising methods is common
in architecture. What is meant here is that architects often use virtual 3D models of
buildings to produce rendered images or fly through videos that they show to
clients and some potential users [56–58]. The use of virtual reality or virtual
environments in design focuses more on the construction methods rather than
design elements in most cases [56]. The main issue with this approach is that
architects tend to show clients what they, as designers, want them to see without
giving the client the ability to navigate and experience the space on their own [58].
It can also be argued that the virtual models shown to clients and users tend to be at
the final stages of design when most decisions have been taken. Models placed in
virtual environments such as the Second Life, CAVE or OCTAVE like environ-
ments tend to give the client (users of the building) a high level of freedom
enabling them to experience every part of the building and interact with it however
they want [56].

Virtual environments have been used earlier to effectively treat phobias and
other mental issues such as trauma. The papers looked at in the virtual reality
section earlier indicate that VEs are useful tools that can produce meaningful
results because people react in them in the same manner as they would in real life
[70, 73, 102]. Research done in this field also suggests that, when measured in
similar scenarios, the human brain exhibits the same level of neural activity in both
virtual and real scenarios [81–86, 88, 89, 91–95].

An issue that remains to be seen is if users were interacting with the environment
or with objects in that environment. In the case of shell shock it is almost certain
that users were reacting to the environment as the experiment procedure focuses on
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having users go through similar war-like scenarios. Although in these cases it can
be argued that users are interacting with either the environment (shell shock) [94,
95] or objects in the environment like avatars (anxiety and public speaking phobia)
[84, 85, 87, 88] or the cause of phobia itself (heights, flying, etc.) [91–93, 96]. But
the main interaction is guided through the presence of a therapist who uses and
controls these objects as they see fit during the treatment procedure [72, 91, 103–
105]. What this research wants to see is the effect of the building itself on the user
with minimal interference from the designer or owner isolating and studying what
effect interactive or intelligent buildings might have on their users.

In general papers reviewed on the matter of the use of virtual environments in
the treatment of phobias, regardless of phobia type, establish two things. First,
Molinari [88] concluded that virtual environments are as good if not better in
treating phobias than real-life environments. They also have the advantage of
allowing high control and to tailor fit the required virtual environment to the exact
needs of the individual’s treatment [88] also there are over a hundred research
papers within that reference that agrees and reaches the same conclusion.

Second, when using a VE even through a desktop system it was recorded that
subjects reacted in the same manner as they would in real life [70, 73–75, 102]. One
major issue arises here is the lack of physical interaction between the subjects and
their environment [84, 85, 87–96]. This can be attributed to the nature of phobia
treatment. Phobia treatment, in real or virtual environments is based on exposing
the patient gradually to their fear [72, 91, 103–105]. This means that the person
treating them is the one who interacts with the patient and controls how the
treatment session goes. Even in the case of treating shellshock where the patient
goes through a premade scenario there is no interaction with the environment just
exposure to different conditions [94, 95]. In these cases it can be argued that users
are interacting with either the environment (shell shock, post traumatic stress dis-
order, etc.) [94, 95] or objects in the environment like avatars (anxiety and public
speaking phobia) [84, 85, 87, 88] or the cause of phobia itself (heights, etc.) [91–93,
96] the main interaction is guided through the presence of a therapist who uses these
objects as they see fit and there is no interaction happening in from the environment
to the user. This leads us to believe that there might be a possible lack of literature
on how might having an interactive/intelligent environment affect its users.

13.2 Research Direction

The previous sections reviewed papers in relation to the fields of interactive and
intelligent architecture and the use of virtual environments as an evaluation
method. That main aim was to propose a definition of interactive, intelligent or
lifelike architecture, assess the usefulness of virtual environments as a test medium
and see if there are any research projects that have attempted to study the effect of
interactive or intelligent buildings on their users.
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Architecture is becoming so intertwined with a network of other disciplines that
a new hybrid form of practice and architecture itself is emerging [106]. While the
sheer amount of new interactive architecture is apparent from previous examples,
we attempted to go past the momentary popularity and ask if such projects are
useful to their users. It was found that first, there are multiple definitions of
interactive architecture and through reviewing a selection of projects we defined
interactive architecture as architecture that can react to its users and change its
properties (colour, shape, sound) in real time, intelligent architecture furthers that
by adding a level of reasoning with which the building analyzes input from its
users to achieve a set of goals. Based on these definitions derived from the liter-
ature, we further define lifelike architecture as interactive architecture that has
some resemblance of being alive. This might be through moving or interacting as
if alive and or through exhibiting intelligence. Interactive projects have proved to
be popular and potentially valuable when it comes to attracting visitors. Second,
papers reviewed indicated that virtual environments are a viable test medium with
users reacting in similar or almost the same way in a virtual environment as they
would in real life to the same input or scenario. Papers reviewed in the medical
field indicate that brain activity in virtual environments is the same as brain
activity in real life, given that the scenario is the same. It is concluded that both
online social environments and immersive virtual environments are suitable test
environments that can be used for long-term and lab-based experiments respec-
tively. They both provide sufficient levels of freedom and immersion (semi
immersion in the case of online environments) and they are both accepted test
mediums for social interaction as people tend to react very naturally in them, to
social or environmental stimuli. Third, it is apparent that every method of mea-
surement in virtual environments has some advantages and disadvantages [107].
Methods used in measuring presence in virtual environments are varied and no
single method is universally accepted [107]. It is possible that a combination of
evaluation methods would provide better data for experiments, as mixed methods
can assist and complement each other, eliminating or minimizing the disadvan-
tages that can occur from using a single method. From that it can be concluded that
a mixture of evaluation methods should be used in experiments to produce good
high quality data from experiments.

13.3 Experiments

Each experiment involves having a test subject complete different yet similar tasks
in a series of virtual environments. Test subjects can be completely alone or
accompanied by an examiner depending on the individual experiment and the
research question it is trying to address. Apart from the last experiment all our
experiments are undertaken within a surround display system called the OCTAVE.
The OCTAVE is an immersive large screen projection system. It projects
computer graphics images on 8 surround walls and the floor (Fig. 13.1).
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This test environment surrounds the subject in a life size simulation, and thus can
give the impression of being within a simulated room better than looking into that
room through a desktop display, thus providing a better sense of being there
(presence) to test subjects and making the experience seem more natural. In this
work immersive stereo was not used, so the participants did not have to wear
stereo glasses. The last experiment (experiment 4) was made using an online social
virtual environment called Second Life.

The first experiment designed was a pilot experiment that explored the second
research question: How might being inside a room with walls that appear to come
to life impact on a person’s feeling and performance? Doing a quick pilot
experiment at the beginning of the research helped in understanding practical
limits and issues that might rise in later experiments. Issues that were made clearer
through the pilot experiment were the number of participants needed, how long
should the experiment last and what task should be used. For instance, in the pilot
experiment we used a task that required the user to play a game on a laptop while
in the OCTAVE. We noticed that test subjects were focusing more on the laptop
and taking no notice of their surroundings, also they were repeating the same game
in all test conditions which made any results unusable (their score improved
because of repetition). That is why we opted for a simpler task in later experiments
that can be placed directly in the test environment without the need for interface
equipment (laptop or 3D glasses) and can be varied with ease to eliminate the
problem of repetition. Feedback from the experiment using questionnaires and
interviews also helped in highlighting any potential issues that might have not

Fig. 13.1 The Octave, the environment and the author
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been covered in the literature survey. All experiments can potentially help in
answering unclear points identified by the literature review and some problems
raised via the methodology.

13.3.1 Experiment 1

How might being inside a room with walls that appear to come to life impact on a
person’s feeling and performance?

Task: Solving a jigsaw puzzle alone in an Octave, while walls are blank and
static or display moving patterns.

To be able to assess the impact of an animated environment on an individual we
had to conduct the following experiment. Test subjects had to complete a task in
different environment settings. Their performance in each task was measured and
compared. Post experiment interviews and questionnaires were also used to assess
the appeal and attractiveness of animated environments.

The task that test subjects had to do was completing a jigsaw puzzle. We felt that
this is a simple task that most test subjects should be familiar with and that we can
vary with ease. Another reason jigsaws were chosen was that they require both
concentration and allow performance to be easily quantified. Tasks were completed
in an immersive display system called the OCTAVE. Two test environment settings
were used, one with blank walls and one with moving lifelike walls, which simulate
that they are moving around the test subject. The performance of test subjects was
measured by the amount of puzzle pieces they assembled in each setting.

A within subjects design was used for this experiment, this method provides
more statistically sound results and is more practical as less resources are required
in terms of number of test subjects and time required [108–110].

To ensure that participants performance was improved because they were
familiar with the task, we varied the order of puzzles and conditions across sub-
jects. This meant that some began with puzzle A and some with B; and 50 % were
inside a simulation of moving walls first while the remainder where surrounded by
blank display walls first. Twenty Test subjects were used.

13.3.1.1 Findings

The results of this experiment have shown that when a person is placed in a small
room both their comfort and performance when doing a jigsaw puzzle are
increased if the walls appear to move. 90 % of subjects performed better when the
walls appeared to move around them and upon analysis results were highly sig-
nificant with a probability value less than 0.0001 this meant that the chances of
having the same results would be nearly 100 % if the experiment was repeated. No
subjects reported disliking the moving walls and more often than not test subjects
reported feeling more comfortable, and better able to concentrate and do the work.
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Many reported the feeling of something missing when being in the blank envi-
ronment while specifically mentioning being calmed and more relaxed when the
walls moved around them.

13.3.2 Experiment 2

How can seemingly lifelike architecture impact people’s ability to follow
instructions from a teacher?

Task: Solving a puzzle in an octave by depending solely on verbal instructions
from a tutor, while different projections are displayed on its walls.

To answer the above research question we conducted the following experiment.
This time, instead of working alone, the participant had the part of a learner in a
simple teacher learner scenario following a set of standardized spoken instructions
given to them by an instructor to guide them in completing a task in three different
conditions. The flow of data was one way from instructor to subject. This was done
to standardize the amount of information given to test subjects. The performance
of test subjects for each task was measured and compared. Questionnaires and
interviews were used to assess the appeal and comfort of animated environments.

The task remained similar to the previous experiment so comparisons can be
drawn allowing the effect of the teacher learner experience to be isolated from that
of working alone. An instructor (confederate) explained the procedure of the test
and what the test subject should do before the experiment started. Every experi-
ment involved both the test subject and confederate entering a series of conditions.
Tasks performed in each condition were split into a series of stages. Test subjects
had to follow a series of spoken verbal instructions given to them in key stages
during the test by the instructor in order to complete the task, while being aware
that they could not communicate with the instructor during the test. The task test
subjects had to do was completing a jigsaw puzzle while relying only on the oral
instructions given to them by the instructor. Tasks were completed in the Octave.
The performance was measured by calculating the percentage of completion for
each puzzle in each setting. Thirty test subjects were used here to provide better
statistical data than the previous experiment.

13.3.2.1 Findings

In this teacher learner setting the performance of 93 % people was improved when
they were in the animated environment the overall average improvement was
38.77 % compared to the blank environment and 21.25 % when compared to the
patterned environment. When analyzed, the results proved to be highly significant
with P values less than 0.0001. Previously people universally preferred the
experience of seemingly moving walls and some reported finding it comforting.
Questionnaires and interviews made in this experiment indicate that most people
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prefer a room with moving walls stating that it improved their concentration levels
which was reflected in the improvement of their scores. This suggests that sur-
round projection or physically moving walls are likely to be beneficial in the
classroom setting and unlikely to be detrimental. In particular they seem to
complement the presence of a teacher especially when giving instructions. Using a
combination of virtual models and surround projection gave clear results. The
ability to transfer such results to the real world is yet to be tested, but results
further imply that real environment tests would be worth doing in the future.

13.3.3 Experiment 3

How can seemingly intelligent lifelike architecture impact people’s ability to
follow instructions from a teacher?

Task: Solving a jigsaw puzzle in an octave with verbal instructions from a tutor,
while different projections are displayed on its walls. In one of the settings one of
the walls provides visual hints to aid the test subject.

Here we expand the previous experiment by convincing the participant that the
environment around them is intelligent and that it can understand what is hap-
pening inside it and try to assist them in their task (Fig. 13.2). The same teacher
learner setting was used here as in the previous experiment. The participant had the
role of a learner in a simple teacher learner experience following a set of stan-
dardized spoken instructions given to them by an instructor to guide them in
completing a task in three different conditions. The flow of data was one way from
instructor to subject. This was done to standardize the amount of information given
to test subjects. The Performance of test subjects in each task was measured and
compared. Questionnaires and interviews were used to assess the appeal and
comfort of animated environments.

In the last condition a wizard of OZ approach was used to make the room
appear intelligent through the use of an additional confederate. The task in this
experiment is the same as the one in the previous experiment so that a direct
comparison can be drawn allowing the effect of having a helpful environment to be
separated and compared to the effect of an animated one. An instructor (confed-
erate) explained the procedure of the test and what the test subject should do
before the experiment started. Every experiment involved both the test subject and
confederate entering a series of conditions. Tasks performed in each condition
were split into a series of stages. Test subjects had to follow a series of spoken
verbal instructions given to them in key stages during the test by the instructor in
order to complete the task, while being aware that they could not communicate
with the instructor during the test. The task test subjects had to do was completing
a jigsaw puzzle while relying only on the oral instructions given to them by the
instructor except in the final condition. Tasks were again completed within an
immersive display system called the OCTAVE. The performance was measured by
calculating the percentage of completion for each puzzle in each setting.
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A within subjects design was used for the experiment. The order of puzzles and
environments was randomized across subjects to avoid any effects that puzzle
order or environment order might have had on our findings. We split the partici-
pants into two equal groups. The first group environment order was blank, static
patterned, intelligent and the second group environment order was intelligent,
static patterned, blank. The puzzles used in each condition was randomized as
well. Thirty test subjects were also used here.

13.3.3.1 Findings

Building on a previous experiment where we improved the performance and moods
of people doing jigsaw puzzles by surrounding them with projections of walls that
appeared to move, a teacher and informative graphics were added to these walls to
begin to study the potential impact on a teacher learner interaction. The previous
experiment [111] improved the performance of 90 % of participants and the
average improvement was 14 %. In this teacher learner setting the performance of
93.33 % people was improved and the average improvement was 62.84 % in
comparison with the average score of test subjects in the blank environment and
42.07 % in comparison to the average score of test subjects in the patterned
environment. When analyzed the difference was statistically significant with a
P value of 0.001. Questionnaires and interviews conducted after the experiment
indicate that most people prefer a room with moving helpful walls. Analyses of the
video recordings also indicate that people were more engaged with the helpful
environment than any other condition regularly looking at the helpful wall. In
addition to the results transferring to concentration on instructions from a teacher,
people liked the helpful graphics in front of the moving walls. This suggests that

Fig. 13.2 The position of the
test subject within the
environment in accordance to
the helpful wall. The arrow
shows the flashing area where
the assembled puzzle pieces
should be placed
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surround projection or physically moving interactive helpful walls are expected to
have a positive effect in a classroom setting and unlikely to have a hindering one.
Specifically interactive buildings seem to complement the presence of a teacher and
other information on the walls. The combination of using virtual models and sur-
round projection has once more yielded clear results. The transferability of these
results to the real world is remains to be tested, but the results indicate that physical,
real environment tests are a very viable option.

13.3.4 Experiment 4

In an online virtual environment, would people be in favour of visiting, returning
and staying in an interactive building over a static counterpart?

Users did not have to do a task here, instead the number of visitors and the
amount of time spent in each virtual building was recorded and compared.

Our main concern about previous experiments was that they were made in a lab
setting and they were short time wise. In this experiment we wanted to test the
appeal and attractiveness of an interactive environment over an extended period of
time while trying to provide as much freedom to visitors as possible. To do that,
two virtual building models were constructed in an online social virtual environ-
ment (Second Life). The only difference between them was that one was inter-
active (Fig. 13.3) and the other was not. They were placed in Second Life for a
total of 6 months, during which we took various measurements to do with the
number; length and properties of visits (e.g. number of groups and number of
return visits). Feedback on each building was collected from a separate group of 20
participants as an extra measure.

The online social virtual environment was used to provide greater levels of
freedom for participants as there were no examiners present and there were no
restrictions on access times. This means that reactions and actions of test subjects
should mirror what might happen in a real life scenario more accurately and
conclusions drawn from this experiment could be applied to real life situations
more rapidly. The reason for conducting the test for 6 months was that we felt it
was a sufficient period to produce meaningful results, it was also due to this
research time restrictions. In addition to measuring visitor numbers and the
qualities of their visits to each building feedback from a separate focus group was
collected. It was calculated that using 20 people for feedback would provide
meaningful results for this type of experiment.

13.3.4.1 Findings

With the rising popularity of using interactive elements in architecture, we asked:
Would people more willingly return and bring their friends to a building if it had
interactive elements? Second life, an online social environment was used to
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answer this question, testing the appeal of interactive architecture in comparison to
a non-interactive equivalent.

The aforementioned research question was divided to two sub-questions. The
first sub- question was ‘‘could an interactive building produce more visitors, return
visits, group visits and be a more sociable place when compared to a static
building?’’. Results demonstrated that people revisited our interactive online
gallery more often, stayed there longer and were more likely to bring friends when
its walls and floor where interactive. The interactive building managed to generate
408 visits compared to 92 visits generated by the static building. There was also
more return visits to the interactive building as well with nearly nine times as
much as the static building. The interactive building also had more unique visitors
(102 visitors) than the static building (57 visitors) and a bigger percentage of its
visitors chose to return to the interactive building over its static counterpart.
(68.627 % compared to 26.316 %). Another finding is that interactive building had
more group visits than the static building with the static building having only one
group visit throughout the period of study to 22 group visits that were made to the
interactive one. The main and perhaps the most significant difference however,
was the total amount of time spent in each building. Visitors to the interactive
building spent a significantly longer period of time in comparison to the visitors of
the static building with the average of 50.322 min spent in the interactive building
for each minute spent in the static counterpart.

The second sub-question was ‘‘would the presence of interactivity within a
building create a significant boost in the above mentioned qualities?’’. Our analysis
proved results to be significant with all our P values below 0.0001 which is
statistically highly significant. Questionnaires indicated that the vast majority of
people (85–90 %) favoured the interactive building and found it more appealing,

Fig. 13.3 Interactive building. The ground tiles illuminate as visitors walk on them and the walls
move away from the visitor when they get close to them
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with the ability of interacting with the building being a major attraction factor. No
dislikes to the interactive building were stated and the majority of visitors favoured
socializing within it.

This implies that interactive buildings are more appealing to be in and are a
more attractive place to socialize within. Results also showed that interactivity can
generate a sustainable interest in a building thus increasing its projected life span
and revenue, especially in buildings that depend on visitors like exhibition halls,
museums and public buildings. The online virtual environment Second Life proved
a valuable tool for this study. In particular it addressed the issue of allowing
regular and freedom of access to participants over a period of weeks or longer. It
also provided anonymity and as such made test subjects more comfortable and
willing to take part in such an experiment.

13.4 Discussion

In all experiments the interactive or seemingly intelligent environments proved to
have an advantage over normal (non intelligent, interactive or moving) environ-
ments. In the three lab-based experiments people performed better and stated that
they were more comfortable and preferred interactive or seemingly intelligent
environments over other environments which were blank or patterned environ-
ments. From observation and interviews people seemed to behave similarly in both
normal (where the walls were either blank or with static patterns) and seemingly
interactive or intelligent settings. There was no mention of distraction or feelings
of alienation during interviews. This was also reflected in the scores as the
majority of participants scored better in the interactive and intelligent settings. In
the third experiment test subjects were interacting with the intelligent environment
as it gave them visual hints on how to complete their task and their scores
improved in the intelligent environment. Subjects stated that they were more
comfortable in interactive and seemingly intelligent environments.

Results from experiment four indicate that over longer periods of time it
seemed that the interactive building generated more visitors and appeared to have
more appeal than a static building. This agrees with papers relating to the ADA
project [2, 51, 101] which indicate that interactive buildings appear to be more
popular and attract more visitors than none interactive buildings. The interactive
projects reviewed in the literature did not have none interactive counterparts to be
compared to. This means that their popularity could be contributed to other factors
than interactivity (e.g. design, materials or novelty). The results from this exper-
iment suggest that interactivity has a strong positive effect on the popularity of a
building. This is also supported by Haque [47] as he states that interactive or
intelligent buildings captivate their users as they see their effects on them. They
also confirm the views of Delbrück and Bäbler [51] that interactive or intelligent
buildings attract more audience and are more popular than non-interactive ones.
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In lab-based experiments a within subject design was used and subjects had to
do different tasks in test environments in one go. Care was taken to ensure that test
subjects were not bored or tired out by the end of the experiment, mainly by
changing the order in which they experienced the environments. It can still be
argued that having the test subjects do multiple visits and perform different tasks
on different visits might produce better results, although upon analysis the results
were highly significant. There is also a risk in having test subjects perform mul-
tiple visits, as they could practice tasks at home thus corrupting the data. To
counter both, tasks must be sufficiently different or complex, both of these things
would making analysing data difficult or even make data sets incomparable due to
the difference. Another potential issue of having complicated or different tasks is
that there would be a higher learning curve involved. This means that experiment
have to be longer to counter that which risks people becoming tired or losing
interest, it would also make recruiting test subjects more challenging.

Test subjects recruited for the experiment were mostly students and employees
of the University of Salford. Also there was imbalance in the sample between
male/female or nationality or profession (most were research students from the
computer science department). It could be argued that the test subjects sample is
not representative nether in gender nor in profession. However, since we are
looking for non gender/profession specific findings that can be overlooked. Fur-
ther, as these experiments are possibly the first to investigate this field we felt that
a random sample of people would be sufficient. Since performance and the pos-
sibility of improving it can be linked to work or study environments, which in
many cases might not be varied or balanced, performing experiments on a random
group of test subjects also made sense. From the experiments looked at in the
literature review a number of 20 participants was adequate in most cases. The
number of participants aimed for was 30 people for each lab experiment, this was
done to provide better data and produce more significant results. The first exper-
iment only had 20 participants but produced statistically significant results.

In the last experiment, made in an online environment, the main issue was that
the experiment was performed in an area with low traffic (visitors). Also the low
amount of content in both buildings might have deterred people from visiting or
revisiting the experiment area. However, it can be argued that the simplicity of the
buildings helped in isolating and clarifying the effect interactive components had
on visitors. The results of the experiment were highly significant and even with
low traffic the experiment managed to attract 159 visitors in total. This increases
the confidence in our results and supports what the literature indicated that
interactive buildings tend to be popular. It also indicates that the popularity of such
projects can be attributed to their interactivity.

While the results of the experiments all confirm that simulated interactive or
intelligent architecture can have a positive effect on its users, it is not known if
such results would be transferable to real life. However, literature reviewed
indicates that virtual reality is a credible tool for studying how people might react
to a real life situation [62–64, 70, 73–75, 102]. Ultimately, the only way to be sure
is to perform similar tests to our experiments using real life buildings. Results from
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experiments made in this research indicate that doing them, although requiring a
lot of time and resources, is a credible future option that can yield meaningful
results.

13.5 Conclusion

We set out to determine from analysis of the results if lifelike architecture is likely
to be a pleasant and productive place to be.

Experiment one concluded that being surrounded by walls that appear to come
life and move has a positive effect on an individual’s performance. 90 % of test
subjects performed better when the walls moved around them. Results also show
that 60 % of individuals preferred it to blank walls as well as 65 % of them felt
more comfortable in it.

Experiment two concluded that being inside animated lifelike architecture
improves the ability of people to follow instructions from a tutor. 93.33 % of
subjects performed better in the animated environment. Data shows that 54.33 %
of test subjects prefer it to similar environments with blank or patterned walls and
60 % of them felt more comfortable in it.

Experiment three furthers the results of the previous experiment by introducing
a seemingly intelligent to test environment. It concluded that people’s performance
increases in a seemingly intelligent environment in a task that requires following
instructions from a teacher. 93.33 % of subjects had better scores in the seemingly
intelligent environment. 63 % of test subjects were more comfortable there and
60 % of them preferred it. Comparison with experiment two revels that 90 % of
people performed better in a seemingly intelligent environment compared to an
animated one.

Experiment four conducted online concluded that over a long period of time an
interactive building significantly generates more visitors and social activity than a
non-interactive counterpart. The interactive building had, on average 4.5 visits to
each visit that was made to the static building. As for return visits the ratio was
8.743 to 1 in favour of the interactive building. Visitors also spent more time there
with an average of 50 min spent in the interactive building for each minute spent
in the static counterpart. Data from questionnaires indicate 85 % of people pre-
ferred the interactive building, wanted to spend time there and 90 % wanted to
promote it and socialize within it.

All of this suggests that the presence of interactive or intelligent elements
within a building is likely to have positive effects on its users, increasing the
productivity and comfort of its users. Experiment 4 also suggests that interactive
buildings can generate more visitors and that people tend to socialise more within
them. The transferability of these results to experiments made using real buildings
or models is yet to be tested. Experiments made here coupled with the increasing
popularity of interactive or intelligent building projects suggest that conducting
real life experiments are a viable option for future experimentation.
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There was strong correlation between the measures. An excellent example of
this is that during experiment one a participant was heard humming to herself
when the walls were static but not when they were moving. Her task performance
was significantly better with seemingly moving walls around her. She reported in
questionnaires having an improved experience when the walls appeared to move.
In post interview she volunteered that she had felt lonely in the static wall con-
dition and so hummed to herself but had not felt lonely or hummed when the walls
appeared to move.
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Chapter 14
An Overview of Virtual Simulation
and Serious Gaming for Surgical
Education and Training

Bill Kapralos, Fuad Moussa and Adam Dubrowski

Abstract The rising popularity of video games has seen a recent push towards the
application of serious games to medical education and training. With their ability
to engage players/learners for a specific purpose, serious games provide an
opportunity to acquire cognitive and technical surgical skills outside the operating
room thereby optimizing operating room exposure with live patients. However,
before the application of serious games for surgical education and training
becomes more widespread, there are a number of open questions and issues that
must be addressed including the relationship between fidelity, multi-modal cue
interaction, immersion, and knowledge transfer and retention. In this chapter we
begin with a brief overview of alternative medical/surgical educational methods,
followed by a discussion of serious games and their application to surgical edu-
cation, fidelity, multi-modal cue interaction and their role within a virtual simu-
lations/serious games. The chapter ends with a description of the serious games
surgical cognitive education and training framework (SCETF) and concluding
remarks.
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14.1 Introduction

The acquisition of medical skills in general and surgical skills (both cognitive and
technical) in particular, has historically been based on Halsted’s apprenticeship
model whereby the resident (trainee) acquires the required skills and knowledge in
the operating room [1]. However, the present era brings with it stresses on the
apprenticeship model for surgical training, leading to increased resource con-
sumption (e.g., monetary, faculty time, and time in the operating room), and
increased costs [2]. For example, a study conducted by Lavernia et al. [3]
examined the cost of performing a total knee arthroplasty surgical procedure
(replacement of the painful arthritic knee joint surfaces with metal and polyeth-
ylene components that serve to function in the way that bone and cartilage pre-
viously had), in teaching hospitals vs. non-teaching hospitals. They found that
patients who underwent surgery at a teaching hospital had higher associated
charges ($30,311.00 ± $3,325.00) and longer surgeries (190 ± 19 min) as
opposed to those who underwent similar surgery in a non-teaching hospital
($23,116.00 ± $3,341.00, 145 ± 29 min). They attribute this increase in resource
consumption to the hands-on approach required to train residents.

Compounding the problem is the growing trend towards decreasing resident
work hours in North America and globally [4]. Thus the available training time in
the operating room and consequently operative exposure, teaching, and feedback
are continuously shrinking [5]. Therefore, the available operative time must be
maximized in order to maintain a high level of surgical training. Although the
amount of repetition necessary to obtain the surgical competence required of
residents is still unclear, medical literature suggests that technical expertise is
acquired through years of practice [6] and indicates a positive correlation between
volume and patient outcome [7]. As a result, traditional educational methods in
surgery have come under increasing scrutiny [8] and as Murphy et al. [9] describe,
the current situation calls for a reassessment of medical education practises. It is
evident that given the increasing time constraints, trainees are under great pressure
to acquire complex surgical cognitive and technical skills. Therefore, efforts must
be made to optimize operative room exposure by devising training opportunities
using artificial settings before exposure to patients.

14.1.1 Alternative Educational Models

In accordance with new educational models, such as competency based curricular
approaches [10], new teaching modalities and technologies are necessary to augment
the traditional teaching practices in light of the shrinking operative time. Other
available alternative methods for surgical training include the use of animals,
cadavers, or plastic models; each option with its share of problems [11]. More spe-
cifically, the use of animals for medical education may be prohibited in some
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countries, animal anatomy can vary greatly from humans, and there are ethical con-
cerns with the use of animals in medical research and education [12]. Cadavers cannot
be used multiple times, and plastic models don’t necessarily provide realistic visual
and haptic feedback [11]. In addition to availability issues, and changed tissue
behavior, cadavers are expensive (up to $5,000 each), require specialized facilities,
and disposal arrangements [12, 13]. Furthermore, animals and cadavers can be cost
prohibitive when considering extensive training [14], and ethical issues are being
raised with respect to practising surgical procedures on anesthetized humans and
animals [15]. Simulation (and virtual simulation in particular) offers a viable alter-
native to practice in an actual operating room, offering residents the opportunity to
train until they reach a specific competency level. Unlike working with live patients
(and animals), virtual simulation allows trainees to intentionally make and correct
mistakes [16]. In addition, according to Reiner and Harders [12], additional advan-
tages of virtual reality-based technologies include: allowing students to practice
independent of busy operating room schedules and patients, allow for a large number
of diverse anatomies and pathologies in a small period of time, allow for the training of
rare yet dangerous complications that a trainee may not otherwise have the oppor-
tunity to experience, allow for objective assessment, and can lead to reduced costs.

The rising popularity of video games has seen a recent push towards the
application of video game-based technologies to teaching and learning. Serious
games (that is, video games that are used for training, advertising, simulation, or
education [17]), provide a high level of interactivity not easily captured in tradi-
tional teaching/learning environments. In contrast to traditional teaching envi-
ronments where the teacher controls the learning (e.g., teacher-centered), serious
games and virtual simulations present a learner-centered approach to education, so
that the player controls the learning through interactivity thus allowing the player
to learn via an active, critical learning approach [18]. Game-based technologies
have also been used for many years as training simulators for vehicle control (e.g.,
flight simulators) and are growing in popularity within medical education
including surgery. Through game constructs, realistic situations can be simulated
to provide valuable experience to support discovery and exploration in a fun,
engaging, and cost-effective manner.

Although (virtual) simulations and serious games are similar (according to
Becker and Parker [19], all serious games (or game simulations as they refer to
them) are games, and all games are simulations [19]; see Fig. 14.1), and can employ
identical technologies (hardware and software). Being a video game, serious games
should strive to be fun and include some of the primary aspects of games including
challenge, risk, reward, and loss or more formally, as defined by Thiagarajin and
Stolovich [20], serious games should include the following five characteristics:

1. Conflict: can be described as challenge.
2. Constraints on a player’s behaviors: rules.
3. Closure: the game must come to an end.
4. Contrivance: all games are contrived situations.
5. Correspondence: designed to respond to some selected aspects of reality.
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14.1.2 Open Problems with Virtual Simulation and Serious
Games

Despite the benefits of virtual simulation and serious games, there are a number of
open, fundamental issues that must be addressed before they become more
widespread. Tashiro and Dunlap [21] developed a typology of serious games for
healthcare education and explored the strengths and limitations of serious games
for improving clinical judgment. They identified seven areas that require research
and improvements for the effective development of serious games: (1) disposition
to engage in learning, (2) impact of realism/fidelity on learning, (3) threshold for
learning, (4) process of cognitive development during knowledge gain, (5) stability
of knowledge gain (retention), (6) capacity for knowledge transfer to related
problems, and (7) disposition toward sensible action within clinical settings. Our
own work is focused on the impact of realism/fidelity and multi-modal interactions
on learning and for the scope of this paper, we will therefore focus on this problem
specifically.

Fidelity and Multi-Modal Interactions In the context of a simulation (and a
serious game), fidelity denotes the extent to which the appearance and/or behavior
of the simulation matches the appearance and behavior of the real system [22, 23].
Fidelity can be divided into two components: (1) psychological fidelity, and (2)
physical fidelity [24]. Psychological fidelity denotes the degree that the skills
inherent in the real task being simulated are captured within the simulation [24]

Fig. 14.1 The relationship
between simulation, games,
and serious games (or
simulation games as referred
to by Becker and Parker
[19]). After Becker and
Parker [19]
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and may also include the degree of reality perceived by the user of the simulation
(the trainee) [25]. Physical fidelity covers the degree of similarity between the
training situation and the operational situation which is simulated [23, 24].
Physical fidelity can be further divided into equipment fidelity that denotes the
degree that the simulation replicates reality and environmental fidelity that denotes
the degree that the simulation replicates the sensory cues [24, 25].

Knowledge transfer can be defined as the application of knowledge, skills, and
attitudes acquired during training to the environment in which they are normally
used [26]. Ker and Bradley [24] describe twelve factors that most effectively
promote learning transfer. With respect to clinical training, one of these factors
includes the re-creation of the real clinical environment, which both aids in the
suspension of disbelief and in the transfer of competence to performance. This
effect is also consistent with a situated learning approach whereby the learning
environment is modeled in the context that the knowledge is expected to be
applied [27, 28]. Therefore, a serious game/virtual simulation should attempt to
remain faithful in its representation of the real environment (where multiple senses
are engaged simultaneously at any time). However, it is unclear just how close this
relationship needs to be. In other words, (1) how much fidelity is actually needed
to maximize transfer and retention? and (2) what effect do multi-modal interac-
tions have on knowledge transfer and retention? These questions have a number of
implications when considering that any training device-be it a virtual or physical
simulator-will never be able to completely replicate the real world, and in virtual
worlds we have (typically) eliminated one sensory modality-smell, and reduced or
restricted the haptic senses (touch and movement). Therefore, complete (perfect)
multi-sensory fidelity appears to be impossible to achieve, at least with our current
technology. Furthermore, it remains unclear if such a high level of fidelity is
actually needed for either enjoyment or knowledge transfer and retention, and
striving to reach higher levels of fidelity can also lead to increased computational
requirements (processing time). Moreover, despite the great computing hardware
advances, particularly with respect to graphics rendering, real-time high fidelity
audio and visual rendering particularly of complex environments, is still not
feasible [29]. In addition, striving for such high fidelity environments increases the
probability of lag and subsequent discomfort and simulator sickness [30]. Finally,
here fidelity has been explicitly defined (see above) but as Cook et al. [31]
describe, fidelity itself is complex, and encompasses various aspects of a simu-
lation activity including the sensory modalities (visual, auditory, olfactory and
haptics), learning objectives and task demands and therefore, referring to a sim-
ulation as high fidelity can convey diverse meanings.
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14.1.3 Paper Overview

In the remainder of this paper we present an overview of serious games with an
emphasis on medical/surgical education. We focus specifically on fidelity and
multi-modal interactions, a problem that we believe can have significant impli-
cations in the widespread use of serious games. We also outline some of our
current work in the serious games domain applied to surgical education and
training. More specifically, in Sect. 14.2, an overview of serious games and virtual
simulations in a surgical learning context is provided. Section 14.3 focuses on
fidelity, and multi-modal interactions while Sect. 14.4 introduces the serious game
surgical cognitive education and training framework (SCETF) being developed
both as a learning tool for surgical cognitive education and training and as a
research tool to examine the role of fidelity and multi-modal interactions on
learning are also provided. Finally, concluding remarks are provided in Sect. 14.5.

14.2 Virtual Simulation and Gaming in Surgical Education

Simulations range from de-contextualized bench models and virtual reality (VR)—
based environments, to high fidelity recreations of actual operating rooms [32]
whose fidelity is high enough to allow training that is equal to and at times better
than traditional methods [15]. Virtual reality has been widely and successfully
used for training and education in a variety of industries including nuclear, avi-
ation, military, and surgery for many years [15, 33]. One of the prevailing argu-
ments for using simulation in the learning process of trainees is their ability to
engage the trainee in the active accumulation of knowledge by doing. Focusing on
laparoscopic surgery education and training, according to Smith [15], the literature
supports four hypotheses with respect to the impact and acceptance of virtual
reality and game-based technologies:

1. Training in laparoscopic surgery can be accomplished at a lower cost using
virtual reality and game-based technologies than existing methods of training.

2. Virtual reality and game-based training environments provide better access to
representative patient symptoms and allow more repetitive practise that existing
training methods and approaches.

3. Virtual reality and game-based training environments can reduce the training
time required to achieve proficiency in laparoscopic procedures.

4. Virtual reality and game-based training can reduce the number of medical
errors caused by residents and surgeons learning to perform laparoscopic
procedures.

Smith [15] focused on laparoscopic surgery due to the similarities between this
type of surgery and virtual reality systems, and the surgical interface used during
laparoscopic surgery lends itself to virtual reality and gaming. However, this is not
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to say that virtual reality and game-based training is only applicable to laparo-
scopic surgery. Rather, virtual reality and game-based technologies are becoming
more widely accepted methods of training within medical education curriculums in
general and the technological problems plaguing such systems in earlier years are
quickly being overcome [15]. The use of virtual reality in medical education in
general is one part of a change over in medical education that also includes the use
of mannequins, task trainers, and online learning modules [34]. In fact, Smith [15]
proposed a model of medical education where virtual reality and game-based
learning technologies are the next major transformation of the medical education
curriculum.

To date, simulation in the surgical domain has been primarily developed and
studied as an educational tool for the development of foundational skills (i.e., basic
technical skills and appropriate use of instruments). In addition, simulators can be
rather complex and very costly. For example, the vascular intervention system
training (VIST) simulator allows surgeons to practice laparoscopic surgical skills
while providing the context of a surgical procedure. The VIST simulator displays
photorealistic organs that can be cut and sutured and includes the simulation of
cauterization. However, the VIST simulator costs approximately $300,000 US
making it prohibitively expensive for many institutions [35].

14.2.1 Transfer of Skills to the Operating Room

Competent surgical performance requires mastery of not only technical skills but
cognitive skills as well (i.e., the capability of responding and adapting to the wide
range of contextual variations that may require adjustments to the standard
approach) [36]. As with the development of technical skills, cognitive judgment
takes practice to develop [6]. It has been suggested that cognitive skills training
could accelerate the understanding and planning of a particular procedure, leads to
a reduction in the training time required to become proficient with the procedure,
may provide greater meaning to the actions being practiced, and creates more
effective learning while making more efficient use of resources [6, 36]. It has also
been suggested that certain non-technical aspects of performance can enhance or,
if lacking, contribute to deterioration of surgeons’ technical performance [37]. The
addition of cognitive skills training to residents early on provides the opportunity
for residents to detect errors and this ultimately helps prevent errors in the oper-
ating room; cognitive skills training helps surgeons judge the correctness of their
own actions [36]. Finally, is has been suggested that cognitive skills training may
help accelerate the understanding and planning of a particular surgical procedure,
providing the surgeon with greater meaning to the actions being practised, and
reduce the overall training time required to become competent both cognitively
and technically [6].
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According to Fitts and Posner [38], learning is a sequential process and we
move through three distinct phases when learning a new skill. The three stages are
as follows:

1. Cognitive phase: Identification and development of the component parts of the
skill—involves formation of a mental picture of the skill.

2. Associative phase: Linking the component parts into a smooth action—involves
practicing the skill and using feedback to perfect the skill.

3. Autonomous phase: Developing the learned skill so that it becomes auto-
matic—involves little or no conscious thought or attention whilst performing
the skill—not all performers reach this stage.

Serious games and virtual simulations particularly lend themselves to the
cognitive phase, allowing trainees to focus on the understanding and planning of a
particular surgical procedure. Focusing on the cognitive aspects of a procedure can
also be cost-effective given that potentially specialized (and costly) equipment
(e.g., haptic devices), typical in technical skills training are not generally required.
Furthermore, such virtual simulations/serious games can be developed to run on
common computing and mobile platforms ensuring that the applications are
available to the trainees/residents outside of the regular training/educational set-
ting, at all times.

Serious games provide an opportunity to acquire cognitive and technical sur-
gical skills outside the operating room thereby optimizing operating room expo-
sure with live patients, and this is particularly so when considering novice trainees
in the cognitive stage of motor skills acquisition where the majority of errors
occur. In addition to their use in training and as part of a curriculum, virtual
simulations and serious games can be used by surgeons to rehearse/practise an
operation (particularly complex cases) that they are about to perform using data
that simulates the patient that they will be operating on [34]. For example, a
research study (by researchers with Beth Israel and the National Institute on Media
and the Family at Iowa State University), that investigated whether good video
game skills translate into surgical skills demonstrated that laparoscopic surgeons
who played video games at least 3 h each week made approximately 37 % less
mistakes in laparoscopic surgery and performed the task 27 % faster than their
counterparts who did not play video games [39]. Further work remains, but in
addition to the use of serious games, video game playing may also be an integral
part of the training program of future surgeons. As Dr. Paul J. Lynch, a Beth Israel
anesthesiologist who has studied the effects of video games for years comments
[40]: ‘‘The study landmarks the arrival of Generation X into medicine. We grow
up with computers, with PDAs, with video games systems, with the Internet, with
handheld video games, with cable TV, with remote controls. We’ve grown up
saturated in this technology era that we are in and now we are bringing these skills
into the medical profession.’’ Finally, according to Professor Pamela Andreatta,
the Director of the Clinical Simulation Center at the University of Michigan
Medical School in Ann Arbor [34], although there seems to be obvious patient
safety benefits to training outside of the patient setting and preliminary data
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suggests that simulation is effective in the early learning phase of clinical skills
acquisition, a general conclusion stating that simulation (and serious games) has a
significant impact on clinical applications cannot be made given the lack of data to
date further research is required.

14.3 Serious Games: Fidelity and Multi-Modal
Interactions

In the real world, our senses are constantly exposed to stimuli from multiple
sensory modalities (visual, auditory, vestibular, olfactory, and haptic), and
although the process is not exactly understood, we are able to integrate/process this
multisensory and acquire knowledge of multisensory objects [41]. As described
previously, it is currently beyond our capability to faithfully account for all of the
human senses within a virtual simulation/serious game, and although the emphasis
of (virtual) simulations in general (including serious games) is on the visuals/
graphics [42], visuals within such environments are rarely presented in silence but
rather, include sound of some type. In the real world, visuals and auditory stimuli
influence one another.

Various studies have examined the perceptual aspects of audio-visual cue
interaction, and it has been shown that sound can potentially attract part of the user’s
attention away from the visual stimuli and lead to a reduced cognitive processing of
the visual cues [43]. Bonneel et al. [44] examined the influence of the level of detail
of auditory and visual stimuli in the perception of audiovisual material rendering
quality. In each trial of their experiment, participants were presented with two
sequences, each sequence of an object falling on a table, bouncing twice and pro-
ducing audible bounce sounds. One of the sequences was a reference (highest
quality with respect to sound and graphics) while for the other sequence, auditory
and visual levels of detail varied. Auditory level of detail was defined with respect to
modal synthesis (a physical-based model of a vibrating object), while visual level of
detail was defined with respect to the bidirectional reflection distribution function
(BRDF) which describes the reflection, absorption, and transmission of light at the
surface of a material [45]. The participants’ task for each trial was to rate, on a scale
of 0–100, the similarity of the falling objects in the two sequences. The authors
observed significant interactions between visual and auditory level of details and the
perceived material quality. In other words, visual level of detail was perceived to be
higher as the auditory level of detail was increased.

Mastoropoulou et al. [43] examined the influence of sound effects on the per-
ception of motion smoothness within an animation and more specifically, on the
perception of frame-rate. Their study involved forty participants that viewed pairs of
computer generated walkthrough animations at five different frame-rates. The
visuals were consistent across the animation pairs although the pairs differed with
respect to sound; one contained sound effects while the other did not (it was silent).
The participants’ task was to choose which animation had a smoother motion.
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There was a significant effect of sound on perceived smoothness and more specif-
ically, sound attracted a viewer’s attention from the visuals leading to a greater
difficulty in distinguishing smoothness variations between animations containing
sound cues displayed at different rates, than between silent animations [43]. It was
inferred that sound stimuli attract part of the viewer’s attention away from any visual
defects inherent in low frame-rates [43]. Similarly, Hulusic et al. [46] examined the
interaction of sound with visuals for the purpose of reducing computational
requirements of visual rendering with the use of motion-related sound effects. They
found that such sound effects allowed slow animations to be perceived as smoother
than fast animations and that the addition of footstep sound effects to walking
(visual) animations increased the animation smoothness perception. Hulusic et al.
[46] conclude that for certain conditions, the rendering rate can be reduced by
incorporating the appropriate sound effects, leading to a reduction in the required
computation without the viewer being aware of this reduction.

Greater details regarding the influence of sound over visual rendering is pro-
vided by Hulusic et al. [47] while an overview of ‘‘crossmodal influences on visual
perception’’ is provided by Shams and Kim [48].

14.4 The Serious Games Surgical Cognitive Education
and Training Framework

Given the strain on resources associated with the current master-apprenticeship
surgical training model, and the importance of cognitive skills training, develop-
ment of a multi-modal, serious game surgical cognitive education and training
framework (SCETF) has recently begun. Domain-specific surgical modules can
then be built on top of the existing framework, utilizing common simulation
elements/assets and ultimately reducing development costs. The SCETF focus is
on the cognitive components of a surgical procedure and more specifically, the
proper identification of the sequence of steps comprising a procedure, the instru-
ments and anatomical/physiological knowledge required for performing each step,
and the ability to respond to unexpected events while carrying out the procedure.
By clearly understanding the steps of a procedure and the surgical knowledge that
goes along with each step, trainees are able to focus solely on the technical aspect
of the procedure. In other words, with respect to the three stages to skills acqui-
sition described by Fitts and Posner [38], trainees can transition from the cognitive
through the integrative, and perhaps into the automatic stage) in higher fidelity
models or in the operating room thus making more efficient use of the limited
available resources. The SCETF is also being developed as a research tool where
various simulation parameters (e.g., levels of audio/visual fidelity) can be easily
adjusted allowing for the controlled testing of such factors on knowledge transfer
and retention and this will ultimately lead to more effective serious games. The
SCETF consists of graphical and spatial sound rendering engines and various other
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components that are common (generic) to all serious games including a scenario
editor (currently being developed) that allows users of the module (educators/
instructors) to create and/or modify/edit specific scenarios using a graphical-based
user interface. The scenario editor that allows a scenario to be easily developed by
clicking and dragging various interface components in a ‘‘what you see is what you
get’’ (WSYWIG), manner.

Within a given module, trainees take on the role of the surgeon, viewing the
environment through their avatar in a first-person perspective and therefore, only
their hand is visible (see Fig. 14.2). In each module, the task of the trainee is to
complete the surgical procedure following the appropriate steps and choosing the
correct tools for each step. Along the way, complications can arise that will require
some action from the trainee. These complications will appear in the form of visual
or auditory cues adapted according to predefined features of the simulated surgical
scenario. Several other non-player characters (NPCs) also appear in the scene
including the patient (lying on a bed), assistants, and nurses. The SCETF includes
networking capabilities to allow these NPCs to be controlled by other users and
provide an entire surgical team the opportunity to practice remotely and allow for
interprofessional education. The trainee (user) can move and rotate the ‘‘camera’’
using the mouse in a first-person manner thus allowing them to move within the
scene. A cursor appears on the screen and the trainee can use this cursor to point at
specific objects and locations in the scene.

A SCETF module for the off-pump coronary artery bypass (OPCAB) grafting
cardiac surgical procedure is currently being developed [49]. The OPCAB pro-
cedure itself is complex and technically challenging and it has been suggested that
appropriate training be provided before being performed on patients [50]. We
hypothesize that by learning the OPCAB procedure in a first-person-shooter
gaming environment, trainees will have a much better understanding of the pro-
cedure than by traditional learning modalities and therefore, we anticipate that a
serious game for OPCAB training will be a beneficial educational tool.

Fig. 14.2 Sample SCETF
screenshot
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14.4.1 Graphical Rendering

The 3D graphics rendering engine was developed completely in-house and is
based on the C++ programming language and the OpenGL 3D graphics API. Real-
time rendering is accomplished using the graphics processing unit (GPU) via the
OpenGL shading language (GLSL). The SCETF utilizes GPU-based effects such
as outer glow (used to indicate a selectable object), reflection mapping, bloom
filtering (to provide more realistic lighting effects particularly when considering
objects in front of a light source), and various effects to generate realistic metal
effects given the widespread use of metal (stainless steel) in an operating room. An
example of the outer glow effect is provided in Fig. 14.2. In this example, the outer
glow surrounds the outline of the operating room nurse after the end-user (taking
on the role of the surgeon in a first-person perspective), moves the cursor over the
nurse to indicate that they are able to interact with the nurse. Interaction is initiated
by clicking the left mouse button. Finally, the SCETF also supports stereoscopic
3D viewing using active stereo technologies were the user wears a pair of LCD
shutter glasses that are synchronized with the display refresh rate. Stereoscopic 3D
viewing has been linked to increased player engagement in the gameplay [51], and
increased engagement in an educational setting has been linked to higher academic
achievement. With respect to medical education and training, it has been suggested
that the use of stereoscopic 3D can (1) lead to improved understanding of ana-
tomical relationships and pathology, (2) improve the quality of the student’s
learning experience, and (3) create more life-like training simulations [52]. Fur-
thermore, stereoscopic 3D provides the ability to establish foreground and back-
ground information [53], which can be useful in a variety of training situations.
However, the technology can also be problematic, as it may lead to users hyper-
focusing on the foreground while ignoring potentially important information
within the periphery [53]. Therefore, the usefulness of stereoscopic 3D for training
simulations and serious games needs further study.

14.4.2 Sound Rendering

Sound plays an important role in the operating room. For example, with respect to
the OPCAB procedure, the surgeon listens to the auditory component of the
electrocardiogram; they can hear the onset of changes such as bradycardia
(slowing of the heart rate), tachycardia (speeding up of the heart rate), decreasing
blood oxygen saturation, and hemodynamic changes. As a result, appropriate
sound modeling should be included within a virtual operating room intended for
education and training. The addition of realistic spatial sound (that is, the simu-
lation of realistic ‘‘spatial’’ auditory cues within a virtual environment such that it
allows users to perceive the position of a sound source at an arbitrary position in
three-dimensional space; see [54]), within virtual environments in general is
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beneficial for a number of reasons. More specifically, spatial sound can add a new
layer of realism [55], contributes to a greater sense of presence, or immersion [56],
can improve task performance [57], convey information that would otherwise be
difficult to convey using other modalities (e.g., vision) [57], and improve navi-
gation speed and accuracy [58]. In addition, when applied to virtual environments
for medical training, sound can play an important role by aiding in the acquisition
of enhanced skills and dexterity, and lead to increased effectiveness [12]. In
addition, although greater studies are required, it has been suggested that sound
can influence higher-level cognitive processes [59].

The SCETF supports high fidelity sound to allow for the inclusion of spatial
sounds such as those described above. The SCETF also supports spatial (3D)
sound rendering including reverberation and occlusion/diffraction modeling using
novel GPU-based methods that approximate such effects at interactive rates [60,
61]. The system also supports head-related transfer functions (HRTFs) which
describe the individualized location dependent filtering of a sound by the listener’s
head, shoulders, upper torso, and most notably, the pinna [42]. HRTF filtering is
accomplished using GPU-based convolution ensuring interactive frame-rates [62].
Spatial sound by default is not activated; it is an option that can be chosen during
start-up. By default, sounds are non-spatialized and output in a traditional stereo
format. Although each module has its corresponding sounds (e.g., background
sound, sound effects, and dialogue), the user is also provided the opportunity to
provide their own sounds during start-up (e.g., the user can provide their own
background sound or can choose to have no sound output at all).

14.4.3 Multi-cue Interaction and Cue Fidelity

As previously described, the SCETF is being developed as a research tool to
enable the investigation of the effect of multi-modal cue interaction on knowledge
transfer and retention. Currently, the SCETF supports the alteration of audio and
visual fidelity and the interaction of audio and visual cues particularly if they are
incongruent and mis-matched (i.e., high quality audio and poor quality visuals and
vice versa). With respect to audio fidelity currently, the following options are
supported: (1) spatial sound vs. non-spatial sound, (2) no sound at all (background
sound and/or all sound effects are turned off), (3) adjustable quantization levels, (4)
addition of white noise to background sounds and/or sound effects, and (5)
adjustment of loudness and dynamic range. Such effects (and their corresponding
settings) are chosen during start-up and cannot be adjusted dynamically. Visual
(graphical) fidelity ranges from high to low quality, defined with respect to
polygon count, and resolution (both texture resolution and overall resolution).
These particular fidelity measures cannot be adjusted dynamically but rather, their
settings must be specified during an initialization phase at start-up. The SCETF
also provides for the dynamic adjustment of visual fidelity through various
graphical filtering effects implemented using the graphics processing unit (GPU).
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The degree of filtering introduced by each of these effects can be dynamically
adjusted via a slider control and these effects can also be combined dynamically.
For example, the scene can be blurred using the blurring filter and noise can also
be added with the noise filer.

In addition to its use as a training tool the OPCAB module that is currently
being developed will also serve as a testbed to allow for the methodical investi-
gation of the effect that varying audio/visual simulation fidelity and the interaction
of audio/visual cues have on knowledge/skills/behaviours (KSB) transfer and
retention. Furthermore, the OPCAB module will be used to measure the feasibility/
usefulness of using serious games as a tool for assessing/screening cognitive skills
(e.g., surgical steps and knowledge) in surgical training.

14.5 Conclusions

Surgical training has predominantly taken place in operating rooms placing a drain
on the limited available operating room resources. Simulations, both physical and
virtual, have been effectively used to complement residents’ training and educa-
tion. Serious games, or the use of video game-based technologies for applications
whose primary purpose is other than entertainment, are becoming very popular in a
variety of applications including medical education in general. This popularity
stems in part from the current generation of tech-savvy learners who play games.
In addition to promoting learning via interaction, serious games allow users to
experience situations that are difficult (even impossible), to achieve in reality and
they support the development of various skills including analytical and spatial,
strategic, recollection, and psychomotor skills as well as visual selective attention.
Despite the growing popularity of serious games and their inherent benefits, before
their use becomes more widespread, a number of open problems must be
addressed. Here, in this paper, we focused on the problem multi-modal interaction
and fidelity on learning. Although great progress has been with respect to both of
these problems, many open issues remain and plenty of work remains. In this paper
we have also described the serious games surgical cognitive education and training
framework that is currently being developed specifically for cognitive surgical
skills training. Domain-specific surgical modules can then be built on top of the
existing framework utilizing common simulation elements and assets and ulti-
mately reducing development time and costs. The SCETF is also being developed
as a research tool where various simulation parameters such as levels of audio and
visual fidelity, can be easily adjusted allowing for the controlled testing of these
factors on knowledge transfer and retention. In addition to examining the effect
multi-modal interactions may have on knowledge transfer and retention, the
SCETF also allows us to methodically investigate perceptual-based rendering and
more specifically, the role of sound with respect to visual quality perception which
may ultimately lead to reduced rendering (computational) requirements and ulti-
mately allow for more effective virtual simulations and serious games.
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As serious gaming becomes more widespread, care must be taken to ensure that
they are properly designed to meet their intended goals. With traditional enter-
tainment game development, designers/developers start fresh with a blank slate,
and are primarily concerned with creating an engaging gameplay experience that
will keep the players playing the game; to improve gameplay and engagement,
they are free to modify the design of the game throughout the entire design and
development process [19, 63]. However, serious games designers/developers are
not afforded this luxury but rather, must strictly adhere to the content/knowledge
base while ensuring that their end product is not only fun and engaging, but is also
an effective teaching tool [19, 63]. In addition to knowledge and expertise in game
design and development, serious games designers/developers must therefore also
be knowledgeable in the specific content area covered by the serious game and
possess some knowledge in teaching methods and instructional design in partic-
ular. In other words, the development of effective serious games is not a trivial task
and knowledge in game design solely is not sufficient to develop an effective
serious game. Serious games development is an interdisciplinary process, bringing
together experts from a variety of fields including game design and development
and although serious games designers are not expected to be experts in instruc-
tional design and the specific content area, possessing some knowledge in these
areas will, at the very least, promote effective communication between the inter-
disciplinary team members.
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Chapter 15
The Ongoing Development
of a Multimedia Educational Gaming
Module

Elizabeth Stokes

Abstract This chapter gives an explanation of the development of an ongoing
multimedia educational gaming module. Carrying out this module over many
years resulted in establishing that pupils’ on the austistic spectrum have a diverse
and variance in their educational abilities, medical conditions, computer skills,
likes and interests. However, generic computer games were not being developed in
collaboration with practitioners with the use of a holistic approach specifically for
these learners. The objective was for undergraduate students to develop persona-
lised games, from the practitioners’ completion of individualised profiles, as their
assignment. The students used the profiles as a baseline, to carry out in depth
research and used their imaging, sound, animation and authoring skills for
developing games, whilst adhering to the practitioners’ specifications stated on the
profiles. The chapter concludes by demonstrating the positivity of bringing society
into academia with coursework based on real users, resulting in being beneficial to
all the participants.

Keywords Multimedia �Therapeutic �Educational �Games � Software �Module �
Students coursework � Learners � Practitioners � Schools � Autism � Disabilities

15.1 Introduction

In view of establishing that learners with disabilities, for example, those on the
autistic spectrum have a diversity of needs, generic games were not being
developed in collaboration with practitioners specifically for these individuals.
This chapter sets out to explain how a module [1] was developed in order to solve
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this problematical issue. The aim is to demonstrate how an educational gaming
module was successfully developed over many years. The objectives were for a
lecturer to work in collaboration with teachers (practitioners) on the completion of
profiles. University students’ coursework would use the profiles as a baseline to
develop individualised educational games for real autistic pupils in schools. The
collaboration of teachers and the lecturer resulted in merging society and acade-
mia. The realism of this coursework motivated the students with the knowledge
that their efforts not only resulted in them gaining theoretical and practical tech-
nological skills (resulting in them passing the module) [1], but their efforts could
be potentially of educational use and help and support the practitioners as an
educational classroom tool.

15.2 The Coursework

The coursework was produced in order to assess the students’ knowledge, under-
standing and academic attainment in relation to the learning outcomes of the
module [1]. Students gained theoretical knowledge of planning, research and design
methodologies, data gathering, design principles and the user interface resulting in
quality control, for the development of games for real users in society. Students
gained an understanding of the basic principles of multimedia and associated
technologies, experiences of different software tools and an understanding of the
appropriateness of multimedia elements (text, sound, animation, graphics) in
relation to their End User’s preference to a tactile, visual, auditory modality. This
together with their research, computing, scripting, Human Computer Interaction
(HCI) and multimedia practical skills resulted in the development of individualised
educational games for real learners on the autistic spectrum in the society.

In the past the lecturer gave students completely hypothetical scenarios not
relating to real-world situation or allowed students to choose a topic resulting in
developing and a multimedia artifact as their coursework. Many students strive to
achieve the best results possible through their input in time and energy on short
lived, stressful, and self-profiting work. Unfortunately, after the coursework is
graded, the effort is sadly soon forgotten. The coursework ends up being of
pointless use to them or others, resulting in abandonment on a shelf to gather dust,
stored away out of sight probably never to be looked at again and even discarded.

Therefore, in order to produce a coursework, which could continue and be of
use to others, a real-life problem in society was used, with students playing a
participatory role and focusing on producing educational games for real learners
with a disability in schools. Researchers [2, 3] claimed that some students regarded
their participation in research as being educationally beneficial to them; this was
echoed by many researchers [4–6] stating that…

…a good number of surveys broadly demonstrate that students believe they have benefited
educationally from participation and that they do find it a positive and useful experience… [6]
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15.3 The Lifecycle of the Gaming Coursework

15.3.1 Case Studies (Profiles)

The importance of case studies, as some researchers [7] pointed out, is that it
enabled some developers to not just produce effective products by just considering
the user friendliness or work from their own personal guidelines. Instead developers
using case studies are able to acquire an in depth knowledge of diverse variation of
each users’ needs together with a thorough appreciation of aims, objectives and
problems which needs to be met in order to produce an effective product. This
investigation [8, 9] was in agreement with [7] claims, as to the importance of
considering diversity, when using case studies in student’s assignments. Some
researchers [8] claimed that the use of real case studies, in students’ coursework,
resulted in being an effective learning and teaching aid, with students gaining
transferable skills, from applying their learning to …real world projects [1].

This coursework was first developed and implemented in 2000 with a lecturer
working in collaboration with practitioners of one school and six of their learners
on the autistic spectrum [1]. The lecturer developed a blank template of a profile
(case study), which was given to the practitioners to complete [9]. Several hundred
students were given a full explanation of their participatory role in this research
and each student were randomly given a completed and anonymous profile, and a
clear set of requirements, for producing an individualised educational multimedia
game, over 12 weeks, for each particular autistic learner [1]. Therefore, students
got to understand the specific learners’ needs, by carrying out in-depth research
resulting in the production of a report based on a pupil’s profile (case study) [9].

15.4 Pupils’ Profile

The investigation demonstrates the importance of each learner’s variance and
spectrum of needs [9]. The investigation began with a pilot study using six rep-
resentative pupils from a randomly chosen representative special school in the
United Kingdom. The practitioners had to complete a profile of each pupil.

15.4.1 Gender

Five of the participants were male and one was female (Table 15.1). This corre-
lates with Johnson’s [10] statement that ‘…boys are four times more likely to
develop autism than girls…’
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15.4.2 Age

Two of the pupils were of the same age and other pupils varied in ages from 12 to
17 years old (Table 15.1).

15.4.3 Medical Conditions

Although the practitioners were asked to indicate any medical conditions, most of
the practitioners did not state each pupil’s medical condition. They were also asked
the grade where on the autistic spectrum they regarded each pupil, with one being
Serve to five being Mild. Unfortunately three of the pupils were not graded by the
practitioners, however, two of the pupils were graded as being three and one was
graded as one being at the mild end of the spectrum. This demonstrates a variance
in the pupils’ spectrum of needs [9]. Unfortunately, they did not state where on the
spectrum each pupil was in relation to their triad of impairments (speech, lan-
guage, communication, social interaction, imagination and rigidity of thought).

15.4.4 Communication

Some practitioners gave limited information as to the extent of each pupil’s ver-
balisation. There was no indication as to the extent of sound some pupils produced
or whether they classed the non-verbal pupils as being totally mute. They did not
state on the profile the extent of the pupils use of signs, symbols, gestures and

Table 15.1 Variance in each pupil’s spectrum of needs [9]

Pupils Gender Age Medical conditions Communicates

1 M 12 ASD (3) Non-verbal no words only sounds. Uses
PECS, TEACCH and gestures

2 M 14 ASD (3), ADHD (3) Allergies
(3)

Verbal (5/6 year old) TEACCH

13 M 14 Autistic tendencies (5) A few odd words in frequent use. Points,
quickly becomes upset if no response

4 M 15 Demonstrates triad of
difficulties necessary for
diagnosis of autism

Verbal. Makes needs known through using
two, three words together

5 M 13 ASD Uses up to 100 words to communicate
basic needs. Can use communication
book and symbols and can gesture and
lead

6 M 17 Moderate autism No speech. Uses a form of ‘‘Makaton’’.
Also uses pictures and photographs
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facial expression and objects. The practitioners could have stated whether it would
be educationally and therapeutically beneficial to include each pupil’s chosen
communication method in the software being developed and whether this should
be animated together with text and sound (Table 15.1).

15.4.5 Computer Ability

Practitioners gave some information on the profiles in relation to each pupil’s
computer ability (Table 15.2); however, more information would have been very
useful. The practitioners could have stated whether each pupil had a performance
for a particular or combination of modalities (Visual, Auditory and Tactile) and
multimedia elements (Text, Graphics, Animation and Sound).

Table 15.2 The variance in each pupil’s spectrum of needs in relation to their computer and
reading ability and their comprehension [9]

Pupils Computer ability Reading level Comprehension

1 Limited with support can
type out words but needs
adults support. To
develop mouse control

Pre reading level. Software
to help letter matching
and recognition letter
sequencing (visual cues
needed) learning letters

Variable—understands a
limited amount of
language but requires
demonstration/gestures
from adult

2 Good Level B 5–14 elaborated
curriculum approximate
primary 2

Attention and concentration
poor due to ADHD,
general comprehension
good

3 Minimal touch screen,
mouse skills

Non reader (5) At 18 months
developmental stage in
some areas of
understanding (5). Good
level or word structure
when e.g. work first at
table then out on bus

4 Can co-operate
independently

Reading at 5/6 years N/S

5 Can operate independently
including use of mouse

Pre-reading 3/4 years N/S

6 Can use mouse well.
Adequate ability. Can
perform 60 piece jigsaws
fairly easily. Uses PC for
games e.g. Tonka

Not measurable Understands spoken word
90 % of time. Also can
use tools, machines for
specific jobs
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15.4.6 Reading Level

It appears from the completed profiles that each pupil was at a different reading
stage. It would have been beneficial if the practitioners could have stated if each
pupil benefited from having the text in the software in upper case or lower case, the
size of the words to be used and whether the text should be coloured, animated with
the text sounded out. It would have been useful if the practitioner had indicated if
the software developed included a story with the text highlighted and spoken.

15.4.7 Comprehension

The practitioners gave an adequate amount of information regarding each pupil’s
comprehension level demonstrating a variance in understanding [9].

15.4.8 Educational Area to Consider

Although the practitioners indicated numerous educational areas in relation to
literacy and numeracy, once again there is a variance [9] in the different educa-
tional areas for each pupil (Table 15.3).

15.4.9 Likes

There is a huge difference in each pupil’s likes (Table 15.3) [9].

15.5 The Development and Production

Therefore, the development and production of the customised games were based
on the profiles given to each student. From the student’s research findings based on
the profiles, students produced storyboards, which resulted in the development of
the games. This was as Quinn [11] stated…

…Software engineers must understand the needs of the users, access the strengths and
weakness of the current system and design modifications to the software… [11]

and as stated in Donegan et al’s research… [12]

…Because of their individual needs and difficulties, whichever technology they use to
communicate requires a high level of personalization and customization if they are to be
able to use it effectively [12].
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For quality control the software was evaluated by the students’ peers and
modified. However, as the games were developed as an assignment, the games
were graded by the academics in the university. Further quality control was carried
out by the academics and further modified before submission to the school.

15.6 Feedback and the Next Cohort of Students

Quality control was also carried out by the practitioners involved through ongoing
assessment, monitoring and evaluation of the games for their educational use. The
quality control validated the ongoing exhaustive testing process resulting in
making it easier to isolate and fix errors. The data gathered resulted in the

Table 15.3 The variance in each pupil’s educational areas and likes [9] are considered in the
software development

Pupils Educational areas to consider Likes

1 Software to focus on numbers 1–10,
counting or sequencing 1–20 (+visual
clues) counting games anything to
develop mouse control—must see a
purpose to tasks

Sensory materials music bubble tubes,
books, puzzles singing kettle, Tweenies
and Thomas the tank

2 Spelling software, single figures
addition ? subtraction Software to be
developed to help with � letter words

Likes drawing, artwork, and working on
diary—How about a multimedia diary
for him to keep updated? Likes music
therapy likes art work likes stories flash
cards, all work on computer, music
therapy and art work (a special
favourite) stories

3 Use concrete clues e.g. beater for music.
Early stages of cause and effect needed.
Keep it very simple. Instant quick
feedback. A clear finished said in
software. Software to teach learn to wait
needed with reward from screen turn
taking game. Lots of animation, sound
needed

Likes music, Disney characters buzz
lightyear, dvd/video

4 Independence. Communication and
language. Self help in community e.g.
shopping, awareness of money

Healthy eating, motivated by food (loves
baking). Enjoys swimming, horse riding
and music

5 Communication and language. Numbers
1–10. Self help skills (P.S.E)

Enjoys cartoons i.e. Tom and Jerry, Thomas
the Tank etc. Loves sudden noise or
toys that play music. Enjoys cutting and
particularly ‘‘Thomas the Task’’ posting
favourites

6 Communication development. Outside
working opportunities

Outside working opportunities. Tonka
originally but prefers completing task of
jigsaws picture
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academic gaining feedback from receiving ongoing evaluation and the updating of
profiles or new profiles.

Further cohorts of students took into consideration the updated profiles of the
learners’ changing needs and the evaluated feedback from the practitioners,
highlighting the strengths and weakness of the games developed by the previous
cohort of students. This enabled them to make the appropriate modifications [11].

Niès and Pelayo’s study [13] showed how collaboration helped to …resolve the
limits of direct users involvement and usual problems pertaining to users’ needs
description and understanding.

Therefore, the module [1] underwent an iterative approach, with each new
cohort of students receiving updated and modified profiles, this gave the students
…a gross expectation of the users knowledge at the beginning of the interaction
[14] and feedback from the practitioners enabled ongoing amendments, modifi-
cation and improvements to be made.

The students would be able to learn from the mistakes made by their previous
peers in order to perfect the games for the practitioners and ultimately for the
learners. The module [1] used an iterative process through an ongoing continuous
use of Human Computer Interaction (HCI) and Hierarchical Task Analysis (HTA)
approach [15] and an Autistic User Centred Design-For-One approach with an
ongoing validation or testing obtained from adapted and adaptive (tailored)
systems.

15.7 The Responsibility of the Academic

The development and effective ongoing module [1], with the academic wholly
responsible for working in collaboration with practitioners and acquiring the
complete modified profiles and new profiles, which resulted in the random dis-
tribution of the profiles to the students. The lecturer was also responsible for
teaching the students research, theoretical and practical multimedia skills and to
understand and interpret the profiles accurately. This resulted in the development
of the most appropriate individualised educational games; based on the teacher’s
specifications and these would be met in the outcome of each student’s
contribution.

15.8 Students’ Useful Contribution and the Assets They
Bring

Students had a great deal to contribute with a deep and caring optimistic approach
to developing a game which would be of educational use to their own learner with
a disability. There have been several hundred students who have carried out this
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coursework over 13 years (from 2000). The pupils came from different back-
grounds; there is a variance in age, experience, intellectual ability, ethnicity and
social class [9]. Some of the mature students brought their personal lifelong
experience into the research, e.g. a retired headmaster of a school who studied the
module [1]. The multicultural students had great empathy, knowledge and
understanding with the equally multi-cultural learners’ profiles issued to the stu-
dents. This enabled the students to transfer their personal knowledge and under-
standing, already acquired and brought into academia, with this coursework e.g.
student saying ‘‘…great I have got a child from my part of the world’’. Therefore,
students gained a great deal whilst carrying out their studies.

15.9 Students’ Gain from the Coursework

The incentive for carrying out this coursework for the students was more than just
being assessed and graded for demonstrating their knowledge and skills attained
from undertaking the coursework. They acquired an understanding of what they
were learning at university in their ‘academic-world’ with the ability to relate this
to real-life situations in today’s society in the ‘real-world’.

15.10 Partnership and Collaboration

Schuler’s [16] cited in Foot and Sanford [6] comment reinforcing positive ethical
advantages for students through their encouragement and adoption of a vital
‘partnership’ role with the academic’s enthusiasm, wealth of knowledge, experi-
ence and help throughout and their indirect partnership with members of society
such as the practitioners. The researcher is also in agreement with Schuler [16]
who considered student’s participation in a very real assignment as giving them an
advantage of being less stressful as they do not have to give consideration to an
autonomous assignment. Students were also in-directly collaborating with pro-
fessionals in society whilst carrying out their studies. Therefore, this coursework
resulted in students acquiring self-satisfaction and sense of achievement that their
work could be educationally beneficial to less able learners with educational needs,
thereby, making a real contribution to society.

However, the researcher is in agreement with Foot and Sanford [6] who states
that… students give positive ratings to research in which they have participated (in
order to bolster their original decision to participate). This is true in this case of
this particular module, especially as elective students who have made the original
decision to do the module, result in giving positive written and verbal feedback
with praise for the assignment and the module and even resulting in a change of
degree programme [1].
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15.11 Theoretical Knowledge, Practical Skills and Design
Techniques

Students learn the importance of research in order to implement an autistic-user-
centred design-for-one approach. The theoretical knowledge and the practical skills
learnt from doing the module resulted in the incentive of putting more effort into
this coursework. The students, therefore, were more aware that their hard work
would result in not only producing good pieces of coursework to pass the module
and be awarded a grade but also, had an incentive that they were making a real
contribution for a real member of society who would gain from all their efforts [1].

15.12 Relating Academia with Society and Humanity

Students were able to relate what they were learning in the academic environment
to what was actually happening in society. This gave them the opportunity to play
a big part in humanity by helping someone less able by providing them with a
game, which could potentially help their educational needs, as well as providing
the practitioners with and educational aid for the classroom. Making students
active participants in their own coursework, for the good of mankind, as well as
their own personal achievement, has shown to be far more rewarding for them.

15.13 Gains from the Experience Itself

Conversely, the researcher disagrees with Foot and Sanford’s [6] questioning
whether students gained from the experience, but agrees with them that students’
research active experience helped their understanding and ‘appreciation of the
scientific process’.

As already been stated by other researchers [6], students particularly prefer
‘‘research which is integrated into their own educational programme or their
participation is used in a concrete way to illustrate a psychological principle or an
aspect of the scientific process’’ [6].

15.14 Students’ Gains

Therefore, the students’ participation in this coursework, gave them a real learner
to research, in order to produce customised educational games, resulting in
coercing them into a very worthwhile venture, whilst enabling them to earn their
credits towards their degree course from the completion of the games.
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Students are often assessed through reports, presentations, posters, essays and
class tests individually, in pairs or group work. Students put a lot of effort into
passing these assignments with some students finding these assignments a chore,
leaving their work to the last minute and not enjoying it. However, for several
years it has become apparent that the majority of students carrying out this
coursework have enjoyed it as it assessed their knowledge, understanding, abilities
and skills achieved. This was demonstrated through the students producing far
more work than requested of them, with some students donating cards, vouchers
and presents for the pupils, as well as, the games they had developed for them.

Some students take the assignment so personally as to refer to their anonymous
case study (profile) as ‘‘my child’’. The majority of student’s own written feed-
back, indicated that they found the coursework ‘‘very rewarding’’. Some students
ended up continuing working with disabilities with voluntary and paid employ-
ment. A graduate demonstrated the game she developed for the module in her job
interview with Hewlett Packard UK and Microsoft, this resulted in being told by
that they were so impressed with the student’s coursework and both companies
offered the student employment [1].

A great number of students studying this module [1] resulted in carrying out
further research into autism or disabilities for their final year projects and disser-
tations, with some going on to postgraduate (Master and PhD) levels of research.

15.15 Schools, Practitioners and Pupils Gains

As well as the free games made specifically for each learner in the school, the
academic negotiated a financial deal with the student union shop and the university
bookshop. As the students needed to buy a package (e.g. consisting of headphones
with mic, CD, logbook etc.) from the student union shop in order to carry out the
assignment and the recommended reading books from the bookshop, both shops
agreed to donate a £1 on each package and book bought to the school. The money
went to the schools participating at the time.

The practitioners benefited by receiving ongoing individualised educational
games, developed to their specifications and for their learners with disabilities.

It enabled them to specify exactly the educational content of the games they
required to be developed which would complement the areas being covered by the
curriculum in the classroom and which would be of educational use for each indi-
vidual learner, through the ongoing updated profiles, evaluation and feedback pro-
cess. The pupils gained by obtaining their very own personalised educational games.

Therefore, this ongoing module has now been carried out by thousands of
students over 13 years (from 2000), in collaboration with 44 practitioners of 148
learners with autism or other disabilities, from 9 schools across the United
Kingdom [1]. All the participants in this investigation have acknowledged the
benefits of the whole collaborative iterative ongoing process [17]. This real
coursework is now achieving real effective, efficient, and enjoyable results for the
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academic, the students, the practitioners and their learners. The continuation of this
work has resulted in the development of the Games for Learners on the Autistic
Spectrum and/or with other Disabilities (GLAD) software development company
with the development of personalised, individualised educational software. For
more details email estokes12000@yahoo.co.uk [18].

15.16 Conclusion

To conclude, the ongoing development of this multimedia educational gaming
module was ethically justified through the validity of this very real coursework [1].
It demonstrates that by bringing a real-life situation into academia increases the
students’ stimulation, motivation and interest in a positive and beneficial way for
them and others in society. The importance is focused on the on going updating of
the individual’s case studies, (profiles), the evaluation and feedback from the
partnership with all parties concerned. This chapter has shown how the assignment
brought together academia and society, resulting in all parties reaping many of the
benefits from this coursework and module [1].

Therefore, the pupils (learners) gained from this real assignment by having their
own individualised educational games developed for them. The educationalists
(teachers) and therapists (speech and language) also gain from having the
appropriate educational software developed for them to use in the classroom for
each pupil. The students not only gained a grade for passing the module [1],
resulting in them eventually gaining a degree, but also were motivated and
stimulated at the thought of producing a product that would help to solve a
problem in society. This was achieved with the students developing a product, as
their assignment, in order to be of educational help to the practitioners. They could
also see their efforts as being of real educational use to learners with disabilities, in
the real world, long after its completion and their graduation.

Therefore, in order for the students to develop a personalised educational
product there was an importance to demonstrate that learners on the autistic
spectrum have diverse and variance needs, [9] thereby, needing a collaboration
holistic design-for-one approach, which generic computer games were not
adopting. The objectives were met with students developing personalised games,
from the practitioners’ completion of individualised profiles, as their assignment.
The students, used this, as a baseline, to carry out in depth research and use their
own imaging, sound, animation and authoring skills for developing games, whilst
adhering to the practitioners’ specifications stated on the profiles.

To conclude, this chapter demonstrated the positivity of bringing society into
academia with coursework based on real users. This resulted in being beneficial to all
the participants effectively, fairly, ethically and educationally from the results of the
ongoing collaboration development of this multimedia educational gaming module
[1]. Therefore, this empirical investigation makes a valuable, original and academic,
contribution to knowledge, in the Computing, Education and Special Needs fields.
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Part V
Disruptive Innovation



Chapter 16
Disruptive Innovation in Healthcare
and Rehabilitation

A. L. Brooks

Abstract Disruption is a powerful body of theory that describes how people
interact and react, how behavior is shaped, how organizational cultures form and
influence decisions. Innovation is the process of translating an idea or invention into
a product or service that creates value or for which customers will pay. Disruptive
Innovation in context of the author’s body of work in healthcare and rehabilitation
relates to how development of a cloud-based converged infrastructure resource,
similar to that conceived in a national (Danish) study titled Humanics, can act as an
accessible data and knowledge repository, virtual consultancy, networking, and
training resource to inform and support fields of researchers, practitioners and
professionals. High-speed fiber networking, smart phone/tablet apps, and system
presets can be shared whilst AI and recommendation engines support directing
global networks of subscribers to relevant information including methods and
products. Challenges and problems to fully realize potentials are speculated. A
mature body of research acts as the vehicle to illustrate such a concept.

Keywords Disruptive innovation � Transdisciplinary convergence � Cloud-based
convergent infrastructure � Societal demographics � Research � Education

16.1 Introduction

16.1.1 Disruptive Innovation

Rather than detailing Disruptive Innovation, this ‘position’ chapter introduces the
concept by predicting a similar disruption in healthcare and rehabilitation as in
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corporate business e.g. [1–3] and education e.g. [4]. In this case the predicted
disruption is via a cloud-based convergent infrastructure that acts as a resource to
bring together disparate and related healthcare professionals and researchers to
communicate and share knowledge and data to benefit the healthcare and related
fields.

Disruption is acknowledged as a powerful body of theory that describes how
people interact and react, how behavior is shaped, how organizational cultures
form and influence decisions [1]. Innovation is the process of translating an idea or
invention into a product or service that creates value or for which customers will
pay [5].

Disruptive Innovation in context of the author’s body of work relates to how
development of a cloud-based converged infrastructure resource can benefit pro-
fessionals in the fields of healthcare and rehabilitation. In this respect, the concept
was conceived under the SoundScapes research resulting from extensive periods of
institute-based experimental research and a 6-year research study across clinics,
hospitals and institutes with patients and staff. First published in Japan 1999 [6],
and subsequently under a national funded (Danish) healthcare project titled Hu-
manics (1996–2002)—as reported in [7, 8], the original concept was how the
Internet can be a communication and reporting network between healthcare pro-
fessionals and patients who train at home via Virtual Interactive Space (VIS) [6].
The research explored serious games and creative expression (music-making,
digital painting and robotics control)—all via unencumbered gesture using
bespoke non-worn sensor apparatus.

In line with related advances and more efficient and speedier network infra-
structures the concept has since been refined and extensions planned as a secure
accessible data and knowledge repository, virtual consultancy, networking, and
training resource to inform and support fields of researchers, practitioners and
professionals. It is now envisaged as a growing and evolving entity where software
(e.g. apps, presets, etc.) for in-session intervention and new assessment tools are
shared. Cloud-based AI and recommendation engines will support directing global
networks of subscribers to relevant information including methods, use-strategies,
and products.

Mindful of this vision, this position chapter next introduces the concept of
cloud-based infrastructures as disruptive innovation in healthcare and rehabilita-
tion. Cloud-based in context relates to associated means of connectivity, sharing
and networking via e.g. virtualization, bring your own device (BYOD), self-
forming and mesh networks, and the Internet of things (IOT). Exemplifying the
author’s position in the field, the chapter follows with an overview of the mature
research and examples of development from the author’s SoundScapes/ArtAbili-
tation/GameAbilitation and Ludic Engagement Designs for All (LEDA) body of
work. This research illustrates how serious games (structured interactions), com-
puter-generated alternative realities and play aligned with complementary creative
expression designed sessions (abstract or free interactions) can supplement and
potentially even supplant traditional methods of intervention in rehabilitation and
therapy. Challenges and problems to fully realize potentials of basing aspects of
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the work ‘in the cloud’ are discussed. A focus is to optimally engage and immerse
the participant (or patient) in the computer-generated environment to maximize the
experience toward a state of presence to realize targeted progress and outcomes. A
section on these human traits follows later in the chapter.

16.2 Cloud-Based Disruptive Innovation

The history of cloud computing dates from the 1950s1 when large main-frame
computers were networked with access from various locations optimized [9, 10].
Associated is the tacit knowledge gained from the author having worked
throughout the 1980s on networks of industrial control systems (ICSs) and dis-
tributed control system (DCS) in the form of large Honeywell TDC2000 main-
frame computers that were accessed 24/7 from a network of remote terminals
capable of monitoring and operating a physical environment.

Advantages of adopting cloud-based infrastructures in healthcare and rehabil-
itation are many. The client site (e.g. hospital, clinic or institute), independent
healthcare professional, or even the patient, doesn’t have the problem of software
integration as any problems, updates, performance and maintenance are addressed
by the vendor’s expert team who ensure a secure service accessed via HTTP. The
costs are predictable (usually a monthly subscription) and costs are distributed.
Disadvantages include that whilst the service can be customized for the largest
clients, the smaller customers need to accept the service as is. Another potential
problem could be that as a critical service is supplied the customer has limited
control and needs to rely on the vendor.

Cloud-based computing allows users to benefit from integrated convergence of
technologies without the need for deep knowledge about or expertise with each
one of them. The concept in the specific context of this publication aims to unite
and link healthcare professionals and related communities around communication
(data, information and knowledge) and training (methods, strategies, and appara-
tus—hard/software) repositories where secure exchanges, sharing and networking
is available. Goals include increased efficiency of practice (intervention, evalua-
tions and refinements) and investment (e.g. optimal use of purchased systems) as
well as access to latest tools (e.g. digital assessment etc.). Addition benefits help
the users to enable a focusing on their core business instead of being impeded by
IT obstacles.

Mell and Grance [11] defined Cloud Computing via identifying ‘‘five essential
characteristics’’, these are:

1 http://en.wikipedia.org/wiki/Cloud_computing
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• On-demand self-service. A consumer can unilaterally provision computing capabilities,
such as server time and network storage, as needed automatically without requiring
human interaction with each service provider.

• Broad network access. Capabilities are available over the network and accessed
through standard mechanisms that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, tablets, laptops, and workstations).

• Resource pooling. The provider’s computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand…

• Rapid elasticity. Capabilities can be elastically provisioned and released, in some cases
automatically, to scale rapidly outward and inward commensurate with demand. To the
consumer, the capabilities available for provisioning often appear unlimited and can be
appropriated in any quantity at any time.

• Measured service. Cloud systems automatically control and optimize resource use by
leveraging a metering capability at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user accounts). Resource
usage can be monitored, controlled, and reported, providing transparency for both the
provider and consumer of the utilized service.

The virtualizing of IP and Fibre Channel storage networking allows for single
console management and pooling and sharing of IT resources. Thus, rather than
dedicating a set of resources to a particular computing technology, application or
line of business, converged infrastructures, a pool of virtualized server, storage and
networking capacity is created that is shared by multiple applications and lines of
business…in this context the global healthcare community—including e.g. hos-
pitals, institutes, clinics, General Practitioners (GPs), etc. These end users access
the scalable cloud-based applications through a web browser, thin client, or mobile
app while the business software and user’s data are stored on servers at a remote
location i.e. allocated space for a user to deploy and manage software ‘‘in the
cloud’’. Thus, a bring your own device (BYOD) becomes feasible.

Further Mell and Grance [11] state:

A cloud infrastructure is the collection of hardware and software that enables the five
essential characteristics of cloud computing.

The cloud infrastructure can be viewed as containing both a physical layer and an
abstraction layer. The physical layer consists of the hardware resources that are necessary
to support the cloud services being provided, and typically includes server, storage and
network components. The abstraction layer consists of the software deployed across the
physical layer, which manifests the essential cloud characteristics. Conceptually the
abstraction layer sits above the physical layer.

Service Models:

Software as a Service (SaaS). The capability provided to the consumer is to use the
provider’s applications running on a cloud infrastructure. The applications are accessible
from various client devices through either a thin client interface, such as a web browser
(e.g., web-based email), or a program interface. The consumer does not manage or control
the underlying cloud infrastructure including network, servers, operating systems, storage,
or even individual application capabilities, with the possible exception of limited user-
specific application configuration settings.
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Platform as a Service (PaaS). The capability provided to the consumer is to deploy onto
the cloud infrastructure consumer-created or acquired applications created using pro-
gramming languages, libraries, services, and tools supported by the provider. The con-
sumer does not manage or control the underlying cloud infrastructure including network,
servers, operating systems, or storage, but has control over the deployed applications and
possibly configuration settings for the application-hosting environment.

Infrastructure as a Service (IaaS). The capability provided to the consumer is to provision
processing, storage, networks, and other fundamental computing resources where the
consumer is able to deploy and run arbitrary software, which can include operating sys-
tems and applications. The consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, storage, and deployed applications;
and possibly limited control of select networking components (e.g., host firewalls).

Deployment Models:

Private cloud. The cloud infrastructure is provisioned for exclusive use by a single
organization comprising multiple consumers (e.g., business units). It may be owned,
managed, and operated by the organization, a third party, or some combination of them,
and it may exist on or off premises.

Community cloud. The cloud infrastructure is provisioned for exclusive use by a specific
community of consumers from organizations that have shared concerns (e.g., mission,
security requirements, policy, and compliance considerations). It may be owned, managed,
and operated by one or more of the organizations in the community, a third party, or some
combination of them, and it may exist on or off premises.

Public cloud. The cloud infrastructure is provisioned for open use by the general public. It
may be owned, managed, and operated by a business, academic, or government organi-
zation, or some combination of them. It exists on the premises of the cloud provider.

Hybrid cloud. The cloud infrastructure is a composition of two or more distinct cloud
infrastructures (private, community, or public) that remain unique entities, but are bound
together by standardized or proprietary technology that enables data and application
portability (e.g., cloud bursting for load balancing between clouds).

Deployment models such as the private and community models above relate to
the Humanics concept resulting from the author’s SoundScapes research as dis-
cussed in the Sect. 16.3. This is where clinics with their teams of experts meta-
phorically act as the ‘‘provider’’ with patients’ linking in as ‘‘clients’’ (but where
the Danish welfare state pay for the service).

16.3 SoundScapes: Serious Games, Alternative Realities
and Play

SoundScapes is a mature body of research and development that has been well
published in that it explores bespoke behavior training interventions via ICT that
are specifically tailored for individual participants undergoing rehabilitation to
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creatively express, play and perform. The ICT strategy integrates various elements
from serious games, alternative realities and play.

Unlike certain definitions of serious games that disregard entertainment when
used in healthcare and rehabilitation e.g. [12, 13], the concept of SoundScapes
holds entertainment of the participant as a key in-session goal. Entertainment
experience in this context is designed for and regarded as a catalyst that engages
the participant through the fun, enjoyment and pleasure of participating in the
activity. The activity is designed as a rehabilitation intervention in line with a
healthcare team’s goal for the participant’s progression where ‘actions’ are the
main unit of analysis.

The SoundScapes hypothesis is that the effect of the intervention is stronger
when the participant is not focused on the rehabilitation goal or therapy situation,
but rather to have fun in the moment. However, this is problematic and an ongoing
challenge to achieve through for example personnel or situation influences. In line
with this was how SoundScapes targeted online intervention with interactive
gesture controlled games, digital painting, and music making when researching
with acquired brain injured patients in the Humanics project (1996–2002)—see [7,
8]. A concept behind the author’s design being that the tele-abilitation aspect
would place the patient in a home-family situation where the playing or creative
expression would optimize distancing from the therapy situation. However, from
that distance, game interactions and results could be conveyed as shared data to a
clinic for analysis for the assigned healthcare professionals (physical and occu-
pational therapists, psychologists, neuropsychologists and speech therapists) to
give feedback without the necessity of travelling and expense. Parallel to the
Humanics study was a European Future Emerging Technology (FET) project that
also resulted from the author’s earlier research where additionally non-humanoid
robotic devices were controlled by gesture (via both worn or non-worn sensors) as
a healthcare intervention to supplement traditional methods—see [14, 15]. In the
author’s SoundScapes research interactive computer-based gesture-controlled
serious games have been explored since 1998. Prior to that interactive music
making and sound manipulation was primarily used.

Serious Games is briefly introduced in the Sect. 16.3.1.

16.3.1 Serious Games

The term serious games is used in reference to any kind of online game for
learning where the games are designed with the intention of improving some
specific aspect of learning that is relevant, instantly useful, and fun [16]. However,
the players come to serious games with expectations of learning. It is such
expectation of outcome that is considered non-optimal in SoundScapes as it has
been evident that participants push their physical limitations when they are
motivated through engagement to achieve the state of flow [17], present and
immersed in the activity, rather than thinking of the consequences. In other words
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when an activity necessitates a physical input to trigger and manipulate multi-
media the physical actions give proprioceptive feedback to the participant and that
is where a focus begins in an interaction. The goal is to transfer the participant’s
attention away from the primary and to the multimedia (i.e. secondary) feedback
so it is that stimuli that drive subsequent (inter)actions. This causal activity results
in the human afferent efferent neural feedback loop closure.

Derryberry [16] argues that serious games ‘‘offer a powerful, effective approach
to learning and skills development’’. Furthering her position, she states that ‘‘What
sets serious games apart from the rest is the focus on specific and intentional
learning outcomes to achieve serious, measurable, sustained changes in perfor-
mance and behavior. Learning design represents a new, complex area of design for
the game world. Learning designers have unique opportunities to make a significant
contribution to game design teams by organizing game play to focus on changing,
in a predefined way, the beliefs, skills, and/or behaviors of those who play the game,
while preserving the entertainment aspects of the game experience’’ (p. 4).

Salen and Zimmerman [18] argue a game that is well-designed yields mean-
ingful play defining it as ‘‘what occurs when the relationships between actions and
outcomes in a game are both discernable (sic) and integrated into the larger context
of the game.’’ In context to SoundScapes and the use of games in rehabilitation and
healthcare, a refinement of meaningful play is posited as what occurs when the
relationships between actions and outcomes in a game are both discernible and
integrated into the larger context of the situation. This is where ‘situation’
includes the targeted progression according to the participant’s profile where
actions and outcomes are key units of analysis in SoundScapes of both the digital
media and human performance. Thus, by elaborating beyond ‘the larger context of
the game’ to ‘the larger context of the situation’.

It is acknowledged that ‘‘there is widespread consensus that games motivate
players to spend time on task mastering the skills a game imparts’’ [19]. However,
this author argues that when a game is conceived for use in healthcare, the
gameplay skills in the computer generated alternative reality need to be designed
balanced and aligned to the skill involved in interaction in order to increment a
patient’s progress target of physical improvement. In other words a focus must be
on physical input or functional improvement that is mapped accordingly to
stimulate repeated training to achieve in gameplay. Advances in affordable game
input devices and accessible mapping software to digital content increase poten-
tials of what is possible through using serious games in this context.

16.4 Alternative Reality

Computer-generated Alternative Reality (e.g. of a game or creating art-related
virtual interactive space) can be designed according to the personal profile of the
participant and the goals of the sessions. The goal is to engage the participant in
activities that comprise the alternative reality. Such engagement relates to
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immersion, presence and flow, human traits that relate to play and useful in
treatment in healthcare and rehabilitation. The next section analogizes such traits
from a games perspective.

16.4.1 Analogizing from a Games Perspective

In a 2012 National Science Foundation (NSF) publication titled Interactive Media,
Attention, and Well-Being,2 the executive summary states:

Behavioral training interventions have received much interest as potentially efficient and
cost-effective ways to maintain brain fitness or enhance skilled performance with impact
ranging from health and fitness to education and job training. In particular, neuroscience
research has documented the importance of explicitly training (i) attentional control, in
order to enhance perceptual and cognitive fitness as well as (ii) kindness and compassion,
to produce changes in adaptive emotional regulation and well-being. At the same time,
video game play has become pervasive throughout all layers of current society, thus
providing a potentially unique vehicle to deliver such controlled training at home in a
highly engaging and cost-efficient manner. Yet, several gaps remain in terms of realizing
the true potential of the medium for positive impact, as developing engaging and effective
research-based games anchored in neuroscientific principles that can have scalable, sus-
tainable publishing models presents several new inter-disciplinary challenges.

A panel of international experts associated to the National Science Foundation
(NSF) then identified in the same document (ibid) five main areas of focus toward
improving the scientific validation of games designed to boost well-being or
attention:

(i) Better understanding of core game mechanics driving impact outcomes. Clearly not
all games are created equal when it comes to fostering brain plasticity—some game
mechanics appear more efficient than others, calling or a concerted effort in char-
acterizing those game dynamics that are most potent in inducing brain plasticity and
learning.

(ii) Incorporating inter-individual differences in game design. Recognizing that there
are as many ways to play a game as there are players and experience levels, the need
to acknowledge and exploit inter-individual variability was highlighted, calling for
the design of individualized game experiences taking into account not only game play,
but also physiological and brain markers in real time.

(iii) Greater focus on social and emotional skills. The fact that emotion and social
conduct may be considered skills rather than traits, and thus like all skills can exhibit
sizeable plasticity, calls for more games designed to impact affective states.

(iv) Clearer validation methodologies and benchmarks. Not a week goes by without
some new claim about a new piece of software curing ADD/ADHD, or a new mini-
game that slows cognitive aging. Yet, few of these statements withstand scrutiny. A
hot debate about best methodological and reporting practices is thus underway in the

2 http://www.bcs.rochester.edu/games4good/GameWellBeingAttention_NSFReportpdf
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field. In addition, objective demonstration of efficacy calls for larger multi-site
studies, and possibly an infrastructure allowing independent evaluation of game/
intervention efficacy.

(v) Developing sustainable, scalable publishing models. Translating in-lab research
documenting a beneficial effect of video games on attention or well-being into a
commercially-viable product that can reach many people and truly produce social
change is a tall order. Lessons could be learned from the pharmaceutical industry, but
alternate paths may be worth considering for behavioral interventions, such as
through video games.

Concluding the executive summary (ibid) the report states the need for ‘‘New
approaches to the design, assessment, publishing and on-going optimization of
video games for enhancing well-being and attention …’’ where users and
researchers can access and control the mechanics identified to foster brain plas-
ticity to ‘‘thus adapt the games to their needs not only for play, but also for
research.’’ An example of such tailoring of bespoke games is shown in Fig. 16.1
from the Humanics study at the Centre for Rehabilitation of Brain Injury (CRBI)
an acknowledged leading center for acquired brain injury treatment in Denmark,
which is located adjacent to Copenhagen University. With Multiplayer online
games already networking global players the serious games and interactive content
could be easily transferred to the cloud.

Outcomes from SoundScapes, whilst positive, suggest that video games have a
restrictive tree-based structure constraining suitability optimal for only certain
scenarios and conditions. Abstract digital creativity via unrestricted gesture-con-
trol, in the form of music-making, painting, and robotic lighting has a differing
structure and is suitable for certain scenarios and conditions. The argument is
hereby made that these structures are complementary, exhibiting common and
differing aspects where play and social/machine interactions are central.

The NSF report suggests how expert brain scientist evaluations would identify
control points of successful games so that rigorous experimental systematic
research would highlight impact on brain plasticity, learning and modification of
cognitive processes. In order to achieve advancements in this necessitates
acknowledgement of the involved disciplinary differences where the scientists
establish key parameters and dimensions hypothesized to affect and nurture
plasticity in terms comprehensible for the video game industry experts. In line with
this, the argument made herein, supported by this authors’ prior publications (and
others), highlight how afferent efferent neural feedback closure in the way
described affects and nurtures brain plasticity through advanced understandings of
media plasticity manipulation [20]. The further argument of the common struc-
tures between using ‘art’ and games in this context widens the hypothesis so that
fertile research is conducted having common societal goals.

However, many contemporary formal treatment programs using games in
intervention (GameAbilitation) do not balance the structured with the abstract
(ArtAbilitation). This strategy in SoundScapes is discussed further in the following
sections.
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A challenge is thus posited for such strategies to include art-based human
endeavors especially as increased aged numbers may suggest that a ‘game-for-all’
success is less likely than an ‘art-for-all’ strategy. In line with this belief the author
has evolved the concept of ‘Ludic Engagement Designs for All’ (LEDA). This is
where a compendium of both structured games and unstructured (as experienced by
the participant/patient) art-related/creative play/untethered expression is advanced
offering tools designed for facilitators’ intervention. Just as game designers focus
on creating the players’ experiences and the underlying game-mechanics, settings
and components are all in service of these experiences. Under the contextual
abstract ‘performance art’ of SoundScapes, designers create, adapt and map for a
participant experience. The parameters of change that influence the experience are
designed as quickly retrieved presets under the model ‘Zone of Optimized Moti-
vation’ (ZOOM) [21–23] where the innate mechanics, settings and components are
all accessible to the designer for iterative tailoring.

While intervention using video games may involve changing difficulty levels
and the ease of doing this is embedded, there are major constraints on the facilitator
being able to change the abstract form in an optimal way without specific training.

Fig. 16.1 Created gesture-controlled game examples. a upper left (dolphin catching fish) patient
controlling horizontal navigation with facilitator/therapist controlling vertical, progressing to
patient controlling both axis (d). b lower left dynamic hand/arm motion mapped to release
throwing ball from hand. c lower right balancing a glass on a tray with adjustable friction to train
Proprioception and Kinesthetic awareness, control and responses [7]
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In line with this a weakness of the SoundScapes research is that the author as
concept originator, system designer and programmer, as well as having the role as
facilitator. This is where intervention involves real-time improvisation according to
the ‘moment’ aligned with real-time (in-action) conscious and unconscious
assessment of interactions so as to change system parameters accordingly (or not) to
optimize the experience within the constraints of the tools afforded by the designer.
Such parameter change is established as presets that can be incremented with
minimal distraction in order to keep the contact/communication with the patient/
participant. Post-session evaluations equally have involved the author/designer/
facilitator so that observations lead to reflections and refinement iterations for the
next session—so for example refined presets. Thus, each session in a program
should incrementally improve the tailoring toward achieving the desired goals from
the treatment. This designed for ‘patient-/facilitator-centred balance’, where the
units of analysis are actions and responses of the patient, optimally realizes a
custom interactive installation for each individual. This further emphasizes the
association to the artist as inventor and designer in SoundScapes.

SoundScapes as a European small medium enterprise (SME) has evolved in
three main ways beyond apparatus and method [24]. The ‘products’ are now (1) a
contemporary complex located in Denmark that acts as a training of trainers
weekend retreat, (2) commissioned consultations and expert evaluations for pro-
fessional organizations and for public bodies and research projects (including
keynotes, presentations and workshops), and (3) commissions of single case study
consultation and intervention that involves the creation of custom solutions for one
specific end-user and where the specific trainer of the patient is educated to use the
hybrid ICT solution(s). In addition the resources from the years of research in the
field are being archived (with permissions) as a cloud-based resource for students
of the SoundScapes approach as well as peers in healthcare. This is seen as a future
sharing of data resource that is secure to professional subscribers. Online training,
consulting and communication/networking via such a cloud-based infrastructure
can only benefit the field as outlined in this chapter.

16.4.2 Training Trainers Retreat

It is evident that for continued development a focus is required on the ‘training of
trainers’ in line with lifelong learning and the Danish model of social welfare and
technology (Denmark is acknowledged as a leader in ICT with Cluster centers on
an advanced high-tech society, featuring a world-class ICT infrastructure and the
world’s most e-ready population3,4). Consequently, a private facility has been
realized in Esbjerg on the south-west coast of Denmark near the German border.

3 http://www.weforum.org/issues/global-information-technology
4 http://www.eiu.com/site_info.asp?info_name=ereadiness&page=noads
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Contributing to the foundation of the concept of training trainers was how
feedback from staff that used commissioned SoundScapes systems at institutes
whilst reporting positive outcomes they consistently felt more time and training
was needed to realize optimal intervention. Such time was problematic to be
scheduled in their daily activities also in such a formal situation there was peer and
employer pressure.

In an effort to satisfy this need SoundScapes as well as establishing the new
training complex is exploring means to train and acknowledge proficiency through
accreditation and licensing such that employers would pay for the service to
increase staff competences with ICT tools to thus optimize investments. A side
note to this is how over the many years of visiting institutes, hospitals and clinics
etc., it was obvious how the technology tools were found in a ‘bottom drawer’ or
‘remote cupboard’ due to either a lack of training of use or, when training had been
given, the person trained had become pregnant or changed jobs and thus was no
longer at the work place that had invested in the technology. A part of the
SoundScapes consultancy is to visit, compile and review such tools to see is they
can be used and staff trained in how to use them before a need for further tech-
nology investment.

The training involves presenting the concept, which considers when a human’s
faculties are hindered through impairment and the potentials of ICT-based alter-
native channeling of stimuli on neural plasticity and physical efferent responses
and how empowering fun ‘doing’ as a core of participating and actively engaging
in goal-driven activities that can lead to improved quality of life. The engaged
participation has embedded aspects that offer opportunities for professional
healthcare assessment, critique and reflection to input to the designer of the
experience toward more formal/traditional outcomes. This adoption is evident as
advances in sensor-based interfaces make affordable interactive access to
responsive stimuli where issues such as impairment, dexterity and strength become
redundant. These issues are addressed by the designers who work first with user
personas to achieve communal solutions and subsequently, using their distinct
profiles, a bespoke elucidation. Each communal solution can lead to numerous
bespoke elucidations, thus a growing compendium of environment tools are cre-
ated to be resourced as seen fitting.

A problem has been that the fitting of a tool to a situation necessitates imagi-
nation beyond the obvious that includes a carefully planned intervention strategy
focused on the emergent model titled Zone of Optimized Motivation (ZOOM)
[21–23]. The facilitator is thus key personnel in driving the intervention toward the
designed-for progress.

The participant experience of a SoundScapes session is of creative fun and
playful achievement over challenges. Innate session social interactions between
the participant and the facilitator are related to inter-subjective machine-mediated
interactions. These affect participant intra-subjectively in relation to their aesthetic
resonance (see later section on this), which is represented by non-verbal signifiers
indicating well-being as the participant in turn responds to the responsive inter-
active machine-content that results from an immediately-prior feedforward action.
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Human afferent efferent neural feedback loop closure results from this bespoke
approach to alternative healthcare thus supplementing traditional by involving
Universal Access via Ludic Engagement Designs for All (LEDA) [25].

The intervention described is subject of numerous publications since 1999. The
initial article [6] reported on approximately 15 years of the concept in applied
research with numerous subjects across impairment/abilities, age, and situations. A
direct result was a commercial product and patent titled ‘Communication method
and apparatus’ [24]. This patent detailed a compendium of sensor-based devices to
source data from human participants and the subsequent mapping of the data to
digital content to offer information for use in and across art and healthcare. This
information is thus derived from an ‘inhabited information space’ in the form of an
interactive environment consisting of responsive content that can be tailored
according to a profile. This plasticity of digital media, in its flexible form in both
sensing efferent feed-forward input (biofeedback data both internal and external)
and stimulating feedback (across modalities), offers enormous potentials that has
been evident in the SoundScapes work.

Impact is evident by wide-ranging uptake and adoption of the concept that
motivates participation and thus quality of life. In art context, the ‘designed-for’
representation of human endeavor (performance) involved in conveyance of a
profound human message is the vehicle embodying aesthetic resonance rather than
the artwork (art as object) or art-product (music and/or painting). Thus, the
‘designer’ acts as virtual facilitator/artist who expresses through the medium of a
remote human ‘performer/participant’ who, in turn, is empowered and motivated
to express themselves through the ‘goal-bespoke’ design and embodied interac-
tion. This all-encompassing transdisciplinary design/intervention role surpasses
traditional by its innate applied philosophical perspective balanced with a practical
knowledge and understanding, thus, realizing disruptive innovation and impact in/
across art and healthcare. In this role the designer morphs between concrete
structured planner, learner/teacher/facilitator, and abstract improvising artist. From
this mature body of research a physical retreat (as outlined above) as well as a
cloud-based resource is being created.

16.4.3 A Cloud-Based Archive Architecture

The author’s SoundScapes body of work has been active across exploring human
performance in healthcare and rehabilitation aligned with human performance in
the arts. For many years it has been presented at national and international scale at
major events and venues. It has also been conducted at small local institutions and
festivals.

To date the research archive plans to include SoundScapes data from (1)
nationally in Denmark: (a) materials from a six-years study at a day-care institute
for PMLD adults titled Aktivitetscentret Frederiksbjerg in Aarhus; (b) Sessions
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conducted at the Centre for Advanced Visualization and Interaction, CAVI,5

Aarhus University where the author was the first artist in residence (1999–2001);
(c) Hospitals and clinics including Aarhus Universitetshospital, and The Center for
Rehabilitation of Brain Injury (CRBI) at the University of Copenhagen… and (2)
outside of Denmark—internationally project partners of Twi-aysi6 (1999–2000),
which was part of the European Community i3 programme of technology research.
A future probe funded by The European Network for Intelligent Information
Interfaces; CAREHERE7 (2000–2001), which was a European Project funded
under Framework V IST Key Action 1 supporting the programme for Applications
Relating to Persons with Special Needs Including the Disabled and Elderly.

Common in the above list was the use of the author’s SoundScapes system
(apparatus and method).

At the hospitals, institutes and clinics the concept was implemented in
empowering children and adults with special needs, the elderly in long term care
and people undergoing rehabilitation in hospital or at home, following for example
stroke or brain injury. By giving access to affordable, appealing and readily usable
state of the art technology for the improvement of their physical and cognitive
skills using feedback from acoustic and visual stimuli. The project was concerned
with the (re-) development of physical and cognitive skills by interaction with a
responsive sound and visual environment: the improvement of motor control
through direct and immediate feedback through the aural and visual senses.

At the performance art events, exhibition (e.g. museums of Modern Art) and
venues (e.g. Olympics, Paralympics, Cultural Capital of Europe etc.), the concept
was implemented in activities of interaction to be able to research and learn about
both physical and cognitive actions, responses, and motivations (etc.) to the various
computer-generated stimuli that the participant self-directed through gesture. This
way of considering performance highlights the author’s embedded abnormal artistic
reflection and critique across forms where an influence is from being born into a
artistic family including members having profound impairment, an education in
engineering, and years of working in music, dance and theatre creating interactive
spaces within which dancers and actors were empowered to move and control
theatrical elements. The next section justifies with quotes on performance art.

16.4.4 Justifying the Transcending of Performance Art-
Related Quotes

Performance became accepted as a medium of artistic expression in its own right in the
1970s. At that time, conceptual art—which insisted on an art of ideas over product, and on

5 http://cavi.au.dk/
6 http://www.bristol.ac.uk/Twi-aysi/
7 http://www.bristol.ac.uk/carehere/
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an art that could not be bought and sold—was in its heyday and performance was often a
demonstration, or an execution, or those ideas.

Performance has been considered as a way of bringing to life the many formal and
conceptual ideas on which the making of art is based. Live gestures have constantly been
used as a weapon against conventions of established art.

…whenever a certain school, be it Cubism, Minimalism or conceptual art, seemed to have
reached an impasse, artists have turned to performance as a way of breaking down cat-
egories and indicating new directions.

Performance has been a way of appealing directly to large public, as well as shocking
audiences into reassessing their own notions of art and its relation to culture.

…performance has provided a presence for the artist in society. This presence, depending
on the nature of the performance, can be esoteric, shamanistic, instructive, provocative, or
entertaining.

…a permissive, open-ended medium with endless variables, executed by artists impatient
with the limitations of more established forms, and determined to take their art directly to
the public. For this reason its base has always been anarchic. By its very nature, perfor-
mance defies precise or easy definition beyond the simple declaration that it is live art by
artists.

…no other artistic form of expression has such a boundless manifesto, since each per-
former makes his or her own definition in the very process and manner of execution [26],
pp. 7-9.

Extracting from these quotes from Goldberg’s book one can see the transdis-
ciplinary perspectives such that the creation of an interactive installation at an art
location or conducting a session at a hospital, institute or clinic embodies similar
attributes of a virtual interactive space (VIS). That is whereby expression has such
a boundless manifesto whereby each performer makes his or her own definition in
the very process and manner of execution. The limitations of more established
forms can relate to traditional therapy intervention or even their frustration at their
impaired body, wishing to find ways to explore it further. The anarchic relates to
the provocation and that felt by those stuck in the established not wanting to see
the benefits and opportunities. Thus, By its very nature, performance defies precise
or easy definition beyond the simple declaration that it is live art by artists or in
this case where those who are impaired are empowered to establish their own
definition of what is presented as it defies current definitions.

SoundScapes is a statement reflecting how Live gestures have constantly been
used as a weapon against conventions where in this case it demonstrates a way of
breaking down categories and indicating new directions. Opportunities and
potentials in healthcare and rehabilitation are thus illustrated of ICT used in such a
direction. It is esoteric, shamanistic, instructive, provocative, or entertaining,
therefore, and through unrestricted events, it is a way of appealing directly to large
public, as well as shocking audiences into reassessing their own notions.
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SoundScapes is an art of an idea over product yet where the process of creation
and expression is the product and where the art of creating that Virtual Interactive
Space differs little from other artists creating such interactive installations for
Museums of Modern Art (as the author did—e.g. Circle of Interactive Light
[COIL] 1998–1999 exhibition tour Danish MoMAs). In healthcare and Rehabili-
tation it is considered an art that could not be bought and sold as the art is
internalized by the participant/patient with their abilities to achieve and perceive
the associated aesthetic resonance at an individual level and with varied outcome
(Fig. 16.2 where a Profoundly Multiple Learning Disabled (PMLD) person and a
Learning Disabled person creatively expresses themselves (LD)).

In this body of work, ability (functional, physical, and cognitive) is in focus
rather than impairment/disability. The content that is mapped to respond to the
participant’s input similarly is flexible to match the profile and goal. An outcome
goal is an assessment of the aesthetic resonance of the patient or participant so that
in-action and on-action evaluations are as valid and reliable as possible. Indica-
tions of aesthetic resonance can be individual and influenced by condition and
impairment. Aesthetic Resonance was subject of European funded projects at the
turn of the century—namely CARESS8 and CAREHERE.9 Aesthetic Resonance is
introduced in the Sect. 16.4.5.

16.4.5 Aesthetic Resonance

This section discusses the concept of Aesthetic Resonance (AR), which is a term
used across various art-related disciplines (Table 16.1).

In the work responsible for this chapter (i.e. SoundScapes), AR is defined as ‘‘a
situation where the response to an intent is so immediate and aesthetically pleasing
as to make one forget the physical movement (and often effort) involved in the
conveying of the intention’’ [20]. A history of the term is posited. ‘Aesthetic
Resonation’ is a related term coined by Professor Phil Ellis [27, p. 175] that
evolved from his body of Sound Therapy work with children empowered to
control sound through motion that resulted in their ‘‘aesthetic motivation’’ and
‘‘internal resonance’’ [28, p. 77]. The 1997 definition was ‘‘special moments
experienced by individuals described as having profound and multiple learning
difficulties, in which they achieve total control and expression in sound after a
period of intense exploration, discovery and creation.’’

‘Aesthetically Resonant’ was coined within a European Community funded
project titled Creating Aesthetically Resonant Environments in Sound (CARESS)
within the i3 program of technology research. i3 (1995–2002) was the European
long-term research initiative to develop intelligent information interfaces. The

8 http://www.bristol.ac.uk/caress/
9 http://www.bristol.ac.uk/carehere/
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CARESS funding was under a program entitled Experimental School Environ-
ments (ESE) exploring new child centered paradigms for learning, through novel
IT-based devices; artifacts and environments. Ellis [29, p. 114] subsequently
adopted ‘‘Aesthetic Resonance’’ as a term when solely reporting the CARESS
research—defining AR as: ‘‘special moments when a child achieves real control
and expression after a period of intense exploration, discovery and creation—
moments which can be seen to be both ‘endearing’ and ‘touching’. In CARESS a
commercial linear ultrasonic sensor device and worn encumbering sensor appa-
ratus was used across a wide age/ability range.

Following the cessation of CARESS (c. 1999/2000) the partners from Bristol
University and Sweden declared a desire to explore multimodal feedback beyond
the auditory that was the focus in Ellis’ Sound Therapy research. As the author
(Brooks) had previously been applying his research with diverse stimuli (visual,
auditory, robotic, games, VR, AV effects…etc.) and had progressed beyond
encumbering ‘‘wired’’ solutions as used in CARESS an approach was made to
research SoundScapes as a CARESS follow on funded under i3 as Twi-aysi11 (The
world is as you see it). The feasibility (future) probe used SoundScapes concepts of

Fig. 16.2 Exemplifying free gesture in virtual interactive space (VIS) mapped to painting. Left
PMLD participant (hand and head gesture) Right LD (head, hands, torso) [14]

Table 16.1 Examples of use
of the term ‘‘aesthetic
resonance’’ besides
SoundScapes

• Sound therapy for the profoundly disabled [67]
• Rehabilitation with audiovisual stimulus10

• Internet performance art [68]
• Reflecting artist experiences [69]
• Questioning music, creative process and self-experience [70]
• Sculpture art [71]

10 ftp://musart.dist.unige.it/Pub/Publications/2004/AISB04-Gesture.pdf
11 www.bris.ac.uk/Twi-aysi
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method and apparatus to explore AR beyond solely auditory feedback and wired
sensing devices and to include gesture control of Virtual Reality and games.12

The success of the i3 future probe resulted in a European project titled
CAREHERE13 (Creating Aesthetic Resonant Environments for Handicapped,
Elderly, and Rehabilitation). Project partners defined AR as: ‘‘an environment
giving patients a visual and acoustic feedback depending on a qualitative analysis
of their (full-body) movement, in order to evoke ludic aspects (and consequently
introduce emotional-motivational elements)’’ (p. 26914). The ludic aspect that is
referred to here was researched further within a body of work titled ‘‘Ludic
Engagement Designs for All (LEDA)’’ resulting in an international conference e.g.
[30–32]. Legacy to the original work is evident here, as is Ellis’ (2004) subtle text
reformulation suggesting acknowledgement of Aesthetic Resonance in Sound-
Scapes occurring beyond solely auditory feedback stimulus and beyond solely
participants with profound and multiple learning difficulties as in his earlier def-
inition related to his Sound Therapy research. SoundScapes has evolved to form
the movements ‘‘ArtAbilitation’’ and ‘‘GameAbilitation’’ where a wide selection
of digital media content is matched to sensing means and a participant profile so
that adaptive Aesthetic Resonant Virtual Interactive Spaces (VIS) evolve. Within
this framework Aesthetic Resonance—the participant’s representation of an ‘inner
quality’ comprising self-agency, awareness of causality, flow, ludic engagement,
from successful matching of affordances and related environment/interaction
attributes. This referred to ‘inner quality’ is introduced in the next section, which
then presents the association to beliefs in neural correlates potentiated via this
concept.

16.4.5.1 Contextual Framework

‘Aesthetic’ derives from the Greek ‘aisthesthai’, to ‘perceive’. In this research it
refers to a participant’s external representation of what is internally perceived as
pleasurable. This is speculated to be where the inter-subjective interactions
between human and mediating technology/digital media result in an intra-sub-
jective stimulation such that the participant’s afferent efferent neural feedback loop
is closed as the participant immerses into the action. Links to Presence are reported
[33].

The externalization of the perceived experience is an intuitive response to the
interactions. It signifies a ‘communication’, a linkage, to an innate ‘inner quality’
that has relationship to self-achievement, self-empowerment and self-agency. This
complex communication is mediated by the created environment, adaptively
designed to aesthetically please as an interactive system, with its profile-matched-

12 An example video is at www.youtube.com/watch?v=m5-I9NHPt2I.
13 www.bristol.ac.uk/carehere
14 ftp://musart.dist.unige.it/Pub/Publications/2004/AISB04-Gesture.pdf
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affordances interfaced to a proficient facilitator who conducts the intervention
session. The session experience as much as possible is ‘participant-driven’—and a
video/sensor-based data-rich archiving system for observing human performance
behavior responses according to digital media content responses. In this way, the
human performance plasticity (including physiological system attributes of brain,
CNS, motoric, sensing …) and the digital media plasticity are inter-related.
Through an understanding of this inter-related plasticity AR can be considered
directly linked to neural correlates and thus to NeuroAesthetic Resonance [34].

In SoundScapes, ‘Resonance’ refers to the above-mentioned ‘inner quality’
resulting from the interactive system-mediated experience. This known quality of
the human system refers to how it responds during the observation of an action
resulting in ‘inner-mirroring’. This is where higher order motor action plans are
coded so that an internal copying of the interactions is not repeated but is, rather,
used as the basis for the next motivated action [35]. Related work is that of [36]
who presented a case for how mirror neurons and imitation learning are the driving
force behind ‘‘the great leap forward’’ in human evolution; and the subsequent
reports by [36] where action representation in mirror neurons is presented; [37]
considering audiovisual mirror neurons and action recognition; and the [35]
chapter discussing mirror neurons and imitation in relation to development and
resonance attributes and the hypothesis that there is a very general, evolutionary
ancient mechanism, referred to as a ‘‘resonance’’ mechanism, through which
pictorial descriptions of motor behaviors are matched directly on the observer’s
motor ‘‘representations’’ of the same behaviors mirrored internally. According to
Rizzolatti et al. [35], the resonance mechanism is a fundamental mechanism at the
basis of inter-individual relations including some behaviors commonly described
under the heading of ‘‘imitation.’’ In line with this argument, the evolution of one-
to-one scale digital media mirroring in SoundScapes is built upon the author’s
applied research as facilitator where imitation was successful as an intervention
approach in rehabilitation with ICT. The mirroring with adaptive digital media—in
the form of multimedia, Virtual Reality, Art, Games…, resulted in the author’s
hypothesis on how digital media plasticity that can be matched to a user profile to
affect human performance plasticity, offers great potentials in and beyond the
rehabilitation that is the focus of the research to date.

To bring into context, the ‘observed action’ described above in SoundScapes
moved from a facilitator interaction as imitation to a mirroring via digital media not
anymore of a specific motor action as in manual imitation but a mirroring whereby a
continuum from abstract to figurative can be adjusted. It is rather the participant
observation of the reaction of the feedback content to the controlling motor action,
i.e. his or her primary action, which then acts as stimulus for the subsequent
‘system-generated’ motor action. Aesthetic Resonance is thus directly associated to
afferent-efferent neural feedback loop closure, which is tentatively suggested as a
reason why interactive multimedia is effective with disabled people as reported in
e.g. [38, 39]. Evaluation of the use of the system (apparatus and method) is thus
primarily (and typically) via the participant’s body movement/motivated actions,
including those involved in the interactive control of the multimedia, alongside
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verbal utterances, facial expressions, and other non-verbal behavior/communica-
tion—all which can be sourced as input to the system and analyzed for behavior
patterns and traits linked to the stimuli—see patent detail [24].

Further evolution of this rich VIS data environment is how amassed information
can result from the interactions, which in turn can be filtered to inform a system-
embedded/integrated intelligent agent (e.g. Dynamic Difficulty Adjustment DDA)
such that the system automatically responds to situations that are too difficult for
the participant so that a motivated engagement is promoted [21]. However, this is
not the core of this chapter so therefore not elaborated further.

Concluding this section, Aesthetic Resonance is therefore posited as a com-
plement to Neuroaesthetics in order to develop the concept of NeuroAesthetic
Resonance where the representation of the ‘inner quality’ and resonance mecha-
nism of the human experience is motivated by the tailored interaction that achieves
for example, Flow [17], self-agency, and ludic engagement. Contributing to a
grounding of this argument, Sect. 16.4.6 presents Neuroaesthetics.

16.4.6 Neuroaesthetics/Neuroesthetics

Neuroesthetics (or neuroaesthetics) is a relatively recent sub-discipline of empirical aes-
thetics. Empirical aesthetics takes a scientific approach to the study of aesthetic perceptions
of art and music. Neuroesthetics received its formal definition in 2002 as the scientific study
of the neural bases for the contemplation and creation of a work of art. [40].

It is not the purpose of this chapter to introduce Neuroaesthetics in detail as
there is a readily growing body of publications. The advances in brain imaging
technologies e.g. magnetic resonance imaging (fMRI), magneto encephalography
(MEG), and positron emission tomography (PET), increasingly enable analyse of
human responses to experiencing stimuli. Such analysis can greatly assist the
design of adaptive virtual environments where selection of input and display
apparatus is flexibly mixed and matched to content according to the participant
profile and responses. In other words, through understanding inner human reaction,
design improvements to the ‘system of empowerment’ can be made. SoundScapes’
conceptual framework is focused around offering a variety of means to stimulate
alternative channels of Neuroplasticity such that typical association between
afferent sensing and the person’s movement is diverted around damaged areas of
the brain. So for example auditory feedback triggered via side-to-side movement
gives a feedback sense of balance and body proprioception that can assist when
such sensitizing in the brain is damaged.

The potentiating of alternative synaptic pathways in this way achieves asso-
ciations that are conceptualised to evolve to thus contribute to the person’s
improved functionality via brain plasticity (alternative sensitizing/channelling).
Over time, the challenge (externally i.e. sensing parameters and mapped content)
is incremented according to the motion learning (kinetic chain action-responses) to
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maintain and optimize the motivation. In this way, the state of Flow is targeted
such that any conscious limitations maybe subdued through the interaction
evoking an experience that is highly stimulating in many ways. Neuroplasticity is
used in this case to refer to the ability of the brain and nervous system to change
structurally and functionally as a result of input from the environment [41]. This
capacity can be at various levels, ranging from cellular changes involved in
learning, to large-scale changes involved in cortical remapping in response to
injury.

The most widely recognized forms of plasticity are learning, memory, and
recovery from brain damage.15 Participants with impairments in line with these
attributes are the main foci of designing the interactive environments, otherwise
referred to as Virtual Interactive Space (VIS) as outlined earlier in this document.

Contemporary artists challenge traditional ontology through dematerialization
of the object, by not being fixated on a medium, and through not seeking to
produce objects of aesthetic interest. This, as artistic value, can sometimes reside
in something other than its physical appearance, with which one must be in direct
perceptual contact to appreciate its specific aesthetic value [42]. For further on this
direct human experience of the phenomenon, see Acquaintance Principle and
related [43–49].

The next sections relate art and aesthetics to the SoundScapes Virtual Inter-
active Space (VIS) via introducing Neuroaesthetic Resonance as a development
from Aesthetic Resonance and Neuroaesthetics.

16.4.6.1 Evolution of Neuroaesthetic Resonance

Aesthetics is much broader than the field of the arts,16 however, confusingly;
traditional art theories (and non-questioning theorists) try to give ‘necessary and
sufficient conditions’ before labelling a piece of work as art or assigning aesthetic
value [50]. Evolving from the author’s prior empirical work investigating Aes-
thetic Resonance and Aesthetic Resonant Environments introduced prior in this
document within the context of SoundScapes, ArtAbilitation, GameAbilitation and
Ludic Engagement Designs for All (LEDA), is an exploration of the underlying
conditions that contribute to aesthetic experience, as well as aesthetic behaviors,
using scientific methods applied within a socio-cultural real-world context. Thus, a
participant’s capacity to express/articulate aesthetic judgments, create, and to
receive/respond to aesthetic stimuli are assessed as related performance condi-
tions. This directly relates to the neural correlates of how direct and immediate
interactions with adaptive digital media (i.e. its’ plasticity) can influence and result
in positive human performance as plasticity outcomes. This is especially needed
when creating alternative rehabilitation to supplement traditional where mirroring,

15 http://www.science-of-aesthetics.org
16 http://www.science-of-aesthetics.org
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creative expression, gameplay, and imitation is used in the contemporary
intervention.

Grounding this argument is how Expression Theory evolved during the
Romanticism movement of the nineteenth century to challenge the prior ‘imitation
theory’ by moving from the objective oriented outer world to a subject oriented inner
perception of the mind. This is fitting as the concept focused on thoughts and ideas,
feelings, and cognitive faculties to evoke the human audience’s emotions. Thus,
through this focus on the subjective mind, the ‘expression theory’ is said by its
advocates to be inclusive of both the artist and the audience, with innate power
enabling an articulation of the communicative and educative power of the mind [50].

Other aesthetic theories, such as attributed to Collingwood and previously
Croce [51], similarly relate the mind and its function, expression of emotions, and
intuition. Additionally, Collingwood’s theory posited that artworks act as a vehicle
for people’s learning, thus, the artist becomes an educator and the artwork
becomes some kind of educational vehicle. In context to this body of work, the
terms ‘artist’ and ‘audience’, ‘learning’ and ‘educator’ can be interpreted as
applying to different entities as outlined in the SoundScapes body of research.
Related to this are how the rules of user interface design similarly consider such
aesthetic related to ability and human performance [52].

Reflecting these points is that innate to ‘Contemporary Art Theory’ is a
departure from the traditional elements of artist, artwork, audience, and ‘art world’
institutions and instead are tensions between normalcy, i.e. being within certain
limits that define the range of normal functioning, and creativity. Thus, as well as
presenting how a cloud-based initiative can be seen as disruptive innovation, this
chapter also wishes to provoke critical and reflective peer discussions on how the
dynamic ‘inner quality’ of a human is beyond a passive appreciation of a static
painting that is commonly associated to Neuroesthetics. The intended provocation
needs to be understood in the positive manner prescribed as to question what is
happening so that future contributions may utilise the outcomes to contribute to
making a new generation of art that targets direct and immediate cognitive
appreciation, conflict or questioning in line with this author’s attempts. In this
respect, by SoundScapes targeting those who are most marginalised and where it is
often evident that there is an increased intensity of sensitivity, an inner learning is
targeted for the participant achieved from the fun experience indicated via aes-
thetic resonance indices aligned with engagement, immersion and presence
aspects.

In this way, aesthetic values can be questioned alongside neural correlates of
human performance and responses to self as creator where ICT empowers par-
ticipation and progress in healthcare and rehabilitation.

The work is underlined by a broader interpretation of what art is (as presented
earlier in the chapter) contradicting opinion of those not having acquaintance to
qualify judging the assigned aesthetic value. Interpretation, understanding and
meaning of this specific contemporary art form is associated to hermeneutics.
Hermeneutics is a (whole/part) method of analytical questioning, in this case via
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(and of) an emergent model [22] the perspective of Virtual Interactive Space (VIS:
[6]), which was initially described in ‘Science Links Japan: Gateway to Japan’s
Scientific and Technical Information’ as:

The VIS system was developed to research whether multimedia feedback through
movement in virtual interactive spaces is capable of enhancing current methods of
rehabilitation therapy. Multidimensional Infrared light and linear ultrasonic sources create
the invisible interactive spaces that are capable of translating natural 3D movement into
digital information that is mappable within a computer system to give the desired mul-
timedia feedback via a digital interface. Interactive programs for each participant are
designed depending on the facility and the therapists’ desired goal for the treatment.
Physically limited participants are trained to explore the interactive space and to focus on
the multimedia element(s), for example, sounds, robotics, and/or images, which are
directly manipulated as a result of movement. The zones are programmable to give results
up to twelve meters from the source therefore allowing close (fine) and distant (gross)
exercises for movement analysis. Neglect, co-ordination and balance training were pro-
grammed for brain-damaged participants, while stress-relieving exercises were pro-
grammed for Profound and Multiple Learning Disabled (PMLD), Cerebral Palsy, Down
syndrome, and similar participants. Both groups and therapists showed an enthusiastic
response to using the system with an accelerated learning curve over traditional methods
achieved. Participants were able to measure their own progress through the feedback of
sounds or images within a specific program. It was also observed that certain groups
experienced reduced spasm attacks and stress related disorders as a result of the use of the
virtual interactive space over traditional input devices. The virtual interactive space (VIS)
is a non-intimidating interface that gives immediate results to both therapist and user and
provides foundation for further research and development. [6].

The 1999 article [6] reported the author’s prior research at the Centre for
Recovery of Brain Injury (CRBI), Copenhagen University, Denmark and was
published in the Proceedings of the World Congress for Physical Therapy when
hosted in Yokohama, Japan. The article informs of how VIS enables direct and
immediate human experiences open for analysis. In this case in creating an
alternative rehabilitation strategy model realized as a communication method and
apparatus patent from 2000. Subsequent resulting commercial product was real-
ized via the Personics Company, which was established as a direct result from the
research. The company was funded through the Humanics and CAREHERE
projects that resulted from the author’s research. Thus, the foundation for further
research and development directly applied.

16.4.7 Games, Interactive Technology, and ‘Alternative’
Environments in Healthcare

Increased adoption of ICT in the form of games, interactive technology, and
virtual reality ‘alternative’ environments is evident in rehabilitation, healthcare
and therapy [53]. Hence activities of play and creativity are prevalent. Each
instance of treatment requires an individual patient profile to enable optimal
addressing of individual differences. From the design side theoretically related
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constructs need to be assessed especially immersion, presence, and flow related to
the patient’s session experience. The selected system, intervention, and physical
set-up need to ‘‘fit’’ the patient and the targeted goal(s) from the session/program.
Ideally adaptive potentials are designed into the designed intervention construct.
Games that include an alternative (virtual) reality that embodies gameplay that is
structured and defined are used to supplement traditional methods. Alternatively,
and used complimentary to the games, creative (art) expression where a patient is
empowered to make music, digitally paint or control robots in an open, improvised
and abstract manner is empowered.

One attraction of contemporary games and creative expression using the latest
hardware is the magic of interactive technology using touch or gesture-control—
with devices often referred to as Natural User Interfaces or Perceptual Controllers
e.g. [54]. A benefit in healthcare and rehabilitation is the cost-to-benefit factor and
the mobility potentials for the patient to take a system home to self-train with
family support. This strategy is detailed previously in this chapter regarding the
author’s Humanics project—with acquired brain injured patients. Under this sce-
nario, observations and evaluations of patient session-activity assists diagnosis and
therapeutic processes and can hint at system refinements as well as clinical
intervention decisions and directed home training. Data that enables the system to
operate/respond, both human and technical, triangulates to offer quantitative
assessment to correlate to the qualitative observations. Measured progress is thus
attainable.

What is clear is that to design an optimal interaction (game, creative expression,
etc.,) for use in healthcare one must consider all aspects of user experience—thus
as well as for gameplay, one should not ignore other aspects of the experience
presence, engagement, immersion, affordances, agency, play, etc. Equally
important is the means of presenting the multimedia content e.g. visual (screen
size), auditory (sound system), etc.—as well as the situation and the intervention
framework. It is complex and how to do this is the challenge. Addition challenges
are how to evaluate systematically and consistently with validity and reliability,
sensitivity, robustness, non-intrusiveness, and convenience due to the multi-
dimensionality construct involving psychological processes. Confounding this are
the different definitions and many researchers questioning what presence is and
how to measure it. Examples are elaborated in the next section.

16.4.8 Presence

Minsky [55] is credited with coining the term Presence having derived it from his
Telepresence concept, which described a participant’s sense of being physically
present at a remote location where they interact with a system’s human interface.
Sheridan’s [56] conception of Presence argues it is ‘‘closely related to the phe-
nomenon of distal attribution or externalization, which refers to the referencing of
our perceptions to an external space beyond the limits of the sensory organs
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themselves.’’ He posited that when ‘‘perception is mediated by a communication
technology, one is forced to perceive two separate environments simultaneously’’,
thus one experiences a physical presence in the natural environment and a virtual
Telepresence in the computer-generated environment. Since then there have been
numerous definitions elaborated including the concept’s innate aspects such as
social presence, spatial presence etc., e.g. [57, 58].

Advances in contemporary technologies have more than ever enabled a sub-
jective experience of presence at a computer-generated distant locale while being
situated locally in a physical space—in other words a sense of ‘‘being present’’ in
the computer-generated virtual (or synthetic) situation [59–61]. Reviews of mea-
surement questioning various dimensions of and phenomena related to presence
and immersion have been compiled e.g. [62–64]. Reflecting presence and asso-
ciated complexities innate to human experience of virtual situations are explor-
ative studies such as Presenccia - an Integrated Project funded under the European
Sixth Framework Program, Future and Emerging Technologies (FET), Contract
Number 27731 (http://www.presenccia.org).

Objective measures include physiological variables, i.e. biofeedback—e.g.
heart rate (ECG), GSR (galvanic skin response aka skin conductance response),
brainwave activity (EEG), respiration rate and peripheral skin temperature.
However, variance in lag between the differing responses to stimuli is problematic
as is the fact that interaction within a computer-generated situation can affect in
itself regards arousal and emotion and positive/negative feelings. Inherent sub-
jective and objective attributes of ‘‘measurement’’ contribute to this complex
challenge as outlined [65].

Serious games and the next-generation means of experiencing the games such
that immersive engagement (presence, flow, aesthetic resonance etc.) is achieved
in alternative realities where advanced, alternative and expended ‘play therapy’ (or
rather gameplay therapy) beyond current methods is the intervention. In context,
the ‘next-generation means’ refers to new affordable hardware that, more than
ever, offers an increased experience of ‘Place Illusion and Plausibility’ [66]. This
next-generation of affordable hardware is building a creative culture through
communities of developers that are sharing rather than protecting. Reflecting this
is how the move from the industrial age to the information age has fostered a
catalyst in the form of the Digital Revolution. Associated to how non-contextual
systems are now used in the field of healthcare and rehabilitation, there is evidence
of a growing community culture of entrepreneurs that are creating products that
the author considers contributing to future Disruptive Innovation in this field.
Linked with this is the use of Online resources to gain investments to realize their
vision without sacrificing shareholding or control (e.g. Kickstarter17). Such strat-
egies will likely in the future develop ICT that will enable the patient to remain

17 http://www.kickstarter.com/
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home instead of needing to attend hospital or clinic for treatment as in the Hu-
manics scenario. More recently this policy of patient empowerment has been
aligned with demographics of aged, related care service providers and available
resources (e.g. hospital beds)—see for example the large multi-funded Danish
coordinated project ‘‘Patient@Home’’18 whose leadership had knowledge of
SoundScapes and the Humanics project.

16.5 Conclusions

The chapter posits how cloud-based resources can act as a disruptive innovation in
healthcare and rehabilitation. The position is argued by exemplifying via the
author’s mature body of research coined as SoundScapes and bringing in some of
the complex entities that need to be considered when dealing with humans and
ICT. Reflecting on SoundScapes initiatives within the field at the turn of the
century it can be concluded that the timing is now right for the incremental move
to realize robust tele-health and tele-rehabilitation solutions that include alterna-
tive strategies to supplement traditional intervention via a cloud-based product.
The healthcare sector is now ready unlike in 2000. However, insight to weaknesses
of the concept still needs to be addressed regarding use of the technology as staff
expectations of competence need aligning with each company’s investment in their
training. Thus, SoundScapes has evolved to be a training and consultation hub
rather than a hardware product inventor, manufacturer and producer/retailer as in
the past. The vision is to be a contributor to the cloud-based resource through
accredited and licensed training franchises and consulting use of ICT across the
healthcare and rehabilitation fields.

The Cloud-based convergent infrastructure proposed is envisioned as a repos-
itory, a centralized hub of resources and an optimized communication network.
For example, included would be e-learning and training courses; a secure and
accessible taxonomy of global and local research archives including recommen-
dation engine support—to technology/products/peers and their results/apps and
presets; optimization of shared patient data (local/distant), and more. Gatekeepers
would ensure secure access to professional subscribers. In line with this, alignment
to the National Institute of Standards and Technology’s defined ‘‘five essential
characteristics’’ of On-demand self-service; Broad network access; Resource
pooling; Rapid elasticity; and Measured service would prove a first step toward the
envisioned disruptive innovation.

18 http://patientathome.dk/
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Glossary

Adaptive architecture Buildings that can change their properties to adapt to
different environments or users

ADHD Attention Deficit Hyperactive Disorder—A behavioural condition that
makes focusing on everyday requests and routine challenging

ADL Activities of Daily Living

Animated architecture Buildings that can change their properties in real time
according to input from users or the surrounding environment

Artificial intelligence Artificial Intelligence—the study and design of intelligent
systems (agents) able to achieve goals through intelligent behaviour

AS Algorithmic Strategy—a combination of elementary functions needed to
express behaviour

Assistive music-technology Where assistive technology refers to technology that
is designed to enable a user to engage with activities that might ordinarily be
challenging due to individual needs, assistive music-technology refers to those
assistive technologies that are focused on music making

Bubble-tube A common sensory device—essentially a tall cylinder of water with
a stream of air bubbles rising from the bottom. Bubble-tubes are often equipped
with coloured lighting

CP Cerebral Palsy

DIY/hacker musician Someone who adapts and reconfigures audio-technologies
to create new and unusual sound-generators/instruments

DJ An abbreviation for Disc Jockey. Originally referring to the person who would
select and play the music at a disco, the term has more recently broadened to
included elements of music performance where the DJ will mix, adapt and
create music within a live environment

DMI Digital musical instrument
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Ecological validity To establish the ecological validity of a neuropsychological
measure, the neuropsychologist focuses upon demonstrations of either (or
both) verisimilitude and veridicality. By verisimilitude, ecological validity
researchers are emphasizing the need for the data collection method to be
similar to real life tasks in an open environment. For the neuropsychological
measure to demonstrate veridicality, the test results should reflect and predict
real world phenomena

EEG Electroencephalography—recording of electrical activity in neurons in
cortex through electrodes placed on the scalp

Experience-based plasticity The ability of the nervous system to respond to
intrinsic or extrinsic stimuli through a reorganization of its internal structure

Fibromyalgia A long term condition characterized by chronic widespread pain
throughout the body. The pain is allodynic (a heightened and painful response
to pressure). The condition also often includes a range of other symptoms and
as a result is often referred to as Fibromyalgia Syndrome

fMRI Functional Magnetic Resonance Imaging is a technique that detects
increased blood flow in regions of the brain, the increase in which is associated
with increased neural activity

fMRI Functional Magnetic Resonance Imaging. A brain imaging technique used
to depict brain activity by measuring metabolism in the brain

Frontostriatal system The frontalstriatal system is responsible for executive
functions and supervisory attentional processing. In neurodevelopmental dis-
orders that disrupt executive functioning, a heterogeneous pattern of deficits
emerges, including: impulsivity, inhibition, distractibility, perseveration,
decreased initiative, and social deficits. These cognitive symptoms are char-
acteristic of pervasive developmental disorders such as attention-deficit
hyperactivity disorder and autism

GSR Galvanic Skin Response involves the analysis of the skin conductivity which
provides an indication of psychological or physiological arousal. Changes in the
skins moisture level resulting from sweat glands are controlled by the sympa-
thetic nervous system, as a result of this GSR can provide a rapid indication of a
subjects stress levels

Haptic Relating to active tactile-interaction of the kind that might exist within a
human computer interface

HMD A Head Mounted Display is a display system worn on the head that pre-
sents views to one or both eyes. In Immersive Virtual Reality this is both eyes,
often using stereoscopic displays to create the illusion of depth through the use
of parallax. Other HMD systems exist that present ‘augmented reality where
views of the real and virtual worlds are combined
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Infinity tunnel A sensory device that uses a combination of LEDs and mirrors to
create an illusion of a never ending tunnel of lights

Intelligent architecture Like animated architecture. But it also has a set or short
and/or long term goals that it bases its actions on

Intensive interaction As defined by the Intensive Interaction Institute, ‘‘Intensive
interaction is an approach to teaching the pre-speech fundamentals of com-
munication to children and adults who have severe learning difficulties and/or
autism and who are still at an early stage of communication development’’

Inverse kinematics A mathematical system used to calculate the position of
various joints and limbs relative to the position of a particular part of a ‘body’;
such techniques allow animators to move the hand of a 3D human model to a
desired position and orientation and following this an algorithm selects the
appropriate angles and positions for the wrist. elbow, and shoulder joints

IVE Immersive virtual environments. Environments that immerse their users in
virtual simulations

IVR Immersive Virtual Reality—this can take a number of forms including single
user and multi user systems; however in each instance rather than an image
being presented on a screen as a window upon another world users occupy the
virtual world either through the projection of that world onto surfaces sur-
rounding the viewer (such as CAVES) or by a user wearing technology such as
a Head Mounted Display

Life like architecture Buildings that can change their properties in real time
according to input from users or the surrounding environment. similar to a
living organism

Light wheel Originally made for early discotheques, a light wheel uses a rotating
disc of coloured lighting gels to project constantly changing patterns onto a
suitable surface e.g. a white wall

MSE Multisensory environment

Neglect An attention deficit characterized by an inability to respond to or orient
towards objects in the contralesional space which cannot be attributed to visual
impairments

Neuropsychological assessment A neuropsychological assessment typically
evaluates multiple areas of cognitive and affective functioning. In addition to
measures of intelligence and achievement, it examines a number of areas of
functioning that also have an impact on performance in activities of daily living

PAT Prism Adaptation Therapy—a therapy for patients suffering from the
impairment neglect. The patient is exposed to prism-induced distortion of visual
input during pointing activity
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Perimetry Tests designed to measure the function of the visual field of the eye
excluding the central field of vision (Fovea)

PMLD Profound and multiple learning difficulties

PTSD Post Traumatic Stress Syndrome—a psychological reaction that occurs
after experiencing a highly stressing event out-side the range of normal human
experience and that is usually characterized by depression, anxiety, flashbacks,
recurrent nightmares, and avoidance of reminders of the event

PVC Polyvinyl chloride—a commonly produced type of plastic that is available
in both exible and rigid forms

Rebound room An area designed to accommodate rebound therapy which typi-
cally includes a sunken trampoline surrounded by soft-furnishings

REF Reorganization of Elementary Functions—a model of the possible mecha-
nisms behind recovery of function in reha-bilitation

Repurposed technology A term used to describe technology that is being used in
a way that it was not originally designed e.g. a gaming controller being used
within an electronic musical instrument

Resonance board A at wooden board that amplifies sounds as someone explores
the surface with their hands e.g. scratching, tapping

Responsive space Space that has similar qualities to animated architecture

Sensory space A generic term of reference for an area that is designated for
sensory activities, also described as a multisensory envirnoment

SNE Special needs education

Snoezelen Commercial realisation of the sensory room as originally conceived by
Hulsegge and Verheul

Soundbeam A non-contact approach to triggering and manipulating sound using
one or more ultrasound beams. Originally created to enable dancers to produce
sound based on their own movements, Soundbeam is an item of assistive music
technology that is commonly found in special needs schools in the UK

VBI Vision-Based Interfaces

Velcro Registered trade name of main manufacturer of hook-and-loop fastener as
used for rapid fastening

Visuomotor Eye-to-hand activity and coordination

Virtual human Virtual humans consist of artificially intelligent graphically ren-
dered characters that have realistic appearances, can think and act like humans,
and can express themselves both verbally and non-verbally. Additionally, these
virtual humans can listen and understand natural language and see or track
limited user interactions with speech or vision systems
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Virtual reality An advanced form of human–computer interaction, in which users
are immersed in an interactive and ecologically valid virtual environment

VJ An abbreviation for Video Jockey, someone who creatively mixes, adapts and
controls video projections in a live performance environment

VR Virtual Reality

VR Virtual reality

Wand An interface device used in virtual environments that allows the tracking of
the wand device in space. The wand has a series of but-tons that are used to
trigger interactions, akin to a mouse that can be tracked in the third dimension
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