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Preface

The present book includes extended and revised versions of a set of selected
papers from the 7thInternational Conference on Software Paradigm Trends -
ICSOFT 2012. The conference was held in Rome, Italy, and sponsored by the
Institute for Systems and Technologies of Information, Control and Communi-
cation (INSTICC).

The purpose of ICSOFT 2012 was to bring together researchers and prac-
titioners interested in information technology and software development. This
seventh edition had four tracks focusing on the four main paradigms that have
been intensively studied during the last decade for software and system de-
sign, namely: models, aspects, services, and context. These four paradigms will
drive the design and development of future software systems encompassing a
large number of research topics and applications: from programming issues to
the more abstract theoretical aspects of software engineering; from models and
services to the most complex management information systems; distributed sys-
tems, ubiquity, data interoperability; context understanding and many other
topics included in the scope of ICSOFT.

ICSOFT 2012 received 127 paper submissions from 41 countries. To evaluate
each submission, a double-blind paper evaluation method was used: each paper
was reviewed by at least two internationally known experts from the ICSOFT
ProgramCommittee. Only 14 papers were selected to be published and presented
as full papers, i.e., completed work (10 pages in proceedings / 30-minute oral
presentation). Additionally, 41 papers were accepted as short papers (6 pages
/ 20-minute oral presentation) - for a total of 55 oral presentations – and 15
papers as posters. The full-paper acceptance ratio was thus 11%, while the total
oral paper acceptance ratio was 43.3%.

The quality of the papers herewith presented stems directly from a successful
and solid conference, which would not have been possible but for the dedicated
effort of a complex organizing structure, from the steering and scientific commit-
tees to the INSTICC team responsible for handling all secretariat and logistical
details. A word of appreciation is also due to the conference keynote speakers and
to the many authors and attendants who gave us the honor of helping present
their ideas and hard work to the scientific community.

We hope that you will find these papers interesting and consider them a help-
ful reference in the future when addressing any of the research areas mentioned
above.

September 2013 José Cordeiro
Slimane Hammoudi

Marten van Sinderen



Organization

Conference Chair
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Data, Context, Situation: On the Usefulness of Semantic
Layers for Designing Context-Aware Systems

Daniela Nicklas and Nils Koppaetzky

Carl von Ossietzky Universität Oldenburg, Department of Computing Science
26111 Oldenburg, Germany
dnicklas@acm.org,

nils.koppaetzky@uni-oldenburg.de

Abstract. Context-aware applications adapt their behavior according to the cur-
rent situation of their user or their (often physical) environment. This adaptation
could be the change of the user interface, the performance of actions (like sending
messages or triggering actuators), or the change of used resources (like network
bandwidth or processing power). To determine relevant situations, many hetero-
geneous data sources could be used, ranging from sensor data over mined patterns
in files to explicit user input. Since most sensors are not perfect, context quality
has to be considered. And since many context-aware applications are mobile, the
set of data sources might change during runtime. All this issues make context
management and reasoning, and the development of correct adaptations within
context-aware applications a challenging task. This paper is based on a keynote
given at ICSOFT 2012 that introduces a layered model to separate different tasks
and concerns in designing data models for context-aware applications. It shows
how existing works map to this layered model, and how the model can help in
designing context aware applications that are better to maintain and safer to use.

Keywords: Context-aware applications, Situational awareness.

1 Introduction

Many applications adapt their behavior according to their situation: navigation systems
that change the proposed routing based on current traffic information, enhanced coffee
mugs detect spontaneous coffee breaks and inform the other colleagues, or, more seri-
ously, mobile context-aware business processes support workers in the field by up-to-
date environmental information, to name a few. The design of this class of applications
is difficult since the behavior depends on changing situations that have to be derived
from lower level context information (e.g., sensor data), or given by the user. A com-
monly used context definition by A. Dey [1] states that context is “any information that
can be used to characterize the situation of entities”. This shows the great variety of
context information.

In the domain of software engineering, other notions of context have emerged. Some
work takes the context of a software developer into account that occurs during program-
ming [2, 3]. Obviously, this is fundamentally different from the context of the developed
application’s user. However, tools and systems for programmers that adapt their behav-
ior according to the software developer’s context are again context-aware applications.

J. Cordeiro, S. Hammoudi, and M. van Sinderen (Eds.): ICSOFT 2012, CCIS 411, pp. 3–18, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



4 D. Nicklas and N. Koppaetzky

In this contribution, we highlight the challenges that arise when dealing with the
development of context-aware applications. This not only means that the context of the
application has to be considered during requirement analysis and design, but also that
the deployed application has to be aware of its context and adapts to it. Thus, it needs
means to detect relevant context parameters (e.g., a smart phone application that gets
the location of the user by a GPS sensor), needs to decide whether a relevant context
change has happened, which often requires additional knowledge (e.g., the user entered
the factory premises), and then performs the adaptation (e.g., switching from a private
account to a business account, or displaying relevant work tasks that could be only done
here).

Early work on software engineering for context aware applications already motivates
the need for new techniques and architectures when dealing with context-aware applica-
tions. A first challenge arises from the processing of sensor data. Due to the heterogeneity
of sensor technologies and sensor data protocols, this task should be decoupled from the
application logic. Within the context toolkit [4], so-called context widgets hide the gath-
ering of the sensor data and provide a first abstraction for the application. However, this
is only a first solution for the tasks of a context-aware application. When sensor data is
gathered and interpreted as a relevant context parameter, it has to be combined with other
knowledge to determine if a relevant context change had happened. The representation
of this knowledge is typically referred as the context model. While in early applications,
this model remained informal or part of the application logic itself, soon researchers
found that it should be modeled separately, in a formally defined way, to ease the cor-
rect definition of relevant context parameters, the development and the maintenance of
the resulting application [5]. From this on, a multitude of context modeling techniques
have been developed, since a good context information modeling formalism reduces the
complexity of context-aware applications and improves their maintainability and evolv-
ability. In addition, since gathering, evaluating and maintaining context information is
expensive, re-use and sharing of context information between context-aware applica-
tions should be considered from the beginning. The existence of well-designed context
information models eases the development and deployment of future applications [6].
This also helps in developing model-based middleware systems and frameworks for
context-aware applications, and context management platforms [7–10].

The remainder of this paper is structured as follows: we first introduce two applica-
tions that act as examples for complex context-aware applications throughout the paper
in Section 2. We illustrate common challenges in Section 3. In Section 4 we introduce
the layered system model and the anatomy of context-aware applications. Finally, we
show how the design of the sample applications can benefit from this system model in
Section 5 and conclude in Section 6.

2 Sample Applications

In this section, we introduce two sample applications that depend on live context in-
formation. One is a machine maintenance process within a smart factory that provides
condition based monitoring and maintenance, and the other is a flexible assistant system
that should make maritime offshore operations safer. We derive common challenges and
tasks for the design of such applications in Section 3.
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2.1 Smart Factory Maintenance Process

In [11], a machine maintenance scenario with in a so-called smart factory is described.
Sensors monitor the state of all machine tools used in a company, and the maintenance
process should make sure that these tools are replaced before their attrition limits are
exceeded and they are worn out. If they are not replaced in time, machine failures can
occur, which can be very costly because they can cause a production breakdown. In
the machine maintenance process, sensors in machines measure the attrition of the in-
stalled tools. This context data about the tools is managed in a context model, and a
smart workflow is started to arrange the replacement of worn out tools based on context
events. As we can see in Figure 1, the introduction of this context model decouples the
application – here modeled and executed by a smart workflow – from the actual sensors
and their heterogeneity. It provides higher-level information and notifies the application
about relevant context changes.
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Fig. 1. Smart workflows: Incorporate context information into workflow technology [11]

2.2 Safe Offshore Operations

The other sample application is an assistance system for offshore operations. Offshore
operations, like construction or maintenance of wind power plants, are due to their com-
plexity and their hard environmental conditions risky and prone to accidents. Within the
project Safe Offshore Operation (SOOP) [12] we develop tools and methods for risk
analysis, human behavior modeling, operation planning [13], training, situation recog-
nition, and sensor technology [14] to support crews and carriers during planning and
undertaking these operations. One goal of SOOP is to increase the safety of these oper-
ations by observing the status of safety relevant entities with a context aware assistant
system. It supports the crew by displaying an overview of the situation and triggering
warnings when critical situations occur.

Figure 2 shows the planned architecture of the assistance system. The relevant con-
text covers the state of people (e.g., location of crew members), the environment (e.g.,
wind and weather), machines (e.g., a heavy-lift crane) and the infrastructure itself
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(e.g., communication network or sensor systems). These parameters are observed using
a sensor network on-board of the ship. Within the assistance system, a configurable sit-
uation recognition component determines whether a relevant context change happens
and communicates this as warnings and aggregations. To configure the situation recog-
nition, the relevant combinations of context parameters are represented in so-called
situation models. As we see later, the proposed semantic levels help in designing such
a system in a flexible and maintainable way.

Sensor Network 

Offshore Operation Assistance System 

Situation Recognition 

People Environment Machines Infrastructure 

Situation 
models 

Sensor Data 

User Interface 

Warnings, Aggregations 

Fig. 2. Architecture of Offshore Operation Assistance System

One example for such an offshore operation is a cargo loading operation. When
lifting large or heavy loads, the crane operator is supported by a lift supervisor, who
observes the loading procedure from the cargo deck and communicates with the crane
operator. During the operation, the assistant system should warn, e.g., when a person is
to close to the lifted cargo or under it, or when the lift supervisor does not keep sufficient
distance to the cargo.

3 Challenges in Developing Context-Aware Applications

In this chapter, we present three major challenges that occur when dealing with complex
context-aware applications:

Representation of Context Information. As Dey stated, context can be anything that can
be used to characterize the situation of an entity [1]. Thus, the data types and charac-
teristics of potential context information may vary a lot. In particular, we have to deal
with the following types of context:

– Geographic context: spatial data of all kind. Since most context-aware applications
depend on their physical context as well, the context model typically needs to model
the physical environment. In the smart factory example, this would be the shop floor
layout and the location of installed machines, in the offshore operations example
the ship layout and maritime maps. Such context information comes from map
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services or (spatial) databases and is typically obtained prior to the operation of the
application. However, some sensors (like laser scanners or camera-based systems)
are able to detect and obtain geographic context; using simultaneous localization
and map building (so-called SLAM) techniques [15], this information as a map or
add it to dynamic evolving map.

– Dynamic context: movement and change. This context type covers all kind of rapidly
changing parameters, like location of mobile objects, weather measurements, or com-
munication delays. For dynamic context, sensor data has to be processed, and de-
pending on the amount and the update rate of the incoming sensor data, specialized
infrastructures like data stream management systems might be a good design choice
for managing this context type.

– Information context: documents and virtual objects. Beside physical phenomena,
many context-aware applications also rely on information context that comes from
the ”digital world”. This could be documentation or tutorials for the machine main-
tenance task, relevant e-mail notifications, or any other non-physical information
object that might be relevant for the current situation.

– Technical context: the infrastructure. In addition to the aforementioned context
types, information about availability and state of the infrastructure itself might be
part of the context model. For the offshore operation assistance system, it is of
crucial importance whether the sensor network is still in operation, or if part of it
might be down due to communication problems or weather conditions. Mobile ap-
plications also might change the infrastructure they use when they are on the move:
they might discover new services (e.g., wireless connection, a projector, or some
load speakers) and connect to them. This re-configuration of applications typically
depends on some technical context model.

– User context: activities, plans, and preferences. Finally, the state of the user her-
self might be important for assessing the situation, and be thus part of the context
model. Depending on the application, this could include activity monitoring (is she
standing, running, sleeping?), the interpretation of plans (it seems that she is up
to walk towards this machine), and preferences (when a critical situation occurs,
this user prefers to be warned by vibration, not by sound). This type of context is
the most sensitive one: when dealing with user context within applications, it is of
utterly importance to design a thorough privacy concept.

Stemming from the different context types, we have to deal with both discrete values
and continuous values, with multi-dimensional data, multi-media data, spatio-temporal
data, and with heterogeneous data sources. Within the context model of Henricksen
and Indulska [16], these data sources are annotated of being ”sensed” (coming from
sensors), ”static” (modeled once), ”profiled” (given by the user) and ”derived” (derived
from other context data). When dealing with non-static context, the temporal charac-
teristics (i.e., the freshness of the data) has to be taken into account. Finally, since
sensors do not present fully accurate data, the information might highly differ in infor-
mation quality. To deal with this heterogeneous context information, a variation of con-
text modeling techniques have been developed, ranging from simple key-value-based
approaches over spatial models to full-fledged ontologies [6].
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Context Reasoning and Situation Recognition. Some information can be directly sensed,
but often the context information needed to determine the situation has to be derived
from the observable facts. And for this, many different options may exist, as was il-
lustrated by Loke in his paper ”On representing situations for context-aware pervasive
computing: six ways to tell if you are in a meeting” [17]. This derivation process is of-
ten called context reasoning. Many techniques exist for context reasoning, some rely on
logical specifications, other on learning approaches. While there is no exact definition
on it, the process transforms so-called ”lower-level context” to ”higher-level context”.
Note that depending on the available data sources, they might be already able to directly
produce higher-level context. A good review on situation recognition techniques can be
found in [18].

Adaptation of Context Management. While simple context-aware applications can be
easily implemented with a fixed context management approach, complex context-aware
applications like our two motivating examples have to deal with an additional challenge:
the context management itself might depend on the situation and thus needs to be adapt-
able. This covers the selection of available data sources, of context parameters, and of
the situation recognition algorithms. In the smart factory example, the context obser-
vation of a repair process needs only to be turned on when a machine really needs to
be repaired, and might depend on the failure of the machine, the available resources,
and the worker’s personal context. Similar, during an offshore operation, many differ-
ent operations are carried out, and each of these operations has their relevant context
parameters and their specific situations that need to be observed.

4 The Anatomy of a Context-Aware Application

Based on the key challenges for the development of context-aware applications, we in-
troduce a generic architecture of such applications that can be mapped to many concrete
frameworks and solutions. We first explain the overall architecture depicted in Figure 3,
and discuss which type of context information could be shared between applications and
thus be managed in common components. We then map the architecture to the sample
applications and discuss its benefits in Section 5.

4.1 Architecture

In Figure 3, a generic architecture of a context-aware application is depicted. The top
layer, application, holds the actual application logic. If it is an end-user application,
this layer might be further decoupled to separate between application logic and user
interface. Some context-aware applications are hidden from the user; they just provide
context-aware services, e.g., as part of an operation system. On example would be a
mobile phone system that provides network connectivity depending on the context of
the user; the context could include technical context (which hotspots or networks are
available), user context (user tasks), and geographical context (where is the user now,
and where is she heading to? Maybe a free high-speed network will appear soon). Fi-
nally, some context-aware applications are not intended for one certain user, but just
provide general services to the world, like traffic management for smart cities.
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Application- 
specific layers 
 
Standards for  
aggregation  
methods 

Layers that are  
easy to share 
between 
applications 
 
Enable 
domain-specific  
standards 

data (e.g., from sensors, content) used by the 
system to determine context information 

Data 

any information that can be used to characterize 
the situation of an entity 

Context 

in what cases does adaption happen Situation 

how the application's behaviour changes Adaptation 

what the user / other systems / the world see Application 

Fig. 3. Anatomy of a context-aware application and ”sharability” of context information

On the second layer, adaptation covers the logic that determines how the application
behavior should change. While the application layer needs the necessary components
to implement the changed behavior, the logic for when and how the behavior should
change can be decoupled from the application itself. This makes it easier to change this
logic; this change is often necessary because of new requirements or a new environment
where the application should be deployed. Users might want to configure this logic
according to their preferences. And finally, since automatic adaptation of applications
might cause irritations on the users side, a context-aware application should be able to
explain why a certain change just happened (to support so-called intelligibility [19]).

The situation layer contains the situation recognition logic. For situation recogni-
tion, various context information has to be combined. This combination could be rather
simple, like a formula that checks for certain values or thresholds, or be coded in com-
plex patterns that include temporal characteristics of the context information. Situation
recognition techniques have been studied extensively in pervasive computing; while in
specification-based approaches, the knowledge about the combination of the context
information is specified in formal logic models, in learning-based approaches, a situ-
ation recognition model is first trained with hopefully typical context information and
then later used for situation recognition. For this, a wide variation of models has been
used, like Bayesian derivative models, Hidden Markov Models, Decision Trees, Neural
Networks, and Support Vector Machines [18].

The context layer represents the data model of the context information. According
the the widely used definition of Dey, this data model contains any information that can
be used to characterize the situation of an entity. Thus, the set of situations to which
the application should adapt determines which context information could be needed
and is therefore part of the context model. Due to the heterogeneity of context informa-
tion (as discussed in Section 3), the context model must be able to represent different
data structures (like optional attributes), data types (like spatio-temporal data), and data
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source types (like sensed, static, or profiled). Thus, context modeling techniques like
object-oriented models, spatial models, and full-fledged ontology-based models were
developed, that are much more expressive than simple key-value based models [6].

Finally, the data layer contains the access to the raw data that might come from
sensors or other external data sources. The reason why this layer is decoupled from the
context layer is that for one certain context information (e.g., the location of a user),
many different data sources could been used (like a GPS sensor, a ultrasonic system,
user input, or an external location service). Often, the data from these sources needs
to be cleaned or transformed before it could be interpreted as context information. In
addition, the access to the data sources might be over different protocols and interfaces.

Depending on the complexity of the overall application, these layers might be more
or less decoupled. For very simple context-aware applications, these layers might be
even all merged into the application logic: if only one sensor is used that provides only
one context information, the situation is a simple threshold check, and the adaption is
simple, too. However, for more complex applications, components should be structured
along these layers, and each layer should provide a specified interface to the layer above.
And if more than one context-aware application will be developed that runs in the same
of in overlapping context, the deployed components could be run as shared services.

4.2 Sharing Context Information

To share context information, we have to take a closer look at the semantics of the
information that is presented at the various level. In [20], we already referred to Andrew
U. Frank’s five tiers of ontologies [21], which are used to discuss consistency constraints
in geographical information systems.

Ontology Tier 0: Physical Reality
reality :: world –> property –> spacePoint –> timePoint –> value

Ontology Tier 1: Observable Reality
observation :: world –> observationType –> location –> value

Ontology Tier 2: Object World
observation :: id –> time –> observationType –> value

Ontology Tier 3: Social Reality
getname :: object –> name
findObject :: name –> environment –> object

Ontology Tier 4: Cognitive Agents
rules used or deduction

Fig. 4. The five tiers of ontologies according to [21]

Figure 4 gives an overview on these tiers. Tier 0 is the ontology of the physical
reality. It contains the assumption that there is exactly one real world; hence, for every
property in the world and for a given point in time-space there is a single value. Note
that in context-aware applications, the relevant reality can also includes non-physical
entities, like services, web pages, or workflows.

Tier 1 includes observations of reality. This is the first tier that can be accessed in
computational systems. Here, a value can be derived at a location with a given obser-
vation type. The type determines the measurement scale of the value (e.g. nominal or
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rational) and the measurement unit (e.g. meters or seconds). For spatial values, also a
coordinate systems must be given. Values normally have a limited accuracy due to ob-
servation errors. This tier corresponds to the data layer of the generic architecture of
context-aware applications (Figure 3).

In Tier 2, single observations are grouped together to individual objects that are de-
fined by uniform properties. Now, the value of an observation is the state of a whole
object, given by an identifier. Andrew U. Frank only considers physical objects in this
tier, i.e. ”things which exist in the physical world and can be observed by observation
methods”. They have a geometric boundary in the world, but it can change over time
(e.g. dunes or fluids). In object-oriented context models, this tier directly corresponds
to the aforementioned context layer. But even in simpler context models (like key-value
pairs), the grouping to objects might be done implicitly, since the might be only one
object of interest, or the grouping is done via naming conventions of they keys.

Until now, the ontology tiers cover data that can be seen as objective reality—you
can send out a team of geographers or students to model physical objects and they will
come to an agreement about their observations. In Tier 3, the socially constructed reality
is represented. Social reality includes all the objects and relations which are created by
social interactions. These are properties that are classified and named within the context
of administrative, legal or institutional rules. Object names belong to this tier since they
are assigned by culture; for many important things (but not all) there are functions to
determine the name and to find the object by name in a certain environment. Since
a context model in the context layer also would contain names for the objects, this
ontology tier also corresponds to the context layer.

Finally, in Tier 4 the rules are modeled that are used by cognitive agents (both human
and software) for deduction. This tier is normally built into database query languages,
applications or inference engines of knowledge based systems. This tier would corre-
spond to situation definition, the adaptation logic, and the application itself, thus to the
first three layers of the generic architecture of context-aware applications.

In this model, the higher the tier, the more the objective reality is interpreted for a
certain application. Thus, this model can be also used to determine, which components
could be shared between applications. The data layer is the most objective layer—it just
represents single observations of the real world (including the digital or virtual reality).
If no application-specific interpretation is made yet, such observations could be easily
shared between applications.

For the context layer—corresponding to Tier 2 and 3—sharing is still possible. How-
ever, it depends on how overlapping the context information of the applications really
is. If the applications all run on the same mobile device, many of them might need over-
lapping technical context (like network connectivity, energy level, or available external
services), user context, or geographical context. Thus, a shared context management
might help to reduce the applications complexity and resource usage of the device.

In general, Tier 4 ontologies are not sharable, since they highly depend on the ap-
plication and thus are the result of a application-specific interpretation. However, there
might be some generic situations that could be of interest of more than one applica-
tion. Thus, the design of an architecture for context-aware applications could contain a
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library of generic situations which applications can directly use; most likely this set has
to be extendable to cover the situations which are more specific.

5 Benefits of the Layered Approach

In this chapter, we have a closer look at the sample applications and discuss how they
can benefit from this layered approach.

5.1 Smart Factory Maintenance

The smart factory maintenance application is one of a set of applications that were
developed in the Nexus project, which addressed context management for large scale,
highly complex, and highly dynamic context information [22]. Figure 5 shows an over-
view on the Nexus approach, with a mapping to the ontology tiers discussed in Sec-
tion 4, and the resulting layered architecture.

Nexus 
Rallye 

Smart 
Factory ... 

Federation  
(Query Processing,  

Value Added Services) 
Area  

Service  
Register 

Spatio- 
temporal 
Database 

Context 
Server 

Context 
Server 

application 
tier 

federation 
tier 

service 
tier 

External 
System 

... Context 
Server 

sensor(s) 
(networks) 

Fig. 5. Nexus approach and federated architecture

On the left side of Figure 5, we see that the Nexus approach is to federate over sev-
eral context sources, to make the context information available for many context-aware
applications. The smart factory maintenance process—and other context-aware appli-
cations within a smart factory—can thus benefit from context modeling and context
processing effort that has been already carried out. The data model used at the fed-
eration layer directly corresponds to the context layer of our generic architecture; the
situation layer is implemented on top of that as value added services. Thus, applications
could decide whether they want to process their situation recognition within the feder-
ation layer or if they want to get the context information from the federation and do the
situation recognition within the application.



Data, Context, Situation: On the Usefulness of Semantic Layers 13

Fig. 6. Smart Factory machine maintenance scenario, modeled as context-aware workflow [23]

For the adaptation layer, the Smart Factory machine maintenance scenario uses busi-
ness process modeling. Figure 6shows an simplified version of this model using BMPN1.
Within this process, the workflow depends on the context; this dependency is realized
using so-called context queries (for synchronized communication) and registration and
notification of context events (for asynchronous communication). Using this technique,
the adaptation process can be partially modeled and reviewed by domain experts and
requires no specialized technical knowledge. Also, a workflow execution engine can be
used to directly execute these models.

Finally, the application layer itself—i.e., what the user sees—can be implemented
with so-called human tasks. For this, many workflow execution engines already provide
support, like dashboards and task lists. The allocation of the task can be again context-
aware, e.g., only workers who are close to the maintenance tasks, are informed about it
and can pick-up the task if they have time to perform it.

5.2 Safe Offshore Operations

For the assistance system for offshore operations, the key challenge is the adaptabil-
ity of the situation recognition to new operations and to new set of available sensors.
Thus, the layered architecture is here used to decouple a set of recognizable context
parameters from a se of recognizable situation models. Figure 7 shows on the right side

1 Object Management Group: Business Process Modeling Notation. Final Adopted Specification.
http://www.omg.org/cgi-bin/doc?dtc/2006-02-01

http://www.omg.org/cgi-bin/doc?dtc/2006-02-01
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that the design of a new assistant system is going top down through the layers: first,
the assistance function is designed, i.e., which warnings and aggregated data should be
shown. From this, a set of relevant situations are defined. The definition of these sit-
uations is based on a set of pre-defined context variables (the context model). If these
context variables are not sufficient, the context model can be extended. For each con-
text variable, one or more context recognizers are available that transform raw data from
sensors into meaningful values for the context model. Again, if for a given set of sen-
sors no context recognizer is available to detect the necessary context variable, the set
of context recognizer can be extended. Using this structure, we are able to determine for
every configuration of sensors, if the situations needed for the applications are recog-
nizable. During operation, the data flow within this architecture is bottom-up, i.e., from
the sensors to the application (left side of the Figure).

Fig. 7. Generic Assistant System: Design and Operation

In the following, we give short examples for the layers of the assistant system and its
situation recognition [24].

Assistant system. The assistant system provides the user interface to display the overall
situation and warnings. If an operation shows abnormal situations or changes to a criti-
cal situation it should warn the crew, for we observe both, the normal flow of operations
as well as critical situations that should be avoided.

Situation description and definition. Analyzing the cargo loading operation described
in chapter 1, we find three situations that are safety relevant, such as:

– PersonToCloseToLiftedCargo: A person is to close to or under the lifted cargo.
– LiftSupervisorToFarFromCargo: The LiftSupervisor who has to follow the cargo

does not keep sufficient distance to it.
– LineOfSightInterrupted: The cargo interrupts the line of sight between CraneOp-

erator and LiftSupervisor.

Such situation descriptions have been identified by a predated risk analysis. They can be
defined using a specification-based approach by a set of values of real world parameters.
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For the cargo loading operation, a critical situation would be ”a person is to close to the
lifted cargo”. It could be defined followed:

cargolifted = ”true”

distance(cargo, person) < safetydistance

Context Model of Cargo Operation. To define the situations as a condition over a fixed
set of measurable parameters of real world entities, we describe these entities, their
possible parameters, and their relations. Figure 8 illustrates the static context model. In
our example, all entities are physical entities and our sensors can gather information
referring to the physical character of the entities. The set of relevant parameters of a
physical entity are absolutPosition, relativePosition, geometry and size, with the relative
position referring to another physical entity (self-relation arrow).

Context Variables. The j context variables are relevant parameters of an entity in our
system that are measureable by sensors or derivable from prior knowledge. They are
used to define the situations described above.

Context Recognizers. The m context recognizers are programs to derive values of con-
text variables from raw sensor data, or from values of context variables that are al-
ready determined. As the value derivation of context variables can be very complex,
the context recognizer can vary from very simple implementations to those with high
complexity. Context recognizers are comparable to context widgets introduced in [4].

Sensors. The n sensors are used to perceive and observe the environment by measuring
data. In our case a sensor network using wireless ultra wide band technology is used to
determine the positions of entities.

Recognition and interpretation. The process of runtime recognition of situations with
the introduced system follows figure 7 bottom-up. It increases the degree of abstraction,
compression, and interpretation of data with every layer. Raw data, delivered from the
sensors is used to derive the context variables with the help of context recognizers. A
set of values of context variables is abstracted into situations, which are transmitted to
the assistant system and could trigger warnings. Hence a large number of raw sensor
data are mapped to few domain concepts during the recognition process.

To enable highly dynamic runtime situation recognition, we implement the situation
recognition within a data stream management system (DSMS), a system that allows
to manage and process continuous data streams from heterogeneous data sources (e.g.,
sensors). Similar to a data base management system, queries can be stated and mathe-
matical expressions applied to manage, filter, and process the data. However, in a DSMS
these queries are registered in the system and executed continuously. After registration
a declarative query is transformed into a so-called query plan. We use the open source
DSMS Odysseus [25], which supports query sharing. Thus, if some context recognizers
or situation models are already deployed in running in the system, and a new situa-
tion model is registered that shares some of the context recognition, this will result in
a shared query plan and thus in shared resources. As we can see, the layered architec-
ture can not only help in good structuring and separation of concerns within a software
system, but also to save resources like processing time and memory usage.
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Fig. 8. Context model for the cargo loading operation described in chapter 1, modeled as a class
diagram with UML 2.0

6 Conclusion

In this paper, we discussed general characteristics of context-aware applications and
which challenges software developers have to face when designing such applications.
We presented a generic layered approach that has been implemented in several frame-
works and applications. Based on two sample scenarios that cover complex context-
aware applications, we show how their design can benefit from this layered approach.
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Abstract. Traditional grammar-driven language specification techniques con-
strain language designers to specific kinds of grammars. In contrast, model-based
language specification techniques decouple language design from language pro-
cessing. They allow the occurrence of ambiguities and the declarative specifica-
tion of constraints for solving them. As a result, these techniques require general
parser generators, which should be able to parse context-free grammars, handle
ambiguities, and enforce constraints to disambiguate them as desired by the lan-
guage designer. In this paper, we describe Fence, a bottom-up chart parser with
lexical and syntactic ambiguity support. Fence accepts lexical analysis graphs
outputted by the Lamb (Lexical AMBiguity) lexer and efficiently resolves ambi-
guities by means of the declarative specification of constraints. Both Lamb and
Fence are part of the ModelCC model-based parser generator.

Keywords: Chart Parser, Context-free Grammars, Ambiguities, Constraints.

1 Introduction

Traditional language specification techniques [2] require the developer to provide a
textual specification of the language grammar.

In contrast, model-based language specification techniques [15,24,25,21] allow the
specification of languages by means of data models annotated with constraints.

Model-based language specification has direct applications in the following fields:
programming tools [1], domain-specific languages [9,10,18], model-driven software de-
velopment [26], data integration [27], text mining [29,4], natural language processing
[11], and the corpus-based induction of models [14].

Due to the nature of the aforementioned application fields, the specification of sep-
arate language elements may cause lexical and syntactic ambiguities. Lexical ambigui-
ties occur when an input string simultaneously corresponds to several token sequences
[19], which may also overlap. Syntactic ambiguities occur when a token sequence can
be parsed in several ways.

The formal grammars of languages specified using model-based techniques may con-
tain epsilon productions (such as E := ε), infinitely recursive production sets (such as
A := c, A := B, and B := A), and associativity, precedence, and custom constraints.
Therefore, a parser that supports such specification is needed.

Our proposed algorithm, Fence [23], is a bottom-up chart parser that accepts a lexical
analysis graph as input, performs an efficient syntactic analysis taking constraints into
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account, and produces a parse graph that represents all the possible parse trees. The
parsing process discards any sequence of tokens that does not provide a valid syntactic
sentence conforming to the language specification, which consists of a production set
and a set of constraints. Fence implicitly performs a context-sensitive lexical analysis,
as the parsing process determines which token sequences end up in the parse graph.
Fence supports every possible construction in a context-free language with constraints,
including epsilon productions and infinitely recursive production sets.

The combined use of the Lamb lexical analyzer [22] and Fence [23] allows the gen-
eration of processors for languages with ambiguities and constraints, and it renders
model-based language specification techniques feasible. Indeed, ModelCC [24,25,21]
is a model-based language specification tool that relies on Lamb and Fence to generate
language processors.

Section 2 explains model-based language specification techniques and lexical anal-
ysis algorithms with ambiguity support. Section 3 introduces Fence, our parser with
ambiguity and constraint support. Section 4 presents our conclusions and future work.

2 Background

Language processing tools traditionally divide the analysis into two separate phases;
namely, scanning (or lexical analysis), which is performed by lexers, and parsing (or
syntax analysis), which is performed by parsers. However, language processing tools
based on scannerless parsers also exist.

Subsection 2.1 introduces model-based language specification techniques and the
model-based parser generator ModelCC. Subsection 2.2 analyzes existing scanning al-
gorithms with ambiguity support. Subsection 2.3 describes existing parsing algorithms.

2.1 Model-Based Language Specification

In its most general sense, a model is anything used in any way to represent some-
thing else. In such sense, a grammar is a model of the language it defines. In Soft-
ware Engineering, data models are also common. Data models explicitly determine the
structure of data. Roughly speaking, they describe the elements they represent and the
relationships existing among them. From a formal point of view, it should be noted
that data models and grammar-based language specifications are not equivalent, even
though both of them can be used to represent data structures. A data model can ex-
press relationships a grammar-based language specification cannot. A data model does
not need to comply with the constraints a grammar-based language specification has to
comply with. Typically, describing a data model is generally easier than describing the
corresponding grammar-based language specification.

In practice, when we want to build a complex data structure from the contents of a
file, the implementation of the mandatory language processor needed to parse the file
requires the software engineer to build a grammar-based language specification for the
data as represented in the file and also to implement the conversion from the parse tree
returned by the parser to the desired data structure, which is an instance of the data
model that describes the data in the file.
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Whenever the language specification has to be modified, the language designer has to
manually propagate changes throughout the entire language processor tool chain, from
the specification of the grammar defining the formal language (and its adaptation to spe-
cific parsing tools) to the corresponding data model. These updates are time-consuming,
tedious, and error-prone. By making such changes labor-intensive, the traditional lan-
guage processing approach hampers the maintainability and evolution of the language
used to represent the data [13].

Moreover, it is not uncommon for different applications to use the same language.
For example, the compiler, different code generators, and other tools within an IDE,
such as the editor or the debugger, typically need to grapple with the full syntax of
a programming language. Unfortunately, their maintenance typically requires keeping
several copies of the same language specification in sync.

The idea behind model-based language specification is that, starting from a single
abstract syntax model (ASM) that represents the core concepts in a language, language
designers can develop one or several concrete syntax models (CSMs). These CSMs
can suit the specific needs of the desired textual or graphical representation. The ASM-
CSM mapping can be performed, for instance, by annotating the abstract syntax model
with the constraints needed to transform the elements in the abstract syntax into their
concrete representation.

This way, the ASM representing the language can be modified as needed without
having to worry about the language processor and the peculiarities of the chosen parsing
technique, since the corresponding language processor will be automatically updated.

Finally, as the ASM is not bound to a particular parsing technique, evaluating alter-
native and/or complementary parsing techniques is possible without having to propa-
gate their constraints into the language model. Therefore, by using an annotated ASM,
model-based language specification completely decouples language specification from
language processing, which can be performed using whichever parsing techniques are
suitable for the formal language implicitly defined by the abstract model and its concrete
mapping.

A diagram summarizing the traditional language design process is shown in Figure 1,
whereas the corresponding diagram for the model-based approach is shown in Figure 2.
It should be noted that ASMs represent non-tree structures whenever language elements
can refer to other language elements, hence the use of the ‘abstract syntax graph’ term.

The ASM is built on top of basic language elements, which can be viewed as the
tokens in the model-driven specification of a language. ModelCC provides the necessary
mechanisms to combine those basic elements into more complex language constructs,
which correspond to the use of concatenation, selection, and repetition in the syntax-
driven specification of languages.

When the ASM represents a tree-like structure, a model-based parser generator is
equivalent to a traditional grammar-based parser generator in terms of expression power.
When the ASM represents non-tree structures, reference resolution techniques can be
employed to make model-based parser generators more powerful than grammar-based
ones, as we will see in the next Section.

In ModelCC, the constraints imposed over ASMs to define a particular ASM-CSM
mapping can be declared as metadata annotations on the model itself. Now supported by
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all the major programming platforms, metadata annotations are often used in reflective
programming and code generation. Table 1 summarizes the set of constraints supported
by ModelCC for establishing ASM-CSM mappings between ASMs and their concrete
representation in textual CSMs.

It should be noted that model-based language specification techniques allow lexi-
cal and syntactic ambiguities: each language element is defined as a separate and in-
dependent entity, even when their pattern specification or syntactic specification are
in conflict. Therefore, model-based language specification techniques require a lexical
analysis algorithm with ambiguity support and a corresponding parsing algorithm with
lexical and syntactic ambiguity support.

2.2 Lexical Analysis Algorithms with Ambiguity Support

Given a language specification describing the tokens listed in Figure 3, the string
“&5.2& /25.20/” can correspond to the four different lexical analysis alternatives shown
in Figure 4, depending on whether the sequences of digits separated by points are con-
sidered real numbers or integer numbers separated by points.

The productions shown in Figure 5 illustrate a scenario of lexical ambiguity sensi-
tivity. Sequences of digits separated by points should be considered either Real tokens
or Integer Point Integer token sequences depending on the surrounding tokens, which
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Table 1. Summary of the basic metadata annotations supported by ModelCC

Constraints on... Annotation Function

Patterns
@Pattern Pattern definition of basic language elements.
@Value Field where the matched input will be stored.

Delimiters
@Prefix Element prefix(es).
@Suffix Element suffix(es).
@Separator Element separator(s).

Cardinality
@Optional Optional elements.
@Minimum Minimum element multiplicity.
@Maximum Maximum element multiplicity.

Evaluation
order

@Associativity Element associativity (e.g. left-to-right).
@Composition Eager or lazy policy for nested composites.
@Priority Element precedence.

References
@ID Identifier of a language element.
@Reference Reference to a language element.

may be either Ampersand tokens or Slash tokens. The desired result of analyzing the
input string “&5.2& /25.20/” is shown in Figure 6.

The further application of a parser supporting lexical ambiguities would produce the
only possible valid sentence, which, in turn, would be based on the only valid lexical
analysis for our example. The intended results are shown in Figure 8.

The Lamb lexical analyzer [22] captures all possible sequences of tokens within a
given input string and it generates a lexical analysis graph that describes them all, as
shown in Figure 7. In these graphs, each token is linked to its preceding and following
tokens. There may also be several starting tokens. Each path in these graphs describes
a possible sequence of tokens that can be found within the input string.

To the best of our knowledge, the only way to process lexical analysis graphs consists
of extracting the different paths from the graph and parse each of them. This process is
inefficient, as partial parsing trees that are shared among different token sequences have
to be created several times.

2.3 Syntactic Analysis Algorithms

Traditional efficient parsers for restricted context-free grammars, such as the LL [20],
LR [16], LALR [5,7], and SLR [6] parsers, do not consider ambiguities in syntactic
analysis, so they cannot be used to parse ambiguous languages. The efficiency of these
parsers is O(n), being n the token sequence length.

(-|\+)?[0-9]+ Integer
(-|\+)?[0-9]+\.[0-9]+ Real
\. Point
\/ Slash
\& Ampersand

Fig. 3. Specification of token types as regular expressions for a lexically-ambiguous language
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– Ampersand Integer Point Integer Ampersand Slash Integer Point
Integer Slash

– Ampersand Integer Point Integer Ampersand Slash Real Slash
– Ampersand Real Ampersand Slash Integer Point Integer Slash
– Ampersand Real Ampersand Slash Real Slash

Fig. 4. Different possible token sequences in the input string “&5.2& /25.20/” due to the lexically-
ambiguous language specification shown in Figure 3

E ::= A B
A ::= Ampersand Real Ampersand
B ::= Slash Integer Point Integer Slash

Fig. 5. Context-sensitive productions that resolve the ambiguities in Figure 4

Generalized LR (GLR) parsers [17] parse in linear to cubic time, depending on how
closely the grammar conforms to the underlying LR strategy. The time required to run
the algorithm is proportional to the degree of nondeterminism in the grammar. The
Universal parser [28] is a GLR parser used for natural language processing. However,
it fails for grammars with epsilon productions and infinitely recursive production sets.

Existing chart parsers for unrestricted context-free grammar parsing, as the CYK
parser [30,12] and the Earley parser [8], can consider syntactic ambiguities but not
lexical ambiguities. The efficiency of these general context-free grammar parsers is
O(n3), being n the token sequence length.

3 Fence

In this section, we introduce Fence, an efficient bottom-up chart parser that produces a
parse graph that contains as many root nodes as different parse trees exist for a given
ambiguous input string.

In contrast to the parsing techniques mentioned in the previous section, Fence is able to
process lexical analysis graphs and, therefore, it efficiently considers lexical ambiguities.

Fence also considers syntactic ambiguities, allows the specification of constraints,
and supports every possible context-free language construction, particularly epsilon
productions and infinitely recursive production sets.

The Fence parsing algorithm consists of three consecutive phases: the extended lexical
analysis graph construction phase, the chart parsing phase, and the constraint enforce-
ment phase.

Subsection 3.1 introduces the terminology used in this section. Subsection 3.2 de-
scribes the extended lexical analysis graph construction phase. Subsection 3.3 describes
the chart parsing phase. Subsection 3.4 describes the constraint enforcement phase.

3.1 Terminology

A context-free grammar is formally defined [3] as the tuple (N,Σ, P, S), where:

– N is the finite set of nonterminal symbols of the language, sometimes called syn-
tactic variables, none of which appear in the language strings.
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Fig. 8. Syntactic analysis graph, as produced by applying a parser that supports lexical ambigui-
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during the parsing process.
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– Σ is the finite set of terminal symbols of the language, also called tokens, which
constitute the language alphabet (i.e. they appear in the language strings). There-
fore, Σ is disjoint from N .

– P is a finite set of productions, each one of the form N → (Σ ∪ N)∗, where ∗
is the Kleene star operator, ∪ denotes set union, the part before the arrow is called
the left-hand side (LHS) of the production, and the part after the arrow is called the
right-hand side (RHS) of the production.

– S is a distinguished nonterminal symbol, S ∈ N : the grammar start symbol.

A dotted production is of the form N → (Σ∪N)∗.(Σ∪N)∗, where the dot indicates
that the RHS symbols before the dot have already been matched with a substring of the
input string.

A handle is a tuple (dottedproduction, [start, end]), where start and end iden-
tify the substring of the input string that matched the dotted production RHS symbols
before the dot. Each handle can be used during the parsing process to match a rule
RHS symbol with a node representing either a token or a nonterminal symbol (namely,
SHIFT actions in LR-like parsers) or perform a reduction (namely, REDUCE actions in
LR-like parsers).

A core is a set of handles.

3.2 Extended Lexical Analysis Graph Construction Phase

In order to efficiently perform the parsing process, Fence converts the input lexical anal-
ysis graph (LA graph) into an extended lexical analysis graph (ELA graph) that stores
information about partially applied productions (namely, handles) in data structures
(namely, cores).

In an ELA graph, tokens are not linked to their preceding and following tokens, but
to their preceding and following cores. Cores are, in turn, linked to their preceding and
following token sets. For example, the ELA graph corresponding to the LA graph in
Figure 7 is shown in Figure 9.

The conversion from the LA graph to the ELA graph is performed by completing the
LA graph with cores. A starting core is linked to the tokens with an empty preceding
token set. A last core is linked from the tokens with an empty following token set.
Finally, for each one of the other tokens in the LA graph, a preceding core is linked to
it. Links between tokens in the LA graph are converted into links from tokens to the
cores preceding each token of their following token set in the ELA graph.

3.3 Chart Parsing Phase

The Fence chart parsing phase processes the ELA graph and generates an implicit parse
graph (I-graph). Nodes in the I-graph are described as (start, end, symbol) tuples,
where start and end identify the substring of the input string, and symbol identifies
the production LHS. It should be noted that ambiguities, both lexical and syntactic, are
implicit in the I-graph nodes, as they contain no information about their contents. The
I-graph contains a set of starting nodes, each of which may represent several parse tree
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roots. The parsing itself is performed by progressively applying productions and storing
handles in cores.

The grammar productions with an empty RHS (i.e. epsilon productions) are removed
from the grammar and their LHS symbol is stored in the epsilonSymbols set. This set
allows these parse symbols being skipped when found in a production, as if a reduction
using the epsilon production were applied.

procedure addHandle(Production p, int matched,
ImplicitNode first, ImplicitNode n,
Stack<[Handle,ImplicitNode]> agenda):

offset = 0
do:
next = matched+offset
nextSymbol = p.right[next].symbol
h = new Handle(p,next,first,first.startIndex)
if !n.core.contains(h):

n.core.add(h)
if n.symbol == nextSymbol:

if !alreadyGenerated.contains([h,n]):
agenda.push([h,n])
alreadyGenerated.add(]h,n])

offset++
while epsilonSymbols.contains(nextSymbol) && next<r.right.size

Fig. 11. Pseudocode of the ancillary addHandle procedure

agenda = {}
for each Production p in productionSet:

for each ImplicitNode n in nodeSet:
addHandle(p,0,n,n,agenda)

Fig. 12. Pseudocode of the chart parser initialization

The agenda is a stack of (handle, node) in which the node can match the symbol
after the dot in the dotted rule of the handle. It is initially empty.

The alreadyGenerated handle set contains all the agenda entries ever generated and
inhibits the generation of duplicate entries.

The parser is initialized by generating a handle for each production and adding them
to every core, as shown in Figure 12.

The addHandle procedure in Figure 11 is responsible for adding a handle to a core. It
also adds the corresponding agenda entries for that handle with the nodes that follow the
core and match the symbol after the dot in the dotted production of the handle. It should
be noted that the addHandle procedure considers epsilon productions: if a production
RHS symbol is in the epsilonSymbols set, both the possibilities of it being reduced or
not by that production are considered; that is, a new handle that skips that element is
added to the same core. It should also be noted that element are skipped iteratively, as
many consecutive RHS symbols of a production could be in the epsilonSymbols set.
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while !agenda.empty:
[h,n] = agenda.pop()
if h.dotposition == h.production.right.size-1:

// Production matched all its elements. i.e. Reduction
nn = new ImplicitNode(h.startIndex,n.endIndex,p.left.symbol)
h.first.core.following.add(nn)
nn.preceding.add(h.first.core)
for each Core c in n.following:

c.preceding.add(nn)
nn.following.add(c)

for each Handle hn in h.first.core.waitingFor(nn.symbol):
hadd = new Handle(hn.production,hn.next,hn.first,hn.startIndex)
agenda.push([hadd,n])

else:
// i.e. Shift
for each Core c in n.following:

for each ImplicitNode nnext in c.following:
addHandle(h.production,h.next+1,h.first,h.startIndex,agenda)

Fig. 13. Pseudocode of the Fence parsing phase

The parsing process consists in iteratively extracting entries consisting of handles
and nodes from the agenda and matching the next symbol of the RHS of the handle
production with the node. The handles whose productions are successfully matched are
added to the cores following the node and the agenda is updated with the entries that
contain any of the newly generated handles. In case all the symbols of a production
RHS match a sequence of nodes, a new node is generated by reducing them. The new
node start index is obtained from the handle, its end position is obtained from the last
node matched, and its symbol is the LHS symbol of the production. When a newly
generated node only has the starting core in its preceding core set and the final core in
its following core set, and its symbol corresponds to the initial symbol of the grammar,
it is added to the parse graph starting node set, which means that that node represents a
valid parse. The pseudocode for this process is shown in Figure 13.

The result of the chart parsing phase is an I-graph, which the constraint enforcement
phase accepts as input.

The Fence chart parsing phase order of efficiency is theoretically equivalent to existing
Earley chart parsers. That is, O(n3) in the general case, O(n2) for unambiguous gram-
mars, and O(n) for almost all LR(k) grammars, being n the length of the input string.

3.4 Constraint Enforcement Phase

The Fence constraint enforcement phase processes the I-graph and generates an explicit
parse graph (E-graph, or just parse graph) by enforcing the constraints defined for the
language. Nodes in the E-graph that represent tokens are still defined as (start, end,
symbol) tuples. Nodes in the E-graph that represent nonterminal symbols reference
the list of nodes that matched the production used to generate those nodes. It should
be noted that ambiguities, both lexical and syntactic, are explicit in the E-graph, as it
represents several parse trees corresponding to all the possible interpretations of the



Fencing the Lamb: A Chart Parser for ModelCC 31

procedure expand(ImplicitNode n, Set<ImplicitNode> history,
Map<ImplicitNode,Set<Node>> alreadyExpanded)
returns Set<Symbol>:

if alreadyExpanded.contains(n): // memoization
return alreadyExpanded.get(n)

else:
// the history set avoids infinite loop in recursive production sets
if !history.contains(n):
history.add(n);
// try to apply every production
for each Production p with LHS symbol == n.symbol:

for every ImplicitNode pn with startIndex == n.startIndex:
if pn != n && pn.endIndex<=n.endIndex:
if p.mayMatch(pn.symbol):
// apply production p to each expanded symbol of pn
pn.expandeds = expand(pn,history,alreadyExpanded)
for each Node nn in pn.expandeds:
out += apply(p,nn,0,{},alreadyExpanded,history)

alreadyExpanded.put(n,out)
return out

Fig. 14. Pseudocode of the expand procedure that obtains every possible derivation of a given
node in the parse graph

input string. The E-graph contains a set of starting nodes, each of which represents a
parse tree root. Constraint enforcement is performed by converting each implicit node
into every possible explicit node sequence that can be derived from the implicit node
and satisfies the specified constraints; that is, by expanding the each implicit node.

Only the nodes that conform valid parse trees are needed in the parse graph. In order
to generate only these nodes, each one of the implicit nodes in the starting node set of
the I-graph is recursively expanded using memoization. Each possible resulting explicit
node is the root of a parse tree in the E-graph.

Algorithm Description. The expansion of an implicit node is performed by finding
every possible reduction of a sequence of explicit nodes that generates that node. Each
one of these reductions produces an explicit node. Whenever an implicit node is found
and needed in order to make the reductions progress, it is expanded recursively. It should
be noted that this procedure is different from parsing itself in that the actual bounds of
the reductions for every node are known.

The expand procedure in Figure 14 expands an implicit node by applying every pos-
sible production that could generate it and produces a set of explicit nodes. The use
of the history set inhibits entering an infinite loop when processing infinitely recur-
sive production sets, as it avoids the expansion of a node as an indirect requirement of
expanding the same node.

The apply procedure in Figure 15 applies a production by matching the RHS symbol
given by the matched+1 index of it with the n node, expanding the nodes that follows
it, and recursively applying the next RHS symbols of the production.



32 L. Quesada, F. Berzal, and F.J. Cortijo

procedure apply(Production p, Node n, int matched, List<Node> content,
Map<ImplicitNode,Set<Node>> alreadyExpanded,
Set<ImplicitNode> history) returns Set<Node>:

if matched == p.right.size:
n = new Node(p.symbol,p,content)

if checkConstraints(n):
return {n}

else:
offset = 0
next = matched+offset
do:

if p.right[next].symbol == n.symbol:
for each ImplicitNode pn in n.followingNodes():
if pn is the next symbol to match in the production:
// keep applying production to each expanded symbol of pn
expandeds = expand(pn,history,alreadyExpanded)
for each Node nn in expandeds:

out += apply(p,nn,next+1,content+n,alreadyExpanded,history)
offset++
next = matched+offset

while epsilonSymbols.contains(nextSymbol) && next<r.right.size &&
p.right[next].symbol == n.symbol

return out

Fig. 15. Pseudocode of the ancillary apply procedure that applies a production

The checkConstraints procedure is the responsible for the enforcement of the con-
straints specified by the developer.

Supported Constraints. Fence supports associativity constraints, selection precedence
constraints, composition precedence constraints, and custom-designed constraints.

The fact that the constraint check is performed during the graph expansion improves
the parser performance, as the sooner constraints are applied, the more interpretations
are discarded. For example, in the case of a binary expression with left-to-right associa-
tive operators, the string “2+5+3+5+6+2+1+5+6+3” can be expanded in 10! possible
ways when not considering the associativity constraint, and in just 1 possible way when
considering it.

– Associativity constraints allow the specification of the associative property for
binary operators. The application of a production is inhibited when any of the
nodes that matches its RHS symbols has an associativity constraint and is followed
(for left-to-right associativity constraints), preceded (for right-to-left associativ-
ity constraints), or either followed or preceded (for non-associative associativity
constraints) by a node that was derived using the same production.

– Selection precedence constraints allow the resolution of syntactic ambiguities
caused by different explicit nodes (i.e. interpretations) resulting from a single
implicit node. For example, a Statement can be either an OutputStatement or a
FunctionCall. Both OutputStatement and FunctionCall can match the input string
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“output(var);”, therefore OutputStatement can be set to precede FunctionCall,
which will inhibit that string from being considered a function call. The application
of a production is inhibited when it is preceded by a different production and both
of them match the same node sequence.

– Composition precedence constraints allow the resolution of syntactic ambiguities
when a node derived using a production cannot be derived using another produc-
tion. For example, one of the productions ConditionalStatement ::= “if” Expression
Sentence and ConditionalStatement ::= “if” Expression Sentence “else” Sentence
can be set to precede the other one in order to resolve the ambiguity in “if expr1 if
expr2 sent1 else sent2”, in which “else sent2” could be assigned to either the inside
or outside conditional sentence. The application of a production is inhibited when
it precedes any of the productions used to derive the nodes that matched its RHS
symbols.

– Custom-designed constraints allow the specification of any other constraints (e.g.
semantic constraints). In order to enforce custom-designed constraints, an evaluator
can be assigned to any production. Whenever a node is generated, the evaluator of
the production used to derive it gets executed and determines whether the node
satisfies the constraint or not. In the later case, its generation is inhibited. Custom-
designed constraints provide a very extensible framework which allows developers
to design complex syntactic or semantic constraints (e.g. probabilistic constraints,
corpus-based constraints) that effectively limit the possible interpretations of an
input string and, as a side effect, improve the performance of the parser, as pruned
partial interpretations are discarded as soon as they do not fulfill the constraints.

The result of the constraint enforcement step is an E-graph or parse graph, such as
the one shown in Figure 10.

The Fence constraint enforcement phase improves the performance of traditional
techniques phases in practice, as all constraints are applied at the earliest possible time,
thus discarding possibilities that would otherwise be processed later.

4 Conclusions and Future Work

We have presented Fence, an efficient bottom-up chart parsing algorithm with lexical
and syntactic ambiguity support. Its constraint-based ambiguity resolution mechanism
enables the use of model-based language specification in practice. In fact, the ModelCC
model-based language specification tool [24,25,21] generates Fence parsers.

Fence accepts a lexical analysis graph as input, performs syntactic analysis conform-
ing to a formal context-free grammar specification and a set of constraints, and produces
as output a compact representation of the set of parse trees accepted by the language.

Fence applies constraints while expanding the parse graph. Thus, it improves the
performance of traditional techniques in practice, as the sooner constraints are applied,
the less processing time and memory the parser will require.

In the future, we plan to apply ModelCC, Lamb, and Fence to natural language
processing.
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Abstract. The development and maintenance of cross-platform mobile applica-
tions is expensive. Two approaches for reducing this cost are model-driven en-
gineering (MDE) and Agile development. In this paper, we present AXIOM,
a model-driven approach for developing cross-platform mobile applications in
ways that also support Agile principles. Our approach uses a domain specific
language (DSL) for defining platform-independent models (PIM) of mobile ap-
plications. AXIOM defines a multi-phase, customizable transformation process
to convert platform-independent models into native applications for target mo-
bile platforms. Our approach could significantly reduce development time and
cost while increasing the quality of mobile applications. A prototype tool has
been developed to demonstrate the feasibility of the approach. The preliminary
findings are promising and show significant gains in development productivity.

1 Introduction

In recent years, there has been tremendous growth in the popularity of mobile applica-
tions targeting smart phones and tablets. With the ever-improving capabilities of these
devices, mobile applications are becoming increasingly sophisticated and complicated,
while also having to address challenging constraints and requirements, such as respon-
siveness, limited memory and low energy consumption. Furthermore, there are cur-
rently several competing mobile platforms on the market, including Google’s Android
and Apple’s iOS. For mobile application developers, it is highly desirable for their ap-
plications to run on all major mobile platforms. Although these competing platforms
are similar in capability, they differ significantly in programming languages and APIs,
making it expensive to port a mobile application to different platforms.

An appealing approach to cross-platform development is model-driven engineering
(MDE). In MDE, software systems are built by first defining platform-independent
models (PIMs), which capture the compositions and core functionalities of the system
in a way that is independent of implementation concerns. The PIMs are then trans-
formed into platform-specific models (PSMs), from which the native application code
for each platform can be generated. MDE shifts the development focus away from writ-
ing code [1] and toward the development of models, such as those in UML and its
profiles.

Despite its potential benefits and proven success in large-scale industrial applica-
tions [2], MDE faces significant challenges to its widespread adoption including: limi-
tations of UML [3, 4]; inadequate tool support; model transformation complexity; and
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apparent incompatibility with popular Agile software development methodologies such
as eXtreme Programming (XP) and Scrum.

The Agile and MDE approaches to software development are each oriented toward
different kinds of software. For example, MDE often targets mature middleware plat-
forms with widely adopted common standards such as JEE, .NET, and SOA. In con-
trast, applications developed using Agile techniques often fit certain well-understood
patterns, such as being web-based and database-driven, and using an n-tier MVC ar-
chitecture. It would be beneficial if the strengths of these two approaches could be
combined and their shortcomings mitigated.

In this paper, we present a novel model-driven approach to cross-platform mobile
application development using a domain specific language (DSL), called AXIOM (Ag-
ile eXecutable and Incremental Object-oriented Modeling). Our approach defines a
framework for describing the PIMs, design decisions, and implementation details of
applications. We also provide tools to carry out the transformation of PIMs into na-
tive implementations across multiple platforms. A prototype tool has been developed to
demonstrate the feasibility of the approach. The prototype currently targets mobile ap-
plications in general with an emphasis on the Android and iOS platforms in particular.

2 Approaches to Platform-Independence

Platform-independence is not a new goal and the cost savings that can be realized
through such independence have long been recognized. The advent of high-level lan-
guages signified an early means of providing such platform-independence through the
use of greater abstractions. Languages such as C and C++ were only partially success-
ful in achieving platform-independence because of the decision to leave some runtime
aspects of the language, such as integral datatype sizing [5, 6], up to compiler providers.
This allowed the same source code to be compiled for many different target platforms,
but did not guarantee that all of the runtime semantics would be consistent across those
platforms.

Languages based on virtual machines (VMs), like Java [7], provide true platform-
independence by specifying a well defined, standardized runtime environment. Higher-
level languages are converted into VM instructions, which are then executed on the
target platform using the native instruction set. Because both the language and the VM
are governed by specifications the behavior of the application across different platforms
tends to be more consistent than when using languages without such comprehensive
specifications.

The combination of high-level languages with a standardized runtime environment
provides a powerful foundation on which platform-independent applications can be
built. This approach can be further refined through the use of domain-specific languages
(DSLs), which expose domain-specific concepts to developers, thus providing a high
level of abstraction and expressiveness within that domain. DSLs are available for spe-
cific domains like mobile and web development.

DSLs can be external, meaning that their syntax is not the same as the host language,
or internal, where they share the host language. This flexibility allows for DSLs that can
be transformed into higher-level languages, directly into VM instructions, or even into
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native code for the target platform. DSLs based on languages like Ruby or Groovy are
internal and ultimately generate high-level language code based on the host language.
The benefit to this approach is that the DSL can take advantage of the power of its host
language, including its compiler and associated optimizations.

A second approach is to provide a DSL that ultimately produces native VM instruc-
tions. This provides a mechanism that allows for the power of a DSL along with potential
optimizations for a particular VM instruction set. However, the process of converting the
DSL code into VM instructions involves the same effort as writing a compiler, poten-
tially making it a more expensive approach than allowing the DSL to produce high-level
language code for which a compiler already exists.

A third approach is to use a DSL that produces native code for the target platform.
The same drawbacks exist for this approach that exist for the conversion to VM instruc-
tions. However, done well, the potential power and optimizations realized by converting
directly to the native instruction set can prove valuable. This approach may also be used
when few, if any, compilers exist for a target platform, such as might be the case with
specialized hardware or chipsets.

3 UML as a Basis for MDE and Agile Approaches

DSLs have also been used in the form of modeling notations, the best-known of which
is UML [8], which, along with OCL [9], seeks to provide a common language for de-
scribing software models. The Object Management Group’s (OMG) approach to model-
driven engineering, MDA [10], relies on UML models that are then consumed and
transformed into executable code.

Unfortunately, MDE has not seen the same industry adoption rates as Agile [11]
approaches like XP [12] and Scrum [13]. Some reasons for this may include:

– A lack of adequate tool support in creating, maintaining and understanding the
complex models derived from UML and related OMG standards. Visual models
make complex structures comprehensible, but are difficult and time consuming to
create and maintain without strong tool support.

– The difficulty in the interchange of visual models across different tools using the
XMI [14] standard for UML interchange. One study of some of the most commonly
used UML tools showed that the success rate of attempted model interchanges
amongst these tools was less than 5% [15].

– The lack of executability in UML models leads to long development cycles. UML
models are thus ill-suited for Agile development processes and are generally used
only for heavyweight processes.

– A lack of modeling resources comparable to the extensive frameworks and libraries
available to Agile approaches. Most models must be developed from scratch rather
than being built on known, proven, and previously adopted solutions.

There is evidence showing that Agile processes can deliver significantly improved
productivity of software development efforts of small to medium sizes in companies
with limited organizational complexity [16–18]. However, because MDE is often char-
acterized as architecture-centric and design-first, it is perceived as antithetical to Agile
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approaches that are often code-centric with architecture as an emergent property result-
ing from iterative refactoring.

Despite these differences, there are also critical similarities between Agile and MDD
practices. For instance, both practices focus on a single deliverable; code, in the case
of Agile approaches, models, in the case of MDE. Hybrid approaches such as Agile
Model Driven Development (AMDD) [19] and Continuous Model Driven Engineering
(CMDE) [20] have been developed, but these approaches either de-emphasize the use
of UML or abandon the idea of completely generative models altogether.

We propose an approach that emphasizes the similarities between MDE and Agile
approaches while de-emphasizing their differences.

4 AXIOM: DSL-Based MDE

We propose to leverage the power of a DSL based on the dynamic language, Groovy, to
provide a new approach to model-driven engineering called AXIOM [21, 22]. AXIOM
retains the key elements of MDE such being model-centric and using using transforma-
tions to convert the models into executable code, but differs in the specifics. Whereas
MDA relies on MOF [23] metamodels to facilitate the transformation of UML models
into executable code, AXIOM instead provides a modeling DSL written in a dynamic
language. AXIOM supports a limited subset of UML in the form of class diagrams and
state charts as a means if visualizing the DSL models. This allows it to maintain some
of the most powerful aspects of MDD such as model visualization, while also being
easily accessible to existing designers and developers who are familiar with UML and
its notation.

AXIOM defines a Groovy-based DSL specifically for modeling mobile applications.
The DSL provides an abstraction of the features and capabilities supported by the An-
droid and iOS platforms. The aim of the DSL is to provide an abstract way of accessing
the complete native API of each platform, and not just a limited subset of the API (of-
ten known as the lowest common denominator). By using a DSL, AXIOM also allows
platform-independent models to be executable. This shortens development time and al-
lows for the early detection and remediation of errors and anomalies. Because AXIOM
is Groovy-based, it has access to a rich set of modeling elements and frameworks that
UML alone does not provide.

AXIOM supports customizable model transformations and code generation. It per-
mits both kinds of MDE: completely generative, where all of the code comes from the
model, and partially generative, where nearly complete code is generated with some
parts to be completed manually. The model transformations can be customized through
the use of annotations on the model as well as developer-customizable code templates
for patterns and idioms. The aim is to allow the generated code to be optimized for
performance and other quality requirements through techniques supported by native
platforms including multi-threading, memory management, and application life-cycle
management.

It should be noted that while we emphasize the development of mobile applications
for our initial research and in this paper, AXIOM is by no means limited to such appli-
cations. As we will see, AXIOM’s basic DSL-centric approach is suited to a variety of
applications.
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5 AXIOM Intent Models

Applications are first defined as platform-independent intent models using AXIOM’s
DSL. Intent models describe the core functions, user interfaces, and interactions of the
application in a way that is completely devoid of references to implementation-specific
aspects of any platform. The intent model is composed of two core perspectives: the
interaction perspective, visualized using UML state diagrams, and the domain perspec-
tive, visualized using UML class diagrams.

Consider a simple application that associates users with roles, perhaps as part of a
broader application security component. We want the ability to associate each user with
multiple roles, from which they will ultimately derive their application privileges. To
provide these capabilities we must be able to manage both user and role information as
well as manage the associations of users to roles. In the next few sections we examine
how AXIOM represents the key elements of this simple application.

5.1 Interaction Perspective

The interaction perspective describes the user interface and the application’s behavior
in response to user and system events. The basic state diagram representing the two
screens is shown at the top of Fig. 1. This state diagram is realized into a graphical
view of the interaction perspective represented by the associated wireframes shown in
the middle of Fig. 1. A partial AXIOM DSL that encodes the state diagram and the
associated graphical representation is shown at the bottom of Fig. 1.

The interaction perspective defines the composition of the two screens. The first
screen is a list view with several sections. The names ListView, Section, and Item
in the model (see A in Fig. 1) refer to the UI elements. The second screen is a view
containing several types of logical UI controls including labels, buttons, a text field,
and a selection. The logical UI controls in the intent model only define their intended
functions and not the actual widgets that implement these functions. The names View,
Panel, Label, Button, Text, and Selection in the model also refer to UI elements
(see B ). Each view in the UI corresponds to a state in the interaction model. Transitions
are defined as the next attribute of the UI control that triggers the transition (see C , D ,
and E ). Optional guard conditions and actions can also be defined on the transitions.

5.2 Domain Perspective

The domain perspective describes business entities. These are typically persistent and
are transferred and referenced among different parts of the application. Figure 2 shows
the domain perspective for our simple example including the class diagram and the
corresponding AXIOM DSL.

AXIOM’s domain perspective is defined using a notation based on the GORM [24]
framework. GORM provides for persistence and relationship management between per-
sistent objects. This makes it suitable for defining both standalone domain objects as
well as for incorporating persistence when required.
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Fig. 1. State diagram, UI and partial DSL of the interaction perspective

Fig. 2. Class diagram and partial DSL of the domain perspective
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Each entity describes the properties and relationships of a domain object. This allows
for the precise definition of the entity’s properties. GORM supports both field and cross-
field validations on its properties although we have not yet incorporated that notation
into AXIOM.

Entities can also have relationships, indicated by the @Relation annotation (see
C and D in Fig. 2). Each relationship requires a role name, which defines additional

properties of the entity, as well as its cardinality and navigability. Cardinality is reflected
using single- or multi-valued properties defined using the hasOne and hasMany property
names respectively. Navigability is defined by the presence or absence of a property that
allows for navigation to the reciprocal entity in the relationship. In this example each
entity has a reference to the other associated with its hasMany property, indicating that
these entities support bi-directional navigability.

We assume that any class annotated by @Entity (see A and B ) will be persisted
although the precise persistence mechanism is not encoded within the model. That de-
cision will be made during the structural transformation phase of the AXIOM’s trans-
formation process.

5.3 Intent Models and Transformations

Intent models are declarative and capture the intent of applications completely. They
are also executable for the purpose of demonstration and validation. However, intent
models must be informed by additional decisions in order to produce high quality and
finished applications:

Structural. These include architecture and design decisions such as choice of plat-
form, language, framework, API; the use of architecture and design patterns and
implementation idioms and related techniques. These decisions typically have a
significant impact on the code that is ultimately generated as well as on the or-
ganization of that code. This is particularly true when a multi-tier architecture is
desired or when specific non-functional requirements must be satisfied. Structural
transformations are discussed in more detail in Sect. 6.1.

Refining. These include decisions about various aspects of the application such as
styles and themes. This might also include intra-class decisions such as algorithm
selection. In general these decisions, while significant, do not have as great an im-
pact on the generated code as the structural decisions although they can certainly
affect how well the finished application meets its requirements. Refining transfor-
mations are discussed in more detail in Sect. 6.2.

Structural and refining decisions almost always affect the platform-specific model.
While structural decisions typically have a much broader impact on the finished appli-
cation than refining decisions, they both serve to narrow the range of possible imple-
mentations that meet the functional, non-functional and platform needs. All structural
and refining decisions are made during the transformation process.
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Fig. 3. AXIOM transformation process

6 AXIOM Transformation Process

A critical component of MDE is model transformation, which converts the abstract PIM
of an application into executable code. The structural and refining decisions are intro-
duced during AXIOM’s three-phase transformation process that includes: structural
transformation, refining transformation, and code generation as shown in Fig. 3.

All AXIOM models are represented as abstract model trees (AMTs) corresponding
to the logical structure and elements of the models. For example, each UI view and
logical UI control in the intent model is represented as a node in the AMT. The AMT
is similar to an AST, but allows for cross-node relationships and references. Each node
in the AMT supports attributes both in the form of simple name-value pairs as well as
more complex types such as collections and closures.

Each node on an AMT has a set of attributes defined as name-value pairs, which
makes it similar to an attribute grammar [25]. In addition to the simple types supported
by traditional attribute grammars, AXIOM AMTs also support complex types such as
collections and closures. This introduces the potential for AXIOM to perform model
analysis based on both inherited and synthesized attributes thereby supporting the iden-
tification of mismatched requirements. These attributes can also be used by the model
transformation process to further refine the generated code.

Each phase in an AXIOM model transformation reconfigures the AMT. Figure 4
illustrates the changes introduced by each phase of the transformation process.
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Fig. 4. Transformation of AXIOM AMTs

6.1 Structural Transformations

The structural transformation phase applies architecture and design rules to the intent
model and may alter both the structure of the AMT as well as the attributes of its
nodes. This yields a new AMT that can be structurally different from the original intent
model. Structural decisions often impact the macro-organization of the components in
the application and their interactions. The structural transformations are rule-based and
generally reusable. The result of the structural transformation is a design model that
is functionally isomorphic to the original intent model, but that also defines the macro-
organization of the application driven by the platform-specific technology and API. The
design model can be mapped to a design of the application with the modules, classes
and their relations determined.

Common examples of structural decisions include target language and platform,
framework selection, and code distribution. For instance, in the simple example of users
and roles, we have seen that we can define simple entities. During the structural trans-
formation phase, we might determine that these entities will be persisted to a remote
database or conversely, we might decide that the data should be persisted to a local file
store. These choices will yield very different designs when the intent model is trans-
formed in support of an iOS-based mobile versus a JEE-based web application.

6.2 Refining Transformations

During the refining transformation phase, the structure of the design model AMT is pre-
served but the attributes of the nodes may be changed. This results in an output tree that is
not only functionally isomorphic to the original intent model, but that is also structurally
isomorphic to the design model. Refining transformations decorate the design model
with additional platform-specific elements to address intra-class, micro-organizational
decisions. The resulting implementation model maintains the macro-organization of the
design model, but includes all the necessary details needed to generate high quality, effi-
cient code. The decorations applied during the refining transformation phase are usually
not application specific, and are highly reusable.

Examples of refining transformations include algorithm selection, visual layout and
theme. In the case of our security example, these decisions might indicate whether or
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not we wish to use JPA, Hibernate or Spring JDBC for our persistence layer. Similarly,
we might opt to generate DAOs as a means of enforcing a separation of concerns within
the generated code.

By deferring these lower-level decisions until this phase of the transformation, we
are able to make selections that are appropriate for the desired overall characteristics of
the target runtime environment. For example, while it may be a functional requirement
that a list of items be sortable within the UI, we can refine the approach to emphasize
the characteristics of one sort algorithm over another depending on if we’re running on
a mobile platform or a JEE server. Such discrimination is critical given that we must
make different time-space tradeoffs based on the target platform.

6.3 Code Generation

During the code generation phase, the implementation model is converted into native
source code for the target platform. In our security example, this means that we will
generate the appropriate annotations and code for each persistable entity based on the
structural and refining decisions made earlier.

Code generation is based on a set of platform-specific templates that are application-
independent and reusable. The code generation is completely automated and highly
customizable.

7 Benefits

AXIOM has several notable benefits for software development. First, the DSL provides
higher levels of abstraction that enable the construction of the platform-independent
intent models while also permitting a high degree of expressiveness. Because the DSL
is written in Groovy, modelers gain instant access to existing Java-based frameworks
and libraries, which saves the effort that would otherwise be required to model them.
The DSL also grants the AXIOM intent models a degree of executability that facilitates
rapid development and verification, an approach that aligns perfectly with the princi-
ples of modern Agile approaches, which emphasize a rapid turnaround from concept to
completion.

Second, the fact that AXIOM is encoded in a textual model rather than a graphical
one ensures a degree of tool independence; all that is required is a text editor. Related
problems such as concurrent model development, model versioning, and model merging
can be addressed through existing source code control systems.

Third, even though the models look more like a programming language, AXIOM
supports a limited subset of UML models, thus retaining some of the visual expressive-
ness of UML.

Finally, the AXIOM transformation rules and templates can be used across entire fam-
ilies of applications and technologies rather than being specific to a particular application
domain as is often the case with many model compilers. In addition, while many model
compilers are “black box” in the sense that a change to the generated code often requires
a change to the compiler’s code, AXIOM attempts to take a “white box” approach by
externalizing the various transformation rules and templates. This approach allows for
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the reuse of the templates and transformation rules across different applications rather
than binding them to only a single application.

AXIOM also has some limitations. First, AXIOM only honors a subset of the avail-
able UML diagrams, specifically class diagrams and state charts. Other UML diagrams
may provide additional benefits, but are currently unrecognized. Second, AXIOM can-
not easily make up for the limitations of a given platform, a challenge for any MDE
approach. Finally, AXIOM deviates from the standard OMG definition of MDA by us-
ing a DSL for its representation rather than a MOF-based metamodel.

8 The Prototype and Preliminary Results

A proof-of-concept prototype tool has been developed to demonstrate the feasibility
of AXIOM. The prototype targets two popular mobile platforms: Android and iOS.
AXIOM models can be transformed into native implementations in Java for Android
and Objective-C for iOS. The generated application source code is then compiled using
the native SDKs on the target platform to produce executable applications. The design
of the generated code follows the common MVC architecture.

Table 1. LOC of intent model vs. generated code

(n = 29) AXIOM iOS Android
AXIOM as % of ρL compared to
iOS Android iOS Android

Median 19.5 168.0 279.0 10.3 7.0 8.6 14.3

Average 27.2 222.1 328.5 11.5 7.7 8.2 12.1

Minimum 8.0 126.0 77.0 5.8 3.2 15.8 9.6

Maximum 98.0 539.0 646.0 31.9 15.2 5.5 6.6

Using the prototype tool, we conducted preliminary analyses to assess the effective-
ness of AXIOM. Using a small set of working examples (n = 29), we compared the
sizes of the AXIOM intent models and the generated source code on both iOS and
Android platforms. Our assumptions are that: a) developer productivity measured in
lines-of-code per person-hour (LOC/PH) is roughly constant regardless of languages
used; and b) the native applications produced by the prototype tool are comparable in
size and complexity to the same applications developed manually. An admittedly sub-
jective review of the code generated by AXIOM is that it is consistent with industry
best-practices such as separation of concerns and the corresponding creation of appro-
priate abstraction layers.

Under these assumptions the reduction in the size of the AXIOM intent models com-
pared to the size of the generated applications would translate into a significant reduc-
tion in development time, hence an increase in development productivity. Based on our
preliminary studies, shown in Table 1, the median size (in LOC) of the AXIOM intent
models is 7% of the size of the generated applications for Android and about 10% of
the size of the generated applications for iOS.
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Similarly, Kennedy’s relative power metric [26], ρL, also based on LOC, measures
the impact of AXIOM on developer productivity. Kennedy’s relative power metric is
given by:

ρL =
IN(P)
IA(P)

(1)

where IN and IA are the lines of native and AXIOM code respectively that are required
to implement application P.

These early results suggest a potentially significant increase in productivity when
compared with manually developed applications using standard development tools on
native mobile platforms.

9 Related Work

9.1 Model-Driven Engineering

There are different approaches to MDE. Some of these closely follow the MDA standard
while others amend either the MDA process or its deliverables.

AndroMDA [27] is an open-source, UML-based, template-driven MDA framework.
It accepts UML models in an XMI format and uses them for code generation. An-
droMDA is not a modeling environment and is thus limited by the quality of the XMI
output produced by other tools.

The Eclipse Foundation provides UML-based technologies that support MDD in
terms of both model construction and model transformation. These projects include
Generative Modeling Technologies (GMT) [28] and the ATL Transformation Language
(ATL) [29].

Executable UML (xUML) is an approach to software development that uses UML
models as the primary mechanism by which applications are built [30]. Like AXIOM,
xUML advocates the benefits of UML executability. One significant challenge of xUML
is that the process of writing a model compiler may require as much effort as producing
the original models. There are examples of publicly available xUML compilers such as
xUmlCompiler [31], but each compiler targets a specific set of technologies for its code
generation processes.

There have also been attempts to introduce more formalism into MDE. Examples
include Alloy [32], UML Specification Environment (USE) [33, 34], Z [35, 36] and its
object-oriented extensions like MooZ [37], Object-Z [38], OOZE [39], Z++ [40], and
ZEST [41].

The overall process of MDE has also been examined for ways to improve on its abil-
ity to deliver applications. Continuous Model Driven Engineering (CMDE) as defined
by eXtreme model-driven design (XMDD) [20] uses process modeling as its means of
eliciting the necessary requirements and behavior. Agile Model Driven Development
(AMDD) [19] shares the notations and tools commonly used in MDD but retains code
as the central focus of the development effort. AMDD has been executed in combi-
nation with the MIDAS framework [42, 43] as a means of implementing web-based
applications.

Each of these approaches takes a slightly different approach to MDE and thus has its
own challenges. Many of the approaches are deeply rooted in UML and thus suffer from
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UML’s shortcomings including the lack of first-class support for UI design. Approaches
that rely on the creation of custom model compilers or transformations simply shift the
development burden from the application and its models to the transformation frame-
work. Most formal approaches were never designed for MDE and thus do not provide
true model executability. Approaches that change the overall MDD process either lose
model-centricity or are rooted in notations that deviate from mainstream UML.

AXIOM encourages the development of executable models using a DSL that sup-
ports interaction, UI and domain design while also retaining the widely adopted graph-
ical notation associated with UML class and state diagrams.

9.2 DSL-Based Development

One approach for cross-platform mobile application development is to use languages
and virtual machines that are common across different platforms, such as HTML and
JavaScript [44, 45]. While this approach is adequate for certain types of applications, it
has known shortcomings and limitations. Canappi [46] uses a DSL to define and gener-
ate cross-platform mobile applications as front-ends to web services. Unlike AXIOM,
it allows neither access to native APIs nor customizable code generation.

WebDSL and Mobl [47, 48] are two DSLs that target web and mobile applications
specifically. WebDSL is similar to Ruby’s Rails and Groovy’s Grails in that it allows for
the rapid development of applications using a custom DSL. However, neither Mobl nor
WebDSL addresses the model-driven aspect of the development process. Thus while
the DSL code may indeed be ultimately transformed into executable code, the models
themselves are not executable and are not considered major artifacts of the software
development process.

AXIOM is partly based on the ZOOM [49–51] project as well as on OMG’s MDA.
AXIOM retains some key parts of UML, such as state and class diagrams, but un-
like MDA, AXIOM defines a domain-specific modeling notation and a transformation
framework that is not based on MOF.

10 Future Work

Our research into the AXIOM approach is in its early stages yet, but the preliminary re-
sults are promising. We intend to continue refining the approach so that it can work with
even more complex models. One key area of work that remains is the further develop-
ment of the rule-based transformations and the associated templates. In particular these
transformations must be able to handle cases where given functionality is supported to
different extents on different platforms. Some of those challenges have already been
encountered and addressed in the user interface, but other such challenges remain such
as the implementation of persistence.

Another area that remains to be addressed is the introduction of non-functional re-
quirements into the models and the various decisions that advise the structural and
refining transformations. Such architectural concerns are central to the ability to model
and transform an application for a particular platform. For example, it would be desir-
able for the model transformations to choose algorithms that are appropriate for each
target platform’s memory and persistent storage characteristics.
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These enhanced models will be used to drive comparative experiments to determine
if the early benefits seen in the preliminary results continue to manifest as the scale
and complexity of the applications increases, particularly in the areas of developer pro-
ductivity, generated source code quality, and the runtime performance, efficiency and
defect densities of the executable application.

11 Conclusions

AXIOM is a model-driven approach for developing high quality, cross-platform appli-
cations. We have successfully demonstrated its feasibility in developing cross-platform
mobile applications for Android and iOS platforms. AXIOM uses a DSL to provide a
high level abstraction of mobile platforms. Applications are represented as intent mod-
els using the DSL and are then augmented with structural decisions and refined with
other platform-specific elements during a multi-phase transformation process to pro-
duce source code for native applications.

The potential benefits of AXIOM include significant cost savings in software de-
velopment owing to dramatic increases in productivity. AXIOM supports executable
models, which enable iterative and incremental development and allow early validation
of the applications. Product quality can be significantly improved due to the reduced
amount of hand-written code. The transformation process offers a high degree of con-
trol over code generation and enables transformation logic to be re-used across appli-
cations rather than building a single, monolithic model compiler for each individual
application. This improves developer productivity and overall application quality.

AXIOM’s approach to software development seeks to combine the best aspects of the
Agile and MDE development. By defining a dynamic modeling language based on an
existing dynamic language, AXIOM is immediately accessible to a large population of
the Agile development community. By continuing to emphasize the use of completely
generative models, AXIOM remains true to the intent of MDA, even though it differs
in the underlying approach.

Our preliminary findings in terms of the potential gains in productivity are promis-
ing. We intend to further enhance the prototype tool to provide more comprehensive
support of mobile platforms. This will enable us to conduct more extensive compara-
tive studies and experiments using AXIOM. We plan to collect and analyze data in a
number of different aspects, including developer productivity, the source code quality of
generated applications, and the performance, efficiency and defect density of generated
applications.
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Abstract. Most Eclipse projects which deal with modeling data are based on the
Eclipse Modeling Framework (EMF) which provides code generation facilities for
building tools and applications based on structured data models. However, from
the user interface point of view, the development of applications based on EMF
could be made simpler with more code reuse. For this reason, we propose EMF
Components, a lightweight framework that allows easy and quick development of
applications based on EMF. Besides providing a set of reusable components like
trees, tables and detail forms that manage the model with the introspective EMF
capabilities, EMF Components also comes with a DSL to make the configuration
and customization of all the components much faster.

1 Introduction

The Eclipse Modeling Framework (EMF) [1] simplifies the development of complex
software applications based on structured data models. Starting from the metamodel
specification (which can be described in XMI, UML or annotated Java) EMF produces
a set of Java classes for the model, along with a set of adapter classes for editing facil-
ities. However, we think that from the user interface point of view, the development of
applications based on EMF could be made simpler, with more code reuse, and without
having to deal with too many internal details. For this reason, we propose the EMF
Components framework.

EMF Components is a lightweight framework for easily and quickly developing
applications based on EMF. It can be configured to use all kinds of EMF persistence
implementations (e.g., XMI, Teneo, CDO). Our framework provides a set of reusable
components like trees, tables and detail forms that manage the model with the intro-
spective EMF capabilities. Using these components one can easily build more complex
widgets, editors and applications. All the components are customizable with injection
mechanisms (based on Google Guice [2], a Dependency Injection framework [3]).
The EMF Components framework is available as an open source project at
http://code.google.com/ a/eclipselabs.org/p/emf-components. The first version of EMF
Components was presented in [4]; this paper describes the new version, in particular,
it introduces the new DSL that has been recently implemented to make the configuration
and customization of all the components much faster.
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1 adapterFactory = new ComposedAdapterFactory(ComposedAdapterFactory.Descriptor.
Registry.INSTANCE);

adapterFactory.addAdapterFactory(new ResourceItemProviderAdapterFactory());
3 adapterFactory.addAdapterFactory(new MyModelItemProviderAdapterFactory());

adapterFactory.addAdapterFactory(new ReflectiveItemProviderAdapterFactory());
5 BasicCommandStack commandStack = new BasicCommandStack();

commandStack.addCommandStackListener(new CommandStackListener() {...});
7 editingDomain = new AdapterFactoryEditingDomain(adapterFactory, commandStack, ...);

Tree tree = new Tree(composite, SWT.MULTI);
9 TreeViewer viewer = new TreeViewer(tree);

viewer.setContentProvider(new AdapterFactoryContentProvider(adapterFactory));
11 viewer.setLabelProvider(new AdapterFactoryLabelProvider(adapterFactory));

viewer.setInput(editingDomain.getResourceSet());
13 new AdapterFactoryTreeEditor(viewer.getTree(), adapterFactory);

Listing 1.1. An example of typical recurrent use of EMF functionalities to setup a tree viewer

1.1 Motivations

EMF provides some mechanisms for generating user interface code, in particular, it can
also generate an editor (based on a tree viewer) for an EMF metamodel. Indeed, besides
the classes for the model, EMF can generate an additional plugin (called edit plugin)
with an editing framework, i.e., classes not directly dealing with UI functionalities,
but that can be used for generic editing features (based on EMF.Edit [5,1]); then, it
generates a plugin which directly deals with the UI part, in the shape of an editor and
some wizards, which rely on the generated editing framework for the metamodel.

The main problem for the programmer is that all these mechanisms have to be setup
and initialized correctly in order to achieve the desired functionalities; this initialization
requires many lines of code, which are recurrent, require some deeper knowledge, and
tend to fill the code with too many distracting details. For instance, in Listing 1.1 we
show the typical Java code which is very recurrent in applications that use EMF models
and UI functionalities to setup a tree viewer. Note that such code is full of many internal
details. As we will show in the next sections, our goal is to factor out this recurrent
code in such a way that UI components can be setup with only a few lines of code
(Listing 1.4, Section 2.1).

EMF standard generation mechanisms are based on specific Javadoc comments, i.e.,
@generated, for fields, methods and classes: future generations will overwrite all
the previously generated Java code elements unless the user removes that @gener-
ated from specific declarations (or replaces it with @generated NOT). An example
of customization of labeling in a class generated by EMF into the edit plugin (related
to the classic EMF Library example) is shown in Listing 1.2. We observe that even for
specifying the image for instances of Book we need to go into the generated Item-
Provider class, and specify the path of the image (note also other distracting de-
tails like overlayImage, ResourceLocator, etc.). If we need to customize the
images for all the EClasses of our model, we need to modify every generated Item-
Provider class. Instead, we would like to specify these customizations more directly,
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1 public class BookItemProvider extends ... {
/∗∗ @generated NOT ∗/

3 @Override public Object getImage(Object object) {
return overlayImage(object, getResourceLocator().getImage("mypath/

custom_book.png"));
5 }

7 /∗∗ @generated NOT ∗/
@Override public String getText(Object object) {

9 return "Book: " + " " + ((Book)object).getTitle();
}

Listing 1.2. An example of typical customization of EMF labeling

and possibly grouped in one place, which is easier to maintain. We will show our
customization strategies in Section 3. Another problem with this @generated and
@generated NOT mechanism is that it might easily get difficult to keep track of cus-
tom modifications to the generated code.

Moreover, the editor generated by EMF is not effectively designed to promote code
reuse: the generated editor is a monolithic class consisting of more than two thousand
lines of code, with many inner classes. Indeed, if one compares the editors generated for
two different metamodels, the differences are really minimal, thus the classes generated
by EMF for the UI components lead to a huge amount of duplicated code.

The paper is structured as follows: in Section 2 we describe some components of
our framework, with some examples. Section 3 describes how the components of our
framework can be customized. Section 4 introduces our new DSL for easily specifying
customizations in a compact form (the DSL will then generate automatically the corre-
sponding Java classes). Section 5 concludes the paper with related work and hints for
future directions.

2 EMF Components

Our main design choice in developing EMF Components was to split responsibilities
into small classes (following the Single Responsibility Principle [6]), so that customiz-
ing a single aspect of UI components does not require to subclass the components
themselves, but only to specialize the class that deals with that specific aspect. Cus-
tom implementations of specific aspects will be injected using dependency injection;
this way, all components relying on that aspect will be assured to use the custom ver-
sion. The Dependency Injection pattern [3] is used to “inject” actual implementation
classes into a class hierarchy in a consistent way. This is useful when classes delegate
specific functionalities to other classes: messages are simply forwarded to the objects
referenced in fields (which abstract the actual behavior). These fields will then be in-
stantiated through injection mechanisms so that we do not have the implementation
classes’ names hardcoded in the code of the classes that will use them, and we are sure
that, if we switch the implementation classes, we will do that consistently throughout
the code. Typically the same goal can be achieved manually by implementing factory
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public class MyEmfComponentsModule extends EmfComponentsGenericModule {
2 public Class<? extends ResourceLoader> bindResourceLoader() {

return MyResourceLoader.class;
4 }

public Class<? extends ViewerMouseAdapter> bindViewerMouseAdapter() {
6 return ViewerMouseAdapter.class;

}
8 public Class<? extends PropertyDescriptionProvider>

bindPropertyDescriptionProvider() {
return PropertyDescriptionProvider.class;

10 }
}

Listing 1.3. A module with bindings

method and abstract factory patterns [7], but with dependency injection frameworks it
is easier to keep the desired consistency, and the programmer needs to write less code.

To this aim, we use Google Guice [2] which provides a framework for dependency
injection that makes all the injection mechanisms really easy to use, and relieves the
programmer from the most internal details of dependency injection. Guice relies on
Java annotations [8], in particular, @Inject, for specifying the fields that will be in-
jected, and on a module which configures the bindings for the actual implementation
classes; from the module we can build an injector which will be used to create the
actual instances of classes, where the fields will be actually injected according to the
bindings.

The user of EMF Components has to declare a subclass of EmfComponents-
GenericModule with custom bindings. Indeed, the programmer does not have to
perform all the initial setup operations: we provide a wizard that creates a new plu-
gin project with all these classes, and the programmer will only have to provide the
custom injection bindings. Furthermore, EMF Components relies on the enhancements
that Xtext [9,10]1 added to Guice’s Module API: Xtext provides an abstract base class,
which reflectively looks for certain methods in order to find declared bindings. The
most common kind of method that we rely on is of the shape bindXXX where XXX is
the name of the class for which we need to specify a binding. An example of custom
bindings relying on this reflective mechanisms is shown in Listing 1.3.

In the following we present the most important UI components provided by the EMF
Components framework; more components will be provided in the future.

2.1 Viewers

Eclipse JFace UI components often rely on viewers (e.g., tree viewers, table viewers,
etc.) which are not intended to be subclassed: indeed, they are parametrized over the
content provider, which takes care of providing the contents based on the input, and
other providers for the layout, for instance the label provider, which provides a textual
representation and an image for the elements to be shown by the viewer.

1 An Eclipse framework for the development of programming languages.
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1 public class MyView extends ViewPart {
@Inject ViewerInitializer initializer;

3

@Override public void createPartControl(Composite parent) {
5 ...

viewer = new TreeViewer(parent, ...);
7 // initialize with an EMF Resource

initializer.initialize(viewer, resource);
9 // or alternatively, if you have an EObject

initializer.initialize(viewer, eObject);
11 }

Listing 1.4. Initialization of a viewer with EMF Components

We provide a ViewerInitializer, with many overloaded methods, which can
be used to initialize the viewer with all the EMF mechanisms, but hiding the details
from the programmer. In Listing 1.4 we show an example of a view with a viewer. It
uses the injected ViewerInitializer to initialize the tree viewer (it can initialize
it based on an EMF Resource, or an EObject).

We invite the reader to compare the initialization code in Listing 1.4 with the one
which is typically used without using EMF Components, in Listing 1.1. All the initial-
ization details are carried on transparently by EMF Components classes. As we said,
there are several initialization methods available, and if the programmer needs it, he
can also specify all the providers for the viewers. In particular, if the programmer needs
access to the EMF EditingDomain, he can create it and pass it to the initialization;
but also in this case, we provide utility mechanisms for creating (and initializing) an
EditingDomain without having to worry about initializing the adapter factories for
the editing domain itself (see the manual initialization in Listing 1.1).

2.2 Composites

The smallest components that EMF Components provides as reusable units are Eclipse
Composites. We provide composites to be reused in views and editors based on sev-
eral viewers. Also in this case, the setup instructions for these components is minimal.

The problem with SWT Composites is that they do not expose a default constructor;
this is crucial for dependency injection to work. Thus, we provide factories to be used
to actually create these composites; the idea is that one passes to the factory the argu-
ments for the constructor, and, internally, the factory will also setup all the injection
mechanisms.

We will not describe here all the composites provided by the EMF Components
framework; we concentrate on the form composite FormDetailComposite which
shows the details of an EObject in a SWT form, and allows to edit such details. This
is something that was currently missing in the EMF framework itself: the EMF frame-
work only provides mechanisms to edit details of an EObject in the Eclipse standard
Properties view, which might be limited in its functionalities. The SWT form toolkit
instead provides richer UI features.
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1 public class MyView extends ViewPart implements ISelectionChangedListener {
@Inject FormFactory factory;

3 Composite detail;
FormDetailComposite detailForm;

5

@Override
7 public void createPartControl(Composite parent) {

detail = new Composite(this, SWT.BORDER);
9 }

11 @Override
public void selectionChanged(SelectionChangedEvent event) {

13 EObject selectedObject = getFirstSelectedEObject(event.getSelection());
if (selectedObject != null) {

15 // relevant lines
detailForm = factory.createFormDetailComposite(detail, SWT.BORDER);

17 detailForm.init(selectedObject);
}

19 }
...

21 }

Listing 1.5. Using the FormDetailComposite

In Listing 1.5 we show a possible use of FormDetailComposite: we create
a view which reacts on selections from other elements of the workbench, and if the
selected element is an EObject it shows its details in the form. We highlighted the two
relevant lines in the Listing which show how easy is to create this composite and set
it up: we create an instance of the form using the injected factory and we initialize it
with selected object. All the other code in Listing 1.5 has to do with Eclipse and SWT,
not with EMF Components itself. Indeed, we showed the code in Listing 1.5 as an
example of use of EMF Components; however, this view class is already part of EMF
Components framework, and it can already be reused in applications (as in the Mail
example in Section 4).

In Figure 1 we show a reusable editor provided by EMF Components and the form
view implemented in Listing 1.5 (which shows the currently selected object fields for
editing). Note that the “dirty” state (the * in the tab) is handled by the EMF Components
framework automatically. Moreover, any change to the model in any view or editor
which is connected to the same resource will soon be reflected in all the components
using that resource: this takes place transparently, since the EMF Components widgets
rely on EMF Databinding [11], which connects the model and the user interface.

3 Customizations

If one has used the EMF standard generation mechanisms to generate the edit plugin,
and possibly customized some behavior in the edit plugin, all these customizations will
be honored by EMF Components UI widgets.
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Fig. 1. A tree editor and a form view

However, in EMF Components, we provide the customization mechanisms (based
on injection) which aim at making the customization of editing functionalities easier
than the standard EMF.Edit framework.

The Xtext framework (on which we rely to implement some internal mechanisms
of EMF Components) provides a mechanism, through the class PolymorphicDis-
patcher, for performing (overloaded) method dispatching according to the runtime
type of arguments, a mechanism known as dynamic overloading [12,13]2. This dis-
patching mechanism does not require a visitor structure [7] since it inspects the avail-
able methods in a class and selects the method using reflection. By relying on this, we
can provide a declarative way of specifying custom behaviors according to the class
of objects of an EMF model (though the internal details about the use of Polymor-
phicDispatcher are hidden to the programmer).

For instance, by implementing a derived ViewerLabelProvider (the label
provider of our framework), the programmer can specify the text and image for la-
bels of the objects of the model by simply defining several methods text and image,
respectively, using the classes of the model to be customized as parameters. An example
is shown in Listing 1.6 (applied to the classic EMF Library example). These methods
will be used internally by our label provider to implement the LabelProvider’s
methods getText and getImage. Compare this code, which allows to customize
in only one place the representation of the elements of a model, with the code in List-
ing 1.2, which refers to one single customization. With respect to Listing 1.2 we would
also like to observe the absence of inner details (especially for the images). Injecting
this customization in the framework is just a matter of defining the binding in the Guice
module, as shown in Listing 1.7.

2 While most compiled or statically-typed languages (such as Java) determine which implemen-
tation to call at compile-time.
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1 public class CustomLabelProvider extends ViewerLabelProvider {
public String text(Book book) { return "Book: " + book.getTitle(); }

3 public String image(Book book) { return "book.png"; }
public String text(Borrower b) { return "Borrower: " + b.getFirstName(); }

5 // other customizations
}

Listing 1.6. An example of customization of labeling in EMF Components

public class MyCustomModule extends EmfComponentsGenericModule {
2 public Class<? extends ViewerLabelProvider> bindViewerLabelProvider() {

return CustomLabelProvider.class;
4 }

...
6 }

Listing 1.7. An example of bindings of customization of labeling

Another thing that the programmer might want to customize is the representation of
the EStructuralFeatures of the model, i.e., the descriptions of the fields of the
elements of the model. Again, we provide a declarative way to do this, through a Prop-
ertyDescriptionProvider, as illustrated in Listing 1.8; note that this time, the
name of the method for customizing the text of the feature must contain the name of the
EClass and the name of the specific feature of such EClass. For instance, text Per-
son firstName will be called to get the description of the feature firstName of a
Person.

public class CustomPropertyDescriptionProvider extends PropertyDescriptionProvider {
2 public String text Person firstName() { return "First name"; }

public String text Person lastName() { return "Surname"; }
4 }

Listing 1.8. An example of customization of EStructuralFeatures label representations in EMF
Components

Similarly, we might want to specify only a subset of features to be shown in the
UI components of a model; for this task, the EMF Components framework relies on
FeaturesProvider; the programmer can customize it and specify the features to
be shown for some of the classes of the model; the customization shown in Listing 1.9
should be self-explanatory3: for an object of class Library we want to show only its
features name and address, etc.

Note that the customizations are not limited to classes belonging to a single EMF
metamodel package: in one single place we can provide customization for every EMF
classes that we intend to use with EMF Components widgets.

All these classes are used internally by the EMF Framework to represent models in
the widgets; thus a custom injected implementation will be used consistently throughout

3 Due to lack of space, we do not show here the corresponding mechanism dealing with the
customization of EMF generated code; the interested reader can compare our solution with the
typical example of EMF: the Library example.
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import static org.eclipse.emf.examples.extlibrary.EXTLibraryPackage.Literals.∗;
2

public class CustomFeaturesProvider extends FeaturesProvider {
4 @Override protected void buildMap(EClassToEStructuralFeatureMap map) {

super.buildMap(map);
6 map.mapTo(LIBRARY,

LIBRARY NAME, ADDRESSABLE ADDRESS);
8 map.mapTo(PERSON,

PERSON FIRST NAME, PERSON LAST NAME,
ADDRESSABLE ADDRESS);

10 map.mapTo(WRITER,
PERSON FIRST NAME, PERSON LAST NAME,

WRITER BOOKS);
12 }

}

Listing 1.9. An example of customization of EStructuralFeatures to be represented in EMF
Components

the application for all the UI components created with the same injector. For instance,
the custom implementations shown in Listing 1.8 and 1.9 will be used when building
the forms (described in Section 2.2) and the column headers for table viewers (as shown
in Figure 2).

In Figure 2 we show the same components of Figure 1, after applying the customiza-
tions of Listing 1.8 and 1.9. The customizations of Listing 1.8 can be seen in the form
where the labels for the features firstName and lastName have been changed; the
customizations of Listing 1.9 can be seen again in the form: only the features first-
Name, lastName and books are represented (see the last mapping in Listing 1.9).
In Figure 2 we also show a tabular view (another example of use of EMF Components
framework which we did not illustrate in this paper); note that since the same cus-
tomized FeaturesProvider was used, the headers of the columns in the table for
the selected writer respect the customizations of Listing 1.8 and 1.9.

4 A DSL for Customization

To make EMF Components easier to use we recently developed a DSL with Xtext [9,10].
Xtext is a framework for the development of programming languages: it provides high-
level mechanisms that generate all the typical and recurrent artifacts necessary for a
fully-fledged IDE on top of Eclipse. With our DSL we can easily specify and customize
the components without writing Java classes and custom Guice module bindings (that
we illustrated in Section 3). From such a specification the DSL will then generate all
the Java classes to implement the customized aspects and also the Guice module with
the correct bindings.

This DSL relies on Xbase [14], a reusable expression language, completely
integrated with Java, and shipped with Xtext. From Xbase the DSL “inherits” a rich
Java-like syntax for expressions (notably, closures and type inference, so that the pro-
grammer is not requested to write types in declarations explicitly) and the complete
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Fig. 2. A tree editor, a form view and a tabular view with customizations

Java type system. Xbase also provides some syntactic sugar, like extension methods
and a concise getter/setter syntax (e.g., foo(a, b) can be written as a.foo(b),
and a.getFirstName() as a.firstName). In particular, the expression parts of
the DSL will be handled directly by Xbase, relieving the programmer from the big bur-
den of having to reimplement repetitive type checks. Xbase also allows to debug Xbase
expressions, thus it is also possible to directly debug the code of our DSL from the
Eclipse JDT debugger.

With the EMF Components DSL one defines a module which will correspond to a
Guice module in the generated Java code; inside this module definition the programmer
can specify customizations for the aspects we described in Section 3; the DSL will then
generate the corresponding Java classes, and the corresponding custom bindings in the
generated Guice module. To give an idea of the compactness of this specification, we
note that the specification in Listing 1.10 corresponds to all the Java code manually
written in Listings from 1.6 to 1.9.

Most of all, the class names in Listing 1.10 actually refer to the corresponding Java
classes, and from the DSL editor one can directly navigate to their sources; further-
more, the editor provides syntax highlighting and code completion for all Java types.
Moreover, the feature names in propertyDescriptionProvider and featuresProvider
are bound to the corresponding EMF features; again, one can navigate to those features
and get code completion for the features of the corresponding EMF class (Figure 3).
This also means that the DSL checks that the features specified actually belong to the
corresponding EMF class (Figure 4). This additional static checking is not available
when writing Java code manually. For instance, in Listing 1.8 one could easily mispell
the method name, e.g., text Person fstName and get no static error (but at run-
time the GUI widgets will not have the desired behavior); similarly, in Listing 1.9 one
could map a feature to the wrong class (e.g., PERSON FIRST NAME to LIBRARY)
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1 module MyCustomModule {
labelProvider {

3 text {
Book b −> "Book: " + b.title

5 Borrower b −> {"Borrower: " + b.firstName}
}

7 image {
Book −> "book.png"

9 }
}

11 propertyDescriptionProvider {
text {

13 Person : firstName −> "First name"
Person : lastName −> "Surname"

15 }
}

17 featuresProvider {
features {

19 Library −> name, address
Person −> firstName, lastName, address

21 Writer −> firstName, lastName, books
}

23 }
}

Listing 1.10. An example of module definition in EMF Components DSL

without getting an immediate error. Instead, with the DSL, these checks are performed
statically, as shown in Figure 4.

As a final example, in Figure 5, we show an RCP application implemented with
EMF Components and its DSL. This is similar to the classic Mail RCP application ex-
ample which comes with Eclipse. It is not intended to be an actual email client, but it
concentrates on the user interface part.

We refer to http://code.google.com/a/eclipselabs.org/p/emf-components for the com-
plete source code of the example. Here, we only want to stress that for implementing
this user interface we had to write only about 15 lines of Java code for each view, and
an average of 15 lines of EMF Components code for the customization.

Since our DSL relies on Xbase, we can specify, for instance, the labelProvider with
a Java-like syntax, as shown in Listing 1.11. Thus, using the DSL instead of Java does
not prevent from writing involved customizations.

5 Related Work and Conclusions

Most of the projects that deal with customization in the context of EMF are based on the
generative approach. Indeed, EMF itself relies on JET (a template system) for code gen-
eration. Thus, the programmer could also provide custom templates to drive the gener-
ation of Java code performed by EMF. Other similar technologies (like EEF and EGF),
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Fig. 3. Code completion for EMF features

Fig. 4. Validation in the DSL editor

Fig. 5. An RCP application implemented with EMF Components

which are available from Eclipse Modeling Framework Technology (EMFT) [15] are
also based on the generative approach. The EMF Components framework can be seen
as complementary to the generative approaches. Our framework is also orthogonal to
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...
2 labelProvider {

image {
4 Account −> "account.gif"

Folder −> {
6 switch (name) {

case "Inbox" : "inbox.gif"
8 case "Sent" : "sent.png"

case "Trash" : "trash.png"
10 default: "folder.gif"

}
12 }

}
14 ...

Listing 1.11. Customization of the label provider for accounts view

GUI builders, since EMF Components is more related to bridging the models to the
abstract editing parts, and not to the actual GUI framework.

Thus EMF Components does not generate code for the components and does not
require the programmer to modify that generated code: the programmer uses the pro-
vided components and injects the customized code. The only point where we use code
generation is in the DSL (Section 4); but also in this case we only generate the code for
the customization, not the code of the components themselves.

The work that is closest to our framework is the EMF Client Platform (ECP) [16], a
framework to build EMF-based client applications. The goal of ECP is to provide a very
quick mechanism to create an application based on a given EMF model. The main differ-
ence between our framework and ECP is that EMF Components aims at providing many
fine grain components to build an application based on EMF, while ECP already provides
an application ready to use. With this respect, our customizations, and our components,
are easier to reuse since they are smaller. With EMF Components the programmer has the
complete freedom on how to build the application, while ECP provides a more rigid tem-
plate. Furthermore, the customizations inside ECP do not rely on dependency injection
and the declarative style (based on polymorphic dispatching). We are currently investi-
gating about the reuse of our EMF Components inside ECP, and also about the possibility
of rewriting some parts of ECP itself by relying on EMF Components.

There are already existing technologies to persist EMF models on databases. The
most used ones are Teneo and CDO. Teneo EMF resources can already be used seam-
lessly with existing EMF editing and UI technologies, thus, Teneo resources can be
integrated in EMF Components transparently as well. Things are instead more compli-
cated for CDO resources. Indeed, CDO offers transactions capabilities, explicit locking,
change notification, and branching/merging over models, and for this reason setting up
a CDO resource requires more work. EMF Components internally recognizes CDO re-
source URIs and uses a dedicated resource loader which automatically creates a trans-
action (or a view, in case we use read-only widgets) and returns the associated CDO
resource. Thus, also CDO resources can be used transparently inside EMF Compo-
nents, relieving the programmer from all the internal details.
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Simply by using a CDO URI format for a resource, all existing code implemented
using EMF Components can already be reused for models stored using CDO. Indeed
EMF Components was designed with test driven development [17] and agile program-
ming [6] in mind; thus, it must be easy to switch from a development/testing environ-
ment to a production one. With the mechanism described above to hide the details of
the actual storage of a model, it is straightforward to use, for instance, an in memory
model during development stage, and an actual CDO model for the production.

We are planning to integrate other EMF technologies in the EMF Components frame-
work, like queries, transactions and advanced validation mechanisms (though the
standard EMF validation mechanisms are already handled inside EMF Components).

Acknowledgements. The author is grateful to all the people from RCP Vision for their
help, support and contribution to the development of EMF Components.
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Abstract. Dynamically typed object-oriented languages have been left out of
the scope of generic programming: in a dynamically typed setting, the need for
generic programming has been less prominent since no restriction applies over the
kind of elements a collection may contain. However, when creating an object, the
class name is hardcoded in the program, and this makes the object instantiation
process hard to abstract from.

In this paper, we describe our implementation of generic programming in
Pharo, a Smalltalk dialect, showing how programmers can benefit from generic
programming even in a dynamically typed language. Furthermore, we enhance
the expressiveness of generic programming with reverse generics, a mechanism
for automatically deriving new generic code starting from existing non-generic
one.

As a case study, we show how we used generics and reverse generics in Pharo
to reuse unit test cases and to identify a number of bugs and anomalies in the
stream class hierarchy.

1 Introduction

Generic programming [1, 2], a mechanism for abstracting specific types used in classes
and programs, has a widespread use in statically typed programming languages (e.g.,
Java [3], C++ [4], C#[5], Scala [6]). Generics in Java and C# were introduced to stati-
cally check code validity as a safer alternative to down-casts. Generics are also a useful
mechanism to promote code reuse [7]. In the context of C++ and its STL (Standard
Template Library) [1, 8], generic programming mainly deals with generic algorithms,
i.e., implementations of standard algorithms which are independent of the underlying
data structure representations; then, in the STL, generic programming is extended also
to standard data structures such as lists, stacks, etc.

On the contrary, in a dynamically typed language like Smalltalk, where types are
absent in declarations of linguistic entities (like methods, fields, local variables), the
need for generic programming has been less prominent since no restriction applies over
the kind of elements a collection may contain. However, there is still a crucial context
where types (i.e., class names) appear statically in a dynamically typed language: class
references. In particular, when creating an object, the class name is hardcoded in the
program, and this makes the object instantiation process hard to abstract from. There
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are some patterns to deal with this problem, such as Factory Method [9], Dependency
Injection [10], Virtual classes [11] and ad-hoc linguistic constructs [12]. However, these
mechanisms are effective when future extensions are foreseen: they provide little help
in a scenario of unanticipated code evolution in which the programming language does
provide dedicated evolutionary construct.

In [13] we first introduced Reverse generics, the dual generic programming mech-
anism that enables the definition of a generic class from a non generic one. We call
this mechanism generalization. It allows obtaining a brand new generic class from an
existing class by “removing” hardwired class references, and by replacing them with
parametrized types. For instance, G<T> = C>C’< generates the new generic class
G<T> starting from the class C by replacing each reference of a class C’ contained
in C with the type parameter T in G. It is the dual operation of the instantiation opera-
tion offered by generics. The generic class G can then be instantiated into G<U> for a
provided class U. Note that, the reverse generics mechanism satisfies the property C =
(C>T<) <T>.

An important point is that the original class C remains unmodified. For this reason,
reverse generics are useful under the basic assumptions that (i) the code to be reused
has to be left intact (it cannot be the subject of refactoring) and (ii) the host program-
ming language does not implicitly support for looking up classes dynamically (as this
is the case in most dynamically languages, except for NewSpeak that supports virtual
classes [11]). Thus, the main aim of reverse generics is to provide a generative approach,
where new generic code is (automatically) generated starting from existing one, and the
latter will not be modified at all; for this reason, reverse generics are not, and they do
not aim at, a refactoring technique (we also refer to Section 7).

In this paper we present our implementation of generics and reverse generics in the
Pharo Smalltalk programming language with. We adapted the reverse generics to cope
with the lack of static type information (in [13] reverse generics were studied in the con-
text of statically typed languages such as Java and C++). We also provide mechanisms
for structural and nominal requirements both for generics and reverse generics in Pharo:
these requirements on type parameters can be a safety net for a sound instantiation.

Although our implementation has been realized in a dialect of Smalltalk, nothing
prevents from using this mechanism in other dynamically typed languages, like, e.g.,
Ruby and Python. Even though similar mechanisms have been proposed in Groovy [14],
to the best of our knowledge, this is the first attempt to add a generic-like construct to
Smalltalk. (The Groovy case is discussed in the related work section).

We employed reverse generics to face a classical code reuse problem. Unit tests
in Pharo are inherited from Squeak, a Smalltalk dialect that served as a base for Pharo.
Those tests have been written in a rather disorganized and ad-hoc fashion. This situation
serves as the running example of this paper and was encountered when evolving the
Pharo runtime. This helped us identify a number of bugs and anomalies in the stream
class hierarchy.

The paper is structured as follows: in Section 2 we define our mechanism for generics
in Pharo and in Section 3 we describe the reverse generics model in Pharo; the imple-
mentation of both mechanisms is presented in Section 4. In Section 5 we use the de-
scribed mechanisms to a non trivial case study. In Section 6 we describe the integration
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of our generic programming mechanism in the Pharo programming environment. Sec-
tion 7 summarizes the related work and Section 8 concludes the paper and gives some
perspectives on future work. This paper is the revised and extended version of [15].

2 Generics in Pharo

This section presents a mechanism for generic programming for the Pharo/Smalltalk
programming language1.

As popularized by mainstream statically typed programming languages, generic pro-
gramming provides a mechanism for defining template classes where some types are
variables/parameters and then for providing arguments for those type variables, thus in-
stantiating template classes into concrete and complete classes. In the following, we then
use the term template class to refer to a class where some types are parametrized; accord-
ingly, we refer to a concrete/complete class when all the arguments for parametrized types
are provided.

The presentation of the mechanism is driven by a test-reuse scenario. We will first
define a test called GCollectionTest. This test will be free from a particular class of
the collection framework. GCollectionTest will be instantiated twice, for two different
fixtures based on OrderedCollection and SortedCollection.

Consider the following code snippet containing a test that verifies elements addition.

”Creation of the class T”
GenericParameter subclass: #T

”Creation of the class GCollectionTest with a variable”
TestCase subclass: #GCollectionTest

instanceVariableNames: ’collection’

”Definition of the setUp method”
”It instantiates T and add 3 numbers in it”
GCollectionTest>> setUp

collection := T new.
collection add: 4; add: 5; add: 10.

”Definition of the test method testAddition”
”It adds an element in the collection defined in setUp”
GCollectionTest>> testAddition

| initialSize |
initialSize := collection size.
collection add: 20.
self assert: (collection includes: 20).
self assert: (collection size = (initialSize + 1)).

GCollectionTest is a standard unit test in the spirit of the xUnit framework (most of
the 115 classes that test the Pharo collection library follow a very similar structure). No
reference to a collection class is made by GCollectionTest. The method setUp refers to

1 http://www.pharo-project.org

http://www.pharo-project.org
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the empty class T. GCollectionTest may be instantiated into OrderedCollectionTest and
SortedCollectionTest as follows:

”Instantiate GCollectionTest and replace
occurrences of T by OrderedCollection”

(GCollectionTest @ T-> OrderedCollection)
as: #OrderedCollectionTest

”Replace T by SortedCollection”
(GCollectionTest @ T -> SortedCollection)

as: #SortedCollectionTest

The generic class GCollectionTest has been instantiated twice, each time assigning
a different class to the parameter T. We adopted the convention of defining generic
parameter as subclasses of GenericParameter. This convention has a number of advan-
tages, as discussed in Section 4. Since GCollectionTest contains references to T, it is a
generic class. There is therefore no syntactic distinction between a class and a generic
class. GCollectionTest is a generic class only because T is a generic parameter and T is
referenced in setUp.

Pharo has been extended to support the (... @ ... -> ...) as: ... construct. These three
operators defines the life cycle of a generic in Pharo.

2.1 Requirements for Generic Parameters

In order for a generic class to be instantiated, a class needs to be provided for each
generic parameter. To prevent generic instantiation to be ill-founded, requirements for
a generic parameter may be declared. These requirements are enforced when a generic
class is instantiated. Requirements are formulated along nominal and structural defini-
tions of the base code.

Nominal Requirements. Static relationship between types may be verified when in-
stantiating a generic class. In the example above, T must be a subtype of Collection2.
This is specified by defining a method requirements that returns myself inheritsFrom:
Collection:

T>> requirements
ˆ(myself inheritsFrom: Collection)

In that case, instantiation of GCollectionTest raises an error if a class that is not a
subclass of Collection is provided as parameter.

Note that we introduced the myself pseudo variable. This variable will be bound to
the class provided as the generic parameter when being instantiated. The variable self,
which references the receiver object, cannot be used within requirements.

2 We use the following convention: a class is a type when considered at compile time, and it is
an object factory at runtime.
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Structural Requirements. In addition to nominal requirements, a generic parameter
may be also structurally constrained. A constraint is satisfied based on the presence of
some particular methods. In the example above, a method check may return

myself includesSelectors: {#add: . #includes: . #size}

In that case, only a class that implements the method add:, includes:, and size can be
provided in place of T.

We express a requirement as a boolean expression. The keyword inheritsFrom: and
includesSelectors: are predicates. They may therefore be combined using boolean logic
operators. For instance, we can express all the above requirements as follows:

T>> requirements
ˆ(myself inheritsFrom: Collection)

and: [myself includesSelectors:
{#add: . #includes: . #size}]

Dynamically typed languages favor sophisticated debugging and testing sessions
over static source code verification. The lack of static type annotation makes any iso-
lated check on a generic not feasible. Completeness of T’s requirements cannot be ver-
ified by the compiler, thus, it is up to the programmers to provide a set of satisfactory
requirements when defining generic parameters. In practice, this has not been a source
of difficulties.

3 Reverse Generics in Pharo

This section presents the reverse generics mechanism in Pharo; we will use a scenario
that consists of reusing unit tests. Consider the following class WriteStreamTest taken
from an earlier version of Pharo:

ClassTestCase subclass: #WriteStreamTest

WriteStreamTest >> testIsEmpty
| stream |
stream := WriteStream on: String new.
self assert: stream isEmpty.
stream nextPut: $a.
self deny: stream isEmpty.
stream reset.
self deny: stream isEmpty.

The class WriteStreamTest is defined as a subclass of ClassTestCase, itself a subclass
of SUnit’s TestCase. WriteStreamTest defines the method testIsEmpty, which checks
that a new instance of WriteStream is empty (i.e., answers true when isEmpty is sent).
When the character $a is added into the stream, it is not empty anymore. And resetting
a stream moves the stream pointer at the beginning of the stream, without removing
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its contents. WriteStreamTest has 5 other similar methods that verify the protocol of
WriteStream.

We consider that most of the important features of WriteStream are well tested.
However, WriteStream has 27 subclasses, which did not receive the same attention in
terms of testing. Only 3 of these 27 classes have dedicated tests (FileStream, Read-
WriteStream and MultiByteFileStream). Manually scrutinizing these 3 classes reveals
that the features tested are different than the one tested in WriteStreamTest3.

The remaining 24 subclasses of WriteStream are either not tested, or indirectly tested.
An example of an indirect testing: CompressedSourceStream is a subclass of
WriteStream for which the feature of WriteStream are not tested. CompressedSourceS-
tream is essentially used by the file system with FileDirectory, which is tested in
FileDirectoryTest.

The situation may be summarized as follows: WriteStream is properly tested and has
22 subclasses, but none of these subclasses have the features defined in WriteStream
tested for their particular class.

This situation has been addressed by refactoring the collection framework using
TraitTest [16]. We make a different assumption here: the base system must be pre-
served, which implies that a refactoring is not desirable. Refactoring may have some
implications on the overall behavior, especially in terms of robustness and efficiency. It
has been shown that inheritance is not that helpful in this situation [17, 18].

With our implementation of reverse generics in Pharo, a generic class GStreamTest
can be obtained from the class WriteStreamTest by turning all references of WriteStream
into a parameter that we name T.

Generic
named: #GStreamTest
for: WriteStream -> T @ WriteStreamTest

Following a Java-like syntax [13], the above code corresponds to the following re-
verse generic definition:

class GStreamTest<T> = WriteStreamTest>WriteStream<

The generic GStreamTest is defined as a copy of WriteStreamTest for which all ref-
erences to WriteStream have been replaced by the type T introduced in the previous
section (Section 2). GStreamTest may now be instantiated by replacing all references
of WriteStream with untested subclasses of WriteStream as illustrated in Section 2:

”Instantiate GStreamTest and replace occurrences of T
by ZipWriteStream”

(GStreamTest @ T-> ZipWriteStream)
as: #ZipWriteStreamTest

”Replace T by HtmlFileStream”
(GStreamTest @ T -> HtmlFileStream)

as: #HtmlFileStreamTest

3 According to our experience, this is a general pattern. Often programmers focus essentially on
testing added methods and variable when subclassing.
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testIsEmpty
testNextPut
...

WriteStreamTest

testIsEmpty
testNextPut
...

GStreamTest

testIsEmpty
testNextPut
...

ZipWriteStreamTest
testIsEmpty
testNextPut
...

HtmlFileStreamTest

Generalization:
GStreamTest = 

WriteStreamTest>WriteStream<

Generic
instantiation:

HtmlFileStreamTest =
GStreamTest<HtmlFileStream>

Generic
instantiation:

ZipWriteStreamTest =
GStreamTest<ZipWriteStream>

| stream |
stream := WriteStream 
                   on: String new.
self assert: stream isEmpty.
...

| stream |
stream := HtmlFileStream 
                   on: String new.
self assert: stream isEmpty.
...

| stream |
stream := ZipWriteStream 
                   on: String new.
self assert: stream isEmpty.
...

| stream |
stream := T 
                   on: String new.
self assert: stream isEmpty.
...

Fig. 1. Reusing WriteStreamTest.

Figure 1 summarizes the generalization and instantiation of the WriteStreamTest ex-
ample. Reverse generic targets class instantiation and sending messages to a class.

The above scenario could be solved by having a super abstract class in which the class
to be tested is returned by a method. This method could then be overridden in subclasses
(factory method design pattern [9]). However, this solution is not always the best ap-
proach: First, tests of the collection libraries cannot be optimally organized using single
inheritance [16]. Second, the code to be reused may not always be editable and modifi-
able. This is often a desired property to minimize ripple effects across packages versions.

3.1 Requirements when Generalizing

We have previously seen that requirements may be defined on generic parameters
(Section 2.1). These requirements equally apply when generalizing a class. Turning refer-
ences of WriteStream into a parameter T may be constrained with the following
requirements:

T>> requirements
ˆ(myself inheritsFrom: Stream)

and: [ myself includesSelectors: {#isEmpty . #reset} ]

Further requirements could be that the parameter T understands the class-side mes-
sage on:, and the instance-side message nextPut:. However, this will be redundant with
the requirement myself inheritsFrom: Stream, since Stream defines the method nextPut:
and on:.
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create
AbstractFactory

Object

create
    ^ Point new

PointFactory

create
    super create.
    counter := counter + 1

counter
EnhPointFactory

create
    ^ Car new

*GeneratedName 2*

create
    super create.
    counter := counter + 1

counter
CarFactory

CarFactory = 
GEnhFactory<Car>

create
    ^ T new

*GeneratedName 1*

create
    super create.
    counter := counter + 1

counter
GEnhFactory

GEnhFactory = 
EnhPointFactory>Point<

Fig. 2. Copying superclasses, illustrated with a generic class factory

Requirements may also be set for class methods, e.g.,myself class includesSelector:
{#new: } makes the presence of the class method new: mandatory.

3.2 Capturing Inherited Methods

Instantiating a generic G, which is obtained from generalizing a class C, makes copies
of C with connections to different classes. This process may also copy superclasses of
C when methods defined in superclasses need to have new references of classes. This
situation is illustrated in Figure 2.

A different example is adopted in this figure. The class AbstractFactory has an ab-
stract method create. PointFactory is a subclass of it that creates instances of Point (not
represented on the figure). This class is subclassed into EnhPointFactory that overrides
create to count the number of instances that have been created.

Consider the generic

GEnhFactory<T> = EnhPointFactory>Point<.

This generic may be instantiated with a class Car to produce cars instead of points:

CarFactory = GEnhFactory<Car>.

The class Point is referenced by the superclass of EnhPointFactory. Generalizing and
instantiating EnhPointFactory has to turn the Point reference contained in PointFactory
into Car. This is realized in reverse generics by automatically copying also the super-
class into a new generic class with a generated name.

The class inheritance is copied until the point in the hierarchy where no superclass
references a generic parameter.
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4 Implementation

The homogeneity of Pharo and in general of most of Smalltalk dialects greatly eases
the manipulation of a program structural elements such as classes and methods. In
Smalltalk, classes and methods are first-class entities. They can be manipulated as any
object. A compiled method is a set of bytecode instructions with an array of literals.
This array contains all references to classes being used by this compiled method [19].

Instantiating a generic is made by copying a class, assigning a different name, and
adjusting the array of literals with a different set of class bindings.

A number of design decisions were made:

– The Pharo syntax has not been modified. This has the great advantage of not im-
pacting the current development and source code management tools. This is possi-
ble since classes are first-class objects in Pharo.

– The Smalltalk meta-object protocol has not been extended. Again, this decision
was made to limit the impact on the development tools. As a consequence, there
is no distinction between a generic and a class, thus the generic mechanism can be
implemented as a simple library to load.

Indeed these design choices are based also on past experience in Smalltalk exten-
sions: the last significant change of the language was realized in 2004 [20], when traits
have been introduced in Squeak, the predecessor of Pharo. In the current version of
Pharo, the support of traits is fragile at best (bugs are remaining and many tools are not
traits aware). This experience gained with traits suggests that realizing a major change
in the programming language is challenging and extremely resource consuming.

Note that, by using our reverse generics, one can modify the original existing code
(i.e., the classes that are not generic), and then, automatically, spread the modifications
to the one obtained by reverse generics.

The implementation presented in this paper is freely available (under the MIT li-
cense) at http://www.squeaksource.com/ReverseGeneric.html.

5 Case Study: Application to the Pharo Stream Hierarchy

The situation described in Section 3 is an excerpt of the case study we realized. For each
of the 24 subclasses of WriteStream, we instantiated GStreamTest. This way, about 24
new unit tests were generated. The WriteStreamTest class defines 6 test methods. We
therefore generated 24 * 6 = 144 test methods. Each of the generated test is a subclass of
ClassTestCase, which itself defines 3 test methods. Running these 24 unit tests executes
144 + 27 * 3 = 225 test methods.

Running these 225 test methods results in: 225 runs, 192 passed, 21 failures, 12 er-
rors. Since the 6 tests in WriteStreamTest pass, this result essentially says that there
are some functionalities that are verified for WriteStream, but they are not verified
for some of its subclasses. An example of the culprit test methods for the failures are
CrLfFileStreamTest>> testNew and LimitedWriteStreamTest>> testSetToEnd. The fact
that these two tests fail uncovers some bugs in the classes CrLfFileStream and Limited-
WriteStream.
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The body of CrLfFileStreamTest>> testNew is

self should: [CrLfFileStream new] raise: Error

meaning that a CrLfFileStream should not be instantiated with new. However, the class
can actually be instantiated with new, resulting in a meaningless and unusable object.

Another example of a bug was found in LimitedWriteStream.This class is used to limit
the amount of data to be written in a stream. The body of LimitedWriteStreamTest>>

testSetToEnd is:

LimitedWriteStreamTest>> testSetToEnd
| string stream |
string := ’hello’.
stream := LimitedWriteStream with: ”.
stream nextPutAll: string.
self assert: stream position = string size.
stream setToEnd.
self assert: stream position = string size.
self assert: stream contents = string

It essentially verifies the behavior of the stream index cursor. This test signals an
error in the expression stream nextPutAll: string. By inspecting what triggered the error,
we discovered that when a LimitedWriteStream is instantiated with with: ”, the object is
initialized with a nil value as the limit, resulting in a meaningless comparison (newEnd
> limit in the method LimitedWriteStream>> nextPutAll:).

Not all the test methods that fail and raise an error are due to some bugs in the stream
class hierarchy. We roughly estimate that only 11 test methods of these 33 methods have
uncovered tangible bugs. The remaining failures and errors are due to some differences
on how class should be initialized. For example, the test StandardFileStreamTest>> test-
SetToEnd raises an error because a StandardFileStream cannot be instantiated with the
message with: (it is instantiated with fileNamed:, which requires a file name as argument).
Although no bug have been located, this erroneous test method suggests that the method
write: should be canceled (i.e., raise an explicit error saying it should be not invoked).

This experiment has a number of contributions:

– it demonstrates the applicability of our generics and reverse generics to a non-trivial
scenario,

– it helped us identify a number of bugs and anomalies in the Pharo stream hierarchy.

6 Integration in the Programming Environment

When put in practice, our generic mechanism raises a number of concerns, including cre-
ation and instantiation of generics and navigation within generic code. In the previous
section we have presented the approach from a programmatic point of view. However,
comfortably programming with generics involves a support from the programming envi-
ronment. We have extended the Pharo programming environment to cover basic needs.

Figure 3 lists the actions that should be supported by the programming environment
to cover elementary programming scenarios, such as creating and instantiating generics
and running unit tests. Each thick gray line represents a navigation command actionable
via a key shortcut.
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Test Class Generic
Generic 

Test

user action 
dependency

Fig. 3. Actions supported by the programming environment

A practitioner may jump from the definition of a class to the generics that have been
created from. From a generic, one can jump to the classes instantiated and originating.
Use of test case is prominent in Pharo and our extension of the Pharo programming
environment covers the need to turn a unit test into a generic test.

Since highly parametrized software can be hard to understand [9], we may think of
a programming methodology where a specific class is developed and tested in a non-
generic way, and then it is available to the users via its “reversed” generic version (in
this case, we really need the non generic version for testing purposes, so the code must
not be refactored). Thus, reverse generics can be used as a development methodology,
not only as a way to turn previous classes into generic: one can develop, debug and
test a class with all the types instantiated, and then expose to the “external world” the
generic version created through reverse generics.

7 Related Work

In dynamically typed languages, like Smalltalk, where types are not used in declara-
tions, the context where generics are useful is in object instantiation; thus, with this
respect, the generics presented in this paper are related to C++ templates, rather than
to Java generics. (Indeed, due to the type erasure model [21, 3], generic types can-
not be instantiated in Java; we refer to [22, 23, 13] for a broader comparison between
Java generics and C++ templates.) The generics needed in the context of Smalltalk
act at a meta-level, by generating new classes starting from existing ones, thus, they
have similarities with generative programming mechanisms [24] and C++ meta pro-
gramming [25]. This meta programming mechanism is evident also in our generics and
reverse generics implementation in Pharo: new code is generated starting from existing
one, without modifying the latter. This takes place in two steps: with reverse generics a
brand new generic version is obtained starting from existing code; then, by instantiating
generic classes, the generic code is adapted and reused in a new context.

In order for generic types to be used and type checked in a generic class, those
types must be constrained with some type requirements. Constraints on generic types
are often referred to as concepts [26, 8]. Java generics require explicit constraints, thus
a concept is defined using a Java interface or a base class, and a type satisfies a con-
cept if it implements that specific interface or it extends that specific base class. On the
contrary, the C++ compiler itself infers type constraints on templates and automatically
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checks whether they are satisfied when such generic type is instantiated. In our imple-
mentation, generic parameters can be assigned constraints using nominal (similarly to
Java) and structural requirements (similarly to concepts), as illustrated in Section 2.1.

There are similarities among reverse generics and some refactoring approaches: how-
ever, the intent of reverse generics is not to perform reverse engineering or refactoring of
existing code, (see, e.g., [27–29]) but to extrapolate possible generic “template” code
from existing one, and reuse it for generating new code. Note that this programming
methodology will permit modifying the original existing code, and then, automatically,
spread the modifications to the one obtained by reverse generics.

A first attempt to automatically extract generic class definitions from an existing
library has been conveyed by Duggan [27], well before the introduction of generics
into Java. Besides the reverse engineering aspect, Duggan’s work diverges from reverse
generics regarding downcast insertion and parameter instantiation. Duggan makes use
of dynamic subtype constraint that inserts runtime downcasts. A parametrized type may
be instantiated, which requires some type-checking rules for the creation of an object:
the actual type arguments must satisfy the upper bounds of the formal type parameters
in the class type. Kiezun et al. propose a type-constraints-based algorithm for converting
non-generic libraries to add type parameters [29]. It handles the full Java language and
preserves backward compatibility.

A limitation of first-order parametric polymorphism is that it is not possible to ab-
stract over a type constructor. Therefore, one cannot pass a type constructor as a type
argument to another type constructor. Template template parameters4 [30] in C++ pro-
vide a means to abstract over type constructors. Moors, Piessens and Odersky [31]
extended the Scala language [32] with type construction polymorphism to allow type
constructors as type parameters. Therefore, it is possible not only to abstract over a
type, but also over a type constructor; for instance, a class can be parametrized over
Container[T]5, where Container is a type constructor which is itself abstracted and can
be instantiated with the actual collection, e.g., List or Stack, which are type construc-
tors themselves. The generics mechanism presented in this paper acts at the same level
of first-order parametric polymorphism, thus, it shares the same limitations. An inter-
esting extension would be to be able to switch to the higher level of type constructor
polymorphism, but this is an issue that still needs to be investigated.

The Dependency Injection pattern [10] is used to “inject” actual implementation
classes into a class hierarchy in a consistent way. This is useful when classes delegate
specific functionalities to other classes. The reverse generics mechanism is not related
to object composition and delegation, i.e., the typical context of the inversion of control
philosophy that dependency injection deals with. With reverse generics the programmer
does not have to design classes according the pattern of abstracting the actual behavior
and then delegate it to factory methods; on the contrary the reverse generics mechanism
allows generating new code (i.e., new classes) from existing one, without modifying the
original code.

Package Template [33] is a mechanism for reusing and adapting packages by re-
binding class references (including class renaming and merging). A version has been

4 The repetition of “template” is not a mistake.
5 Scala uses [] instead of <>.
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proposed for Groovy [14]. The reverse generics mechanism is able to turn a non generic
class into a generic one, while Package Template is not designed for this purpose.

Traits [34] were introduced in language Squeak/Smalltalk to counter the problems
of class-based inheritance with respect to code reuse: they provide reuse by sharing
methods across classes. Instead, generic programming (and also our generics) provides
a mechanism to abstract from the type implementing specific behavior. Combining
our generic mechanism with traits looks promising in that respect, also for the meta-
programming features of traits themselves [35].

8 Conclusions

The mechanisms presented in this paper provide features both to write generic code in
a dynamically typed language and to extrapolate possible generic “template” code from
existing one, and reuse it for generating new code. In our approach, class generaliza-
tion and generic instantiation is based on class copying, similarly to C++ templates.
Although this implies some code duplication in the generated code, this is consistent
with the meta-level which is typical of generative programming mechanisms [24].

A limitation of the implementation presented in this paper is that the generic parame-
ters (like T in Section 2 and Section 3) are global subclasses, thus there can be only one
such generic parameter (together with its requirements). However, in this first prototype
implementation of generics and reverse generics in Pharo, this did not prevent us from
using these mechanisms effectively (like the case study of Section 5) and to study their
applicability. In future versions, we will deal with this issue, and remove the “globality”
of generic parameters.

At the best of our knowledge, no generic (and reverse generic) programming lan-
guage construct is available in Smalltalk, Ruby and Python that achieve the same capa-
bilities as we presented in this paper. It is subject of future work to further investigate
whether our proposal can be applied to other dynamically typed languages.
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Abstract. Service discovery is important in realizing the concept of pervasive
computing; consequently, service discovery protocols must be able to work in
the heterogeneous environment offered by this computing paradigm. Remote ser-
vice discovery in particular has not been properly achieved so far. In an attempt
to remedy this we propose a new architecture for enabling local service discov-
ery mechanisms to discover services remotely. We first base our architecture on
Universal Plug and Play (UPnP) as an example of local service discovery pro-
tocols, and Gnutella as an example of peer-to-peer distributed search protocols.
We introduce a module called service mirror builder to the UPnP protocol, and a
remote communication protocol over a Gnutella network. We then note that our
architecture is actually independent on any locally deployed discovery protocol
and thus supports full interoperability.

1 Introduction

Mark Weiser gave birth to the vision of “ubiquitous computing” or “pervasive comput-
ing” (as named throughout this paper). He defined it as follows: Ubiquitous computing
is the method of enhancing computer use by making many computers available through-
out the physical environment, but making them effectively invisible to the user [1]. Com-
puting anytime, anywhere, and in any device means a massive presence of computing
devices in the physical world. At the same time, people should be able to access infor-
mation and computation in a user-centric way i.e., user interaction with such a system
must be natural and comfortable.

Pervasive computing offers an environment saturated with sensors, actuators, cam-
eras, and other sorts of computing devices; all these devices should work together and
satisfy users’ needs with minimal user intervention. Service discovery protocols are one
tool that accomplished this. Many service discovery protocols have been designed. The
dominant protocols (at least for home appliances) include Microsoft Universal Plug
and Play or UPnP [2], Bluetooth Service Discovery Protocol [3], Apple’s Bonjour, and
Sun’s Jini technology [4].

Current service discovery protocols are designed for home or enterprise environ-
ments [5]; the pervasive computing environment is however far more heterogeneous
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and sophisticated. Furthermore, most service discovery protocols are designed to work
only in a local area network (LAN) [6], which is justified for the many services that
are physically-oriented (such as video projectors or coffee machines). Still, many other
services are not physically-oriented and are accessed by users physically far away from
them (such as the digital data in someone’s home, or sensors, actuators, and cameras
present in a place for security or health care purposes). Computing anywhere is also
the very definition of the concept of pervasive computing. While it is not possible to
provide all services anywhere, remote access to any services (from anywhere) makes
sense. For this purpose service discovery protocols must be able to discover services
remotely in order to be able to work in a pervasive computing environment. A combi-
nation of existing technologies and services enables some level of remote access, but
seamless discovery and control of remote services is currently not possible [6–8].

The objective of this work is to enable local service discovery protocols (such as
UPnP) to discover remote services which are not available locally. We lay the basis of
such remote service discovery by proposing a suitable architecture. We use UPnP as an
example of service discovery protocols. In our architecture each local UPnP network is
enhanced by a function called service mirror builder. A service mirror builder presents
local services as remote services to other UPnP networks, and also builds mirrors of
remote services in its local network. The process of finding a remote service uses the
distributed peer-to-peer search protocol Gnutella (though other implementations are
also possible).

A service mirror builder is seen as an UPnP enabled device in the local UPnP net-
work. It is worth emphasizing that UPnP is just an example; the service mirror builder
can be generally defined as a service discovery enabled device with respect to any ser-
vice discovery protocol.

1.1 Motivation

Between other things pervasive computing means spatial heterogeneity: some places
offer all the needed services and others only have a few services to offer. Therefore a
combination of remote and local services is sometimes needed. The following scenarios
motivate our quest for remote service discovery.

One example of pervasive computing environment is a connected (smart) home,
which is a dwelling incorporating a communications network that connects key devices
(sensors and actuators, electrical appliances) and allows them to be remotely controlled,
monitored or accessed [7]. To realize a smart home we thus need to have a mechanism
to access its services remotely. In addition, most of us desire seamless storage, access
and consumption of digital content from and to any compatible digital device in a home
or smart home; ideally, users should be able to access their residential services from
anywhere using any type of terminal [8]. Overall use cases for remote service discovery
therefore include lighting, residential climate control, home theater, audio entertainment
systems, domestic security, domestic health care systems, etc.

Vendors need to connect to their devices for various purposes such as to update
their software or perform routine checks (remote support). Security and health care
companies in particular need to be in contact with their customers and their products
continuously. The information from sensors, actuators and cameras can be monitored
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by such companies, which can then take action in case of any threat, but also control
devices to be more efficient and usable. The vendors can also advertise features and
offer upgrades to their devices (continuing close presence).

Massively Multiplayer Games (MMGs) are traditionally supported by a client-server
architecture, but such a centralized architecture lacks flexibility and can put communi-
cation and computation stress on the servers [9]. To overcome these problems inherent
to centralized solutions, peer-to-peer networks are emerging as a promising architecture
for MMGs [9]. Running MMGs with the help of remote service discovery and with-
out any centralized coordinator is arguably the best use cases to motivate our research
contribution.

2 Preliminaries

2.1 UPnP

The role of Universal Plug and Play (UPnP) [2] is the automatic discovery and config-
uration of any new devices that connect to a computer network. UPnP supports zero
configuration networking or Zeroconf, meaning that UPnP creates an IP network with-
out any need of manual configuration or configuration servers.

UPnP uses the Internet protocol suite. Special features include the following [2]:
media and device independence (any network media or device which supports IP can
be a basis for the establishment of UPnP), user Interface (UI) control (devices can
have a UI written by XML which is readable by a browser), and operating system and
programming language independence.

UPnP has three major components: device (contains one or more services), service
(performs actions and shows its state; consists of a state table, control server and event
server), and control point (a system that discovers and then controls services and de-
vices). The functioning of UPnP then involves six steps:

Addressing. Each device must have a Dynamic Host Configuration Protocol (DHCP)
client. When the device connects to the network for the first time it must search for
a DHCP server. If a DHCP server exists, then the device receives an IP address this
way. Otherwise the device must assign an IP address to itself (Auto-IP [10]).

Discovery. Discovery is the process of discovering the capabilities of the devices on
the network. It can take place in two ways.

First, when a new device gets an IP address and so is connected to the network,
the device must multicast discovery messages, advertising its embedded devices
and services. This process is called discovery-advertisement. Any interested control
point in the network can listen to these advertisements and then connect and control
the originating devices or only some of their services.

Secondly, when a new control point is established in the network. Such a new
control point multicasts a Simple Service Discovery Protocol (SSDP) message [11],
searching for available devices and services. All devices in the network must listen
to this kind of messages and respond to them whenever any of their services or
embedded devices matches the criteria from the SSDP messages. This process is
called discovery-search [2].
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Description. Once discovery is complete and the control point knows about the ex-
istence of one device or service, it must also find out how to invoke that device
or service. The respective control point retrieves the device description from the
URL provided by the device in the discovery message. The UPnP description for
a device is expressed in XML and includes vendor-specific information, manufac-
turer information, a list of any embedded devices or services, as well as URLs for
control, eventing, and presentation [2].

Control. Now that the control point has a clear overview of the service and knows how
to control it, it can send an action request. The control point sends a control mes-
sage to the device according to the respective service control description. Control
messages are expressed in XML. In response, the service will return action specific
values or fault codes [2].

Eventing. Services keep control points informed by sending them event messages.
Event messages contain the last update of changed state variables in the service.
This process is called eventing [2].

Presentation. Some devices have URLs for presentation. Such an URL can be fetched
and then presented in a browser by the control point. According to the device capa-
bilities and URL presentation definition, a user can then see the status of the service
and even control it [2].

2.2 Gnutella

A distributed network architecture may be called peer-to-peer (P2P) whenever the par-
ticipants share a part of their own hardware resources (processing power, storage capac-
ity, network link capacity, printers, etc.) with each other in order to provide the service
and content offered by the network (e.g., file sharing or shared workspace for collab-
oration). Furthermore these resources are accessible by other peers directly, without
passing through intermediate entities. The participants in such a network are thus re-
source providers and at the same time resource requesters (the “servent” concept) [12].
Peer-to-peer file sharing is a particular example of peer-to-peer network. Each peer in
a peer-to-peer file sharing network is implemented by a client which uses some dis-
tributed search protocol to find other peers as well as the files that are being shared
by them. Different protocols for distributed search are being used by peer-to-peer file
sharing programs, the most prominent being BitTorrent [13] and Gnutella [14].

Because of the distributed nature of Gnutella and its independency from any central
servers, a Gnutella network is highly fault-tolerant. Indeed, a network can work con-
tinuously despite the fact that different servents go off-line and back on-line [14]. We
describe in what follows the Gnutella protocol [14–16]. The first time a servent wants
to join a Gnutella network, its client software must bootstrap [17] and thus find at least
one other servent (node, peer) in the network. The bootstrap can happen automatically
or manually, either out of band or using Gnutella Web caches (caches that include a pre-
existing list of addresses of possibly working hosts may be shipped with the Gnutella
client software or made available over the Web).

A node connected to a Gnutella network keeps in touch periodically with its (directly
connected) neighbours through ping messages. These messages are not only replied to
(by pong messages) but they are also propagated to the other interconnected servents.
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When a servent receives a ping message, it sends it to the nodes to which it is connected.
Once the servent finds at least one active peer in the Gnutella network, it can create
an updated list of active servents by observing the ping and the corresponding pong
messages.

When a client wants to search for a file (or as we will see in Sect. 4 for a service),
it sends a query to all its directly connected neighbour servents (except the one which
delivered this query message), which forward the query to their neighbours, and so on.
This process repeats throughout the network. A query message is the primary mech-
anism for searching the distributed network. If a servent receives a query and finds a
match in its directory, it will respond to it with a query-hit message. A query-hit con-
tains enough information for the retrieval of the data matching the corresponding query.

To avoid flooding the network the query messages contain a TTL (Time To Live)
field. It is possible that one query reaches a servent more than one time. To avoid serving
a query more than once, each query is identified by a unique identification (muid).
Before processing a query a servent checks the query’s muid against a table of previous
muids; a hit causes the query to be dropped.

The query-hit can go back along the reverse path of the query to reach the servent
which requested it, or it can be sent directly to the requester.

3 Related Work

Along with summarizing previous work on remote service discovery we also anticipate
a bit and take the opportunity to compare the previous research with our solution (which
will actually be introduced later in Sect. 4).

3.1 Remote Access to UPnP Devices Using the Atom Publishing Protocol

The network topology of one architecture for remote service discovery in UPnP [6]
consists of at least two network segments: the home network and the remote network.
The architecture assumes that there is an IP tunnelling mechanism such as a Virtual Pri-
vate Network (VPN) between the two network segments. The architecture introduces a
new element called UPnP Device Aggregator which is acting as a proxy for the exist-
ing standard UPnP devices. Enhanced UPnP Devices or Control Points are then UPnP
devices or control points which are compatible with this remote service discovery ar-
chitecture. The UPnP Device Aggregator aggregates information about the services and
devices in the local network as an Atom feed, which can then be retrieved (using GET
commands) by the enhanced UPnP control points in the remote network. Additionally,
a UPnP Device Aggregator can receive information from remote Enhanced UPnP De-
vices and present them to the local control points. This information can be received by
the UPnP Device Aggregator via HTTP POST.

The main shortcoming of this architecture is the need for VPN. Indeed, VPN does not
scale well, requiring careful administration of IP addresses and subnetworks [8]. VPN
also limits the architecture to the domains within the VPN network (limiting hetero-
geneity). No such limiting factors are present in our architecture, which is substantially
more scalable. In addition, all remote service discovery requests are addressed to the
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home network, so this architecture can be considered centralized or partially central-
ized: service coordinators (the UPnP Device Aggregators) register and cache services
[7]. By contrast, our architecture is fully distributed: no centralized coordinator is nec-
essary. We note that Gnutella has switched to a hybrid architecture using Ultrapeers [16]
for efficiency purposes, but even in this case we obtain a more distributed architecture.

3.2 Presence-Based Remote Service Discovery

An architecture for remote service discovery and control based on presence service (as
used in instant messaging and VOIP) was also proposed [8]. A presentity can be any-
thing that can have a presence state (be present or absent); presence information is sent
to a presence service, which is a network service that records and distributes presence
information. In the remote service discovery architecture based on presence service [8]
there are two new functions called service discovery gateway and service virtualizer.
The gateways register local services as presentities in a presence server. They can also
retrieve other presentities from the presence server and present them to the service virtu-
alizer. The service virtualizer uses this presence information to virtualize a local service
in the local network. That is, a service virtualizer presents a remote service as a local
one.

This architecture is partially centralized, as remote service providers and remote ser-
vice requesters must first find a presence server to register or request a service. Al-
though presence servers (as service coordinators) provide service visibility, the benefit
does not come without cost and complexity [7, 18]. By contrast, our architecture is fully
distributed.

3.3 Transparent UPnP Interaction between UPnP Gateways

Dynamic Overlay Topology Optimizing Content Search (DOTOCS) [19] enables flexi-
ble content searches among UPnP gateways. DOTOCS aims to establish an optimized
peer-to-peer overlay network among UPnP gateways. DOTOCS uses a communica-
tion protocol between UPnP local networks called transparent interaction solution and
described elsewhere [20]: The communication between two connected UPnP local net-
works across the Internet is accomplished using the Web service technology. A local
gateway encapsulates Simple Service Discovery Protocol (SSDP) messages into Sim-
ple Object Access Protocol (SOAP) messages and transmit them to another gateway
over the global network. A Web service at the destination UPnP gateway extracts the
SSDP message and replaces the original IP address (which is not valid in this local
network) with the IP address of the gateway itself. The gateway then multicasts this
discovery search message in the local UPnP network. If any device responds to that
message (meaning that the device has the service demanded by the SSDP message),
then the gateway encapsulates that message into another SOAP message and sends it
back to the first network. This way one local UPnP network can discover remote ser-
vices from a different UPnP network.

Scalability between local networks is manageable when this solution is used. How-
ever, each gateway multicasts in its local UPnP network any received discovery message
(regardless whether the demanded service in that discovery message is locally available
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or not). This creates substantial traffic in the local network, most of it useless, which
reduces scalability. Our protocol does not multicast remote requests to the local net-
work (for indeed the service mirror builder has already discovered the locally available
services), so the local UPnP network will not be loaded with spurious messages. Scal-
ability therefore only depends on the Gnutella network (which is scalable to a high
degree).

3.4 Peer-to-Peer Caching of Classes of Services

Chakraborty et. al. [21] propose a distributed service discovery protocol based on the
concepts of peer-to-peer caching of service advertisements and group-based intelligent
forwarding of service requests. Services are described using the Web Ontology Lan-
guage (OWL). The semantic class/sub-class hierarchy of OWL is used to describe ser-
vice groups and then this semantic information is used to selectively forward service
requests. OWL-based service description also enables increased flexibility in service
matching.

While the hierarchical structure of service classes improves efficiency, the protocol
is mainly proactive rather than reactive: services need to advertise actively before be-
coming accessible to the remote devices. We believe that this can easily cause either
increased traffic (when the time delay between successive advertisements is low) or
increased response time (when the mentioned delays are large). This is all mitigated
by the class/sub-class mechanism, but cannot be eliminated altogether. By contrast our
architecture is completely reactive, thus minimizing network traffic.

4 A New Distributed Architecture for Remote Service Discovery

Recall that remote services are not present in the current physical location of the con-
troller but are available to the controller upon request. A control point may also reside in
a pervasive computing environment with heterogeneous protocols and networks. Even
if some otherwise available services in the local domain could not be accessed because
of heterogeneity in protocols (networks, ontologies, etc.), the controller may still be able
to remotely access services within its capabilities but far from its physical location. In
other words, sometimes service discovery protocols could not see all the available ser-
vices in their domain, but if they could just bridge to neighbour networks (with the same
protocols and ontologies) they could accomplish their tasks.

We propose a new architecture that accomplishes remote service discovery in a fully
distributed manner i.e., without the need of any centralized, coordinating entity. Our
architecture allows the discovery of services in local and remote domains, and offers
a solution for automatic discovery and control of remote services. We use UPnP as an
example in our architecture, but in fact we try not to depend on any particular service
discovery protocol.

Fig. 1 shows our architecture. There are 5 local networks in the figure, labelled
from 1 to 5. Each of these local networks offers local services, devices, and control
points. These devices, services, and control points are connected with each other lo-
cally through UPnP. In each local network there is one special function called service
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Fig. 1. A distributed architecture for remote service discovery (doted lines connecting local net-
works show the Gnutella network overlay)

mirror builder. This special function performs the actual remote service discovery and
is seen by the local network as just another UPnP-enabled device.

In addition, each local network runs a Gnutella client software. These clients are spe-
cialized clients that share local services to the outside world and find services requested
by their service mirror builder. The local networks establish a Gnutella network be-
tween them. Dotted lines connecting local networks in the figure show the overlay of
the Gnutella network.

4.1 Changes to the Local Networks

Our architecture introduces a service mirror builder in every local network. The net-
work is an IP based network with all of these devices connected through UPnP (the
UPnP protocol with its six steps is described in Sect. 2). Addressing is accomplished
using the normal UPnP protocol.

Discovery-advertising and discovery-search are then performed in the local network
as prescribed by the local UPnP protocol. The service mirror builder must be aware of
all the available services in the local network, so it never ignores any multicast mes-
sage. It will also advertise its services (that are all remotely discovered as we will see
later) as they become available. During any kind of discovery-search process (that is,
whenever a control point becomes interested in a new service) the respective control
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point multicasts a discovery message, thus searching for available services and devices
in the network. All the devices listen to these messages and respond whenever any of
their services match the criteria specified by the request. Additionally, the service mir-
ror builder listens to these messages as well. It checks whether the requested service is
in the list of available local services, case in which the message is ignored; otherwise,
the service mirror builder performs remote discovery for that service.

Refer to Fig. 1 for a closer look at one of the local networks (namely, local network
1). This network features four components: two UPnP-enabled devices (labelled Device
1 and Device 2), one control point (Control point 1) and one service mirror builder
(SMB for short). The service mirror builder typically resides on the smart environment
gateway (such as a connected home gateway). Suppose that Device 1 has not introduced
its service to other control points except the service mirror builder, and its control point
has discovered a mirror of a remote service (Service 3). Device 2 is a UPnP device
with 2 embedded services (Service 1 and Service 2) which are also not known to the
others. Then Device 2 must inform all the available control points in the network about
its services; it does so by multicasting a message and thus advertising Services 1 and
2 (discovery-advertisement). The multicast message will be received by the service
mirror builder and by Device 1. The control point of Device 1 is not interested in (or
not capable to control) either Service 1 or Service 2 and so it ignores this message.
However, the service mirror builder is aware of all the available services in the local
network, so it cannot ignore any multicast message. The service mirror builder uses
this information for remote service discovery, which will be discussed later. In local
network 1 the service mirror builder is interested in Service 1 and Service 2. It then
sends a message to device 1 to retrieve the description of the two services as per the
description UPnP step.

Suppose now that Device 1, Device 2, and the service mirror builder have all dis-
covered each other. Control point 1 then joins the network and obtains an IP address,
but has not discovered any services to control yet. In such a case the newly added con-
trol point multicasts a Simple Service Discovery Protocol (SSDP) discovery message,
thus searching for available services and devices in the network (discovery-search). The
devices in the network listen to these messages and respond whenever any of their ser-
vices match the criteria specified therein. The service mirror builder listens to all these
messages and proceeds to remote discovery for the respective service whenever the re-
quested service is not provided locally. In our example, Service 1 is matched with the
request of Control point 1. Therefore Device 2 unicasts a response message to Control
point 1. Now that Control point 1 has discovered the service, it asks for a description.
Once the description is received, Control point 1 can control Service 1 in Device 2.

Consider now that Control point 1 multicasts a discovery-search message requesting
a service which is not locally available (Service 4). The service mirror builder will
recognize that this service is not locally available, and so it sends a query for that service
to the local Gnutella client. The Gnutella client will then pass that query to the Gnutella
network (see Sect. 4.2). Once such a service is found, a mirror of that service is made
available in the local network. In local network 1 from Fig. 1 the mirrors of the remote
services are shown in the service mirror builder box (Services 3 and 4).



Peer-to-Peer Remote Service Discovery in Pervasive Computing 89

Point 1
Control

(local)
Gnutella
(local)

SMB Gnutella
network

Gnutella
(remote)

SMB
(remote)

DeviceDevice 2

Ask description

Discovery−advertisment

Ask description Ask description Ask description

Send descriptionSend description

Send description

Send descriptionDescription

Control, etc.

N
/A

Control, etc. Control, etc. Control, etc. etc.
Control,

Service 4Service 1

D
iscovery &

 ctrl of rem
ote serv. (Serv. 4)

Serv. 1 locally O
K

; drop m
sg.

D
iscovery &

 ctrl of Serv. 1

Service 4 is locally available

Serv. 4 not available; discover and m
irror

L
og Serv. 1

SSDP discovery message for Service 1

Query
Service 4 Query

Service 4 Query
Service 4

Query Service 4

Service 4 availableQuery−hit (direct path)remotely
Service 4

available

Respond to SSDP

Ask
description

Ask description

Send description

Respond to SSDP message for Service 4

SSDP discovery message for Service 4

Control, etc.
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service discovery

After the discovery step (which makes the control points aware of the available ser-
vices), the control points must find out how to use these available services (description).
Advertising messages circulated during discovery contain URLs from which the control
points can retrieve the description of the respective devices. Once a control point has the
device or service description it can invoke actions on that service and get result values
in return. Invoking an action in UPnP is a particular instance of Remote Procedure Call
[2]. The major focus of this research contribution however is service discovery so we
will not discuss service control, eventing and presentation any further.

4.2 Remote Service Discovery

Two major characteristics of pervasive computing are distributedness and mobility. In
such an environment we want to connect nodes in a distributed manner and without
any dependency to a central server (such as the presence server used in Sect. 3.2). We
therefore connect the local networks using Gnutella, a strongly decentralized peer-to-
peer system [15].

Gnutella servents can share any type of resources [15]. In our design they are sharing
the services available in their local networks. The overlaying Gnutella network (dotted
lines in Fig. 1) is established according to the protocol.

Now that both the local networks and the Gnutella network are established, remote
service discovery can begin. Such an event happens whenever a control point requests
a service which is not locally available. The service mirror builder then activates and
tries to remotely discover it.
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Each service mirror builder has a cached description of all of the available local ser-
vices (obtained during the local discovery phase as explained earlier). When a control
point requests a service, the service mirror builder checks in its local service directory
to see if the service is already available in the local network. If this is not the case, then
the service mirror builder proceeds to discover it remotely by sending a request for the
respective service to the Gnutella client. The Gnutella client in turn issues a query mes-
sage asking for the requested service to the Gnutella network according to the Gnutella
protocol. When receiving a query, a Gnutella client sends the included service request to
the local service mirror builder, which in turn will check the availability of the requested
service in its local network. Should the service be locally available, the service mirror
builder communicates this to the Gnutella client, which in turn responds with a query-
hit message to the original requester. Overall, the query is answered with a query-hit by
the nodes that offer the respective service. These nodes also send a service description
and other information back to the node that issued the query. This information is then
delivered to the service mirror builder of that node, which creates a mirror of the service
in the local network. The control points in the local network see the service just likes a
local one and can control it in the usual way.

Suppose that some control point (such as Control point 1) requests a service which
is not available in any of the participating local networks; in such a case the respec-
tive Gnutella client returns no hits. Whenever the service becomes available in the lo-
cal network, it will be made available through discovery-advertisement; similarly, the
Gnutella client will re-issue the corresponding query periodically until either (a) the
service becomes available in the local network, (b) the service is discovered remotely,
or (c) the control point that requested the service disappears. This mechanism extends
the discovery-search mechanism almost transparently (but with some delay).

The functioning of the whole protocol is summarized in Fig. 2.

4.3 Gnutella and UPnP Messages in the New Architecture

We show the possibility of using the Gnutella distributed search protocol to search for
services in remote networks (remote services). We do this by discussing the Gnutella
and UPnP message structure and the modifications that are needed in our architecture.

In our architecture all local network components communicate and work with each
other under UPnP protocol standards. All six steps in UPnP (addressing, discovery, de-
scription, control, eventing and presentation) are being done as per the UPnP protocol.

As far as the remote connections are concerned, all servents are working under the
Gnutella standards and specification. All Gnutella connect, Gnutella OK, ping and pong
messages are exactly according to the available Gnutella protocol. The only differences
happen in the Gnutella query and Gnutella query-hit messages (since the original mes-
sages are used for requesting for and responding with shared files). We show the struc-
ture of these messages in more detail along with recommendations for changing them to
work in the new architecture for the purpose of service discovery instead of file sharing.

All of the Gnutella protocol messages, including query and query-hit, include a
header with the byte structure described in Table 1(a) [22]. The payload type indi-
cates the type of the message. Other payload types can also be used as long as all the
participating servents support them [22]. Payload length shows the size of the payload.
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Table 1. Gnutella message header (a) and query message structure (b)

(a) (b)
Bytes Description
0-15 Message ID/GUID (Globally Unique ID)
16 Payload Type

0x00 = Ping 0x01 = Pong
0x02 = Bye 0x40 = Push
0x80 = Query 0x81 = Query-Hit

17 TTL (Time To Live)
18 Hops
19-22 Payload Length

Bytes Description
0-1 Minimum speed
2 Search criteria
Rest Optional extension block

Table 2. Gnutella query-hit message structure

Bytes Description
0 Number of Hits
1-2 Port
3-6 IP Address
7-10 Speed
11- Result Set

Result set structure:
Bytes Description:
0-3 File Index
4-7 File Size
8- File Name (null-terminated)
x Extensions Block (null-terminated)

The whole Gnutella message should be no more than 4 kB in size. Immediately fol-
lowing the message header is a payload which can be one of the following messages:
ping, pong, query, query-hit and push [22]. This message header structure will remain
unchanged in our architecture.

The Query Message. Since queries are broadcast to many nodes, servents normally
send query messages that are smaller than 256 bytes; however, query messages can be
as large as 4 kB. A query message has the structure shown in Table 1(b) [22]. The rest
field of a query message is used for the original query which in our case is a query
for a remote service. The allowed extension types in the rest field can be specified us-
ing the Gnutella Generic Extension Protocol (GGEP), Hash/URN Gnutella Extensions
(HUGE), and XML [22]. The Gnutella Generic Extension Protocol (GGEP) allows ar-
bitrary extensions in a Gnutella message; a GGEP block is a framework for other ex-
tensions [22].

In a UPnP network service discovery is accomplished using Simple Service Discov-
ery Protocol (SSDP). All SSDP messages are sent using the HTTP protocol. The HTTP
and Gnutella protocols are both application layer protocols. The fundamental data in a
SSDP discovery search or discovery-advertisement message (in a UPnP network) con-
tains a few essential specifics about the device or one of its services (its type, universally
unique identifier, etc.) [11]. All this information can be readily encoded in a GGEP ex-
tension by the service mirror builders and then sent to the Gnutella network agent. Then
the Gnutella network agent can put this GGEP-formatted information in the Rest part
of a Gnutella query message and send it to the Gnutella network.
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The Query-hit Message. The structure of a query-hit message is shown in Table 2 [22].
The result set is used for the response to the query; its structure is also shown in the
table.

The first three fields of the result set are defined specifically to hold information
about a requested file or file portion, as Gnutella is mainly used for file sharing. In our
case it is possible to redefine these fields; to prevent increased complexity and extra
work to define a new specification, we recommend that these fields be filled with some
default labels. In other words these fields of the result set are simply ignored.

GGEP, HUGE, and plain text metadata are all allowed in the extension block. We
recommend that the response messages from service mirror builders be formatted in a
GGEP extension and sent back to the network in the extensions field of the query-hit
message.

5 Protocol Independence and Performance Considerations

The use of particular protocols (UPnP and Gnutella) are in fact necessary only for illus-
tration purposes. The architecture described here can be in particular adapted in a trivial
manner to handle any local service discovery protocol.

Through the use of UPnP we have included in our discussion a comprehensive set of
features for the local service discovery protocol, but this is done without loss of gener-
ality: those protocols that lack some of the features can still function in our framework,
which is agnostic with respect to which of the described services are actually used. Con-
versely, to our knowledge no protocol provides more features than the ones discussed
here.

The peer-to-peer architecture is clearly immaterial to the discussion, as long as the
architecture is capable of maintaining an ad-hoc network, propagating requests for dis-
tributed search throughout the network, and handling responses to such requests (all
peer-to-peer protocols do). The implementer can in effect choose any other peer-to-peer
protocol.

The only somehow substantial changes that are necessary to switch protocols are re-
lated to the form of the messages passed along between the peer-to-peer servents. The
message structure outlined in Sect. 4.3 is specific to Gnutella; should another peer-to-
peer network be chosen, this structure will likely change. Further encapsulation might
be needed to pass along messages generated by different local service discovery proto-
col, though this is unlikely.

The performance of our architecture is the same as the performance of the underlying
Gnutella (or more generally peer-to-peer) network. All the advantages (and also disad-
vantages) of Gnutella are thus maintained. This is actually one reason for our choice
of peer-to-peer protocol. Indeed, Gnutella is one of the most studied such a protocol.
Many changes and refinements have been added to it throughout the years to make it
more efficient. Such refinements and techniques include Ultrapeers and Leaves, Dis-
tributed Hash Table, Query Routing Protocol (QRP), and so on. This all helps to reduce
the traffic in the Gnutella network and generally increase the efficiency of the proto-
col. These refinements can be trivially added to our architecture. Future refinements of



Peer-to-Peer Remote Service Discovery in Pervasive Computing 93

the protocol can also be readily integrated. It can be argued that Gnutella is not fully
distributed, since the bootstrapping process is centralized. However, such a central-
ized mechanism is used for empirical reasons (works well in most cases), but different
bootstrapping techniques exist, including random address probing and network layer
probing with anycast or multicast messages [23]. These techniques can be readily used
should a fully distributed architecture be necessary.

We already mentioned the advantages of our approach compared to the only other
peer-to-peer approach known to us [21]. Indeed, our approach is reactive and so we
believe that it minimizes the network traffic in the general case. True, a “sweet spot”
can probably be achieved in the ontology-based approach [21] by changing the time
delay between advertisements. Such a “sweet spot” has the potential of offering a better
performance; however, it is also likely that different circumstances may require different
values, making a global solution unlikely. By contrast Gnutella is designed to offer
consistent performance in many circumstances; indeed, optimization adjustments are
already implemented! We thus believe that overall our solution offers more consistent
performance, in addition to being able to benefit from any future improvement of the
Gnutella protocol (as mentioned above).

Classifying services based on an ontology [21] does reduce network traffic and has
the potential of improving the overall efficiency. We believe that such a technique is
orthogonal to the service discovery mechanism. We thus believe that the ontology-based
approach can be used equally effectively in out setting. Doing this however is a subject
of future research.

6 Conclusions

Service discovery plays an important role in pervasive computing. At the same time
pervasive computing creates many challenges for service discovery protocols, one of
them being remote service discovery. We introduced a new approach to remote service
discovery that is flexible, decentralized, and fully distributed.

The core part of the new architecture is the new function in a UPnP network called
service mirror builder and its cooperation with a specialized Gnutella client software
to discover remote services and then present these remote services as local ones. Con-
versely, a service mirror builder can also control local services to serve them as remote
services for other, remote service mirror builders. The service mirror builder communi-
cates with the specialized Gnutella client software (from the point of view of the local
network however the service mirror builder is just a UPnP-enabled device). We used
UPnP for illustration purposes, but the service mirror builder can be defined based on
any service discovery protocol (Bluetooth, Apple Bonjour, etc.). Our solution is in fact
general and not dependent on any particular service discovery protocol.

We propose Gnutella as a distributed search protocol for discovering remote services.
The very design of a Gnutella network as a decentralized and distributed protocol moves
this remote service discovery architecture one step ahead toward truly distributed com-
puting. Our architecture is also readily amenable to improvements in either the under-
lying peer-to-peer protocol or the ontology-based classification of services (or indeed
both). We therefore believe that our approach offers better compatibility with pervasive
computing.
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Abstract. Graphical representations of scenarios using the Combined Fragments
of UML Sequence Diagrams, serve as a well-accepted means for expressing an
aggregation of multiple traces encompassing complex and concurrent behaviors.
However, Combined Fragments increase the difficulty of analysis of scenarios.
This paper introduces an approach to formally verify all the Combined Frag-
ments, and nested Combined Fragments using model checking.
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1 Introduction

In software development process, models enable software engineers to detect errors dur-
ing early stage so as to improve the system quality. Scenario-based models have been
widely employed for the description of interactions among environmental actors (e.g.,
human beings) and the components (aka Lifeline) of the software systems through the
exchange of messages. UML Sequence Diagrams, which graphically depict scenarios,
serve as well-accepted and intuitive media among software engineers and tool builders.
UML 2 provides many major structural control constructs, including Combined Frag-
ments and Interaction Use, to allow multiple, complex scenarios to be aggregated in a
single Sequence Diagram. However, Combined Fragments introduce concurrent behav-
iors, making analysis of the Sequence Diagrams difficult for the following reasons.

Combined Fragments permit different types of control flow, such as interleaving and
branching, increasing a Sequence Diagram’s expressiveness. Further, the Combined
Fragments can also be nested to provide more complex control flows. These make it
difficult to predict what behavior are represented. For example, if a Combined Frag-
ment presenting branching behavior is nested within a Combined Fragment presenting
iteration behavior, different choices may be made in different iterations. The semantics
of Sequence Diagram with Combined Fragments is not formally defined compared to
their precise syntax descriptions [1], making it is hard to derive the traces from Se-
quence Diagrams. Thus, subtle errors from concurrency can easily be introduced to
Sequence Diagrams to evade discovery via manual inspection.

To address these problems, we introduce an automated technique to facilitate the ver-
ification of Sequence Diagrams by leveraging the analytical powers of model checking.
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Working towards similar goals, many researchers have verified different scenario-based
models, including Sequence Diagram, Message Sequence Chart (MSC), and Live Se-
quence Chart (LSC). However, the previous work does not consider all the aspects of
Combined Fragments. Our approach supports all the features of Combined Fragments,
including all 12 Interaction Operators, nested Combined Fragments, both asynchronous
and synchronous Messages, and Interaction Constraints.

We devise an approach to codify the semantics of Sequence Diagrams and Combined
Fragments in the input language of NuSMV by deconstructing Sequence Diagrams and
Combined Fragments to obtain fine-grained syntactic constructs (see section 2 and 3).
We formally describe each Combined Fragment in terms of NuSMV [2] modules (see
section 4). The model checking mechanism can explore all possible traces specified in
the Sequence Diagram, verifying if the desired properties are satisfied. We have devel-
oped a tool suite to implement all of the techniques and have validated our technique
by analyzing and discovering violations in two design examples taken from an insur-
ance industry software application (see section 5). We have also created an Occurrence
Specification Trace Diagram generator that automatically produces Sequence Diagram
visualizations from NuSMV-produced counterexamples. This automation will increase
the accessibility of our approach by allowing software engineers to remain focused in
the realm of Sequence Diagrams.

2 UML 2 Sequence Diagram

In this section, we outline the syntax and semantics of a Sequence Diagram with Com-
bined Fragments provided by OMG [1]. As the first step of defining a Sequence Dia-
gram using NuSMV modules, we precisely define the semantics of Sequence Diagram
with Combined Fragments, forming the basis of expressing the semantics in term of
NuSMV models. We begin with the basic Sequence Diagram, then discuss the struc-
tured control constructs, including Combined Fragments and Interaction Use.

2.1 Basic Sequence Diagram

We refer to a Sequence Diagram without Combined Fragments as a basic Sequence Di-
agram (see figure 1a for an example with annotated syntactic constructs). A Lifeline is a
vertical line representing a participating object. A horizontal line between Lifelines is a
Message. A Message is the specification of an occurrence of a message type within the
Sequence Diagram, while a message type is the signature of the form 〈message name,
source Lifeline, target Lifeline〉. Within a Sequence Diagram, a message type can oc-
cur multiple times, which are associated with multiple Messages. Each Message is sent
from its source Lifeline to its target Lifeline and has two endpoints. Each endpoint is an
intersection with a Lifeline and is called an Occurrence Specification (OS), denoting
the specification of an occurrence of an event within a certain context, i.e., a Sequence
Diagram. Accordingly, multiple OSs within a Sequence Diagram can be associated with
an event. Each Message is defined by its sending OS and receiving OS. We associate
each OS with a location of a Lifeline. As each location is uniquely defined, each OS is
uniquely defined. Thus, each Message is uniquely defined by its sending OS and receiv-
ing OS. OSs can also be the beginning or end of an Execution Specification, indicating
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(a) Basic Sequence Diagram (b) Sequence Diagram with Combined Fragment

Fig. 1. Sequence Diagram Syntax

the period during which a participant performs a behavior within a Lifeline, which is
represented as a thin rectangle on the Lifeline.

The semantics of a basic Sequence Diagram is defined by a set of traces. A trace is
a sequence of OSs expressing Message exchange among multiple Lifelines. We iden-
tify four orthogonal semantic aspects that must be considered for the basic Sequence
Diagram [3,1,4]

1. Each OS can execute only once, i.e., each OS is unique within a Sequence Diagram.
2. On each Lifeline, OSs execute in their graphical order from top to bottom.
3. For a single Message, the sending OS must take place before the receiving OS does.
4. In a Sequence Diagram, only one object can execute an OS at a time, i.e., OSs on

different Lifelines are interleaved.

Messages are of two types: asynchronous and synchronous. The source Lifeline can
continue to send or receive other Messages after an asynchronous Message is sent. If
a synchronous Message is sent, the source Lifeline blocks until it receives the target
Lifeline’s response [1].

2.2 Combined Fragment

Both Combined Fragments and Interaction Use are structured control constructs in-
troduced in UML 2. A Combined Fragment (CF) is a solid-outline rectangle, which
consists of an Interaction Operator and one or more Interaction Operands. Figure
1b shows example CFs with annotated syntactic constructs. A CF can enclose all, or part
of, Lifelines in a Sequence Diagram. The Interaction Operands are separated by dashed
horizontal lines. The Interaction Operator is shown in a pentagon in the upper left cor-
ner of the rectangle. OSs, CFs, and Interaction Operands are collectively called Inter-
action Fragments. An Interaction Operand may contain a boolean expression which is
called an Interaction Constraint or Constraint. An Interaction Constraint is shown in
a square bracket covering the Lifeline where the first OS will happen. BEU, HEU and
CEU are defined in Section 3. An Interaction Use construct allows one Sequence Di-
agram to refer to another Sequence Diagram. The referring Sequence Diagram copies
the contents of the referenced Sequence Diagram.
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We identify three independent semantic rules general to all CFs, in the sense that
these rules do not constrain each other.

1. OSs and CFs, are combined using Weak Sequencing (defined below). On a single
Lifeline, a CF’s preceding Interaction Fragment must complete the execution prior
to the CF’s execution, and the CF’s succeeding Interaction Fragment must execute
subsequently.

2. Within a CF, the order of the OSs and CFs within each Operand is maintained if the
Constraint of the Operand evaluates to True; otherwise, the Operand is excluded.

3. The CF does not execute when the Constraints of all the Operands evaluate to
False. Thus, the CF’s preceding Interaction Fragment and succeeding Interaction
Fragment are ordered by Weak Sequencing.

2.3 Interaction Operator

The semantics of each CF Operator determines the execution order of all the Operands.
Each Operator has its specific semantic implications regarding the execution of the
OSs enclosed by the CF on the covered Lifelines. The Operators are summarized as
follows: Alternatives: one of the Operands whose Interaction Constraints evaluate to
True is nondeterministically chosen to execute. Option: its sole Operand executes if
the Interaction Constraint is True. Break: its sole Operand executes if the Interaction
Constraint evaluates to True. Otherwise, the remainder of the enclosing Interaction
Fragment executes. Parallel: the OSs on a Lifeline within different Operands may be
interleaved, but the ordering imposed by each Operand must be maintained separately.
Critical Region: the OSs on a Lifeline within its sole Operand must not be interleaved
with any other OSs on the same Lifeline. Loop: its sole Operand will execute for at
least the minimum count (lower bound) and no more than the maximum count (upper
bound) as long as the Interaction Constraint is True. Assertion: the OSs on a Lifeline
within its sole Operand must occur immediately after the preceding OSs. Negative:
its Operand represents forbidden traces. Strict Sequencing: in any Operand except the
first one, OSs cannot execute until the previous Operand completes. Weak Sequencing:
on a Lifeline, the OSs within an Operand cannot execute until the OSs in the previous
Operand complete, the OSs from different Operands on different Lifelines may take
place in any order (cf. Strict Sequencing). Consider: any message types other than
what is specified within the CF is ignored. Ignore: the specified messages types are
ignored within the CF.

The semantics of the seq Sequence Diagram is defined by two sets of traces, one
containing a set of valid traces, denoted as V al(seq), and the other containing a set of
invalid traces, denoted as Inval(seq). The intersection of these two sets is empty, i.e.,
V al(seq) ∩ Inval(seq) = ∅.

3 Sequence Diagram Deconstruction

To facilitate codifying the semantics of Sequence Diagrams and nested CFs in NuSMV
models, we show how to deconstruct a Sequence Diagram and CFs to obtain fine-
grained syntactic constructs. Eichner et al. have defined the Maximal Independent Set
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in [5] to deconstruct a Sequence Diagram into fragments, each of which covers multi-
ple Lifelines. Their proposed semantics defines that entering a CF has to be done syn-
chronously by all the Lifelines, i.e., each CF is connected with adjacent OSs and CFs
using Strict Sequencing. Recall that CFs can be nested within other CFs. OSs and CFs
directly enclosed in the same CF or Sequence Diagram are combined using Weak Se-
quencing, constraining their orders with respect to each individual Lifeline only [1]. To
express the semantics of Weak Sequencing, we further deconstruct a Sequence Diagram
into syntactic constructs on each Lifeline, which also helps us to define the semantics
of nested CFs.

We project every CF cfm onto each of its covered Lifelines li to obtain a composi-
tional execution unit (CEU), which is denoted by cfm ↑li . (The shaded rectangle on
Lifeline L1 in figure 1b shows an example).

Definition 1. A CEU is given by a three tuple 〈li, oper, setEU〉, where li is the Lifeline,
onto which we project the CF, oper is the Interaction Operator of the CF, and setEU is
the set of execution units, one for each Operand opn enclosed in the CF on Lifeline li.

Every Operand opn of CF cfm is projected onto each of its covered Lifelines li to
obtain an execution unit (EU) while projecting cfm onto li, denoted by opn ↑li . If
the projected Interaction Operand contains a nested CF, a hierarchical execution unit
(HEU) is obtained; otherwise a basic execution unit (BEU) is obtained, i.e., an EU is
a BEU if it does not contain any other EUs. (The lower shaded rectangle on Lifeline L2
in figure 1b shows an example of a BEU and the shaded rectangle on Lifeline L3 shows
an example of an HEU).

Definition 2. A BEU u is given by a pair, 〈Eu, cond〉, in which Eu is a finite set of OSs
on Lifeline li enclosed in Operand opn, which are ordered by the locations associated
with them, and cond is the Interaction Constraint of the Operand. cond is True when
there is no Interaction Constraint.

Definition 3. An HEU is given by 〈setCEU, setBEU, cond〉, where setCEU is the set of
CEUs directly enclosed in the HEU, i.e., the CEUs nested within any element of setCEU
are not considered. setBEU is the set of BEUs that are directly enclosed in the HEU.

Projecting a Sequence Diagram onto each enclosing Lifeline also obtains an EU
whose Constraint is True. The EU is an HEU if the Sequence Diagram contains CFs,
otherwise, it is a BEU. In an HEU, we also group the OSs between two adjacent CEUs
or prior to the first CEU or after the last CEU on the same level into BEUs, which
inherit the parent HEU’s Constraint, cond. (The upper shaded rectangle on Lifeline L2
in figure 1b shows an example). The constituent BEU(s) and CEU(s) within an HEU
execute sequentially, complying with their graphical order, as do the OSs in the BEU.

4 Verifying Sequence Diagrams via NuSMV

In this section, we develop techniques to translate Sequence Diagrams into the input
language of NuSMV. The NuSMV model preserves the structure of the Sequence Dia-
grams (e.g., Lifelines and CFs), which makes it easier to demonstrate that the semantics
of the original notation is maintained.
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4.1 NuSMV Overview

NuSMV is a model checking tool, which exhaustively explores all executions of a finite
model to determine if a temporal logic property holds. For a property that does not hold,
a counterexample is produced showing an error trace. A NuSMV model consists of one
main module and may include other modules with formal parameters. An instance of a
module can be created using the VAR declaration within main module or other module
to create a modular hierarchy. To access variables of instance modules, the instance
name with . (DOT) can be used to follow by the variable name. The composition of
multiple modules can be parallel or interleaving.

NuSMV variables must be of finite types, declared inside each module. The initial
states are defined by using an init statement of the form init(x) := EXP, which defines
the value or set of values x can assume initially. Transitions are defined by using the next
statements of the form next(x) := EXP, which defines the value or set of values that x can
assume in the following state. All the transitions in a module execute concurrently in
each step. Derived variables (i.e., macros) are defined by using DEFINE statements of
the form x := EXP and they are replaced by EXP in each state. The system’s invariant is
represented with the INVAR statement, which is a boolean expression satisfied by each
state.

4.2 Mapping Overview

We base the mapping of a Sequence Diagram to the input language of NuSMV on
syntactic deconstruction. A Sequence Diagram is represented as the main module. We
map the Lifelines into respective NuSMV modules, which are instantiated and declared
in the main module. Recall that a CF is projected onto each of its covered Lifelines to
obtain a CEU. Accordingly, its Operand on each of the covered Lifelines forms an EU.
Both CEUs and EUs are represented as NuSMV modules.

Each CEU is declared as a module instance, which we call a submodule in its Lifeline
module. To enforce that multiple CEUs at the same level on each Lifeline adhere to
their graphical order, we define a derived variable, flag final, for each CEU module, to
indicate whether the CEU completes its execution (the CF semantic rule 1). A CEU
is composed of one or more EUs, each of which is instantiated as a submodule inside
the CEU module. The execution order of multiple EUs (i.e., the transfer of control
among them) is determined by the Interaction Operator that composes them into the
CEU (the translation of each Operator is discussed later in this section). In the case
that a Sequence Diagram contains nested CFs (i.e., a CEU consisting of an EU that
encloses other CEUs), we map each enclosed CEU as a submodule of the containing
EU’s module. This procedure is recursively applied until all CEUs and EUs are mapped
accordingly.

The semantic rules for a basic Sequence Diagram defined in section 2.1 are codified
using NuSMV modules for Lifelines or EUs, and an INVAR statement. Within Lifeline
or EU modules, a directly enclosed OS is represented as a boolean variable, which ini-
tializes to False (note that a CEU module does not contain OS variables). Once an OS
occurs, its value is set to True and then to False in all the following states. This value
transition expresses the fact that an OS can occur only once in the Sequence Diagram
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(the semantic rule 1). To record the execution history of OSs, we introduce an enumer-
ated variable, state, for each Lifeline and EU module, expressing that respective OSs
have taken place (the semantic rule 2). A CEU module contains one boolean variable,
cond, for each of its EUs to represent the Interaction Constraint of the EU.

To express the interleaving semantics among Lifelines, we introduce an INVAR
statement in the main module to assert that at most one OS on one of the Lifelines
can take place in each step (the semantic rule 4). A boolean variable chosen is used
for each Lifeline to restrict that: (1) a Lifeline is chosen only if it is enabled, i.e., there
is an OS that is ready to take place on the Lifeline, represented by the derived vari-
able enabled; (2) either only one Lifeline can be chosen to execute an OS in each step if
Lifelines are enabled (i.e., before all OSs on the Lifelines have occurred); or no Lifeline
can be chosen when all Lifelines are not enabled and all chosen variables remain False
thereafter. A sending OS is enabled to execute if and only if the OSs prior to it on the
same Lifeline have already occurred. A receiving OS is enabled to execute if and only
if the OSs prior to it on the same Lifeline and the sending OS of the same Message have
already occurred (the semantic rules 2 and 3). To execute the OSs enclosed in CFs, the
variable chosen for each Lifeline is passed to the CEU and EU modules on that Lifeline
as a parameter.

4.3 Basic Sequence Diagram with Asynchronous Messages

In this subsection, we illustrate our mapping strategy with an example basic Sequence
Diagram as shown in figure 1a. Figure 2 shows the NuSMV description of the example,
which contains a main module for the Sequence Diagram. We map the three Lifelines
to three modules, which are instantiated as submodules l L1, l L2, and l L3 in the main
module. We show the implementation of module L2 here. Module L2 takes modules
L1, L3 as parameters. Three OSs on Lifeline L2 are defined as boolean variables OS r1,
OS s2, and OS r3 in the VAR section. We define each OS as OS sx or OS rx, where
s and r denote they are sending or receiving OSs, and x is the corresponding Message
name. The enumerated variable state has four values, including an initial value sinit
and three values to record the execution of the three respective OSs. A derived variable
enabled for each OS represents the enabling condition of the OS by using the variable
state in the DEFINE section. For instance, r3 enabled for OS r3 is True if and only
if the sending OS of Message m3 and the preceding OS, OS s2, on Lifeline L2 have
occurred, i.e., state on Lifelines L2 and L3 set to s2 and s3 respectively. The Lifeline
L2 can be enabled if and only if one of r1, s2, and r3 is enabled. The variable flag final
checks whether the last OS, r3, on L2 takes place (i.e., state sets to r3). If so, all OSs
in module L2 have occurred. The ASSIGN section defines the transition relation of
module L2. For example, OS r3 is set to False initially. When it is chosen and enabled,
it is set to True. It is set to False in the subsequent states to represent that an OS can
execute exactly once. OS r1 and OS s2 take the same transition as OS r3. Variable state
is set to r1 in the same state where OS r1 occurs.
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MODULE main

VAR

l_L1 : L1(l_L2, l_L3);

l_L2 : L2(l_L1, l_L3);

l_L3 : L3(l_L1, l_L2);

INVAR

((l_L1.chosen -> l_L1.enabled)

&(l_L2.chosen -> l_L2.enabled)

&(l_L3.chosen -> l_L3.enabled)

&((l_L1.chosen&!l_L2.chosen&!l_L3.chosen)

|(!l_L1.chosen&l_L2.chosen&!l_L3.chosen)

|(!l_L1.chosen&!l_L2.chosen&l_L3.chosen)

|(!l_L1.enabled&!l_L2.enabled&!l_L3.enabled)))

MODULE L2(L1, L3)

VAR

OS_r1 : boolean;

OS_s2 : boolean;

OS_r3 : boolean;

state : {sinit, r1, s2, r3};

chosen : boolean;

DEFINE

r1_enabled := state=sinit&L1.state=s1;

s2_enabled := state=r1;

r3_enabled := state=s2&L3.state=s3;

enabled := r1_enabled|s2_enabled|r3_enabled;

flag_final := state=r3;

ASSIGN

init(state) := sinit;

next(state) := case

state=sinit & next(OS_r1) :r1;

state=r1 & next(OS_s2) :s2;

state=s2 & next(OS_r3) :r3;

1 :state;

esac;

...

init(OS_r3) := FALSE;

next(OS_r3) := case

chosen & r3_enabled :TRUE;

OS_r3 :FALSE;

1 :OS_r3;

esac;

Fig. 2. Basic Sequence Diagram to NuSMV

4.4 Basic Sequence Diagram with Synchronous Messages

Sequence Diagram with synchronous Messages restricts that the sending Lifeline blocks
until a reply Message is received. We introduce a boolean variable, isBlock, for each
Lifeline to capture this semantic aspect. All OSs on a Lifeline include isBlock as an
enabling condition, thus preventing the OSs from occurring while isBlock is True.

4.5 Combined Fragments

A CF enclosing multiple Lifelines is projected onto all the Lifelines to obtain a col-
lection of CEUs, one for each Lifeline. A CEU contains a collection of EUs, one for
each Operand on the same Lifeline. To preserve the structure of the Sequence Diagram
during translation, we map a CF to NuSMV submodules, one for each Lifeline module,
while the EUs are mapped to NuSMV sub-submodules of their parent CEU submodule
separately. We implement the Interaction Constraint for each Operand with a boolean
variable cond. We do not control the value of cond until the Operand is entered, rep-
resenting the fact that a condition may change during the execution of the Sequence
Diagram.

If cond evaluates to True, the Operand is entered, otherwise, the Operand is skipped
(the CF semantic rule 2). Afterwards, the value of cond stays the same. While there is no
Constraint in an Operand, cond is defined as constant True. An extra variable op eva for
each Operand indicates its respective execution status, including “not ready” (the OSs
that may happen prior to the Operand on the Lifeline have taken place) by enumeration
element -1, “ready but not enabled” (the Constraint evaluates to False) by enumera-
tion element 0, and “start” (Constraint evaluates to True) by enumeration element 1.
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MODULE main
VAR
l_L1 : L1(l_L2, l_L3);
l_L2 : L2(l_L1, l_L3);
l_L3 : L3(l_L1, l_L2);

INVAR
( (l_L1.chosen -> l_L1.enabled)
& (l_L2.chosen -> l_L2.enabled)
& (l_L3.chosen -> l_L3.enabled)
& ( (l_L1.chosen & !l_L2.chosen & !l_L3.chosen)
| (!l_L1.chosen & l_L2.chosen & !l_L3.chosen)
| (!l_L1.chosen & !l_L2.chosen & l_L3.chosen)
| (!l_L1.enabled & !l_L2.enabled & !l_L3.enabled)))

INVAR
( (l_L1.CF1.op1.chosen -> l_L1.CF1.op1.enabled)
& (l_L1.CF1.op2.chosen -> l_L1.CF1.op2.enabled)
& ( (l_L1.CF1.op1.chosen & !l_L1.CF1.op2.chosen)
| (!l_L1.CF1.op1.chosen & l_L1.CF1.op2.chosen)
| (!l_L1.CF1.op1.enabled & !l_L1.CF1.op2.enabled)))

INVAR
( (l_L2.CF1.op1.chosen -> l_L2.CF1.op1.enabled)
& (l_L2.CF1.op2.chosen -> l_L2.CF1.op2.enabled))
& ( (l_L2.CF1.op1.chosen & !l_L2.CF1.op2.chosen)
| (!l_L2.CF1.op1.chosen & l_L2.CF1.op2.chosen)
| (!l_L2.CF1.op1.enabled & !l_L2.CF1.op2.enabled)))

INVAR
( (l_L3.CF1.op1.chosen -> l_L3.CF1.op1.enabled)
& (l_L3.CF1.op2.chosen -> l_L3.CF1.op2.enabled))
& ( (l_L3.CF1.op1.chosen & !l_L3.CF1.op2.chosen)
| (!l_L3.CF1.op1.chosen & l_L3.CF1.op2.chosen)
| (!l_L3.CF1.op1.enabled & !l_L3.CF1.op2.enabled)))

MODULE L2(L1, L3)
VAR
CF1 : par_L2(state, chosen, L1.CF1, L3.CF1);
...

DEFINE
r7_enabled := state=r1 & CF1.flag_final & L1.state=s7;
enabled := r1_enabled | r7_enabled | CF1.enabled;
...

MODULE par_L2(state, L2_chosen, par_L1, par_L3)
VAR
op1 : par_op1_L2(L2_chosen, par_L1.op1, par_L3.op1, op1_eva);
op2 : par_op2_L2(L2_chosen, par_L1.op2, par_L3.op2, par_L1.op2_eva,

state, op1.CF2.op1.isCritical);
cond1 : boolean;
op1_eva : -1..1;

DEFINE
enabled := op1.enabled | op2.enabled;
flag_final := op1.flag_final & op2.flag_final;

ASSIGN
init(op1_eva) := -1;
next(op1_eva) := case
op1_eva=-1 & next(state)=r1 & !next(cond1) :0;
op1_eva=-1 & next(state)=r1 & next(cond1) :1;
1 :op1_eva;

esac;
init(cond1) := {TRUE, FALSE};
next(cond1) := case
op1_eva=-1 :{TRUE, FALSE};
op1_eva!=-1 :cond1;
1 :cond1;

esac;

Fig. 3. NuSMV module for Parallel
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cond is evaluated when op eva evaluates to either 0 or 1. Both cond and op eva for
each Operand are instantiated and declared in the CEU module on the Lifeline where
the Interaction Constraint of the Operand is located. The value of op eva is passed to
other CEUs of the same CF as parameters, which is further passed to all the EUs of the
same Operand to coordinate multiple EUs. From the deconstruction of Sequence Dia-
grams and CFs (see section 3), we define the OSs as boolean variables in the respective
EUs that directly enclose them, instead of the CEUs; OSs that are not enclosed in any
CF are declared as boolean variables in their Lifeline module.

Concurrency. In a Parallel CF, the Operands are interleaved, which is captured using
a strategy similar to the implementation of interleaved Lifelines modules. We introduce
a boolean variable chosen for each EU module to indicate whether the EU is chosen to
execute. We add an INVAR statement for each CEU to assert that (1) either only one
EU module is chosen to execute or no EUs are enabled (i.e., all EUs have completed
execution or their Constraints evaluate to False), and (2) an EU module can be chosen
only if it is enabled (i.e., an OS within the EU is enabled to execute). All INVAR
statements are combined using logical conjunctions to form a global invariant in the
main module.

Figure 1b shows an example Sequence Diagram, in which a Parallel contains a Criti-
cal Region. The implementation of its main module and the modules of Lifeline L2 and
its CEU of the Parallel are shown in figure 3. In the module of Lifeline L2, the Parallel’s
CEU module is initialized as a module instance. Two EUs of the Parallel’s Operands
are initialized as two module instances within its CEU module.

In the Parallel, the Interaction Constraint of its Operand, op1, is located on L2. Thus,
cond1 for op1 is initialized and declared in the Parallel’s CEU module on L2. It is
set to the value of the evaluation step and remains that value in the following steps.
Variable op1 eva is initialized to -1, and then is set depending on the value of cond1
when entering the CEU, i.e., it is set to 1 if cond1 evaluates to True or 0 otherwise. In
each EU module of the Parallel, a variable chosen is used to denoted whether the EU is
chosen to execute.

Atomic Execution. A Critical Region has a sole Operand while each CEU module
having a single EU submodule. We use a boolean variable, isCritical, for each EU of
the Critical Region’s Operand, to restrict the OSs within the EU from interleaving with
other OSs on the same Lifeline. Variable isCritical is initialized to False in each EU
module of the Critical Region’s Operand. It is set to True if the EU starts to execute
OSs and stays True until the EU finishes execution. Once the EU completes, isCritical
is set to False. The negation of isCritical of an EU is considered as an enabling condition
for each variable of other OSs, which may interleave the EU, on the same Lifeline. See
figure 1b for an example. On Lifeline L3, the sending OS of Message m6 takes the
negation of isCritical for the EU on Lifeline L3 as an enabling condition.

Branching. Collectively, we call Alternatives, Option, and Break branching constructs.
In an Alternatives CF, each Operand must have an explicit or an implicit or an “else”
Constraint. An implicit Constraint always evaluates to True. The “else” Constraint
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is the negation of the disjunction of all other Constraints in the enclosing Alternatives.
The chosen Operand’s Constraint must evaluate to True. If none of the Operands whose
Constraints evaluate to True, the Alternatives is excluded. For each Operand, a boolean
variable exe indicates the execution status of the applicable Operand, i.e., exe is set to
True if the Operand is chosen to execute. The variable exe for each Operand is initialized
and declared in the CEU module on the Lifeline where the Operand’s Constraint is
located. The Constraint under INVAR restricts that an Operand’s exe can be set to True
only if the Operand’s cond evaluates to True. It also restricts that at most one Operand
can be chosen to execute, i.e., at most one exe can be set to True at a time, or all Operand
Constraints evaluate to False. The use of exe guarantees that all the enclosed Lifelines
choose the same Operand’s EU module to execute to avoid inconsistent choices (e.g.,
Lifeline L1 chooses Operand 1’s EU whereas Lifeline L2 chooses Operand 2’s EU).
The cond of the chosen Operand stays True and those of the unchosen Operands are set
to False and stay False.

The NuSMV representation of Option and Break can be derived from the one of
Alternatives. The details of translation are described in [6].

Iteration. The Loop represents its sole Operand’s iterations, which are connected by
Weak Sequencing. To restrict the number of iterations, the Operand’s Constraint may
include a lower bound, minint, and an upper bound, maxint, i.e., a Loop iterates at least
the minint number of times and at most the maxint number of times. If the Constraint
evaluates to False after the minint number of iterations, the Loop will terminate.

Bounded Loop, whose maxint is given, can be translated to NuSMV modules. To
keep each OS and Constraint within different iterations of a Loop unique, one way to
implement an OS or a Constraint is defining an array to rename the OS or the Constraint
of each iteration. For each Lifeline, We use n to represent the current iteration number.
In this way, an OS within the Loop’s Operand, OS r1, and Constraint cond in iteration
n can be represented as OS r1[n] and cond[n] respectively. For example, if a Loop
iterates at most three iterations, OS r1 in different iterations are defined as OS r1[1],
OS r1[2] and OS r1[3]. The graphical order of the OSs within the same iteration is
maintained, and the OSs among iterations execute sequentially along a Lifeline, i.e.,
OSs in iteration n take place before OSs in iteration n+1.

We need to evaluate the Interaction Constraint of its sole Operand after minimum
number of iterations. If n ≤ minint, the Loop executes. If minint < n ≤ maxint,
the Loop executes only if cond[n] evaluates to True. Otherwise, the Loop terminates
and the values of the Constraint of remaining iterations (i.e., from cond[n + 1] to
cond[maxint]) set to False. The Loop no longer executes when its iteration reaches
maxint.

Assertion. An Assertion represents that, on each Lifeline, a set of traces of its Operand
are the only valid traces following the Assertion’s preceding OSs. The mapping strategy
of the Assertion is very similar to the one of the Critical Region. For each Lifeline, a
boolean variable inAssertion is initialized and declared in the EU module of the As-
sertion’s Operand, restricting the OSs within the EU from interleaving with other OSs
on the same Lifeline if the OSs prior to the CEU of the Assertion finish execution.
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The variable inAssertion is False initially, and is set to True when the OSs in the set of
pre(CEU) have executed. Function pre(CEU) returns the set of OSs which may happen
right before the CEU of the Assertion. If the EU of the Assertion’s Operand completes
execution, inAssertion is set to False and other OSs may execute. For each Lifeline, the
negation of inAssertion is used as an enabling condition for each variable of other OSs,
which may interleave the EU of the Assertion’s Operand.

Negation. We translate the Operand of a Negative into NuSMV modules, deriving all
possible invalid traces.

Fig. 4. Example for Weak Sequencing

Weak Sequencing and Strict Sequencing. The semantics of a Weak Sequencing en-
forces the total order among EUs of Operands on the same Lifeline. In any EU module
of an Operand (except the first one), the first OS takes the variable flag final of the EU
of the preceding Operand on the same Lifeline as an enabling condition, i.e., the EU
cannot execute before the preceding one completes. Figure 4 is an example of Weak
Sequencing. In the EU module of the second Operand on Lifeline L2, the first OS, r4,
takes flag final of the EU occurring immediately before this EU (i.e., the EU of the first
Operand) as an enabling condition.

The semantics of a Strict Sequencing enforces the total order between adjacent
Operands. An EU module of an Operand (other than the first one) within a Strict Se-
quencing takes variable flag final of every EU module within the preceding Operand
as enabling conditions of the first OS. It asserts that all EUs cannot execute until its
preceding Operand completes execution. We can alter the Interaction Operator of the
CF in figure 4 to strict to make it as an example of Strict Sequencing. Comparing to
the example of Weak Sequencing, OS r4 also takes the variable flag final of the EUs of
the first Operand on Lifelines L1 and L3 as enabling conditions additionally.

Ignore and Consider. Ignore and Consider make it possible to execute the Messages
not explicitly appear in the CF. To map an Ignore (Consider) into NuSMV modules,
we can explore all the traces of OSs in which Messages are ignored (not considered).
We assume the signature of any Message of ignored (considered) types is given, i.e.,
the Lifelines where the sending OS and receiving OS of a Message occur are known.
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Fig. 5. Architecture of Tool Suite

The Messages of ignored types can occur and interleave with the OSs appearing in
the CF. In an Ignore, the OSs appearing in the CF are translated as usual. Each OS of
any ignored Message is mapped to a boolean variable in the EU module on the Lifeline
where it is located. An OS of the ignored Messages can be enabled if it has not executed
and the control is in the EU module. To record the status of each ignored Message’s OS,
an enumeration type variable os chosen is introduced, which is initially -1. It is set to 0
if the OS is chosen to execute and is set to and stays 1 in the following steps. In each
EU module of the Ignore, the OSs of ignored Messages and other OSs are interleaved,
which is captured by INVAR statements using the same strategy as the implementation
of Parallel.

A Consider specifies a list of message types which should be considered within the
CF. It is equivalent to ignore other message types, i.e., the message types not in the
list cannot appear in the CF, but they may occur. If a message type is considered but
does not appear in the CF, the Messages of the type cannot occur within the CF. For
example, if a Consider CF considers message type q, v, and w, but only Messages of
message type q and v appear in the CF. Thus, Messages of message type w cannot occur
within the CF. In a Consider, each OS of the considered Messages can be defined as a
boolean variable in the EU module on the Lifeline where it is located. If the OS does
not appear in the Consider, it is defined as a derived variable, whose value is False to
indicate the OS will never occur. For other known but not considered Messages, their
OSs are defined in the same way as the OSs of the ignored Messages.

We also provide the mapping of Interaction Use, Coregion, and General Ordering
to the NuSMV modules. Due to space limitation, please refer to [6] for the details of
translation.
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5 Tool Suite Implementation and Evaluation

As a proof-of-concept, we have developed a tool suite, implementing the techniques
described in this paper. Figure 5 is a data flow diagram, illustrating the architecture of
our tool suite.

The software engineer uses MagicDraw to create a Sequence Diagram, which can
be converted to a textual representation in terms of XML using our MagicDraw plu-
gin. The Sequence Diagram Translation tool takes the XML representation as input,
parses it into a syntax tree, and transforms it into a NuSMV model. NuSMV model
checker takes as input the generated NuSMV model and a temporal logic formula that
is specified by the software engineer. If there are no property violations, the software
engineer receives a positive response. If property violations exist, NuSMV generates a
counterexample which is then passed to our Occurrence Specification Trace Diagram
Generator (OSTDG) tool. The output from the OSTDG is an easy-to-read Sequence
Diagram visualization of the counterexample to help the software engineer locate the
property violation faster. Thus, the software engineer may transparently verify a Se-
quence Diagrams using NuSMV, staying solely within the notation realm of Sequence
Diagrams.

We evaluate our technique with a case study of ISIS (Insurance Services Information
System), a web application currently used by the specialty insurance industry. Our eval-
uation uses two Sequence Diagram examples from the design documentation of ISIS.
We check the example on a Linux machine with a 3.00GHz, 8 cores CPU and 32GB
of RAM. One example executed in 19 minutes 49 seconds with 3,825 reachable states
out of total 3.71e+012 states, while the other example executed in 18 minutes 14 sec-
onds with 192 reachable states out of total 4.95e+012 states. Please refer to [6] for more
details of the case study and our tool suite.

6 Related Work

Verification of scenario-based notation is well-accepted as an important and challenging
problem. To the best of our knowledge, our technique is the first to support all CFs and
the nested CFs. Lima et al. provide a tool to translate UML 2 Sequence Diagrams into
PROMELA-based models and verify using SPIN, with counterexample visualizations
[7]. Their translation does not support Critical Region, Strict Sequencing, Negative, As-
sertion, Consider, Ignore, synchronous Messages and Interaction Constraint. Van Am-
stel et al. present four complementary approaches for analyzing UML 1.5 Sequence
Diagrams, which do not support CFs [8]. They model check Sequence Diagrams using
SPIN. Alawneh et al. introduce a unified paradigm to verify and validate prominent
UML 2 diagrams, including Sequence Diagrams, using NuSMV [9]. Their approach
supports Alternatives and Parallel.

To model check MSCs, Alur et al. [10,11] formalize MSC using automata. They ex-
amine different cases of MSC verification of temporal properties and present techniques
for iteratively specifying requirements [12]. They focus on MSC Graph, which is an
aggregation of MSCs. We extend their work to encompass more complicated aggrega-
tions using CFs. Peled et al. perform intensive research on the verification of MSCs
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[13,14], in particular, they present an extension of the High-Level MSC [15]. They
specify MSC properties in temporal logic and check for safety and liveness properties.
Leue et al. translate the MSC specification, especially branching and iteration of High-
Level MSC, into PROMELA to verify MSCs using the XSPIN tool [16]. As Sequence
Diagrams have similar expressive features, our technique can be extended to work with
their approach. Kugler et al. improve the technique of smart play-out, which is used to
model check LSCs to avoid violations over computations [17]. Walkinshaw and Bog-
danov [18] detail an inference technique to constrain a finite-state model with LTL.
These constraints reduce the number of traces required as input to a model checker for
discovery of safety counter examples. Our work can automatically model check each
Sequence Diagram of a system against LTL properties separately, which helps to alle-
viate the state explosion problem.

Micskei and Waeselynck survey comprehensively formal semantics proposed for Se-
quence Diagrams by 13 groups and present the different semantic options [3]. In these
groups, Knapp and Wuttke present an operational semantics for a translation of an In-
teraction into automata, which is used to model check UML state machines with SPIN
or UPPAAL [19]. Their approach does not support all CFs and the interpretation of
automata restricts the specification of Interaction Constraints. Haugen et al. present the
formal semantics of UML 2 Sequence Diagram through an approach named STAIRS
[20]. STAIRS provides a trace-based representation for a subset of CFs, focusing on the
refinement for Interactions. To relate state-based behaviors with scenario-based descrip-
tions, Bontemps et al. formally study the problem of scenario checking, synthesis, and
verification of the LSC [21]. Their work focuses on providing an algorithm and proving
the complexity for each problem. Uchitel et al. [22] synthesize a behavioral specifica-
tion in the form of a Finite Sequential Process, which can be checked using their labeled
transition system analyzer. With the semantic definition of Uchitel et al., Damas et al.
synthesize a labeled transition system model from both positive and negative scenarios,
expressed in MSC [23].

7 Conclusions

In this paper, we present an approach to transform Sequence Diagrams and all CFs
into NuSMV models. This enables software engineers to verify if a Sequence Diagram
satisfies desired properties and visualize counterexamples as Sequence Diagrams to
help user locate violations. We supplement our technique with a proof-of-concept tool
suite and perform an evaluation using a case study of an industry web application.
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Abstract. The relatively recent introduction of infrastructure-as-a-service (IaaS)
clouds, such as Amazon Elastic Compute Cloud (EC2), provide users with the
ability to deploy custom software stacks in virtual machines (VMs) across differ-
ent cloud providers. Users can leverage IaaS clouds to create elastic environments
that outsource compute and storage as needed. Additionally, these environments
can adapt dynamically to demand, scaling up as demand increases and scaling
down as demand decreases. In this paper, we present a large-scale elastic en-
vironment that extends cluster resources managers (e.g. Torque) with IaaS re-
sources. Our solution integrates with an open-source elastic manager, the Elastic
Processing Unit (EPU), and includes the ability to periodically recontextualize
the environment with a light-weight REST-based recontextualization broker. We
deploy the Gluster file system to provide a shared file system for all nodes in
the environment. Though our implementation currently only supports Torque, we
also thoroughly discuss how our architecture can interface with different work-
flows, including Hadoop’s MapReduce workflows and Condor’s match-making
and high-throughput capabilities. For evaluation, we demonstrate the ability to
recontextualize 256-node environments within one second of the recontextualiza-
tion period, scale to over 475 nodes in less than 15 minutes, and support parallel
IO from distributed nodes.

Keywords: Cloud Computing, Elastic Computing, Infrastructure-as-a-Service.

1 Introduction

With the recent introduction of infrastructure-as-a-service (IaaS) clouds [4], users can
choose to outsource computation and storage when needed. IaaS clouds offer pay-
for-use virtual infrastructure resources, such as virtual machines (VMs), to users on-
demand. On-demand resource provisioning is an attractive paradigm for users working
toward deadlines or responding to emergencies. Users in the scientific community have
begun to adopt IaaS clouds for their workflows [20], [37], [18], [43]. Additionally, the
pay-for-use charging model means that a resource provider can choose to reduce his
initial purchase of capital equipment, selecting a resource that meets the needs of his
users the majority of the time, and opt to budget for future outsourcing costs, elastically
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extending the resource when demand of the local resource exceeds its capacity. In previ-
ous work we developed a cloud charging model for high-performance compute (HPC)
resources [44], allowing a resource provider to analyze the cost of cloud resources in
the context of physical HPC resource deployments. The virtual nature of IaaS clouds
allows users to customize the entire software stack, from the operating system (OS)
upward, often a key requirement for complex scientific workflows.

IaaS clouds provide the underlying building blocks for elastic computing environ-
ments. However, policies are needed to ensure the environment adjusts appropriately
to demand; tools to deploy and manage the environments are also needed. In [26] we
propose policies for elastic environments that balance user and administrator require-
ments; we evaluate them using workload traces and a discrete event simulator. In [25]
we developed a prototype elastic IaaS environment that extended a Torque [7] queue
with Nimbus [22], [30] and Amazon EC2 clouds [1]. However, the prototype was not
sufficiently scalable, scaling to 150 nodes in 60 minutes and it lacked the ability to
recontextualize, preventing the environment from executing parallel jobs, or leverage
multiple clouds.

In this paper, we include our previous work in [27] and expand upon it. We address
the limitations of our previous prototype and present a large-scale elastic environment
that is highly available, scalable, and adapts quickly to changing demand. We extend
an open-source elastic IaaS manager, the Elastic Processing Unit (EPU), to support
the Torque batch-queue scheduler, allowing existing scientific workflows to integrate
with IaaS resources for minimal software engineering cost. To support parallel jobs, we
develop a lightweight REST-based contextualization broker that recontextualizes the
cluster as nodes join and leave the environment. New to this extended version of the
paper, we deploy the Gluster file system [14], allowing all nodes to mount a shared
file system in wide-area deployments. We also thoroughly discuss how our architec-
ture can be adapted for other workflows, specifically Hadoop’s MapReduce workflows
and Condor’s match-making and high-throughput capabilities. For evaluation, we de-
ploy our solution using NSF FutureGrid [10] and Amazon EC2. Our solution leverages
multiple clouds simultaneously, recontextualizes 256 node clusters within one second
of the recontextualization period, scales to over 475 nodes in less than 15 minutes, and
supports parallel IO from distributed nodes.

2 Approach

In previous work [25] we discuss the specifics required to extend a physical cluster
with IaaS resources. Therefore, we only briefly discuss our previous prototype and its
limitations before presenting our large-scale architecture and implementation.

2.1 Initial Prototype

Our initial prototype [25] implemented a standalone service that created elastic IaaS
environments, providing valuable insight into the challenges faced by large-scale elas-
tic computing environments. The prototype elastic manager service monitored a Torque
queue and responded by launching or terminating cloud instances. The Nimbus con-
text broker [23] contextualized the cloud nodes with the head node, exchanging host
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information and SSH keys. However, the prototype contained a number of design and
implementation limitations that prevented it from scaling appropriately, using multiple
cloud providers simultaneously, and recontextualizing the environment.

In particular, the prototype elastic manager service called Torque commands directly
to gather information about the queue and called the Java-based Nimbus cloud client
to launch instances (sometimes taking up to a few hundred seconds). This meant the
system could only launch approximately a dozen nodes every few hundred seconds.
Additionally, a single cluster image with preinstalled software was deployed for each
cloud provider, requiring that new images had to be configured for every new cloud
supported. The Nimbus context broker was used to facilitate the exchange of host in-
formation between nodes in a context, which does not allow additional nodes to join
the context after the initial launch, thereby preventing the system from running parallel
jobs. Lastly, the prototype elastic manager service was not highly available; it did not
contain any self-monitoring or self-repairing capabilities.

2.2 Large-Scale Elastic Computing Environments

In this section we build on our prototype architecture in [25] and present an updated
architecture for large-scale elastic computing environments. We address the challenges
discussed in the previous section, focusing primarily on improving scalability, leverag-
ing multiple clouds, and developing a solution for recontextualization.

Elastic Management. We extend an open-source elastic manager service, the Elastic
Processing Unit (EPU) [24], under development by the Ocean Observatories Initiative
[32]. The EPU aims to be a highly available and scalable service. It is publicly available
on GitHub [9] as an alpha release for initial testing. It contains the necessary framework
and functionality to create elastic computing environments. The EPU consists of three
major components that we leverage for our elastic environments: sensors to monitor
application demand, a decision engine that responds to sensor information, and a provi-
sioner that interfaces with various cloud providers to launch, terminate, and manage the
instances. The provisioner interfaces with IaaS clouds using their REST APIs. Unlike
the Java-based cloud client, these operations return quickly, typically within a second
or two. The decision engine loops continually, processing sensor information and ex-
ecuting a policy that elects to launch or terminate a specific number of instances. We
refer to each loop iteration as a policy evaluation iteration. We extend the OOI EPU
model to support a “push“ queue model where a central scheduler, such as a batch-
queue scheduler, monitors worker instances and dispatches jobs to workers instead of
using the EPU’s “pull“ queue model where works request work from a central queue.
In our model, the sensors both monitor demand and execute commands on behalf of the
decision engine.

Automating Deployment and Configuration. To support multiple cloud providers
seamlessly, the installation and configuration of worker nodes should be automated
using a system integration framework, such as Chef [19], instead of preinstalling and
preconfiguring VM images manually. With this approach, a base image that is likely
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available on any cloud (e.g. a Debian 5.0 image) can be used. When a new worker
boots the base image, the system integration framework downloads the cluster software,
installs it, and configures the worker to join the cluster head node automatically. This
can be a lengthy process if a lot of software needs to be installed, therefore, software
packages can either be cached on the node or they can be completely installed, allowing
nodes to boot quickly and be appropriately configured.

Contextualization. Creating a shared and trusted environment, or context, is a key re-
quirement for elastic computing environments. To support parallel jobs, all resources
in the environment need to exchange information and data. However, with elastic com-
puting environments, contextualization is a continual process since demand fluctuates
constantly with nodes joining and leaving the environment. For example, a typical clus-
ter requires that nodes exchange host information and SSH keys in order to run parallel
jobs. Existing contextualization solutions, such as the Nimbus context broker, provide
mechanisms to exchange host information between all nodes that are launched at the
same time. However, the Nimbus context broker does not allow additional nodes to join
the context at a later time.

We propose a recontextualization service that periodically exchanges information
between all nodes in the context. The recontextualization service maintains an ordered
list of nodes in the context. The list includes hostnames, IP addresses, SSH keys, and
a generic data field for all nodes. As nodes join or leave the context, the recontextual-
ization service updates the ordered list. Every node in the context periodically checks
in with the recontextualization service. If there are updates to the context, the recontex-
tualization service sends the updated section of the list to the node, which applies the
updates in order (e.g. adding the SSH keys of nodes that joined the context to the SSH
known hosts file).

3 Implementation

The earlier version of this work [27] discusses our implementation in more detail, how-
ever, we provide an overview in this section. In particular, we extend the EPU to support
the Torque batch-queue scheduler, we create a set of scripts to configure worker nodes,
we develop a recontextualization service that contextualizes all nodes in the context,
and finally, we include support for a reliable and simple data movement. An example
deployment, shown in Figure 1, consists of the main EPU components (a sensor, deci-
sion engine, and provisioner), our recontextualization service, and a deployment across
multiple IaaS clouds.

3.1 EPU Extensions

The EPU currently uses the Advanced Message Queuing Protocol (AMQP) [42] to com-
municate between its various components. We develop a custom EPU sensor to integrate
with Torque, allowing scientific workloads to use the elastic environment seamlessly.
We also develop a custom decision engine to respond to the information provided by
the Torque sensor. The Torque sensor, written in Python, monitors the queue and sends
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information to the decision engine. The pbs python package [36], a Python wrapper
class for the Torque C library, is used to gather Torque information, including both
job and node information. The Torque sensor also executes commands sent to it by
the decision engine, such as adding the hostname of newly launched nodes to Torque’s
host file. At each policy evaluation iteration, the decision engine determines whether
or not to launch instances (instances that haven’t joined the cluster within 10 minutes
are marked as stalled and replaced), it instructs the Torque sensor to add any recently
launched instances, it instructs the sensor to mark any idle Torque workers as offline in
preparation to terminate them, and finally, it terminates any nodes that were previously
marked offline.

3.2 Automated Worker Deployment

After the EPU launches worker instances, software packages need to be installed, the
instances need to be configured as Torque worker nodes, and they need to join the
cluster. We use the Chef [19] systems integration framework to download, install, and
configure cluster and user software. We develop a set of Chef recipes to download,
compile, and install Torque, the pbs python package, and user software. This allows us
to use any base Linux image on any IaaS cloud as a worker image, greatly reducing the
time required to support additional clouds. When the base Linux node boots, a simple
Python agent, bundled in the image ahead of time, automatically retrieves the Chef
recipes from a GitHub repository and then executes them, installing and configuring
the node from scratch. To speed up the deployment and limit possible points of failure,
the recipes and software can be cached in the base image.

3.3 Recontextualization Broker

The recontextualization broker is a lightweight, REST-based recontextualization service
that securely exchanges host information between all nodes in a context. All compo-
nents of our recontextualization solution are written in Python and use representational
state transfer (REST) over HTTPS for communication; symmetric keys are used for
both user and context security. Our solution consists of three components: a client for
managing contexts, an agent that runs on all nodes in the context and applies updates as
it receives them, and a central broker service to facilitate the secure exchange of host in-
formation between agents. The information exchanged by nodes in the context includes
the short hostname, full hostname, IP address, SSH public host key, and a generic text
data field. A complete figure detailing the recontextualization process is included in our
previous work [27], however, the process essentially works as follows: Recontextual-
ization begins when a user creates a context with the client, which sends a request to
the broker service. The broker responds with the newly generated context ID, a uniform
resource identifier (URI) for the context and a unique context key and secret. When the
user launches a cloud instance, this information is passed to the instance via the IaaS
cloud’s userdata field. The agent starts when the instance boots and reads the instance’s
userdata field to get the context information. The agent then sends its node information
(hostname, etc.) to the broker. The broker maintains an ordered list of nodes that join or
leave a context. After the agent sends its information to the broker, it enters into a loop
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Fig. 1. Example elastic deployment with support for the Gluster file system

referred to as the recontextualization period, requesting updates from the broker and
applying them. The amount of time the agent sleeps between loop iterations determines
the frequency that the environment recontextualizes.

3.4 Gluster

In an earlier version of this work [27] we did not include a reliable or scalable data
movement solution. Our elastic environment instead relied on Torque’s ability to SCP
data to and from worker nodes or common file system technologies such as NFS, which
often failed in wide-area deployments. Therefore, we have updated our implementa-
tion to support the open source Gluster file system [14], shown in Figure 1. Gluster is
a distributed and scalable file system with support for automatic failover. Gluster dis-
tributes data and metadata, allowing the environment to seamlessly adapt to failures or
temporary outages. Furthermore, Gluster supports commodity hardware and software,
making it simple to to install, configure, and deploy in cloud environments. Lastly, in
addition to Gluster’s native GlusterFS communication, users can also access Gluster file
systems via NFS or SMB protocols.

To deploy Gluster, we developed a set of scripts to automatically download, config-
ure, and install Gluster on both servers and clients. For our initial implementation we
only deploy a single Gluster server on the cluster head node. The Gluster server ex-
ports a portion of the underlying head node file system, providing a single mount point
and shared file system for all clients. We leave deployment of larger Gluster pools as
well as evaluation of them for future work. We leverage the recontextualization broker
to automatically install Gluster on worker nodes. When worker nodes first boot, they
download Gluster, configure it, install it and then mount the Gluster server node in the
context, giving them access to the shared file system.
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4 Evaluation

For evaluation, we examine the reactivity of the environment, its ability to recontextu-
alize quickly, and its scalability. We do not compare the performance of different cloud
providers or instance types, which are tied directly to the performance of the under-
lying hardware and software configuration of the particular cloud. Other studies have
examined the performance of virtual environments and IaaS clouds [16], [35], [15],
[13]. And in November 2011, Amazon EC2 ranked #42 on the Top500 [31]. Users with
applications that have strict performance requirements should select appropriate clouds
for their environments.

We use NSF FutureGrid and Amazon EC2 for our evaluation environment. On Fu-
tureGrid we use Hotel (fg-hotel), at the University of Chicago (UC), and Sierra (fg-
sierra), at the San Diego Supercomputer Center (SDSC). Both systems use Xen [6]
for virtualization. We deploy the recontextualization broker and cluster head node in
separate VMs on Hotel for all tests. The recontextualization broker runs inside a VM
with 8 2.93 GHz Xeon cores and 16 GB of RAM. The head node runs on a VM with
2 2.93GHz Xeon cores and 2 GB of RAM. The head node contains the Torque 2.5.9
server software, Maui 3.3.1 [17], [28], as well as the EPU provisioner and decision en-
gine. Worker nodes are deployed on both Hotel and Sierra and consist of 2 2.93 GHz
Xeon cores with 2 GB of RAM. On EC2 we use 64-bit EC2 east micro instances for
worker nodes, primarily due to cost (two cents per hour). Micro instances use Elastic
Block Storage (EBS) and contain up to 2 EC2 compute units with 613 MB of RAM.
Worker nodes use a base Linux image on each cloud and Chef installs and configures
the software. For all tests, the sensor queries Torque every 60 seconds to gather job
and worker information. The decision engine executes every 5 seconds, querying IaaS
clouds for changes in instance state and executing its policy. Recontextualization agents
send their information to the broker when they first launch and query the broker every
120 seconds for updates.

As a metric, we define the reactivity time to be the time from when the first job is
submitted until the time the last job begins running for a group of jobs submitted at the
same time. We also define the metric recontextualization time to be the time from when
a new node attempts to join a context by sending its information to the broker until the
time when all nodes in the context have received and applied the update for the new
node. In addition to these metrics, we examine the ability of the elastic environment to
leverage multiple clouds simultaneously and scale to hundreds of nodes, shown with a
series of traces. For the reactivity and recontextualization tests, the workloads consist of
a simple MPI application that sleeps for 60 minutes. For the recontextualization test, 60
minutes is more than enough time for the initial nodes to stabilize and wait for an addi-
tional node to launch and join the context. For the multi- cloud and scalability tests, the
workloads consist of individual “sleep“ jobs that sleep for 30 minutes, demonstrating
the ability of the environment to scale up and down as demand changes.

4.1 Understanding System Responsiveness

To understand system responsiveness we consider two metrics. First, we examine the
reactivity time. This includes the time to detect the change in demand, execute the
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Fig. 2. Reactivity time, showing three data points for each cluster size

policy, request instances from an IaaS provider, and wait for the instances to boot and
install software. To measure reactivity time, we configure the environment to launch
single-core EC2 east micro worker nodes. We perform a series of tests, beginning with
2 node clusters, increasing to 256 nodes, shown in Figure 2. We run each test 3 times
for each cluster size.

As we can see in Figure 2, small cluster sizes, from 2 nodes through 16, all have
relatively similar reactivity times. However, interestingly, 32 and 64 node clusters each
have one test with a reactivity time similar to smaller clusters while the other 2 tests
are much higher. The reason for this is related to the fact that our environment detects
and replaces stalled nodes after 10 minutes. In our evaluation we observed that EC2
micro instances would periodically fail (most often the instance failed to boot or access
the network). Because larger cluster sizes boot more instances, they are more likely to
encounter these failed instances, even when booting replacements.

The second area we explore is the recontextualization time where all nodes in the
context must query the broker for updates, receive the updates and apply them. To
measure the recontextualization time, we again configure the environment to use EC2
east micro instances (single core). Similar to the reactivity tests, we perform a series
of tests from 2 nodes through 256, running 3 tests for each cluster size. We submit a
simple MPI sleep job that requests the appropriate number of cores and allow the cluster
to boot, contextualize, and begin running the job. Once the cluster stabilizes, we submit
another single-core sleep job, causing an extra instance to launch and join the cluster.
We measure the time from when the new instance sent its information to the broker until
the time when all nodes in the environment receive and apply the update. We rely on
Amazon’s ability to synchronize the clocks of instances, which is done through NTP,
for our time-based measurements.

As we can see in Figure 3, all clusters fully recontextualize within 1 second of the
120-second recontextualization period. The tests that recontextualize before the 120
second period do so simply because all of the existing nodes in the environment check
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Fig. 3. Recontextualization time, showing three data points for each cluster size

in with the broker shortly after the new node has sent its information to the broker.
The three 2- node cluster tests are perhaps the most interesting case. For one of the
tests, both nodes check in with the broker shortly after the new node joined the context
and contextualize in less than 20 seconds, whereas with another 2-node test, at least
one of the nodes waits almost the full 120 second period before it queries the broker
again. This is simply the result of the random timing of when nodes boot and install the
required software. As the number of nodes in a context increases, the likelihood that at
least one of the nodes will query the broker 120 seconds after the additional node joins
the context increases.

4.2 Multi-cloud and Scalable Elastic Environments

In addition to system responsiveness, we also examine the ability of the environment to
scale up and down as demand fluctuates. For our first test, we configure the environment
to launch workers on Hotel and then we submit 256 single-core jobs that sleep for 30
minutes (Figure 4). The environment scales up to over 100 VMs, however, it doesn’s
quite reach 128 VMs (or 256 cores), because Hotel’s underlying hardware is unable to
deploy 128 VMs within 30 minutes.

In our second test, we configure the environment to dispatch workers on both Hotel
and Sierra, shown in Figure 5. The workers from both clouds are configured to trust each
other and process the same jobs from the main queue. For evaluation, we submit 512
single-core jobs that sleep for 30 minutes. In this case we observe the limited scalability
of private clouds. Hotel and Sierra are not able to provide 512 cores, as both clouds
reach the maximum number of instances that they can deploy at the time, shown by the
horizontal line for VMs running on each cloud.

In our final test, we configure the EPU to deploy single-core EC2 east micro in-
stances, shown in Figure 6. We submit 512 single-core jobs that sleep for 30 minutes.
The environment scales to 476 instances in less than 15 minutes. Unfortunately, EC2 is
not able to reach 512 instances within the first 30 minutes of the evaluation. While the
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Fig. 4. Single-cloud trace running 256 single-core jobs

Fig. 5. Multi-cloud trace running 512 single-core jobs

environment scales quickly, it begins to trail off around 400 instances, only reaching
a total of 490 instances. The remaining 22 instances fail to boot completely on EC2,
thus suggesting that when using EC2 for hundreds of instances users should consider
overprovisioning the deployment by a small percentage.

4.3 Data Movement

In this section we provide a brief discussion of our initial experiences with Gluster,
which have been largely positive. To date we have deployed Gluster in both single-
cloud and multi-cloud environments using Hotel and Sierra on FutureGrid. We have
not experienced any failures with Gluster while transferring hundreds of gigabytes of
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Fig. 6. Scalability test on EC2 running 512 single-core jobs

data between hundreds of clients, even between clouds. This is a huge improvement
over our experiences with NFS, which typically sufficed in single-cloud environments
but failed frequently in multi-cloud environments. As discussed in section 3.4, our de-
ployment consist of a single cluster head node that exports the Gluster file system to any
number of client nodes. The client nodes mount the file system on the Gluster server
and can then seamlessly read and write data. We have successfully used Gluster both to
transfer large datasets between nodes and to read and write data directly from parallel
scientific applications running on worker nodes. We leave a more thorough benchmark-
ing and analysis of Gluster for future work as well as a comparison to other file system
technologies.

5 Extending Elastic Environments for New Workflows

Our current architecture and implementation focuses on support for traditional batch-
queue clusters, such as Torque. However, much of our existing work can be used in its
current form to easily support different workflows, such as Hadoop’s MapReduce work-
flows and Condor’s match-making capabilities. The sensors and policies are the most
obvious components that need to be adapted. The sensors are responsible for interfac-
ing with specific job managers and gathering information about the workload. Policies
are responsible for responding to sensor information by launching additional workers,
terminating existing workers, or leaving the environment unchanged. In order for envi-
ronments to respond to demand more effectively, custom policies should be developed
for different workflows, applications, and instance requirements.

Condor [41], recently renamed HTCondor, is a job manager for high-throughput
computing workloads. Because Condor was originally developed for cycle-scavenging
and emphasized high-throughput workloads, it is often used for workloads that don’t
have strict performance or deadline requirements and it contains substantial support
for unreliable environments. HTCondor uses a match-making process to assign jobs
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to worker nodes where individual jobs specify attributes that they require and workers
advertise attributes that they contain. Condor contains built-in support to reschedule
failed jobs as well as mechanisms to checkpoint jobs and move them to different hosts.
To support HTCondor, a new sensor would need to be developed in order to interface
with Condor’s API. New policies that understand Condor’s match-making capabilities
are also needed; this would allow the policies to identify job requirements and provi-
sion resources that match those requirements. Additionally, the policies should recog-
nize Condor’s ability to checkpoint, transfer, and reschedule jobs and be able to adapt
accordingly. However, an HTCondor elastic environment could leverage many of the
same technologies as our Torque environment, including Gluster, the recontextualiza-
tion broker, and a central IaaS auto scaling and provisioning service.

Hadoop [3] is another widely-used and open source framework, primarily for MapRe-
duce workflows. Hadoop also includes a distributed file system (HDFS) that pools to-
gether the storage capacity of individual worker nodes in the system and distributes
data across the workers. Hadoop jobs are then dispatched to workers containing the
data required by the job. Similar to HTCondor, new sensors and policies would need
to be developed for Hadoop. As an example, Hadoop colocates tasks and data, there-
fore, when new workers are added to the cluster, large data sets may be distributed to
them. Simply terminating idle Hadoop workers may be more problematic than Torque
workers where data is stored at a central location. Therefore, it may be more beneficial
to scale Hadoop clusters conservatively and avoid terminating workers whenever pos-
sible. The recontextualization broker and the central IaaS auto scaling and provisioning
service, however, could all be used in their current states. Additionally, Gluster could
be used without requiring any adjustments to MapReduce workflows since it includes
built-in support for Hadoop.

6 Related Work

Prior to the introduction of IaaS clouds, several projects developed dynamic resource
managers that adjust resource deployments based on demand [38], [39], [29]. More re-
cently, applications have begun to add support for IaaS clouds. Specifically, Sun Grid
Engine [12], now Oracle Grid Engine contains support for Amazon EC2 resource pro-
visioning [34]. Evangelinos et al. [11] use Amazon EC2 to support interactive climate
modeling. In both cases these applications only include support for Amazon EC2, and
they both bundle support for EC2 directly into the application. Application-specific ap-
proaches, such as these, require that each individual application include support for all
cloud providers that users may need.

Amazon CloudWatch [2] is a cloud-specific approach for elastic resource provision-
ing. CloudWatch can scale environments based on demand; however, it only uses Ama-
zon EC2. OpenNebula [40], an IaaS toolkit, also provides a cloud-specific approach,
bundling support for Amazon EC2. Our solution is more general than cloud-specific and
application-specific approaches, allowing any application to share a single service and
code base for IaaS resource provisioning. Juve et al. [21] present a generic IaaS manage-
ment solution, Wrangler, that provisions IaaS resources across multiple clouds and de-
ploys applications on those resources. Wrangler, however, is not an elastic management
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solution that adapts the environment based on changing demand; instead, Wrangler fo-
cuses on deploying relatively standalone environments for users. The University of Vic-
toria’s Cloud Scheduler [5] is perhaps the most similar to our solution. Cloud Scheduler
monitors a Condor queue and provisions resources across Nimbus clouds and Amazon
EC2. Currently, Cloud Scheduler does not contain a mechanism for recontextualizing
nodes, and instead it focuses on high throughput computing (HTC) jobs.

7 Future Work

In future work we will extend our solution to support Amazon’s Auto Scaling API,
allowing the environment to use auto scaling services that implement Amazon’s API.
We will also benchmark the IO performance of Gluster in a variety of configurations,
including both single-cloud and multi-cloud deployments. We will compare Gluster
to other file systems, including NFS, XtreemFS [45], and ceph [8]. To demonstrate
the end-to-end capabilities of the environment we will process large scientific datasets.
Furthermore, we will investigate efficient data movement solutions, which are a key
requirement since cloud providers may charge for data transfers, therefore, data move-
ment solutions should avoid sending excessive amounts of data or duplicate datasets to
cloud resources for both cost and performance reasons. Existing file system technolo-
gies do not include advanced policies that allow users to tailor data transfers. Such a
solution would likely need to be tightly integrated with compute scheduling, allowing
the environment to colocate compute processing with data.

8 Conclusions

We present a large-scale elastic computing architecture and extend an open source elas-
tic resource manager, the Elastic Processing Unit (EPU), to support the Torque batch-
queue scheduler. We also develop a lightweight REST-based recontextualization broker
that periodically and securely exchanges host information between all nodes in a con-
text, allowing the environment to support parallel jobs. To support reliable data move-
ment over wide-area deployments we leverage the Gluster file system. In addition to our
implementation, we thoroughly discuss how our architecture can support other work-
flows, including Condor and Hadoop. We evaluate our elastic environment by examin-
ing its ability to scale rapidly and recontextualize quickly as resources join and leave
the environment. The elastic environment is able to leverage multiple clouds, recon-
textualize 256 nodes within one second of the recontextualization period, and scale to
over 475 nodes within 15 minutes. Finally, we demonstrate that the elastic environment
supports parallel IO from distributed nodes, even over wide-area networks.
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Abstract. Even if the ‘measurement’ and ‘estimation’ issues are one of the 
most relevant issues for the proper management of a project, its origin besides 
in a good management of its requirements. In fact, estimation is highly 
dependent on the quality of requirements elicitation and management. 
Therefore, the management of requirements should be prioritized in any process 
improvement program, because the less precise the requirements gathering, 
analysis and sizing, the greater the error in terms of time and cost estimation. 
Maturity and Capability Models (MCM) represent a good tool and base of 
experience in order to assess the status of a set of processes, but an inner limit 
of any model is its scope and approach for describing a certain issue and more 
MCM are typically available on a certain topic, dealing with it in a different 
way. Thus, integrating two or more models with a common area of focus can 
offer more information and value for an organization, keeping the best 
components from each model. LEGO (Living EnGineering prOcess) is an 
approach projected for this purpose. This paper proposes a LEGO application 
hybridizing a ‘horizontal’ model (a MM containing processes going through the 
complete supply chain, from requirements right through to delivery, e.g. CMMI 
or ISO 12207/15504) with a few specific ‘vertical’ models (MMs with focus on 
a single perspective or process category, e.g. TMMi or TPI in the Test 
Management domain, P3M3 and OPM3 in the Project Management domain) for 
Requirement Engineering. 

Keywords: Process Appraisals, Process Improvement, CMMI, ISO/IEC 15504, 
LEGO, Requirement Management, Maturity & Capability Models (MCM). 

1 Introduction 

One of the latest neologisms from the last 5 years is ‘glocal’ [44], which refers to the 
ability to “think globally and act locally”. Cultural differences among countries 
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should be taken into account more and more when designing processes, particularly as 
very interesting ideas may arise from a comparison among different practices. For 
instance, when comparing Western and Eastern worlds and behaviours, Western 
people ‘act’, Eastern people ‘think’ (a bit more) before acting [17, 30, 9]. But 
observing both perspectives and attitudes, it is possible to represent it as a sort of ‘yin-
yang’, complementing each other [42]. Thus, there is never a better idea, but different 
shades to be considered when (re)designing a process and/or a technique. 

Estimation is one of the core processes in any organization. According to the 
Webster-Merriam dictionary, it is “1. a judgment or opinion about something; 2. the 
act of judging the size, amount, cost, etc., of something : the act of estimating 
something; 3. a guess about the size, amount, cost, etc., of something”. PMBOK 
defines estimation as “a quantitative assessment of the likely amount or outcome. 
Usually applied to project costs, resources, effort, and durations and is usually 
preceded by a modifier (i.e., preliminary, conceptual, feasibility, order-of-magnitude, 
definitive)” [36].  

However, estimates often have a higher error rate than expected, by running a 
RCA (Root-Cause Analysis) for detecting issues, it is possible to remove issuing 
surrounding requirements.  The top-10 of estimation “deadly sins" [31, 32] can be a 
valid starting point for improving it, noting how much the missing (or the low quality) 
of requirements and its related historical data as well their granularity level could 
largely impact on the estimation process. Using again CMMI-DEV elements, Project 
Planning (PP) process area – where estimation is run – in the ‘Related Process Areas’ 
includes also Requirement Management (RM) and Requirement Development (RD) 
for the management of requirements; PP SP1.2 affirms that “The estimates should be 
consistent with project requirements to determine the project’s effort, cost, and 
schedule”. It’s the same when using the SPICE [25] language, dealing with MAN.3 
(Project Management) for estimates and ENG.1 (Requirements Elicitation) plus 
ENG.4 (Software Requirement Analysis) [7]. Thus, there is a huge need for any 
organization to first reinforce the Requirement Management process (in a broader 
sense, not strictly in the CMMI terms, because it’s a ML2 process area), starting from 
elicitation and analyzing (RD – Requirements Development, ML3) throughout 
requirements management. But what’s the problem? What does not currently exist or 
it is not well structured in organizations? 

The aim of this paper is to propose a LEGO (Living EnGineering prOcess) 
application for the Requirements Engineering (RE) area, matching together different 
RE processes using a four-step process, in order to obtain a comprehensive process to 
be applied in an organization, which could enable better estimates to be achieved. 

The paper is organized as follows: Section 2 proposes a series of specific 
requirements management maturity models and frameworks, for extracting any 
possible element of interest (EoI) for reinforcing a typical Requirements Engineering 
(horizontal) process. Section 3 summarizes the LEGO approach, with its main 
elements and four-step process. Section 4 shows the deployment of LEGO to the 
Requirements Management process, joining the CMMI-DEV RD process area with 
the EoI from the previously examined RE models/frameworks. Finally, Section 5 
provides some conclusions and the next steps for this work. 
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2 Requirement Engineering: Some Maturity and Capability 
Models (MCM) 

During the ‘90s the ‘maturity models mania’ started [12] and now many ‘something-
maturity-model(s)’ exist in many application areas and domains, and this is also the 
case for (software) RE. Table 1 presents some Maturity Models in the RE arena that 
can represent potential “vertical” models to be integrated into a consolidated and well 
known  “horizontal” model such as CMMI-DEV [11] or SPICE [25; 24]. The specific 
processes to be involved would be respectively: RD (Req. Development) and RM 
(Req. Management) for CMMI_DEV and ENG.1 (Req. Elicitation) and ENG.4 
(Software Design) processes for SPICE. For each of the models we present: its 
representation types, number of MLs, process architecture type and further 
comments/notes.  

Table 1. Some requirement engineering maturity models/frameworks 

Model/ Framework Repr. Type ML (#) Architect-Type Comments/Notes 

IBM RMM [19, 38] Staged 6 [0-5] Level-based --- 

IAG RMM  [20] Staged 6 [0-5] Matrix-based 

6 dimensions (process, practices & 

techniques, deliverables, technology, 

organization, staff competency) 

PRTM CRMM [18] Staged 4 [0-3] Level-based --- 

BTH REPM [14, 15] Continuous  Process-based 

7 processes 

Variable number of sub-process areas 

per process 

REAIMS  Process MM  

[40] 
Staged 3 [1-3] Process-based 

8 process areas and 66 practices (basic, 

intermediate, advanced) 

R-CMM [34] Staged 5 [1-5] Process-based 

‘Processes’ = Practices (e.g. 20 

‘processes’ at ML2)  - Adaptation of 

GQM for deriving practices 

R-CMMi   [39] Staged 5 [1-5] Process-based 

‘Processes’ = Practices (e.g. 20 

‘processes’ at ML2) - Adaptation of 

GQM for deriving practices using the 

CMMI process architecture 

 
Some comments about those RE models that could be useful for the LEGO analysis: 

 A general trend in RE is to propose staged models more than continuous ones  
suggesting a ‘standard’ way to progress maturity within an organization more than 
focusing upon each single RE process. This provides interesting information   should 
be considered when re-modeling these models into a target model according to its 
process architecture. 
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 No particular architectural elements have been introduced/modified against well-
known horizontal models, differently than in other application domain (e.g. see P3M3 
[34] and OPM3 [35] in the Project Management)  there is evidence that many of 
those models are still maturing and evolving (e.g. [4] and [39] have deployed only 
details for ML2).Some possible tips about its progression could come from joining 
organizational and/or support processes (e.g. communication, coaching, and 
mentoring processes from the People CMM model [13] or from Stakeholders 
Engagement practices [1]). 
 Documentation should be provided to fully describe the requirements and project 
scope  this is a point of contact with Quality Management Systems (QMS) such as 
ISO 9001 or 20000-1, this is typically stressed less in CMMI constellations (see also 
the results from Mutafeljia & Stromberg’s mapping [33]) but thus is not the in SPICE 
related models (including a specific process on Documentation: SUP.7). Another 
interesting related issue concerns the quest for reducing requirements volatility (e.g. 
REAIMS) and defining a taxonomy of requirement attributes for properly managing 
them by interest groups and/or techniques (e.g. REPM), for instance, making a clear 
distinction between functional vs. non-functional product requirements from the 
outset. This is a relevant issue in the FSM (Functional Size Measurement) 
community, where there is often – at the practical and daily level – a misconception 
about the roles and relevance of NFR (Non-Functional Requirements) against FUR 
(Functional User Requirements) in the estimation process, where NFR are typically 
underestimated because not properly elicited, evidenced and sized from the 
requirement elicitation phase1. If something doesn’t appear to everybody’s view, it 
doesn’t exist. If it doesn’t exist, it cannot be evaluated and sized and therefore the 
‘nominal’ effort (and costs) will be lower than expected, creating the gap in the so-
called ‘cone of uncertainty’ in higher level SLC phases against a strong reduction of 
such curve progressing along the project lifetime.  

The allowed choices for the “Architectural Type” column are: Level-based (high-
level depth, generic description of needed actions per ML), e.g. [2]; Matrix-based 
(mid-level depth, indication of a series of improvement drivers with a specific text per 
each cell), e.g. [23]; Process-based (low-level depth, with a consistent process 
architecture and repeatable elements per each defined process), e.g. [10]. 

3 Experiencing LEGO to Requirement Engineering 

3.1 The LEGO Approach 

Recently we proposed a common-sense approach, called LEGO (Living EnGineering 
prOcess) [8] for stimulating organizations to improve their own processes, taking 

                                                           
1 Recently IFPUG released a new method called SNAP (Software Non-functional Assessment 

Process) [21], sizing product NFRs moving from part of the elements composing the FPA 
Value Adjustment Factor (VAF) that’s a complementary (but NFR-based) part of the original 
counting rules by Dr. Albrecht. It takes elements from the evolution of ISO/IEC 9126-1:2001 
quality model [26] that now is numbered as ISO/IEC 25010:2011 [27].  
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pieces (such as the real LEGO bricks) from multiple, potential information sources to 
be integrated to form a unique, reinforced picture for a particular process or set of 
processes. The starting point – for this paper – is that any model/framework can 
represent only a part of the observed reality, not all of its possible views, simply 
because it needs to represent one single viewpoint at a time. Thus, through handling 
similar elements from different sources, we can hopefully find more ‘fresh blood’ for 
improving the organizational processes. 

LEGO has four main elements, as shown in Figure 1:  

1. a ‘Maturity & Capability Models’ (MCM) repository (www.gqs.ufsc.br/mcm), 
from relevant processes or MMs (meaning also the other dimensions – not yet the 
process dimension) can be identified; 

2. knowledge about the process architecture of each model, for understanding how to 
transform desired elements from a certain model into the target format, especially 
when considering that the source models may have different architectures that need to 
be integrated into a single model; 

3. mapping(s) & comparisons between relevant models, in order to understand the 
real differences or the deeper level of detail from ‘model A’ to import into  ‘model 
B’;  

4. a process appraisal method (PAM) to be applied on the target BPM (Business 
Process Model). 

 

Fig. 1. The four elements of the LEGO approach 

LEGO has also a related four-step process: 

1. Identify your Informative/Business Goals: clearly identify your needs, moving 
from the current BPM version and content.  

2. Query the MCM Repository: browse the MCM repository, setting up the proper 
filters in order to obtain the desired elements (processes; practices; etc.) to be inserted 
in the target BPM. The MCM is a web-based repository that enables the storage, 
discovery and retrieval of information on Maturity and Capability Models, providing 
the ability to locate models through simple and advanced searches using different 
attributes. 
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For doing this, as discussed in [16], a five-step knowledge engineering (KE)-based 
process needs to be run, where the steps are: Knowledge identification; Knowledge 
Specification; Knowledge Refinement; Knowledge Usage Knowledge Evolution2. 

3. Include the selected Element(s) into the Target BPM: include the new 
element(s) in the proper position in the target BPM (e.g. process group, maturity 
level, etc.). 

4. Adapt and Adopt the selected Element(s): according to the process architecture 
of both process models (the target and the source one), the selected elements may 
need to be adapted, tailoring such elements as needed. 

 

Fig. 2. The MCM repository (www.gqs.ufsc.br/mcm) 

3.2 Applying LEGO to Requirement Engineering 

One of the main requirements for improving estimates is to reinforce the management 
of requirements from an overall viewpoint, from their elicitation through to the day-
to-day management.  

The focus of this work is exclusively on external models as opposed to actual 
(living and active) organizational practices, so that any reader can easily access to the 
original sources and fully understand the LEGO process, that could (eventually, if 
interested) be replicated in his/her own organization through forward moving from 
their existing  organizational Business Process Model (BPM). Our aim is to show how 
to hybridize ideas for obtaining a better and more comprehensive final result. 

Thus, we list the preconditions, process and main results from the application of 
the LEGO process to the Requirements Engineering (RE) domain, in order to propose 
a better RE process that may be applied in an organization: 

1. Identify your Informative/Business Goals: improve the estimation capability 
and results by a refinement in the overall management of requirements (business, 
technical); 

                                                           
2 A list of techniques to apply for each of the five steps is proposed in [16], table 2. 
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2. Query the MCM Repository: in this paper we consider CMMI-DEV RE 
processes (RD; RM) as the baseline for working upon, adding eventual practices from 
the other RE models/frameworks listed in Table 1. After a detailed analysis, we 
discarded the IBM RMM, proposing only a high-level staged path with no detailed 
elements, and focus on the remaining ones. Table 2 proposes the list of potential 
elements of interest (EoI) to consider for improving CMMI processes on RE. 

3. Include the selected Element(s) into the Target BPM: looking at the analysis of 
potential EoI in Table 2. The main improvements/suggestions seem to be mainly 
associated with the RD process, rather than the RM process. Table 3 shows how our 
suggestions were introduced in the current RD process, describing a new possible 
improved process that may be mapped against your own QMS internal process(es) 
covering that subject.  

Table 2. RE Maturity & Capability Models (MCM): elements of interest 

Model/ 
Framework Elements of Interest (EoI) 

IAG RMM  

• Technology:  the introduction of workflow environments for easily sharing 
information for keeping requirements could be useful  CMMI-DEV RD GP2.3 
(Elaboration section in Part 1) 
•  Staff competency: suggested the introduction of Bloom’s levels as informative 
notes for all GP 2.5, not only for those two PAs 

PRTM 
CRMM 

• Level 1: link between product and customer requirements, using e.g. QFD (quality 
function deployment)  it could be introduced also in CMMI-DEV RD SP 3.4, not 
only in SP 2.1 (as currently done) for closing the analysis 

BTH REPM 

• RE.SI (Stakeholders and Req. Source Identification)  more specific practice to be 
added about Requirement Elicitation to CMMI-DEV RD SG1 
• RE.GA.a2 (Qualify and Quantify Quality Requirements)  currently missing a 
more clear and direct link with CMMI-DEV PP SP 1.2  
• DS.GA.a2 (Define Requirement Attributes)  currently less stressed (e.g. FUR vs 
NFR for FSM/FPA – Function Point Analysis, as requested in CMMI-DEV PP, SP 1.4 

REAIMS 
Process MM 

Basic practices:  
• 3.1 Define a standard document structure: missing, could be added in CMMI-DEV 
RD SG1, stressing the need for having an organizational ‘standard’ for comparing 
different types of requirements, having impact also on planning (different roles, 
productivities and schedules for different activities  PP SP 1.4). Again, it’d help also 
PP SP 1.2 because it’d address better the  
• 3.8 Make the document easy to change  criteria for writing better requirements, 
could be stressed more in CMMI-DEV RD SG1 / RM SG1, SP 1.3 
• 6.2 Use language simply and concisely  criteria for writing better requirements 
could be added as a note for CMMI-DEV RD SP 1.2, sub-practice #1 
Advanced practices: 
• 9.8 Identify volatile requirements: suggested to introduce the concept of ‘volatility’ 
also in the RD process definition by an informative note (e.g. “…verifying the new 
need will not be yet addressed by a formalized requirement…”, with a link to RM, SP 
1.3),  see also R-CMMi P20 process, same issue 

R-CMM 

• ML2: P19: Agree and document technical and organizational attributes specific to 
project  CMMI-DEV RD deals with customer and product requirements, not 
addressing with further informative notes about which could be possible ‘constraints’ 
such as those ones from the analysis of organizational attributes  reinforce RD SP 1.1 

R-CMMi 
• ML2: P20: Institute Process to Maintain Stability within Project  always about the 
need to minimize ‘volatility’, in terms of management  same comment than for 
REAIMS practice 9.8  
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4. Adapt and Adopt the Selected Element(s): after adapting the original RD 
process, as shown in the previous table, it should be mapped against the related QMS 
internal process covering that subject. Since many organizations adopt an ISO 
management system (e.g. ISO 9001:2008 [21]), a cross-check for validating potential 
improvements from the design phase could be achieved through re-applying the 
related mapping document to their own internal process (e.g. using the N/P/L/F – 
Not/Partially/Largely/Fully achieved ordinal scale from CMMI or SPICE). In our 
case, moving from CMMI-DEV, it could use Mutafeljia & Stromberg’s mapping 
document [33] as a basis. One possible process flow for better expressing the way to 
do such mapping is in Figure 3. In this paper our focus was limited to only the design 
phase. However, a case study with the application of the hybrid-RD process will be 
included in a future paper. 

Table 3. CMMI-DEV RD: suggestions for improvements 

CMMI-DEV v1.3 RD process Suggested Improvements 

SG 1 Develop Customer Needs 

• Introduce a new SP 1.0 about Stakeholders Identification and 
Engagement.  Rationale: reinforce current formulation, before 
running SP 1.1. Nowadays, stakeholder engagement is the sub-
practice #1 within SP 1.1. 

• Insert a note about possible standards (de jure/de facto) that could 
be consulted/useful for a better application of RD process (e.g.. [1]). 

SP 1.1 Elicit Needs 

• Introduce a sub-practice about the definition of requirement 
attributes, inserting a cross-link with PP SP 1.2 for the classification 
of work products (by attribute) to be sized. 

• Modify the current WP into: ‘results of requirement elicitation 
activities by entity and attribute’ (see previous comment) 

SP 1.2 Transform Stakeholders 
needs 

• Rephrase and make more general sub-practice #2: not only 
functional vs. quality (non-functional) attributes, but possibly 
establish all valuable, possible requirements taxonomies and 
classifications for the organization (by other criteria) 

SG 2  Develop Product 
Requirements 

• Introduce a note within the SG text about the need and relevance of 
define a (standard) document structure (in terms of 
‘documentability’) and suggest – as informative note – some 
possible criteria to follow and appraise (e.g. readability, simple and 
concise language for writing requirements, etc.). 

SP 2.1 Establish Product and 
Product components 

• Sub-practice #3: refine the Example box, do no mention generic 
quality attributes, but be more specific about requirement 
classifications (e..g ISO/IEC 14143-1:1998 [24]  functional, 
quality, technical)  cross-link with PP 1.2 about attributes for 
sizing. 

SP 2.2 Allocate Product 
Components 

•  --- 

SP 2.3 Identify Interface 
Requirements 

• --- 

SG 3 Analyze and Validate 
Requirements 

•  --- 

SP 3.1 Establish Operational 
Concepts and Scenarios 

•  --- 

SP 3.2 Establish a Definition of 
Required … 

•  --- 

SP 3.3 Analyze Requirements •  --- 
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Table 3. (continued) 

SP 3.4 Analyze Requirements to 
Achieve Balance 

•  Introduce an informative note about the possible usage of QFD 
matrices also here, not only for eliciting and determining 
requirements in SP 2.1 

SP 3.5 Validate Requirements •  --- 

GP 2.3 Provide Resources 

• General: stress the need and opportunity from workflow 
environments for an easier sharing of information among 
stakeholders, whatever the (CMMI) process 

• Specific (RD Elaboration): specific need because RD is the starting 
process for gathering needs to be translated into solutions 

GP 2.5 Train People 

•  General: introduce the application of the six Bloom’s cognitive 
levels 5 for classifying knowledge (see also IEEE SWEBOK – 
www.computer.org/swebok)  

•  Specific (RD Elaboration): add ‘stakeholder engagement’ [1] and 
‘requirement sizing’ [24] 

GP 2.8 Monitor and Control 
the Process 

• Specific (RD Elaboration): introduce at least one measure about the 
effectiveness of RD SG1  goal (e.g. % of proposed vs validated 
requirements) 

 

 

Fig. 3. Process capability mapping method 45 

4 Conclusions and Next Steps 

Requirements are the first step for a project and if they are not clearly and 
unambiguously defined this can increase the probability that project estimates will be 
incorrect because the project/activity scope has not been clearly documented. Even, if 
there are many existing requirements management models and frameworks, each 
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model  represents only one possible view of the inner reality that would be captured 
and reused: the ‘one size doesn’t fit all’ motto could be rephrased as ‘one model 
doesn’t fit all’. Thus, at least 2 (or more) models/frameworks should be considered for 
improving your own processes (whatever they are), in the areas/issues needed. 

In order to cope with this need, we recently proposed LEGO (Living 
EnGineering prOcess) as an open approach for improving the processes of a business 
process model (BPM), based upon the comparative analysis of the process 
architecture and elements of several concurrent models within a certain domain. Since 
estimation is one of the key processes for determining the success of an organization, 
we applied LEGO to Requirements Engineering, with the aim to improving the 
CMMI-DEV RD (Req. Development) process by integrating it with other 
requirements engineering maturity models. The final result was the design of a more 
encompassing hybrid-RD process that could help organizations to improve their 
estimates from the beginning of the value chain. 

In the future, we will  apply this hybrid-RD process to real case studies, proposing 
it as the meta-model to be used for the performing the initial gap analysis against the 
organizations’ BPM related processes as part of  an improvement initiative. 
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Appendix 

List of Acronyms 

BPM Business Process Model 

CL Capability Level 

CMMI Capability Maturity Model Integration 

CMMI-DEV CMMI for Development 

ENG.1 Requirement Elicitation  

ENG.4 Sw Requirement Analysis 

IEC Int. Electrotechnical Commission 

ISO Int. Organization for Standardization 

LEGO Living EnGineering prOcess 

MAN.3 Quality Management process 

MCM Maturity & Capability Model 

ML Maturity Level 

MM Maturity Model 

NFR Non-Functional Requirement 

OPM3 Organizational Project Management Maturity Model 

P3M3 Portfolio, Programme, and Project Management Maturity Model 

PAM Process Assessment Model 

PMBOK Project Management Body of Knowledge 

PMI Project Management Institute 

PP Project Planning 

PRM Process Reference Model 

QMS Quality Management System 

RCA Root-Cause Analysis 

RD Requirement Development 

RE Requirement Engineering 

REAIMS Requirements Engineering adaptation and improvement for safety and dependability 

REPM Requirements Engineering Process Model 

RM Requirement Management 

SEI Software Engineering Institute 

SPICE Software Process Improvement Capability dEtermination (ISO/IEC 15504) 

TMMi Test Maturity Model Integration 
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Abstract. Domain-specific modeling languages can simplify the development 
of complex software systems by providing domain-specific abstractions for 
modeling the system and its evolution in a precise but simple and concise way. 
In this work we elaborate on the notion of domain specific model manipulation 
language, that is to say a model manipulation language tailored to a specific 
domain. In contrast to well-known model manipulation languages, such as EOL 
or ATL, the language syntax and semantics are directly related to a specific 
domain and/or kind of manipulation, making manipulation easier to write and 
understand. Furthermore, we show how additional languages can be defined for 
the same domain and we discuss about implementation alternatives achieving 
complete platform-independence. We illustrate the proposal through a practical 
example in the domain of workout plans. 

Keywords: Model Driven Engineering, Model Transformation Language,  
Domain Specific Language. 

1 Introduction 

Model Driven Engineering (MDE) [31]; [28]; [18] proposes a software development 
process in which the key notions are models that allow engineers to precisely capture 
relevant aspects of a system from a given perspective and at an appropriate level of 
abstraction. Then, the automated development of a system from its corresponding 
models is realized by manipulating them. Model manipulation consists of a number of 
operations on the models, such as verifications, views, queries, transformations from 
model to model, transformations from model to code, etc. 

Models can be expressed using different languages. Unlike general-purpose 
modeling languages (GPMLs), such us the UML, Domain-specific modeling 
languages (DSMLs), such as the Business Process Modeling Notation (BPMN) [34], 
can simplify the development of complex software systems by providing domain-
specific abstractions for modeling the system in a precise but  simple and concise 
way. DSMLs have a simpler syntax (few constructs focused to the particular domain) 
but its semantics is much more complex (all the semantics of the particular domain is 
embedded into the language). 
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In a model-driven process, software is built by constructing one or more models, 
and successively manipulating them and transforming them into other models, until 
reaching an executable program code.  A model manipulation program is a set of 
rules that together describe how a model can be checked (e.g. for consistency) and 
how a model written in the source language is mapped to a model written in the target 
language. Model manipulations are specified using a model manipulation language. 
There are already several proposals for model manipulation specification, 
implementation, and execution, which are being used by MDE practitioners [7]. The 
term "model manipulation language" comprises all sorts of artificial languages used in 
model manipulation development including general-purpose programming languages, 
domain-specific languages (DSLs) [22], modeling and meta-modeling languages and 
ontologies. Examples include languages such as the standard QVT [30]; ATL [1]; 
[10] and EOL [20]. 

These languages are specific for defining model manipulations but they are 
independent of any modeling domain; so they contain complex constructs referring to 
pattern matching mechanisms, control structures, etc. This can eventually 
compromise the primary aims for which the DSML was built: domain focus and 
conciseness. Consequently, an extra level of specialization should be achieved on 
them; we can define a manipulation language specifically addressed to a given 
domain, that is to say, a Domain Specific Model Manipulation Language (DSMML). 
For example, we can create a language dedicated to the definition of transformations 
between data-base models or a language addressed to the definition of transformations 
between business process models. 

In this context, when we would like to take advantage of a very specific 
manipulation language we face the problem of implementing such a new language. 
There exist powerful frameworks for the definition of domain specific languages, 
such as Eclipse [12]; [14] and Microsoft DSL Tools [6]; [13]. 

In the present work we describe a proposal for defining domain specific model 
manipulation languages and also we analyze a novel way to define their semantics. 
Our proposal consists in using MDE tools themselves for the implementation of such 
languages, which improves modularity and reuse. The article is organized as follows. 
Section 2 presents the main features of our proposal to define domain specific 
manipulation languages using MDE tools. Section 3 illustrates the use of the approach 
to the definition of a new DSMML. Section 4 extends the example presenting an 
additionalDSL for the same domain. Section 5 compares our approach with related 
research and finally Section 6 presents the conclusions. 

2 DSMML Semantics: Implementation Schema 

Any language consists of two main elements: a syntactic notation (syntax) which is a 
set of elements that can be used in the communication, together with their meaning 
(semantics). The term “syntax” refers to the notation of the language. Syntactic issues 
focus purely on the notational aspects of the language, completely disregarding any 
meaning. On the other hand, the “semantics” assigns an unambiguous meaning to 
each syntactically allowed phrase in the language. To be useful in the computer 
engineering discipline, any language must come complete with rigid rules prescribing 
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the allowed form of a syntactically well formed program, and also with formal rules 
pre scribing its semantics. 

In programming language theory, semantics is the field concerned with the 
rigorous mathematical study of the meaning of languages. The formal semantics of a 
language is given by a mathematical structure that describes the possible 
computations expressed by the language. There are many approaches to formal 
semantics, among them the denotational semantics approach is one of the most 
applied. According to this approach each phrase in the language is translated into a 
denotation, i.e. a phrase in some other language. Denotational semantics loosely 
corresponds to compilation, although the "target language" is usually a mathematical 
formalism rather than another computer language. Formal semantics allows a clear 
understanding of the meaning of languages but also enables the verification of 
properties such as program correctness, termination, performance, equivalence 
between programs, etc. 

Technically, a semantic definition for a language consists of two parts a semantic 
domain and a semantic mapping, denoted μ, from the syntax to the semantic domain. 
In particular, our proposal consists in using a well known manipulation language as 
the semantic domain for the definition of the new DSMML´s semantics. Then, the 
semantic function μ is defined by a transformation written in a model-to-text 
transformation language (such as MOFScript [25]). This M2T transformation takes a 
program written in the DSMML as input, and generates a program written in a general 
purpose manipulation language (such as EOL) as output. This schema is described in 
Figure 1. 

 

Fig. 1. Transformation scenario 

The advantage of this technique is that the well-known manipulation language has 
already a well-defined semantics and provides an execution environment. So, the 
semantics of the new language becomes formally described and it is executable. 
Additionally, the semantic definition is understandable and adaptable because it is 
expressed in terms of a well-known high-level language. 

3 Use Case 

In this section we present a new DSMML using the proposed approach. This section 
is organized as follows; first we introduce the domain, then we propose different 
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meta-models for a simplified version of the domain. Next, we present the new 
DSMML trough some examples. And finally we describe the most relevant issues of 
its implementation. 

3.1 Workout Plan Domain 

In websites related to running we frequently see tables such as the one showed in 
Figure 2. Such tables describe workout plans to help people to reach their fitness 
goals. The workout plan usually has a duration expressed in weeks and each day of 
the week contains a list of exercises that must be done with specific requirements, 
such as intensity and duration. Given that we are considering this domain just to 
exemplify our approach, we will restrict its functionality by giving to the user the 
possibility to specify only the time for each exercise, but without considering intensity 
or complex exercises. 

 

 

Fig. 2. A workout plan 

As we said before, the DSMML is independent of the underlying meta-model. 
That is to say, the language syntax will remain unchanged even if we use a different 
but equivalent meta-model for the domain. In order to provide concrete evidence 
about this feature, we will present two meta-models for this domain, which are 
displayed in Figure 3 and Figure 4 respectively. 

It is worth to mention that if we add or remove information from the meta-model, 
the manipulation language may get affected by these changes. For example, if we add 
the possibility to specify the intensity at which the exercises should be done, we might 
change the language to support this new feature. This fact does not mean that the 
language depends on the underlying meta-model; on the contrary the language just 
depends on the available information while how that information was represented in 
the meta-model is completely irrelevant. 

 

Fig. 3. Workout Plan Meta-model, version 1 
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Fig. 4. Workout Plan Meta-model, version 2 

3.2 WPML: A DSMML Fitting the Workout Plan Domain 

In this section we introduce WPML (Workout Plan Manipulation Language). Given 
the high level of abstraction of WPML we consider that the code is self-explanatory. 
You can find detailed information about the language in [8]. The following WPML 
code creates the model showed in Figure 2: 

create plan "myplan.plan" 
 
set title "My plan" 
set weeks 4 
 
add exercise Run 
add exercise Gym 
 
on weeks 1 and 2 { 
 on days Monday and Wednesday and Friday { 
  do Run as much as 50 minutes 
 }  
 on days Tuesday and Thursday { 
   do Gym as much as 45 minutes 
  }  
 on days Sunday { 
   do Run as much as 150% of Run on day  
   Monday of week same week 
 } 
}  
from week 3 to 4 { 
 on all days { 
 do Run as much as 120% of Run on day same day of week 1 
 do Gym as much as 100% of Gym on day same day of week 1 
 } 
} 

The code exhibited above generates a new model. Additionally, WPML allows us to 
make changes to an existent model. Obviously, in a real situation if you have the 
WPML code that generates the plan you would prefer to change the code, but this 
may not always be the case, e.g. the model could be generated by a tool or another 
language. So, for example, given the model presented above, suppose we would like 
to increment the Running time by a 10% on the entire plan and also we would like to 
establish Sunday as the recovering day (day without exercises) instead of Saturday. 
The new plan is illustrated in Figure 5. 
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Fig. 5. Modified workout plan 

The WPML code to make those changes on the original model could be: 

use plan "myplan.plan" 
 
on all weeks { 
on all days { 
  increase Run by 10% 
 } 
 swap Saturday and Sunday 
} 

3.3 WPML: Implementation 

This section covers the key aspects in the implementation of WPML. The 
organization of this section is as follows. First, the overall implementation schema is 
showed; then the functions and operations that are defined in the specific domain are 
implemented emphasizing their meta-model independence; finally, the WPML 
compiler is partially presented and the compilation results for the WPML are 
illustrated. 

 

Fig. 6. DSMML implementation schema using a translational approach 

Figure 6 shows an overview of the implementation schema where our domain 
specific manipulation language is translated to a general purpose manipulation 
language, in this case EOL. The EOL code generated from the WPML code imports a 
file named “core.eol”. This file contains the implementation of all the functionality 
provided by the specific manipulation language, such as setting the number of weeks 
of the plan, adding exercises, setting the duration of each exercise per week, swapping 
the schedule between two days, etc. 

The following code is a fragment of the file “core.eol”; it uses the meta-model 
showed in Figure 3: 
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operation Plan doExerciseOnDayOfWeek 
(ex:String,amount:Integer,day:Integer,week:Integer) { 
 if (amount = 0) { 
 self.removeExerciseInDayOfWeek(ex,day,week); 
 } else { 
 self.getOrCreateRegister(ex,day,week).amount := amount; 
 } 
} 
 
operation Plan increaseExerciseByPercentOnDayOfWeek  
 (ex:String,percent:Integer, day:Integer,week:Integer) { 
 var r : Register = self.getRegister(ex,day,week); 
 if (r<>null) { 
 r.amount = r.amount + r.amount * percent / 100; 
 } 
} 
 
operation Plan swapDaysOnWeek 
(day1:Integer,day2:Integer,week:Integer) { 
 for (r:Register in self.registers){ 
    if (r.week = week) { 
   if (r.day.value = day1) { 
    r.setDay(day2); 
   } else { 
      if (r.day.value = day2) { 
     r.setDay(day1); 
     } 
     }  
   } 
  } 
 } 

With the aim of showing more evidence about meta-model independence we have 
also implemented the language using a different meta-model. Next we present a 
fragment of the code contained in the file named “core.eol” adapted to the meta-
model showed in Figure 4. 

operation Plan doExerciseOnDayOfWeek     
 (ex:String,amount:Integer,day:Integer,week:Integer) { 
  if (amount = 0) { 
   self.removeExerciseInDayOfWeek(ex,day,week); 
  } else { 
   self.getOrCreateToDo(ex,day,week).amount := amount; 
  } 
 } 
 
 operation Plan increaseExerciseByPercentOnDayOfWeek      
 (ex:String,percent:Integer day:Integer,week:Integer) { 
  var toDo : ToDo = self.getToDo(ex,day,week); 
  
  if (toDo<>null) { 
    toDo.amount = toDo.amount+toDo.amount*percent/100; 



 Metamodel Independence in Domain Specific Modeling Languages 147 

 

  } 
 } 
 
 operation Plan swapDaysOnWeek  
  (d1:Integer,d2:Integer,w:Integer) { 
  for (d:Day in self.getWeek(w).days) { 
    if (d.day.value = d1) { 
   d.setDay(d2); 
    } else { 
   if (d.day.value = d2) { 
     d.setDay(d1); 
   } 
    }  
  } 
 } 

Afterward, the compiler written with XTend [36] creates an EOL file from a WPML 
file. This file imports the core.eol file and invokes its functions according to the 
WPML code. The following code is a fragment of the compiler: 

def compile(Manipulation m)  
''' 
import "../src/core.eol"; 
var p : Plan = getPlan(); 
«FOR c:m.metaChanges»  
 «c.compileMetaChange»  
«ENDFOR» 
«FOR c:m.changes»  
 «c.compileWeekChange» 
«ENDFOR» 
''' 
… 
def compileMetaChangeSetTitle(MetaChangeSetTitle c)  
''' 
 p.setTitle("«c.title»"); 
''' 
… 
def compileWeekChangeForAllWeeks(WeekChangeForAllWeeks c) 
''' 
for (w in Sequence{1..p.getWeeks()})   
{ 
  «FOR dc:c.changes»   
     «dc.compileDayChange»  
  «ENDFOR» 
}  
''' 
… 
def compileDayChangeSwapDays(DayChangeSwapDays c)  
'''  
 p.swapDaysOnWeek(«c.day1.value»,«c.day2.value»,w); 
''' 
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The EOL code that we show next was generated by the compiler with the WPML 
code given before for the creation and manipulation of a plan respectively. 

import "../src/core.eol"; 
var p : Plan = getPlan(); 
   
p.setTitle("My plan"); 
p.setWeeks(4); 
p.addExercise("Run"); 
p.addExercise("Gym"); 
         
for (w in Sequence{ 1,  2 }) {  
 for (d in Sequence{0,2,4}) {  
   p.doExerciseOnDayOfWeek("Run",50,d,w);  
 }  
 for (d in Sequence{1,3}) {  
   p.doExerciseOnDayOfWeek("Gym",45,d,w);  
 }  
 for (d in Sequence{6}) {  
   p.doExerciseOnDayOfWeek("Run", 
((p.getAmountOfExerciseOnDayOfWeek("Run",0,w))*150/100),d
,w);  
 }  
}  
for (w in Sequence{3..4}) {  
 for (d in Sequence{0..6}) {  
 p.doExerciseOnDayOfWeek("Run",((p.getAmountOfExerciseOn
DayOfWeek("Run",d,1))*120/100),d,w);  
 p.doExerciseOnDayOfWeek("Gym",((p.getAmountOfExerciseOn
DayOfWeek("Gym",d,1))*100/100),d,w);  
 } 
} 

The EOL code showed next is generated by the compiler with the WPML code 
showed before for the modification of a previously created plan. 

import "../src/core.eol"; 
var p : Plan = getPlan(); 
   
for (w in Sequence{1..p.getWeeks()})  
{  
 for (d in Sequence{0..6}) {  
   p.increaseExerciseByPercentOnDayOfWeek("Run",10,d,w); 
 } 
 p.swapDaysOnWeek(5,6,w);  
} 

4 Additional DSMML for the Workout Plan Domain 

In this section we introduce a new language for the same domain, designed to define 
constraints on workout plan models.  
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It's worth to mention that we can use OCL to define constraints on models. 
However, given that OCL is a domain independent language, it cannot capture the 
knowledge of the subjacent domain in a smooth way, thus making the task of writing 
constraints harder and little intuitive. Additionally, OCL constraints are bounded to 
the meta model structure. 

A domain specific constraint language allows us to reduce the complexity of the 
constraint expressions. Domain experts feel more comfortable using a specific 
language with constructs reflecting well-known concepts, such as exercise in our 
example, instead of the generic constructs provided by the OCL language. 
Additionally, the DSL is metamodel independent. 

This section is organized in two subsections, in the first one we introduce the new 
DSL by examples and in the second we discuss about its implementation. 

4.1 A DSL to Define Constraints on Workout Plan Models 

As the knowledge of the domain is what gives sense to any DSL, we summarize a part 
of the knowledge we have about the workout plan domain in the next paragraph: 

The duration of a workout plan is given in weeks. Each week is composed by a 
sequence of days. For each day, the plan establishes the point in time for each 
exercise. We know about the chronological order of the activities, the different kinds 
of exercises and the time required for their completion. 

Based on that, we are able to create a language to define constraints on the 
particular elements in the domain, such as a given day, or week or the entire plan. The 
cons-traints could be as follows: 
─ Duration of exercises 
─ Sequence of exercises  
─ Recover time 
─ Relation between the different kind of exercises included in the plan 

The following example specifies that the time of running shouldn’t be increased more 
than a 10% per week: 

use plan "myplan.plan" 
 
on all weeks { 
  ensures (minutes of Run on current week)  
       lower or equal to  
      110% of (minutes of Run on previous week)  
} 

Another constraint could be that whenever the person runs and does gym in the same 
day, he/she should finish the gym session before start running 

use plan "myplan.plan" 
 
on all weeks { 
  on all days { 
    ensures (has done (Run and Gym) today)  
       then  
        (end of Gym today before start of Run today) 
  } 
} 
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It's important to remark that as the objective of this work is to present an 
implementation approach to a set of DSLs for the same domain; our DSLs are 
illustrative and help us to present the implementation approach of multiple DSLs on 
the same domain. In the next subsection we discuss about how this new language 
could be implemented using the proposed implementation schema. 

4.2 Implementation of the Constraint Language 

We have identified two alternatives that can be chosen to implement this additional 
language. The first option and the easier to implement consists in checking the 
constraints on an existent model. The second implementation alternative would be to 
check the constraints every time a plan is modified. That is, check no constraint is 
invalidated with the requested change. The schemas are illustrated in figures 7 and 8 
respectively. 

 

Fig. 7. Constraints checked after changes 

 

Fig. 8. Constraints checked before changes 

According to the implementation approach purposed in this work, the constraints 
would be translated to a general transformation language such as EOL, ATL or in this 
case OCL would be another alternative, especially when the constraints are checked 
over an existent workout plan model, that is to say, when the changes were already 
made to the source model. 

Both implementation schemas are viable, but when all the changes in the model 
can be undone without side effects, the first one is easier to implement. 

5 Related Work 

There are a number of features of our work that can be contrasted to previous works: 

• The schema presented in this work  is an evolution of the implementation 
schemas presented in [16], where the first approach covered consists in writing a 
transformation in a general transformation language (e.g. ATL) taking two models as 
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input, one with the model to be manipulated and the other with the statements to be 
executed, and building a model as the result of applying those statements to the model 
given as input; the other schema consists in a two step transformation  scenario, the 
first transformation (a model to text transformation) takes a model conforming the 
new DSMML and translates it to a general transformation language (e.g. ATL). Then, 
the generated transformation when executed on a model of the domain of interest 
performs the desired changes to it. In our current work, the transformation is written 
in a general transformation language (e.g. EOL) with the characteristic of being 
parameterised code. This way, the statements written in the new DSMML are 
translated (with a model to text transformation) to invocations to the previously 
written transformations, setting the parameters according to the elements to be 
manipulated. This way, the transformations are simpler and modularized. 

• Abstraction and modularization of model transformations: Our approach can be 
seen as a technique for abstraction and modularization in that each high level 
manipulation (written in the DSMML) is associated with a lower level manipulation 
(written in a more general purpose language), but the users do not need to be aware of 
the details of the low level manipulations. In this sense, the works that propose 
techniques to build complex transformations by composing smaller transformation 
units are related to our proposal. In this category we can mention the composition 
technique described in [19], the Model Bus approach [4], the modeling framework for 
compound transformations defined in [25] and the module superimposition technique 
[33], among others. In contrast to these works, our approach generates the composed 
transformation specification in a simpler way, without introducing any explicit 
composition machinery. 

• Creating languages that abstract from other more abstract languages: This subject 
has been intensely discussed in the literature on DSLs. For example, the MetaBorg [5] 
is a transformation-based approach for the definition of embedded textual DSLs 
implemented based on the Stratego framework. Similarly to our work, the MetaBorg 
approach defines new concepts (comparable to our notion of an abstract language) by 
mapping them to expansions in the host language (comparable to our notion of a 
concrete language). Johannes shows how to develop DSLs as abstractions of other 
DSLs by transferring translational approaches for textual DSLs into the domain of 
modelling languages [17]. The underlying notion of an embedded DSL has been 
discussed in [15]. The idea of forwarding has been introduced in [32]. An important 
distinction between these works and our work is the application to the MDE field. The 
AMMA framework [21] allows us to define the concrete syntax, abstract syntax, and 
semantics of DSLs. In [11]; [3]; [9] the reader can analyze a number of scenarios 
where the AMMA framework has been used to define the semantics of DSLs in terms 
of other languages or in terms of abstract state machines (ASMs). Our proposal is 
similar to the one of AMMA, but we present a novel alternative, where the language 
semantics is realized as the interpretation of the DSMML into a general purpose 
model manipulation language, by means of a transformation written in a M2T 
transformation language.  

• Concrete-syntax-based transformations: Contrary to traditional approaches to 
model transformation, our approach, such as the one presented in [2], uses the 
concrete syntax of a language for expressing transformation rules. The claim is that 
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this simplifies the development of model transformations, as transformation designers 
do not need deep knowledge of the language's metamodel. In our approach, we use 
the abstract DSMML with a similar purpose: users do not need to count with any 
knowledge of the abstract syntax of the involved modeling languages; they just use 
the simple syntax of the DSMML. 

6 Conclusions 

In this article we have explained the concept of domain specific model manipulation 
language, that is to say model manipulation languages tailored to a specific domain. 
In contrast to well-known model manipulation languages, such as EOL and ATL, the 
language syntax and semantics are directly related to a specific domain and/or kind of 
manipulation, making manipulation easer to write and understand. 

In contrast to an approach where a general purpose model manipulation language is 
used, our approach provides the following benefits: the complexity of model 
manipulation programs gets reduced. A program is composed by few lines of high 
expressive commands. Domain experts will feel more comfortable using a specific 
language with constructs reflecting well-known concepts (such as, exercise and week 
in our example); consequently it is predictable that they will be able to write more 
understandable and reusable manipulation programs in a shorter time. Manipulation 
developers do not need to know the intricate details of the model manipulation 
languages, as these are encapsulated in the DSL constructs. This leads to a natural 
separation into a language designer and a manipulation programmer role, with a 
reduced learning effort for the later. 

Also, we have proposed an implementation schema in which the transformation 
that compiles the DSMML sentences consists of invocations to previous defined 
operations written in a well known transformation language (e.g. EOL). This fact 
provides several advantages: the language semantics is formally described; it is 
executable; the semantics is understandable because it is written in a well-known 
language; the semantics can be easily modified by adding new transformation rules or 
even by radically changing the target language. Although this transformation may be 
considered as a compiler, the amount of programming skills required to create it is 
smaller than for creating a compiler to source code. 

As an experimental example in this article we have reported the definition of a 
DSMML in the domain of workout plans and we have described its implementation 
using MDE tools. The experience was successful; showing the advantages of defining 
DSMML for model transformations within the same language, that is to say, 
transformations that locally change an existent model producing a new model that 
conforms to the same metamodel. 

Also we have shown the implementation approach is compatible with the addition 
of new languages in the same domain. We’ve presented a new language to define 
constraints on training plan models and we’ve discussed about different alternatives 
for its implementation. 

It is also important to take the benefits coming from the platform-independence of 
the model manipulation language into account; on one hand the language is 
independent of the underlying metamodel and on the other hand we are able to 
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transform and execute the manipulation programs onto different model manipulation 
platforms, in the examples we have used EOL and ATL, but any other manipulation 
language can be used. 
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Abstract. Metamodel composition is a central operation in model-driven engi-
neering approaches. Composition of metamodels is not trivial. The essence of the
problem is that metamodels are not defined as reusable artefacts. Moreover, most
composition mechanisms focus on the structural aspects of metamodels without
considering how metamodels may be composed semantically. Hence, models of
different metamodels can not exchange data directly during execution at runtime.
In this paper we investigate a new approach for integrating metamodels and their
models by considering metamodels as reusable services at a conceptual level. In
particular, the behavioural semantics of metamodels can be coupled in a loosely
manner, without entanglement of semantically different concepts. This allows
creating complex metamodel architectures where separation of concerns is high.

Keywords: Metamodelling, Model Composition, Behavioural Semantics,
Aspect-orientation, Service-oriented Architecture, Domain-specific Language.

1 Introduction

Metamodels have an important role in Model-Driven Engineering (MDE) [1] where
they are used, e.g. as formalisations in language and tool design. In most MDE envi-
ronments, metamodels are realised as class models. Class models do not have other
structure than what can be realised using simple packages, inheritance, composition
and association relationships. This means that all metamodel concepts, regardless of
purpose, are reified in the same modelling space without the ability to differentiate one
type of concept from another. The lack of additional metamodel structure is not criti-
cal for metamodels consisting of a limited number of classes. However, as metamodels
become larger and more complex, as a consequence of increasing maturity in model-
driven approaches, several troubling issues emerge.

Model composition is a commonly used approach for elaborating a model or meta-
model with additional concepts, e.g. [2][3][4][5][6]. Model composition is also a pre-
requisite for generating holistic system code, combining system views, verifying system
views consistency and addressing software evolution. Model composition is performed
by combining a set of models in an asymmetric or symmetric manner. Composition of
metamodels is typically achieved using a variant of class merging or aspect-oriented
weaving. Regardless of method, the result is a composite metamodel containing all
classes from the source metamodels. There are some evident issues with many of the
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current model composition approaches. First, classes reflecting concepts of different
concerns are all blended without inclusion of any additional metainformation describ-
ing from what source models the concepts in question originate, i.e. traceability is not
semantically backed up. Second, composition of models induces conflicts that have
to be resolved. E.g. class merging implies that the constituent classes do not contain
equally named properties of different types, etc. Third, composition of models requires
that the source models are altered intrusively. In particular, such alteration is required
to integrate the constituent models’ behavioural semantics. Fourth, integration of mod-
els requires explicit knowledge in metamodel design and insight into the specific en-
vironment used to realise the metamodels, e.g. Eclipse Modeling Framework (EMF)
[7], MetaEdit+ [8], Generic Modeling Environment (GME) [9], Kermeta [10] or sim-
ilar. Fifth, the resulting models become large which makes reuse more challenging.
The main problem combining proprietary metamodels is that these are not structured
as reusable artefacts. In particular, there are no apparent ways metamodels should be
composed. This gives a lot of flexibility since the metamodels can be combined in many
different ways. However, this also induces several problematic issues as motivated.

A metamodel typically contains concepts related to one particular problem domain.
By combining metamodels it is possible to increase expressiveness by extending the
set of concepts that can be used in the conformant models. Composing metamodels
belonging to different domains results in different concerns being tangled. This is not
practical as metamodels become difficult to grasp and reason about. Even more critical
is the inability to differentiate between concerns in associated tooling and editors. E.g.
a Domain-Specific Language (DSL) made on the basis of three combined metamodels
requires an associated concrete syntax where language constructs pertaining to three
different concerns are all mixed together. We believe that the ability to consider one
concern at the time is important to support increasingly more complex metamodels and
associated tooling.

In this paper, we present the novel idea of considering metamodels as services.
Specifically, we will discuss how the behavioural semantics of metamodels can be com-
bined in a service-oriented manner, and thereby support loosely coupled integration of
metamodels. Note that we do not consider every aspect of services in this paper, but use
the concept of service-orientation as inspiration for defining loosely coupled metamodel
components.

The paper is organised as follows. Section 2 explains the concept of metamodel
components and uses SoaML [11] to illuminate how metamodel components are con-
nected/composed. Section 3 delves into details on how metamodel components can be
realised, while Section 4 presents an example where two metamodel components are
used in concert to construct an e-commerce solution. Section 5 discusses related work,
and Section 6 conludes the paper.

2 Metamodels as Services

A metamodel formalises the structure and semantics of models. We consider both static
and behavioural semantics as parts of the metamodel. E.g. EMF allows defining be-
havioural semantics, referred to as model code, in methods of plain Java classes. Alter-
natively, Kermeta is a metalanguage that allows defining behavioural semantics within
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the operations of the metamodel classes using an action language. Hence, the confor-
mant models are executable programs. We will not go into details on how the abstract
syntax and behavioural semantics are mapped, and consider the behavioural semantics
to be defined in operations within the metamodel classes.

A metamodel is constrained to a particular problem domain, and may conceptually
be thought of as a service that provides structure and semantics for expressing and solv-
ing problems in this domain; in particular, behavioural semantics for performing some
kind of processing. A system may be defined by using an arbitrary number of metamod-
els, each providing concepts for modelling of one particular system view. Metamodels
are typically not related. Thus, their conformant models/programs can not exchange
data at runtime in a generic manner. In this paper, we discuss how exchange of data
between models can be supported by treating metamodels as services that can be con-
nected. This allows models to send messages to each other during execution regardless
of the platform on which the models execute.

Service-Oriented Architectures (SOAs) is a software engineering branch that deals
with services and how they interact to realise a software system. A service is a reusable
set of functionalities that provides value to its clients, e.g. other services. SOA is a broad
field. In this paper, we will only use a small subset of the SOA terms and concepts to
describe our approach. Specifically, we will use a service-oriented approach for inte-
grating models at runtime. The intention is not to elaborate on all aspects of services
nor give a complete definition of such.

To integrate models at runtime we need some kind of framework. Specifically, we
need to formalise how the models should integrate. As mentioned, the behavioural se-
mantics of a model can be specified as a set of operations in the model’s metamodel.
Hence, by creating mappings between metamodels’ operations, we are able to formalise
how their conformant models can interact. A mapping is created by using two types of
interfaces: consumer and provider interfaces. A metamodel may be mapped to an arbi-
trary number of other metamodels through interfaces. The interfaces can be seen as an
extension of the metamodel. We define a metamodel component as an entity consisting
of three elements: a metamodel (abstract syntax and static/behavioural semantics), tools
like concrete syntax and editors (optional), and one or more service contracts. A service
contract is a SoaML concept for service specification; it specifies an agreement detailing
how participants of a service fulfill roles as described by interfaces. A realised service
contract is a pair of provider and consumer interfaces. SoaML is an Object Management
Group (OMG) standardised modelling language for describing services architectures.
It provides us with the modelling tool for describing metamodel architectures. That is,
two or more metamodel components that are connected through interfaces. Note that we
will not follow the SoaML specification strictly. Some additional terminology is used.
A visual representation of a metamodel component is given in Figure 1. A metamodel
component has a name and a platform descriptor identifying the platform on which the
component is defined. In this case, the generic descriptions: Metamodel Component and
Platform, respectively. Examples of platforms are EMF and Kermeta.

In SoaML, a service contract is modelled as a consumer and provider role linked by
a service channel. Each role is typed with an interface that defines the role’s behaviour.
In our case, the roles of a service contract are fulfilled by metamodel components.
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Fig. 1. Overview of a metamodel component

A metamodel architecture is created by choreographing a set of components. That is,
each metamodel is bound to one or more roles of service contracts. Binding a meta-
model to a service contract role is achieved by mapping each of the interface’s oper-
ations to an operation found in any of the metamodel’s classes. A component whose
metamodel is bound to a provider role of a service contract is regarded as an aspect
component (provider component) from the perspective of this particular service con-
tract. Or more precisely, the component’s metamodel is an aspect model since it reflects
one particular aspect or concern that is utilised by a base component. The component
whose metamodel is bound to the consumer role of the same service contract is a base
component (consumer component). A metamodel component can take both an aspect
and base role simultaneously, and be composed with several components in parallel.
This is achieved by utilising several service contracts/interface pairs. Refer [4] for de-
tails on how the terms aspect and base are used to describe model compositions. Figure
2 gives an example where three metamodel components are composed yielding a meta-
model architecture.

As can be seen, all components are connected with each other. E.g. MCA is con-
nected to MCB through the two interfaces specified by the ProvideB1 service contract
of the MCB component. Consequently, models conforming to MetamodelA may in-
voke operations (operation instances) on models conforming to MetamodelB. The
same architecture given as a SoaML services architecture model is given in Figure 3.
The metamodel components are here participants that are related through service con-
tracts. SoaML also operates with service interfaces. A service interface is a revised
service contract, where the provider and consumer interfaces are elaborated with mes-
sage types. We will limit the use of this term to avoid confusion. Let us focus on the
ProvideB1 service contract and see how it is defined. The ProvideB1 service contract
specifies two roles, here named: baseModel and aspectModel, which are linked through
a service channel. The roles are associated with a consumer and provider interface,
respectively. Figure 4 gives the service contract as a SoaML model.

The definitions of RequiredInterface and ProvidedInterface are given in Figure 5. The
consumer interface specifies an operation named operation1(...), whereas the provider
interface consists of the two operations: operation1(...) and operation2(...). We ignore
types for now. Both the latter operations are mapped to operations of the B1 class. A
consumer interface may be empty if bi-directional messaging is not required.
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Fig. 2. Example metamodel architecture (using a simplified notation)

Fig. 3. Services architecture consisting of three participating metamodel components

Fig. 4. The ProvideB1 service contract
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Fig. 5. The ProvideB1 consumer and provider interfaces

Fig. 6. Excerpts of representatives for MetamodelA (top) and MetamodelB (bottom)

Fig. 7. Realised relationship between two metamodels’ classes

Let us see two metamodels that may be connected through these interfaces, and thus
fulfill the requirements of the ProvideB1 service contract. As may be expected, the
minimum requirement is a class in each of the metamodels that has the operation(s)
specified. Figure 6 shows two excerpts of compatible metamodels. The operations of
the provider interface are mapped to the operations of B1, whereas the operation in the
consumer interface is mapped to the operation in A3. The names of the class operations
do not have to be identical to those of the interface operations. Mapping of interface
operations to operations in a metamodel’s classes is performed by manual specification
as part of the service choreography.

Hence, each service contract specifies a service channel between classes of two meta-
models. The service channel represents a set of relationships between the classes that
realise operations of the interfaces. In this case, there is only one relationship between
classes of the two metamodels. That is, there are only two classes in the metamodels
that are related. The type of relationship between classes is either an association (non-
containment) or composition (containment) reference. According to the ProvideB1

service contract, there will be a bi-directional relationship between A3 and B1. This is
because the consumer interface is non-empty. The type of relationship is decided as part
of the service choreography.

Operations in the two interfaces associated by a service contract may additionally
relate in callback chains, e.g. where one operation in one of the interfaces is invoked as
a consequence of invoking an operation in the other interface (reflected in the operation
definition). Let us assume that the desirable relationship between A3 and B1 is an as-
sociation reference. Though the metamodels are not composed, we practically end up
with the scenario as illustrated in Figure 7.
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Fig. 8. Modelling separate concerns in different perspectives

3 Realising Metamodel Components

3.1 Modelling Using Proxies

So far we have seen how metamodels’ operations can be related through interfaces (ser-
vice contracts). Thus, the metamodels are loosely coupled which allows creating and
processing of models using any kinds of proprietary tools and editors. Also important
is the ability to model A and B concerns independently of each other. E.g. it is still pos-
sible to use tools compatible with MetamodelA to create models of this metamodel.
Typically, this is difficult when metamodels are composed since the associated tools
need to be refactored. Figure 8 illustrates how a model of MetamodelA and a model
of MetamodelB can be modelled in separate perspectives (views). Notice that the A3

object in the left perspective relates two B1 proxy objects, as specified using square
brackets. The B1 object in the right perspective relates a proxy object representing the
A3 object.

A service contract specifies a connection or mapping between two metamodels’ op-
erations. As discussed, a service contract’s service channel represents a set of class
relationships. To realise such relationships it must be possible to navigate the operations
accessible through the relationships. This is achieved using proxies. When
modelling, it should be possible to refer the B1 concept from within a model con-
forming to MetamodelA (and vice versa), since MetamodelB is an aspect model
with respect to MetamodelA. However, the metamodels are not composed together.
To address this, a placeholder/proxy representing a B1 object can be used in models
of MetamodelA. The proxy is linked to an actual object of the B1 class at runtime
using XML-based messages. The object of the B1 class, as represented by the proxy,
is selected from a set of previously created models conforming to MetamodelB, as
found in a model repository. That is, all models created using a metamodel architecture
are stored in a model repository for later reference. Two B1 proxies are used in the m1

model of Figure 8. Each proxy represents a unique B1 object (as found in m2 and m3).
The proxies P3 and P4 represent the A3 object in m1.

Figure 9 shows how the B1 proxies are linked to the m2 and m3 models (and ob-
jects) of MetamodelB. The A3 proxies are linked to the m1 model in a similar manner
(not shown in the figure). The four proxies realise the ProvideB1 service contract at
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Fig. 9. Linking proxies to models/objects

Fig. 10. The resulting model(s) as used at runtime

runtime. We will return to how the interface operations are mapped to class operations.
Figure 10 shows what is achieved at runtime when executing the models.

As can be seen, links are established between the A3 object and the B1 objects. The
links are dynamic since they only exist at runtime (realised using proxy runtime objects
linked by XML-based messages). Dynamic links are established and maintained by a
metamodel component runtime environment. The runtime environment acts as a super-
structure on top of a metamodelling environment, like EMF. It is out of scope to go into
details on how the proxies are managed by the runtime environment.

3.2 Service Choreography

Metamodel components are combined into architectures using service choreography.
Choreography of metamodel components comprises two steps: mapping operations of
service contracts’ associated interfaces to class operations and selecting relationship
types that the service channels represent. This includes choosing the relationship mul-
tiplicities (some constraints apply). Choreography can either be performed textually or
graphically. We will illustrate choreography using an XML-based format. Figure 11
gives an excerpt of the service choreography yielding the architecture of Figure 2.

Recall that a service contract is defined using a provider and consumer interface. A
service interface is a refined service contract that utilises both the provider and consumer
interface to specify a service port type on a component (aspect). The conjugate service
interface (defined using the same provider and consumer interfaces) specifies the type
of a request port (base). We will only focus on the ProvideB1 Interface here. The
interface is a refinement of theProvideB1 service contract. TheMCA andMCB com-
ponents are composed by filling out three pieces of information. First, the operations
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<interface name="Provide A1 Interface">...</interface>
<interface name="Provide B1 Interface">

<provider component="MCB">
<operation name="operation1" type="..." classOperation="B1::operation1" />
<operation name="operation2" type="..." classOperation="B1::operation2" />

</provider>
<consumer component="MCA">
<operation name="operation1" type="..." classOperation="A3::operation1" />

</consumer>
<channel baseClass="A3" aspectClass="B1" type="non-containment"
bidirectional="true" multiplicityBase="1..1" multiplicityAspect="1..*" />

</interface>
<interface name="Provide B2 Interface">...</interface>

Fig. 11. Service choreography using a textual format

of the ProvidedInterface must be mapped to the operations of B1. Second, the operation
of the RequiredInterface has to be mapped to the operation in A3. Third, the type and
multiplicity of the relationship between the A3 and B1 classes need to be specified.

4 An E-Commerce Solution

In this section, we will illustrate metamodel components using a more pragmatic example
in the domain of website design. We will use two DSLs for modelling of two different
concerns: website structure and queries. Excerpts of the metamodels for the DSLs are
given in Figures 12 and 13. We will refer to the metamodels as Website and Query,
respectively.

As seen in Figure 12, a website comprises one or more pages that contain an ar-
bitrary number of elements. In particular, a page may contain forms realised within
a table structure. An example of a form is a list of products or similar, that can be
selected by the end user. The Form behavioural semantics includes an operation ad-
dObjects(...) which accepts a list of (deserialised) objects. The operation populates a
form constructed using a table element. The number of rows and columns in the table
is determined automatically by the number and type of objects used as argument. We
assume that the metamodels are defined in EMF, thus the behavioural semantics would
be written in Java.

A simple query language is given in Figure 13. It captures concepts for expressing
queries that can be used for acquisition of objects, e.g. from a database abstraction. A
query consists of one or more object identifiers. An object identifier is composed of a
set of property name-value pairs which is used to identify a custom set of objects. For
instance, an e-commerce solution for selling computer hardware may utilise a domain
model including the class Product with data fields for storing information such as prod-
uct name, manufacturer, version, description, price, etc. Different types of products have
unique values for the data fields. Querying for a given type of product would then be
performed by using object identifiers and property name-value pairs. Describing queries
that are issued to a database is a natural part of designing an e-commerce solution. How-
ever, designing the website and programming the queries represent two different con-
cerns. It is likely that different stakeholders would model these concerns. A graphical
designer could construct the website, while a programmer would define the backbone
business logic including database queries. We have identified two DSLs that allow mod-
elling these concerns. A possible approach would be to compose the metamodels of the



164 H. Berg

Fig. 12. Metamodel for the website design language

Fig. 13. Metamodel for the query language

DSLs to create a richer language that can be used to both model the website and express
database queries, e.g. the Form and Query classes could be merged. First, combining
Form and Query is awkward, since these classes are not semantic coherent. Second, the
composition process clearly results in entanglement of concepts for expressing different
concerns. A graphical concrete syntax for the composite language would yield a palette
of language constructs for the entire language, whereas a textual syntax would provide
the user with code completion suggestions for all the constructs. A graphical website
designer would not be interested in the language constructs for performing queries as
used by the programmer, and vice versa. One alternative is to manually program the
concrete syntax of the composite language to differentiate the two sets of language
constructs, yet the resulting model of a website and associated queries would still be
expressed in the same modelling space. Providing two sets of concrete syntax con-
cepts would require in-depth technical knowledge, which reduces the reuse value of the
languages/metamodels. Additionally, the website language would typically be imple-
mented with a graphical concrete syntax, whereas the query language is better designed
using a textual syntax. Combining different kinds of syntaxes is not a trivial task.
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Fig. 14. The PerformQuery service contract

Fig. 15. The PerformQuery consumer and provider interfaces

Fig. 16. The e-commerce modelling solution services architecture

Let us see how metamodel components tackle the same scenario. The behavioural
semantics of Form in Figure 12 comprises the operations getObjects() and addOb-
jects(...). The semantics of Query in Figure 13 consists of the operation query(). The
operations could either be a natural part of the classes’ semantics or be defined explic-
itly in order to construct the metamodels as reusable components. The three operations
will reify the consumer and provider interfaces associated by a service contract named
PerformQuery.

The purpose of the example is to illustrate how models of the Website and Query
metamodels may communicate by defining the metamodels as components. The compo-
nents are named Website and Query as well. Only the Query component will feature
a service contract. The service contract of the Query component is given in Figure 14.
It specifies two roles, each typed with an interface. The interfaces are given in Figure 15.

As can be seen, the provider interface has one operation named query(), while the
consumer interface specifies the operations initiate() and addObjects( Object[] objects ).
The names of the class operations that fulfill the service contract do not need to have
identical names as the interface operations, however, the class operations’ signatures
and return types are required to match those of the interface operations. Verification of
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Fig. 17. Choreography and modelling of an e-commerce solution

operation mappings is out of scope of this paper1. We assume that each service contract
has a description that informally specifies the intended semantics of the associated inter-
faces’ operations. The services architecture describing the e-commerce modelling solu-
tion is given in Figure 16. The choreography and modelling process of the e-commerce
solution consists of three steps:

1. Service choreography
2. Modelling of each concern in distinct modelling perspectives
3. Linking the base model proxies with the aspect model proxies

Figure 17 shows the three steps of choreographing and modelling of the e-commerce
solution (with imagined tool support). The Form class of the Website metamodel and

1 Assuring that an operation does what its use requires is also out of scope of this paper.
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the Query class of the Query metamodel realise the consumer and provider roles of
the PerformQuery service contract (implicitly referred to by the PerformQuery
Interface) (1). The initiate() operation of the consumer interface is mapped to getO-
bjects() in the Form class (Website metamodel), while the addObjects(...) operation is
mapped to the equally named operation in the same class. The query() operation of the
provider interface is mapped to query() in the Query class (Query metamodel). I.e. the
service contract is fulfilled.

The website and queries are modelled separately (2). The website model contains
two forms, thus two queries have to be programmed. The website model is named web-
site1, while the query models are named query1 and query2. All models are stored in the
model repository (when saved). Two proxies representing Query objects are used in the
website model. A proxy representing a Form object is used in each of the query models.
The proxies are linked to the respective models in properties panes/views (3) (only prop-
erties for the Query proxies are shown). Several proxies can be assigned to clones of
the same model. E.g. if both forms required the same type of query, they could both be
linked to, e.g. query1. At runtime, the operations specified in the interfaces are invoked
to exchange data between the models (website1, query1 and query2) using a serialised
XML-based message format. Population of a form is initiated when the behavioural se-
mantics of the website language invokes getObjects(). This invocation is resolved by the
component runtime environment and results in invocation of query() in the associated
query model. Consequently, a set of objects are acquired from the database and returned
to the website model via the addObjects(...) operation. addObjects(...) is specified as a
callback operation for query(). This means that the query() operation’s code invokes the
addObjects(...) operation on the associated Form proxy, which in turn invokes the ad-
dObjects(...) operation on the actual Form object. The models are linked dynamically.
That is, proxies are linked to model objects at runtime. Service choreography can to
some extent be pre-defined, where information concerning consumer components is
filled in according to a fixed scheme. I.e. the mappings of provider interface operations
to class operations are known at design-time. These mappings are immutable properties
of the provider components.

The example shows how two metamodels can be used together without using model
composition. Here, only one service contract was fulfilled. A metamodel component
can feature an arbitrary number of service contracts. This allows creating complex ar-
chitectures with many metamodels. In addition, it is possible to connect a metamodel
with other metamodels in several ways depending on what service contracts that are
fulfilled. Figure 18 gives an overview of the resulting website system. We assume that
the components are defined in different metamodelling environments.

5 Related Work

The work of [12] discusses how metamodel components can be realised using a graph
transformation-based formalisation of MOF. In essence, a metamodel component pro-
vides export and import interfaces. Each interface identifies a submodel. A submodel
of an export interface can be bound to the submodel of an import interface using graph
morphisms, and thereby combining the metamodels. The work resembles the approach
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Fig. 18. Overview of the resulting website system

of this paper. The main difference is that our approach allows a higher degree of decou-
pling, since metamodels are connected as services.

An approach for enabling generic metamodelling is elaborated in [13]. The paper in-
vestigates how C++ concepts, model templates and mixin layers can be used to specify
generic behaviour and transformations, create model component and pattern libraries
and extend metamodels with new classes and semantics. A concept can be bound to
models that fulfill a set of requirements specified by the concept. The binding is per-
formed using pattern matching. Consequently, generic behaviour can be reused for in-
stances of the compatible models. Model templates allow defining reusable patterns and
components which can be instantiated with actual parameters. The parameters comprise
models and model elements. Finally, mixin layer templates facilitate extending meta-
models with new classes and semantics in a non-intrusive manner.

Package extension is a mechanism that allows merging equally named classes of
metamodels that reside in packages [14]. A package can be defined by extending other
packages. The paper also describes a package template concept. A package template
is a package that can be parameterised with string arguments. The arguments support
renaming of several package elements simultaneously.

An approach for loose integration of models, in the form of model sewing, is dis-
cussed in [15]. Model sewing is an operation that allows models to be both synchro-
nised and depend on each other without utilising model composition. The discussed
advantages are the ability to utilise existing GUI for the constituent models of a sewing
operation, and avoidance of entanglement of concepts from different models. The ap-
proach identifies the need of mediating entities that bind the models together. The work
resembles the approach of this paper. The main difference is that we utilise interfaces
and treat metamodels as components that are combined in a service-oriented manner.
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6 Discussion and Conclusions

Metamodel components allow using metamodels in unison without composing these
explicitly together. This has apparent advantages. First, it is possible to model different
concerns separately, and still support exchange of data between the resulting models at
runtime by utilising model links that are maintained dynamically. This ensures a loosely
coupled integration. Second, models expressing different concerns can be validated and
tested independently one at the time. Specifically, the proxies can communicate with
mock-ups that represent models (simulation mode). Third, choreography of metamodel
components can be achieved by non-technical stakeholders since the metamodels do
not need to be altered in order to connect these. The service contracts formalise the
agreement between the metamodels. Fourth, a model or model fragment (clone) can be
acquired from a model repository and reused, which simplifies the modelling process.

Metamodel composition usually requires that classes are merged. However, it is not
always reasonable to merge two classes, particularly when the classes represent con-
cepts of different problem domains. Using the approach of this paper, an aspect model
class is instead used to type the relation between this class and a base model class (and
vice versa). This resembles class refinement as discussed in [16].

A consequence of composing the abstract syntax of metamodels is the need of com-
bining the concrete syntaxes as well. This is avoided by using components since each
component independently may provide its distinct textual or graphical concrete syn-
tax. Components also address evolution issues. Model conformance is a term that indi-
cates whether a model is compatible with a metamodel. Composing metamodels breaks
model conformance, which requires using model transformations to create a confor-
mant composite model from the basis of pre-existing models. Components address this
by defining a sand box/scope for each metamodel. Changing or revising the metamodel
of one component will only break conformance with the existing models of this meta-
model. Models of the other components’ metamodels in the services architecture will
still conform to their metamodels.

Two important aspects of service-oriented approaches are service repositories and
service discovery, which support service reuse and availability. These concepts may
be adapted for metamodel components. In particular, reusable generic metamodel pat-
terns can be stored in searchable, distributed repositories and used as language building
blocks by language engineers. A metamodel pattern may describe an aspect or require-
ment that is common for several metamodels/languages, e.g. a state machine or similar
[17]. Analysis and validation of services are important parts of service-oriented engi-
neering methodologies and required to ensure high quality architectures and systems.
This has not been addressed in the paper.

An interesting application of metamodel components is connecting metamodels and
languages (and their models) defined in different metamodelling environments. This
is possible since the behavioural semantics of each metamodel can be run separately,
yet integrated as specified in the service contracts. E.g. models defined in EMF could
integrate with models defined in Kermeta, or similar. This is one particular application
of metamodel components that justifies the high degree of separation provided by a
service-oriented metamodel integration.
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We believe that combining metamodels in a service-oriented manner addresses many
of the limitations of model composition by increasing decoupling of models. This in
turn increases reusability and scalability of metamodels and models.
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Abstract. Web applications require an access control mechanism such as role-
based access control to enforce a set of policies over their shared data. An access
control model that is based on the desired security properties is thus a core secu-
rity aspect, and the development of such models and their mechanisms are a main
concern for secure systems development. Fine-grained access control models pro-
vide more customization possibilities and administrative power to the developers;
however, in Web applications the corresponding policies are typically hand-coded
without taking advantage of the data model, object types, or contextual infor-
mation. This paper presents and evaluates ΦRBAC, a declarative, fine-grained
role- and attribute-based access control model which is implemented by code
generation. The generator uses a translation into logical satisfiability problems
to check the ΦRBAC model for correctness and completeness, and against inde-
pendently defined coverage criteria. If the model passes these tests, the generator
then compiles it down to the existing tiers of WebDSL, a domain-specific Web
programming language. We describe the test and code generation phases, and
show the application of ΦRBAC to the development of a departmental Web site.

Keywords: Fine-grained Access Control, RBAC, Attribute Constraints, Access
Control Testing, Web Application Security, Language Design.

1 Introduction

Web applications, such as Facebook, are deployed on a set of servers and are easily
accessible via any Web browser through an Internet connection. As the number of users
of a Web application grows, its security and the privacy of the users’ data become major
concerns [5], and access to shared data needs to be controlled based on a set of specific
policies via one of the many types of access control such as discretionary, mandatory,
or role-based access control [24].

For reasons such as maintainability and cost effectiveness [4], role-based access con-
trol (RBAC) is the most widely used [14] access control mechanism. RBAC [8] uses the
notion of role as the central authorization element; other components of the system such
as subjects and permissions (describing the allowed operations on objects) are assigned
to one or more roles. Over the last two decades RBAC has been extended by different
types of attributes, such as temporal [2] or content-based [10] attributes, which allow
more secure and flexible policies [19]. For example, with time constraints such as in
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TRBAC [2] the developer can limit access by the users of the system to a certain period
of time such as office hours. This lowers the risk of system abuse outside office hours.

Web applications typically consist of elements that have different granularity levels
and are scattered throughout the application code, which makes access control more dif-
ficult. For example, a web page can contain smaller elements such as sections or even
individually controlled cells of a table. Currently, developers need to hand-code the ac-
cess control elements around the objects that require access control, using languages
such as Scala [17], XACML [1], or Ponder [6]. However, such approaches have three
main drawbacks that complicate development of fine-grained access control and can
easily lead to security holes. First, they lack the right abstraction level to define flexible
access control models that allow the specification of different policies for different indi-
vidual objects. Second, they lack a separation of concerns [31] between access control
and application [3]. If we can develop the access control components separately, we
can check for potential vulnerabilities separately and mechanically, instead of manually
analyzing the access control checks in the application code, which is an error-prone
and time consuming process. Third, they lack a code generation mechanism that can
automatically translate the specified abstract access control model into corresponding
access control checks and weave these into the application to enforce the model without
introducing coding errors.

Although testing the access control model is essential [23,20,21], testing the model
on its own is not enough. Any access control is defined to cover a set of objects in an
application. Therefore, the testing mechanism should also take the target application,
with the woven-in access control checks, into consideration. The testing phase should
thus first mechanically verify the correctness and completeness of access control model
itself and then validate the application code based on a set of test cases. These test cases
should cover a set of objects and policy scenarios for which a correct outcome gives the
developer sufficient confidence that the deployed access control model is appropriate
for the given application. For example, the system should produce more restrictive test
cases for a medical application than for an internet forum.

This paper describes ΦRBAC, a fine-grained RBAC with additional attribute-based
constraints for the domain of Web applications. It provides a novel mechanism for
declaratively defining RBAC policies and test objectives over a range of objects with
different granularity levels within a single model. This model can be formally ana-
lyzed and verified. ΦRBAC is implemented on top of WebDSL [30], a domain-specific
language for Web application development. ΦRBAC uses code generation techniques
weave access control checks around the objects within the application code written in
WebDSL. We describe the test and code generation phases, and show the application of
ΦRBAC to the development of a departmental Web site.

2 Background and Related Work

2.1 Role-Based Access Control with Additional Attributes

RBAC belongs to the grouping privileges class of access control models [24]. In this
class privileges are collected based on common aspects, and then authorizations are as-
signed to these collections. The fundamental advantage of using a grouping privileges



Fine-Grained Role- and Attribute-Based Access Control 173

model is that it factors out similarities, and so handles changes better, which leads to
an easier authorization management [11]. RBAC is used in many domains and there
are number of languages that support RBAC [14,1,6]. RBAC uses the notion of role
as the central authorization mechanism [8]. Intuitively, a role is an abstract representa-
tion of a group of subjects that are allowed to perform the same operations, on behalf
of users, on the same objects. For example, in an RBAC model we can define a role
supervisor and state that any user with this role can edit marks, while users with
the role student can only read them. The other main elements of RBAC are subjects,
objects, and permissions. A subject is the representation of an authorized user, an object
is any accessible shared data and a permission refers to the set of allowed operations on
objects. In the example above, the subject could actually be a session that belongs to
the user after authentication and the permissions describe the allowed operations on the
marks objects. Adding attributes (such as time, date, or location) to RBAC is beneficial
and well studied [10,19,2], because it leads to more flexibility in the model and solves a
set of the core RBAC shortcomings. Core RBAC has been standardized by the National
Institute of Standards and Technology (NIST) [25], but despite a recent study trying to
unify attribute-based access control models [19] there is no common ground yet.

Fine-Grained Access Control. In the existing literature, the notion of fine-grained ac-
cess control refers only to models that can control access to fine-granular objects but
where the policies themselves remain coarse-grained, and thus lack flexibility. For ex-
ample, a number of studies [27,33] discuss fine-granular access control in the context of
databases in terms of the table structure (i.e., columns, rows, etc.), while others [18,26]
discuss it in the context of XML and the hierarchical structure of XML documents. Our
notion is related to both objects and access control, so that the access control model it-
self becomes more flexible and can provide a more efficient development environment.

Typically, objects are scattered throughout the application code; therefore, if the
programmer writes the access control component by hand or uses access control ap-
proaches such as XACML, the access control checks will be scattered throughout the
application code as well [1]. This is not suitable from many points of views. From a
design point of view, it is hard to track the access rights for each object wherever it oc-
curs within the application, and to reason conclusively about its access control checks.
From an implementation point of view, coding and maintenance of the code will be
time-consuming and error-prone [32]. Finally, from a testing point of view it is hard for
the tester to figure out the usage coverage of hard-coded access control checks.

Testing Access Control Models. Access control as a software component needs to be
tested [28]. Testing needs to consider three aspects of an access control model, correct-
ness, completeness and sufficiency. First, an access control model needs to be correct so
that we can derive the required access control predicates for controlled objects. Since
RBAC has a standard and therefore its semantics is well defined and understood, the
correctness of any defined model should be checked based on the standard. Second, the
completeness check of an access control model is essential. A complete access control
model covers all possible outcomes of its defined policies with respect to the RBAC
structure. For example, if we have student and teacher as two roles in an access
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control model and there is a static separation of duty between them, then the model only
needs to cover three cases to be complete: first, teacher is active but not student,
second, teacher is not active but student is and third, neither of them are ac-
tive. The sufficiency of an access control depends on its target application and should
therefore be defined by the developer. For example, a developer might define an access
control model in a way that gives too much power to a user (the so-called the super-
user problem [9]). In this case, the developer might check the application sufficiency
against a set of objectives and discover this issue before application deployment. We
will discuss the correctness, completeness and sufficiency checks of ΦRBAC in Section
3.2.

2.2 WebDSL

WebDSL [30] is a high-level domain-specific language (DSL) for creating dynamic
Web applications [13]. It provides developers with the notion of entities for defining
a data-model and enforcing data validation on those entities [12]. Listing 1.1 shows
an example. The properties of an object are specified by their name and their type.
Types can describe values, sets, and composite associations; in particular, the type of
a property can be another entity. For example, in the data model shown in Listing 1.1
the tutor property is of type Teacher, and marks is a property that holds a set of
Mark entities.

Listing 1.1. Student Entity in WebDSL

entity S t u d e n t {
s t u d e n t I D : : String ( name )
c o u r s e s −> Set<Course>
t u t o r −> T eache r
marks <> Set<Mark> ( inverse = Mark . s t u d e n t s )

}

The WebDSL compiler is implemented using SDF [15] for its syntax definition and
Stratego/XT [29] for its transformation rules. It consists of a number of smaller DSLs
(e.g., user interface, access control) that are structured around a core layer. It uses code
transformation techniques [16] to transform the WebDSL code to mainstream Web ap-
plication files (HTML, JavaScript, etc.). It uses these together with other provided lay-
out resources (image, CSS, etc.) to compile and package to a server-deployable WAR
file.

Even tough WebDSL increases the level of abstraction during development, it has
two main shortcomings that our work here addresses. First, it does not support fine-
grained attribute-based RBAC. WebDSL has a powerful data model, and even supports
the validation of input data, but its RBAC model is oriented towards the presentational
elements (i.e., pages and templates), rather than the data model, and remains coarse-
grained. Moreover, if the developer wants to add attributes to the RBAC model, she
needs to hardcode the policy within the application code. Second, it does not check the
correctness of the defined RBAC model elements nor their implementation within the
application code.
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3 ΦRBAC

ΦRBAC is an approach for declaratively defining and implementing a flexible, expres-
sive, and high-level RBAC mechanism on top of WebDSL. It generates access control
elements and then weaves them into the application code in order to enforce the access
control on fine-grained elements of the data model, instances of the data, and template
and page elements. Moreover, it provides a testing mechanism to check the correctness
of the model itself and with regard to its application. In this section we introduce the
language by means of an example.

3.1 Access Control Model

As Listing 1.2 shows, a ΦRBAC model consists of three main sections: basic RBAC
elements (lines 2-5), policy cases (lines 7-11) and coverage (lines 14-18).

Listing 1.2. ΦRBAC Example

1 PhiRBAC{
2 roles{ t e a c h e r ( 1 0 ) , admin ( 1 ) , manager ( 1 ) , a d v i s o r ( 1 0 ) , s t u d e n t (∗ )}
3 hierarchy{ a d v i s o r −> t e a c h e r}
4 ssod{( t e a c h e r , admin , a d v i s o r , manager ) <−> s t u d e n t}
5 dsod{( and ( a d v i s o r , t e a c h e r ) , admin ) <−> manager}
6
7 objects{G ( r o l e A s s i g n m e n t ) , XML ( a d d r e s s ) , Pe rs on . password , P ( marks )}
8 policies{ t e a c h e r , s t u d e n t , admin , a d v i s o r , Self . username == ” f a z ” ,
9 This . User . l o c a t i o n != ”New York ” , Sys . Time (>=9:00 ,<=17:00)}
10 cases{ (+ ,− ,− ,? ,+ ,? ,−) −> ( [ r , u ] , [ r ] , [ s ] , [ r , u ] ) ,
11 (− ,− ,+ ,? ,− ,+ ,+) −> ( [ r , u ] , [ r ] , [ s ] , [ i ] ) }
12
13 coverage {
14 objects{P ( r o o t ) , s t u d e n t . marks}
15 policies{admin , t e a c h e r}
16 cases { ( + , ? ) −> ( [ r , 1 0 0 ] , [ i ] ) , (− ,+) −> ( [ i ] , [ u ,(>80 ,<=100)])}
17 }
18}

Basic RBAC Elements. At the core of an ΦRBAC model are the basic RBAC elements.
The developer first defines roles and their cardinalities (cf. line 2), which specify the
maximum number of subjects that may acquire the respective roles at any given time.
The developer can also define an optional role hierarchy. In the example, the advisor
role is defined as a specialization of teacher (cf. line 3). In addition, the developer can
define optional separation of duty (SOD) constraints [25] (cf. lines 4 and 5). Static SOD
(SSOD) constraints affect the role assignment (e.g., the roles admin and student can
never be assigned to the same subject) while dynamic SOD (DSOD) constraints affect
the role activation. For example, the DSOD constraint in Listing 1.2 states that a subject
cannot activate the manager role together with either admin or both advisor and
teacher roles. We then use a matrix-structure to specify the actual access control
policy as well as the test case coverage. The matrix’ rows and columns labels are given
as the set of controlled objects and the different policy terms, while the entries of the
matrix are given line-by-line as policy cases. These show the relation between the policy
combinations and allowed operations on the respective objects.
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Controlled Objects. ΦRBAC supports access control of objects with different types
and granularity levels. We can divide them into data model, page, and template ele-
ments. The application’s data structure is defined in a data model, which is then trans-
lated into a database type, such as tables in a relational database. The main benefit of
using the data model as a part of controlled objects is that we can define access control
on the data model elements without considering where or by whom they are used within
the application code. ΦRBAC thus allow the data model elements as part of its con-
trolled objects. It supports both coarse-grained elements such as the student entity
shown in Listing 1.2 or more fine-grained components such as speaker property of an
entity Seminar. It is important to note that ΦRBAC consequently supports relations,
such as inheritance, between data-model components as well. For example, the type of
the speaker property can be the Person entity. If this entity is access-controlled,
then ΦRBAC automatically adds all the access control predicates from the Person en-
tity to speaker’s predicate. However, the different properties and entities to be joined
may have conflicting access control predicates, which can make a controlled object
inaccessible. Such conflicts are checked during ΦRBAC’s testing phase.

Since we do not want to force the developer to use ΦRBAC and the existing WebDSL
access control to declare two different types of access control model, the coarse-grained
components (i.e., pages and templates) are also supported within our model as con-
trolled objects. Moreover, we support more fine-grained components of pages and tem-
plates. For page elements the developer can use G(GroupNames) to define a set of group
names and B(BlockNames) to define the block names which are used by an external CSS
style. In WebDSL we can use XML hierarchies within the template code, and the de-
veloper can use XML(NodeNames) to declare a set of XML node names as controlled
objects.

Policy Terms. A policy term is an atomic access control check which can be used as
building block in more complex policies. In ΦRBAC there are two types of policy terms.
First, the developer can use a subset of the roles that were defined. Second, user, data,
or system attributes can also be used as policy terms. In our example, the policy term
Self.username == "faz" defines an access control check based on the current
user (which is represented in ΦRBAC as Self) with the username property faz. The
policy term This.User.location != "New York" defines an access control
check based on a data attribute: for every object (represented by This) of the given type
User that is used in the application, the property location is checked against the
given value (i.e., New York). ΦRBAC allows the usual comparison operators, including
a range restriction. For example in 1.2 the last policy (cf. line 9), creates an access
control check for the system’s office hours. The actual policy is then defined case-by-
case, dependent on the logical status of the policy terms. The logical status is either
activated or true (represented as + in ΦRBAC), not activated or false (-) or don’t care
(?). Note that don’t care is not required but simplifies the specification of complex
policies.

Policy Cases. As shown in Listing 1.2 (see lines 10 and 11), the developer can specify
an arbitrary number of cases. Each case defines a logical combination of policy terms
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for creating an access control predicate. There are five different operations on the con-
trolled objects. The developer can use c to denote that users with the appropriate roles
(or satisfied attribute checks) are allowed to create an instance of the controlled ob-
jects or a set of objects that are embedded within the controlled objects. For example,
if the controlled object is an entity, this case controls the create operations of this entity
throughout the application; if the controlled object is a page, we look at the embedded
objects within the page, and see if there is any create operation related to them. The
developer can use r to allow read operations on the controlled object itself or its em-
bedded objects (i.e., properties as sub-elements). Similarly, to allow update or delete
operations on the controlled object itself or its embedded objects, u and d are used. s
(“secret”) can be used to hide the content of the object itself or its embedded objects.
For example, if the controlled object is User.username then its instance will be hid-
den to the user, regardless of any other specified operations (i.e., create, read, update,
delete). Finally, i (“ignore”) can be used for defining a policy that does not effect the
predicates on the controlled objects.

Note that all of these operations are guarded by the defined access control predicates.
For example, Listing 1.2 line 10 shows that outside the office hours, when the authorized
user with the username faz has the role teacher but not student or admin, then
she cannot see any Person’s password.

Coverage Cases. This part of the model (see lines 13-17 in Listing 1.2) helps the de-
veloper to define a set of independent cross checks on the ΦRBAC model and thus get
assurance about the functional coverage of access control predicates over the controlled
objects. In particular, we allow the developer to specify for each combination of policy
terms to which extend the occurrences of an object within the target application are
controlled. This can be seen as a summary that is independent of the actual access con-
trol mechanism. We allow the developer to define the coverage cases by hand because
only the developer knows about the context of the target application, its security goals,
and in what granularity level both defined ΦRBAC and the target application need to be
checked.

The developer defines a number of cases, which each check the relative coverage
of a set of controlled objects and their related operations for a combination of logical
states (similar to Section 3.1). For example, in Listing 1.2 the first case in line 16 states
a user with the activated role admin must have read access to all the controlled objects
defined in the root page. In other words, all predicates that are derived from the pol-
icy cases (see line 11 in Listing 1.2) and will be woven around the objects within the
root page, must be true for a user with the role admin activated. If we for example
assume that the controlled object user.password is defined in the root page; then
our first coverage case fails: based on the second defined policy case, a user with the ac-
tivated role admin cannot see the instances of user.password. The coverage cases
help the developer to check the defined ΦRBAC model, based on a different view, with
respect to the target application. For example, in Listing 1.2, the policy cases do not di-
rectly cover the controlled object student.marks. However, in the second coverage
case, we check its coverage range based on a case where the user has an activated role
teacher.
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Fig. 1. An overview of the ΦRBAC generation pipeline

3.2 Code Generation from ΦRBAC Models

The ΦRBAC code generation process is divided into a testing and a transformation
phase (see Figure 1). The aim of the testing phase is to validate and verify the access
control model itself and its integration into the target application. As the ΦRBAC model
is defined separately from the application code, the aim of the transformation phase is
to first generate the access control elements (e.g., data model, access control predicates,
etc.) and then to weave them into the target application code.

Testing Phase. A number of studies [23,20,21] highlight the fact that developing an
access control mechanism is error-prone and the result therefore needs to be tested.
Unlike the prior approaches, we emphasize the fact that correctness and completeness
of the access control model on its own is not enough and the target application must
be considered as well, based on the defined access control model. The access control
predicates are derived from the access control model and need to be implemented (in
our case generated) and inserted around the desired objects. Even a partial failure of
doing so will result in application code that is compilable but has a number of security
holes that need to be handled after the application deployment phase. This leads to
high testing and maintenance costs after the deployment of the application. It is ideal
to give a full guarantee to the developer for the defined access control model and its
target Web application before deployment phase. The testing phase consists of three
consecutive white-box testing steps (see Figure 1). Failure of each step will terminate
the rest of the compilation and its related error messages will be given. In the first step,
the defined ΦRBAC model is verified using model checking. Second, the application
code is validated with respect to the defined ΦRBAC model. Third, the coverage is
checked against the defined objectives.

Model Verification. This step mechanically verifies the correctness and completeness
of an ΦRBAC model using SMT solver, Z3 [7]. Here, we first verify the correctness of
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the defined basic RBAC elements and of each individual case defined in the policy and
coverage cases with respect to the defined attributes. Second, we check the complete-
ness of the policy and coverage cases. Since Z3 takes a representation of the model in
first-order logic (FOL) and decides its satisfiability, our verification approach is to gen-
erate a number of FOL formulas from the given ΦRBAC model, and let Z3 check them
individually. We then mechanically analyze Z3’s output results to come to a conclusion
about the correctness and completeness of the original model.

The basic RBAC elements can already create conflicts in the model. For instance, if a
role supervisor inherits from a role teacher but there is also a (dynamic or static)
SOD relation between them, then this specification creates a conflict and consequently
an error in the model, because these two roles must be activated (due to the inheritance
relation) and deactivated (due to the SOD) at the same time. To check the correctness of
the basic RBAC elements, we first mechanically check if there are any undefined roles
in inheritence, SSOD, and DSOD relations. Second, we check for possible conflicts
between the hierarchy and SSOD (respectively DSOD) constraints by generating two
FOL formulas to check with Z3. If the result is unsatisfiable (UNSAT), then there is
an error in the defined basic RBAC structure. However if all the results are satisfiable
(SAT) then the structure of basic RBAC elements is correct and we consequently go
to the next step to check the correctness and completeness of the individually defined
policy and coverage cases.

The defined cases can cause three types of errors that need to be checked:

– Incorrect Case. The policy terms and the policy signs specified in each case can
be inconsistent with the other RBAC elements. For example, if there is a SSOD
relation between the teacher and student roles, a case should not define a
predicate in which both roles are active (i.e., have a “+” as policy sign), because
the case can then never apply. is an error in the model if each has + for their policy
sign. Similarly, we have an inconsistency if there is an inheritance relation between
a parent and a child role, and a case states the parent role is not active but the child
role is active.

– Overlap. If two cases overlap, then the respective access control predicatas can be
true at the same time; if the specified access rights are then different, the model
is inconsistent. An overlap between two cases can be detected by comparing the
corresponding pairs of policy signs: if the signs for at least one policy term are
complementary (i.e., one is active (“+”) while the other is not (“-”)), then there can
be no overlap.

– Incompleteness. If the defined policy or coverage cases do not fully cover all the
possible cases, then we have incompleteness.

The correctness of each case is checked in two steps. First, we need to check the de-
fined Time and Date attributes and their intervals (if any). For example, we have an er-
ror, if the policy terms Sys.Time(>=7:00,<=9:00) and Sys.Time(>=6:00,
<=6:30) are both activated in a single case, because this policy can never be true (i.e.,
the time can not be between 6 and 6:30am and between 7 to 9 am at the same time).
Such error are checked during compile time by a set of custom Stratego strategies. In
the second step we check the basic RBAC elements by generating a FOL formula from
these elements, using the truth values corresponding to the policy signs for each policy
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term. Then, Z3 is called to check the satisfiability of the formula; a SAT result means
that we have a correct case, and UNSAT means that we have an error. For example, to
check the correctness of the RBAC elements defined in Listing 1.2 Line 11, in addi-
tion to the defined RBAC structure (Listing 1.2 lines 2-5), we derive a FOL formula
that states admin must be true and teacher and student must both be false. In
this case, Z3 gives us a SAT result, which means that there is no conflict in the defined
RBAC model.

For overlap checks, we pair any two cases and generate a FOL formula in which there
is a conjunction between these two cases and their sub-elements. Then we check each
pair for satisfiability; (UN)SAT means that the two cases are (not) overlapping. Then,
the overlapping check is repeated until all combinations are covered. For example for
a policy set {teacher, student}, if we have two cases (+,-) and (+,?), then their
FOL formula will be (teacher && not student) && (teacher), in which
the SMT solver will give a SAT message that results in an error message because these
two cases are overlapping. In case of incompleteness checks, we disjunctively link the
negation of all of the cases and conjunction with the policy signs of each negated case.
We then call Z3 to check the model for satisfiability. If the result is SAT, then there is
a missing case and Z3 gives a counterexample for it. Since this produces the missing
cases one-by-one, we need to respectively update and re-check the model, until Z3
finds no more missing cases. All steps mentioned above happen during compile-time.
Since the developer does not know about Z3 and its results, we need to interpret these
results for the user in terms of the ΦRBAC elements. During the last step, we parse the
model checking results (UNSAT, SAT) and by retrieving its representation elements in
the abstract syntax tree (AST) we give the error during the compilation based on the
ΦRBAC elements.

Web Application Validation. In our approach, the access control predicates are wo-
ven into the application code around the controlled objects. The controlled objects and
consequently their predicates may be nested within each other and can so create a set
of conflicts. For example, in Listing 3, we have two different controlled objects, in
which the instances of all users’ username are embedded within the sub-element of
the page UserList. We have P1 that protects UserList and P2 that protects the
instances of users’ username. Moreover, P1 indirectly protects P2 as P2 is nested
within P1. Let us assume that P1 and P2 can conflict, e.g., P1 is true for users with
the role teacher activated and P2 is true for users with the role admin activated
but in the access control model there is also an SSOD relation between role teacher
and admin. It is clear that users with the role admin activated can never access the
instances of users’ username, even though they have a right to do so. We call these
situations dead authorization code and the following steps are used for finding such
situations.

Listing 1.3. Nested controlled objects and their related predicates may create a set of conflicts

1 if ( P1 ){ group ( ” U s e r L i s t ” ) {
2 if ( P2 ){ for ( u : User ){
3 output ( u . username ) / / c o u l d be u n r e a c h a b l e
4 }}
5 }
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– Sorting and Pairing. First, we sort all policy cases based on the controlled objects,
their related operations and predicates. Then, for each possible pair of objects, we
create a list that is the union of all related predicates for that pair.

– Potential Conflicts. We check for conflicts between the predicates of each pair with
respect to the defined RBAC structure. For this reason, for each pair, we transform
their predicates and the defined RBAC structure into a FOL formula and check its
satisfiability by using Z3; in case of UNSAT, we have a conflict.

– Conflict Detection. Now, we have a list of pairs in which the predicates create a
conflict. We finally check whether the paired objects are embedded within each
other in the application, and if so, we have found an error.

Coverage. The aim of this step is to check the required access control coverage based
on the defined policy and coverage cases, and to provide feedback to the developer
about the potential shortcomings of the defined ΦRBAC model. A coverage percentage
shows what percentage of an object’s occurrences in the application is protected directly
or indirectly by the derived access control predicates that are defined in the policy cases.
For each controlled object used in the coverage cases, the coverage percentage is cal-
culated. The following three steps sketch the calculation of the coverage percentage for
each controlled object:

– Sorting and Pairing. We sort both coverage and policy cases into two lists. We then
combine each coverage case with all the policy cases.

– Finding Related Cases and Partial Coverage. We then need to find all the related
policy cases for each coverage case based on the access control predicate. For this,
we transform each pair of cases into a FOL formula such that the policy case’s
predicate is used as it is but we transform the negation of the coverage predicates.
Then we call Z3 to check the satisfiability of the formula. If it is SAT, we omit
the paired cases from the coverage computation, as they are not related; however
in case of UNSAT, the predicates are related and we use the corresponding object
and operation to calculate the coverage of the object based on that particular related
predicate.

– Overall Coverage. We continually repeat the last step to find out all the direct and
indirect coverage of each (object,operation) pair based on the defined policy cases.
Then, we divide the total value of the computed coverage by the total number of
the occurrences for the object throughout the application.

If the computed coverage is outside the specified range we give an error that de-
scribes the ΦRBAC elements that fail the coverage check, and terminate the compila-
tion. The developer can then fix the coverage errors based on the defined ΦRBAC model
and/or the target application.

Transformation Phase. As Figure 1 shows, the transformation phase is divided into
generating the required elements and then weaving them throughout the Web applica-
tion code. These elements are related to the RBAC and access control predicates of the
system that are defined in the ΦRBAC model.
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RBAC Generation. First, elements generated from the ΦRBAC model have to be added
to the Web application’s data model, in order to provide the data manipulation mecha-
nisms for roles and their associated activities, such as maintaining list of assigned roles
for each user. Second, these generated elements have to provide a role management
mechanism for the authenticated users of the application. This mechanism consists of
the role assignment and activation modules that are based on the overall RBAC struc-
ture defined within ΦRBAC model.

To extend the Web application’s data model, we need to find the entity that represents
the users of the system. In WebDSL, the developer uses the notion of principal to define
the users’ authentication credentials. For example, in Listing 1.4, the authentication is
based on the username and password properties of the Person entity which represents
the user of the system. We also use this entity type to represent that users have a given
role (Listing 1.5, line 4) and extend it to store a set of assigned roles for each user (line
12). In addition, the session element must be extended to hold the activated roles for
each user. In this we extend the data model of the application by generating the role
entity (lines 2-9), extending the Person entity (lines 10-13); and extending the Web
application session (lines 15-17).

Listing 1.4. WebDSL authentication credentials

principal is Pers on with credentials username , pas s word

Listing 1.5. Generated data model elements

1 / / G e n e r a t e d Role e n t i t y
2 entity Role {
3 name : : String ( name )
4 u s e r s −> Set<Person>
5 i n h e r i t e n c y −> Set<Role> ( optional )
6 s s od −> Set<Role> ( optional )
7 dsod −> Set<Role> ( optional )
8 c a r d i n a l i t y −> Int
9 }
10 / / E x tend ing ’ Person ’ e n t i t y f o r r o l e a s s i g n m e n t
11 extend entity Pers on{
12 a s s i g n e d R o l e s −> Set<Role> ( inverse=Role . u s e r s )
13 }
14 / / E x tend ing s e s s i o n f o r a c t i v a t e d r o l e s
15 extend session securityContext{
16 a c t i v a t e d R o l e s −> Set<Role>
17 }

We already checked the correctness of the RBAC structure defined within the
ΦRBAC model (see 3.2) and as shown in the generated role entity, we store each role’s
characteristics (e.g., SSOD) for the RBAC management component. The SSOD rela-
tions between the roles is used in the role assignment component which during the
run-time of the system must not allow the administrator to assign conflicted roles to
any users of the system. The DSOD relation between roles is used in the role activa-
tion module of the system, to ensure that two roles in the DSOD relation cannot be
activated in any user’s session. The inheritance relation between roles is used for both
role assignment and role activation modules. These relations must be considered for
the overall structure of the defined RBAC; in particular, we need to consider more than
the directly defined relations for each role. For example, if a role advisor inherits
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from the role teacher, and teacher has an SSOD relation to manager, the roles
advisor and manager can never be assigned to one user, even if the defined model
did not explicitly state any SSOD relation between advisor and manager. In order
to get all direct and indirect relations of each role, we translate the RBAC structure into
a FOL formula, where we give a true value to the role whose relations, we want to
check and use the SMT solver to get a counterexample in which the related roles are
either true (due to inheritance relation) or false (due to SSOD or DSOD).

Predicate Generation. At this stage, we know that all specified cases are non-
overlapping and correct. Each case then represents a predicate that is used to protect the
controlled objects and their related operations. Before starting to generate the access
control predicates, we first sort the cases based on controlled objects and operations, by
joining their predicates where there is a same operation on the controlled object. For
example, in Listing 1.2, for the controlled object Person.password both defined
cases result in a secret operation. Therefore, the access control predicate that protects
the instances of Person.password is equal to: (teacher && not student
&& not admin) || (not teacher && not student && admin). These
sorted cases will be parsed into an AST which is used by the predicate generator to
generate a set of predicates that can be woven around the controlled objects in the Web
application’s AST.

Weaving Stage. Weaving is the last step in the ΦRBAC transformation phase. In this
step, we first get the result of the RBAC and predicate generators. For the RBAC gen-
erator, the result is an AST that represents a number of modules that hold the generated
data model and RBAC management component of the system. We weave these mod-
ules into the Web application’s AST and we add a navigator to the authentication code
to redirect the user to the role management component after successful authentication.
Any user has access to their role activation component, however the role assignment
component is protected, based on the access rights that are defined in ΦRBAC model
(as shown in Listing 1.2). We then repeatedly traverse the Web application’s AST, and
iteratively weave in the generated access control predicates around any occurences of
the controlled objects. In terms of predicates, the generated AST holds all the predicates
sorted based on operations on the controlled objects. We finally pass the updated AST
to the next step within the WebDSL compiler.

4 Case Study

The aim of this section is to show the benefits and limitations of the ΦRBAC modeling
language and its code generation mechanism, based on the evaluation of a case study.
The main objective of the evaluation is to check the efficacy of ΦRBAC during the
development phase of a target application with a reasonably large data model, based
on a rich set of policies. We chose a departmental Web site as a target application.
Moreover, the goal of the evaluation is to derive a set of findings that can be used to
improve any RBAC-based access control model, including ΦRBAC, that is intended to
be used in the Web application domain.

We implemented our case study using WebDSL for the Web elements and ΦRBAC
for the access control elements of the application. This case study is created and
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deployed for a language research group to cover their internal (e.g., organization of
vivas) and external (e.g., publications) needs and to provide a fine-grained access con-
trol over the objects.

4.1 Web Application Description

In this case study, the Web application consists of three main elements, data model,
pages, and access control. We divided the data model elements into two categories;
users and activities. Users’ entities belong to different types of users in the system such
as academics or visitors. The second set of entities are related to the available activities
such as adding an interest. The access control data model is generated at compile time.
The size of the data model is quit large. We have nine different entities for the differ-
ent types of users (e.g., academic, student) and 13 entities that cover the objects
involved in activities (e.g., publications). Overall, we have 189 properties that are
associated with 22 entities. These are the fine-grained objects that are used throughout
the application code for a number of times. We divided the pages based on the different
types of users and activities, regardless of the operations used for the system objects.
Hence, there is only one page for each type of data and in that page all the available
operations exist, but each part of the page will be access-controlled based on the poli-
cies defined in the ΦRBAC model. The access control elements for this case study are
derived from the needs of the different types of users in a research group. For example,
an academic can be a supervisor of a PhD student; however, she cannot be
an examiner of a PhD student who she is supervising.

4.2 Evaluation and Findings

To evaluate the ΦRBAC model and mechanism, we looked at three aspects: modeling,
testing, and transformation phases. The errors in the model were divided into attribute,
RBAC, and the application errors, respectively. These errors were discovered before
the transformation phase and consequently application deployment. The transformation
strategies that were used in testing and transformation phase were tested, in a white-box
manner, during their development. The woven AST was inspected manually to make
sure all objects were correctly covered by the corresponding access control predicates,
and conversely, that no unguarded objects were accidently covered directly or indirectly
by any predicates.

The benefits are divided into development efficiency on one side, and correctness and
completeness of the model and target application, respectively, before its deployment
on the other side. During our case study, the ΦRBAC model was developed separately
from the application code. So, in case of errors the developer did not need to search
through the access control definitions scattered through the application code. Moreover,
the ΦRBAC is developed at the right abstraction level: the developer did not need to use
any specific object or agent-oriented terminology to define the access control compo-
nents and just used the access control concepts such as roles, as they are . ΦRBAC is
also a cost effective solution. In our case study the compilation time of our access con-
trol model was just 4.5 seconds on a machine with 4GB RAM and 2.3GHz CPU, to
cover instances of 189 unique objects throughout the application. The correctness and
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completeness checks on the ΦRBAC model give an insurance to the developer about the
access control of the system, so any security failure of the system during its run-time is
not related to its access control element but to the other security elements of the system
such as data encryption.

ΦRBAC’s weakness originat in the RBAC approach itself; in particular, RBAC does
not support an ownership notion. For instance, if in a research group we have a policy
that states that the supervisor can edit their students’ travel allowance, then any user with
the role supervisor can edit the travel allowance of any student in the group regardless
of who is the supervisor of those students. In order to overcome this flaw, the developer
needs to introduce a number of unnecessary roles such as supervisorOfStudentA
to enforce the mentioned policy. So ΦRBAC would be more efficient if the developer
could use the ownership notion as a policy term.

5 Conclusions and Future Work

This paper introduced ΦRBAC, a declarative and fine-grained role- and attribute-based
access control model for the Web application domain that enforces separation of concerns
between application and access control model at the right abstraction level. ΦRBAC is
defined and implemented as an extension to a domain-specific language, WebDSL, and
its compiler. Its architecture is divided into a testing phase and a subsequent transforma-
tion phase. The testing phase uses a fast mechanism to check the correctness and com-
pleteness of the model and the application via code transformation and model-checking
techniques. We showed how dead authorization code could occur in a fine-grained ac-
cess control model, and how we check for this before the generation phase. We evaluated
the approach and its mechanism based on an application example. The example demon-
strated the efficacy and benefits of ΦRBAC in terms of defining a fine-grained access
control model and checking correctness, completeness and sufficiency. Furthermore, it
showed the applicability of ΦRBAC model for large data models based on a rich set of
policies.

For future work we like to introduce the notion of ownership [22], as a policy term,
to improve the ΦRBAC model and its mechanism. Also, we plan to integrate other
well-known access control models, to achieve access control integration for Web ap-
plications that are constructed from mixed sources and require different access control
models for different parts of the application. Moreover, in terms of the ΦRBAC archi-
tecture, we like to explore the possibility of generating our access control predicates
on top of the database tier so that the application can retrieve access control settings
from the database at run-time and take advantage of the database tier’s security options.
Furthermore, we will introduce authorization management systems for defined access
control models within an application.
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Abstract. The contextual information associated to the work of a developer can
be used to identify the source code artifacts that are more relevant at a specific
point in time. This information is essential to reduce the effort spent by developers
when searching for needed source code artifacts. We propose a context model that
represents the focus of attention of the developer at each moment. This context
model adapts automatically to changes in the focus of attention of the developer
by detecting context transitions. We have developed a prototype that was sub-
mitted to an experiment with a group of developers. The results collected show
that the use of our context model to rank, elicit and filter relevant source code
elements for the developer is very promising.

Keywords: Context Modeling, Context Capture, Context Transitions, Software
Development, IDE.

1 Introduction

The interest in the many roles of context comes from different fields such as literature,
philosophy, linguistics and computer science, with each field proposing its own view
of context [1]. The term context typically refers to the set of circumstances and facts
that surround the center of interest, providing additional information and increasing
understanding. The context-aware computing concept was first introduced by Schilit
and Theimer [2], where they refer to context as “location of use, the collection of nearby
people and objects, as well as the changes to those objects over time”. In a similar way,
Brown et al. [3] define context as location, identities of the people around the user, the
time of day, season, temperature, etc. In a more generic definition, Dey and Abowd [4]
define context as “any information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applications themselves”.

With the increasing dimension of software systems, software development projects
have grown in complexity and size, as well as in the number of features and technologies
involved. During their work, software developers need to cope with a large amount of
contextual information that is typically not captured and processed in order to enrich
their work environment. Especially, in the IDE, developers deal with dozens of different
artifacts at the same time. The software development process requires that developers
repeatedly switch between different artifacts, which often depends on searching for
these artifacts in the source code structure. The workspace of developers frequently
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comprises hundreds, if not thousands, of artifacts, which makes the task of searching
for relevant artifacts very time consuming, especially when repeated very often. The
contextual information associated to the work of a developer can be used to identify
the source code artifacts that are more relevant at a specific point in time. Although
the work of a developer is typically task oriented, it is too complex and dynamic to be
easily sliced into simple tasks. The developer often addresses more than one task in a
short period of time, or even at the same time, and the transitions between these tasks
are not explicit. This behaviour makes it difficult to identify the context of a task and
to know when the developer switches between tasks. We believe that more important
than identifying the context for each one of the tasks the developer has at hands, is to
understand what is the focus of attention of the developer at each moment and adapt as
it changes.

We propose a context model that represents the focus of attention of the developer
at each moment. This context model comprises a structural and a lexical dimensions.
The structural context focus on the source code elements and their structural relations,
while the lexical context focus on the terms used to represent these elements. This con-
text model adapts to changes in the focus of attention of the developer, automatically
detecting context transitions, either to a new context or a previous one. We have imple-
mented a prototype, named SDiC1 (Software Development in Context), in the form of a
plugin that integrates the context modeling and transition mechanisms in Eclipse2. The
prototype was submitted to an experiment with a group of developers, in order to collect
statistical information about the context modeling process and to manually validate the
context transition mechanism.

The remaining of the paper starts with an overview of related work. Then we intro-
duce the developer context model and section 4 explains how the context transition is
processed. The prototype developed is described in section 5. The experimentation and
results discussion is presented in section 6. Finally, section 7 concludes the paper with
some final remarks and future work.

2 Related Work

Kersten and Murphy [5] have been working on a model for representing tasks and
their context. The task context is derived from an interaction history that comprises
a sequence of interaction events, representing operations performed on a software pro-
gram’s artifact. They then use the information in a task context either to help focus the
information displayed in the IDE, or to automate the retrieval of relevant information
for completing a task. Although our structural context was inspired by their work, we
have expanded this model with a lexical dimension. Also, we do not attach the context
of the developer to tasks, we see the context model as a continuous and dynamic struc-
ture that adapts to the behaviour of the developer. Instead of requiring developers to
explicitly define where a task starts and ends, our approach automatically adapts to the
changes in the focus of attention of the developer, identifying which artifacts are more
relevant for the activities of the developer in each moment.

1 http://sdic.dei.uc.pt
2 http://eclipse.org

http://sdic.dei.uc.pt
http://eclipse.org
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In the same line of task management and recovery, Parnin and Gorg [6] propose an
approach for capturing the context relevant for a task from a programmer’s interactions
with an IDE, which is then used to aid the programmer recovering the mental state asso-
ciated with a task and to facilitate the exploration of source code using recommendation
systems. Their work is essentially focused on methods, while our approach also covers
classes and interfaces, and they do not take into consideration the interest value of these
methods to the developer.

More recently, Piorkowski et al. [7] have implemented an algorithm that takes into
account a list of the last methods visited by the developer to produce a list of recommen-
dations, including methods previously visited and not previously visited by the devel-
oper. The recommendations are retrieved and ranked according to a spread-activation
algorithm based on a graph representing the source code structure and the words shared
between methods. The recency information was also taken into account, by applying
a greater activation to more recently accessed methods. Their approach is comparable
with that proposed by Parnin and Gorg [6], as they also focus the methods recently
visited by the developer.

Holmes and Murphy [8] proposes Strathcona, an Eclipse plugin that allows to search
for source code examples. The process consists of extracting the structural context of
the code on which a developer is working, when the developer requests for examples.
The search is based in different heuristics, such as inheritance relations and method
calls, by matching the structural context with the code in the repository. The contextual
information is explicitly provided by the developer when searching for source code
examples, while our context model is automatically built from the interactions of the
developer in the IDE.

Ye and Fischer in [9], propose a process called information delivery, which consists
in proactively suggesting useful software engineer’s needs for components. The process
is performed by running continuously as a background process in Emacs, extracting
reuse queries by monitoring development activities. They use the JavaDoc comments
as context to create a query for retrieving relevant components. With the idea that code
fragments using similar terms in the identifiers also use similar methods, Heinemann
and Hummel [10] proposes the use of the knowledge embodied in the identifiers as a
basis for recommendation of methods. They use the identifiers of a few source lines
preceding a method call as context. These approaches focus on the identifiers and com-
ments used in the source code to complement a query used to retrieve relevant artifacts.
They do not take into consideration the focus of attention of the developer or the relative
relevance of a specific artifact manipulated by the developer.

Warr and Robillard [11] developed a plugin for the Eclipse IDE to provide program
navigation, by suggesting potentially relevant elements for the current context. The con-
text is created by the user by dragging and dropping elements of interest into a view.
It retrieves and ranks all the elements in the project’s source code by taking into ac-
count their structural relations to any of the elements in the context. The contextual
information is provided by the developer through a set of elements of interest, while
our approach automatically identifies these elements of interest and how their interest
evolves over time.
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Fig. 1. Abstract representation of the process used to build the context model

3 Context Modeling

The context model we have defined aims to represent the context of the developer in
relation to the source code elements that are more relevant to the work of the developer
at each moment. The model is built from the interactions of the developer with the
source code elements and evolves over time, as the focus of attention of the developer
changes. It comprises a structural and a lexical dimensions, representing both the source
code elements and the terms used to represent these elements. The process of building
the context model from the developer interactions is illustrated in figure 1 and will be
described in more detail on the following sections.

3.1 Structural Context

The structural context focuses on the structural elements and structural relations that are
more relevant for the developer in a specific moment. The relevance of these elements
and relations is derived from the interactions of the developer with the source code
and is represented as an interest value. The structural context was inspired by the work
of Kersten and Murphy [5], which have used a similar model to represent the context
associated to a task. Next, we describe the structural context in more detail, including
the structural elements and structural relations.

Structural Elements. The structural elements represent the source code elements with
which the developer is interacting, including classes, interfaces and methods. Associ-
ated to each element is an interest value that is derived from the analysis of the interac-
tions of the developer with that element. The impact of each interaction in the interest of
an element has been defined based on our experience and some empirical tests, reflect-
ing how that interaction contributes to increase or decrease the relevance of the element
in the context of the developer. When an element is opened, or accessed for the first
time, it is added to the structural context and its interest is increased by 0.4. When the
element gains focus or is edited, its interest is increased by 0.2 and 0.1, respectively.
The more the developer accesses or edits an element, the more relevant it becomes in
the context model. When an element is closed, its interest is decreased by −0.4.

As time passes, the interest of the elements must be decayed, so that the relevance of
an element in the context of the developer decreases if it is not used over time. The decay
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may be processed in different ways, for instance, as applied in previous works [5,6], the
interest of an element can be decreased proportionally to the number of interactions of
the developer over time. We opted to use an approach based on time, so that the interest
of the elements is decreased as time passes. This way, the interest of an element is not
affected by the interactions of the developer with other elements, it is based only on the
interactions that affected that element and the time passed since its last interaction. The
decay is processed every five minutes and applies a variation of −0.1 to the interest of
every structural element in the context model. These parameters were defined according
to our own experience and observations during the implementation of the approach. In
order to prevent loosing context when the developer is distracted, or away for some
reason, the decay is executed only if the developer has been active in the IDE since the
last decay. When the interest of an element reaches zero, that element is finally removed
from the structural context.

Consider SE the set of structural elements stored in the workspace of the developer.
Let I(se) be the interest associated to an element se, then the structural elements repre-
sented in the context model would be the subset of structural elements in the workspace
with a positive interest (CSE ⊆ SE), as defined in equation 1.

CSE = {se1, se2, . . . , sen | I(sei) > 0} (1)

Consider E an event that affects an element se, including interactions and decays,
and EΔ the variation applied to the interest of the element se affected by the event E.
Then, the interest of an element is computed using equation 2, where I ′(se) denotes the
interest associated to the structural element se, before normalization, andEΔ

i represents
the ith event of the n events that affected element se.

I ′(se) =
n∑

i=1

EΔ
i (2)

As the developer interacts with the source code elements, their interest grows without
restriction. This could lead to a situation in which an element could obtain a dispropor-
tionate interest in relation to the remaining elements. This would make it difficult to
compare the relative relevance of such an element in relation to the relevance of other
elements. Taking this into account, the final interest of an element is always normalized
to the interval [0, 1]. The normalized interest I(se) is computed using an inverted expo-
nential function, as shown in equation 3, assuring that the interest of an element has an
exponential growth, becoming very close to 1 for values over 5.

I(se) = 1−
(

1

eI′(se)

)
(3)

As shown in figure 2, the structural elementsContextModel,ContextElement,
setInterest and getInterestwere added to the structural context because they
were manipulated by the developer at some point in time. The relevance of these elements
to the developer is given by their interest values, which evolved according to the different
interactions of the developer with that elements over time.
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Fig. 2. Example of how the context model is derived from a set of interactions in the interaction
timeline

Structural Relations. The structural relations represent the relevance of the rela-
tions that exist between the source code element that are being manipulated by the
developer. These relations represent the structural relations that exist in the Java pro-
gramming language, but are common to most of the object oriented programming
languages, and can be categorized in three groups: inheritance (extensionOf and
implementationOf), composition (attributeOf and methodOf) and
behaviour (calledBy, usedBy, parameterOf and returnOf). The relevance
of the structural relations can be used to measure the relevance of source code elements
that are not being used by the developer, but are structurally related with the elements
that are in the context model.

Because the structural relations are not directly affected by the interactions of the de-
veloper, their relevance is derived from the structural elements that exist in the structural
context. When two, or more, structural elements are bound by one of these relations,
that relation is added to the structural context. Associated with each relation is an in-
terest value that represents the relevance of that relation in the context of the developer.
The interest of a relation is computed as an average of the interest of all structural el-
ements that are bound by that relation. This way, the relevance of a structural relation
reflects the relevance of the structural elements that brought it to the structural context.
The structural relations and their interest are updated whenever the structural context
changes. When no more structural elements are bound by a relation, it is removed from
the structural context.

Consider SR the set of relations defined before. Let I(sr) be the interest associated
to relation sr, then the structural relations represented in the context model would be
the subset of structural relations with a positive interest (CSR ⊆ SR), as defined in
equation 4.
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CSR = {sr1, sr2, . . . , srn | I(sri) > 0} (4)

The interest of a structural relation is computed using equation 5, where sesri repre-
sents the ith structural element of the n structural elements bound by relation sr.

I(sr) =

n∑
i=1

I(sesri )

n
(5)

The structural relations represented in figure 2, attributeOf and methodOf,
were added to the structural context because there are structural elements bound by
these relations. The structural element ContextElement is an attribute of the struc-
tural element ContextModel, while setInterest and getInterest are meth-
ods of ContextElement. The interest associated with these relations represents the
average interest of the elements that are bound by them.

3.2 Lexical Context

The lexical context focus on the terms that are more relevant in the context of the devel-
oper. It comprises a list of terms that are extracted from the names of the source code
elements that are manipulated by the developer. The name of source code elements in
the Java programming language typically follow the CamelCase3 naming convention,
resulting in one or more terms joined without spaces and with the first letter of each
element capitalized. We use this characteristic to extract the different terms associated
with a structural element. The lexical context comprises all the terms extracted from
the structural elements in the structural context. Similarly to the elements and relations
in the structural context, the relevance of each term is given by an interest value. The
interest of a term is computed as an average of the interest of the structural elements
from which the term was extracted. The more relevant is a structural element, the more
relevant become the terms used to reference that element. The relevance of these terms
can be used to identify source code elements that are lexically related with the source
code elements that are currently relevant for the developer. When the structural elements
change, the lexical context is updated accordingly.

Consider LE the set of all lexical elements used to reference the source code el-
ements in the workspace of the developer. Let I(le) be the interest associated to the
lexical element le, then the lexical elements represented in the context model would be
the subset of lexical elements in the workspace with a positive interest (CLE ⊆ LE),
as defined in equation 6.

CLE = {le1, le2, . . . , len | I(lei) > 0} (6)

The interest of a lexical element is computed using equation 7, where selei represents
the ith structural element of the n structural elements from which the lexical element le
was extracted.

3 http://en.wikipedia.org/wiki/CamelCase

http://en.wikipedia.org/wiki/CamelCase
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I(le) =

n∑
i=1

I(selei )

n
(7)

The terms in the lexical context of figure 2, model, context, element, set,
interest and get, were extracted from the elements in the structural context. Their
interest represents the average DOI of the structural elements referenced by them.

Because terms are not explicitly related as the source code elements, the terms used
in the names of all the source code elements that exist in the workspace of the de-
veloper are analyzed in order to identify terms that are related by co-occurrence. The
co-occurrence relation is created when two terms are found in the name of a source
code element. In a linguistic sense, co-occurrence can be interpreted as an indicator
of semantic proximity [12]. We use co-occurrence as a measure of proximity between
two terms, assuming that if the terms are used together to represent the same entity, that
means they are related. These relations are then used to understand how the source code
elements are related with each other from a lexical point of view. We also identify terms
that are very frequent, such as get, set, etc. These very frequent terms co-occur with
a variety of other terms and end up connecting almost every term in a distance of three
relations. To avoid this, we chose to ignore all the terms that would fall in the top 30%
of all term occurrences.

4 Context Transitions

As the focus of attention of the developer changes, the notion of what is relevant to the
work of the developer also changes and the context model must be adapted accordingly.
The context model described was designed to represent the focus of attention of the
developer at each moment, but does not provide, by itself, the mechanisms needed to
adapt as the focus of attention changes, which sometimes happens very fast. Because
the developer commonly addresses more than one task in a short period of time, or
even at the same time, the focus of attention is dispersed through different parts of the
source code structure. This means that, in fact, more than one context model exist in
parallel, and they must be activated and deactivated as the focus of attention changes.
This issue has been addressed with a mechanism to deal with context transitions, as
the focus of attention of the developer changes. This way we may have several context
models, that are stored in a context model pool, with only one context model active at
each moment. The system automatically detects the changes in the focus of attention of
the developer and decides whether a new context should be created or an existing one
should be activated.

4.1 Transition Detection

To detect changes in the focus of attention of the developer, we use the way source code
elements added to the context model are related with those that are already in the con-
text model. When the attention of the developer shifts to a different part of the source
code structure, it is expected to see, in a short period of time, a reasonable number of
interactions with source code elements that have no relation with those in the current
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Fig. 3. Example of how the context transition window is applied to the interaction timeline

context model. We assume that in such a situation, the system must adapt to the change
that is occurring in the behaviour of the developer and make a transition to a new con-
text, or an existing one. To detect these situations we have defined a mechanism based
on a transition window and a set of transitive elements (see figure 3). The transition
window is a fixed time window that represents the time span within which a certain
number of elements, having no relation with the current context, will start a context
transition. We call these elements of transitive elements, and they can be either hard or
soft transitive. The hard transitive elements are those that have no close relation with
the elements in the current context, whereas the soft transitive elements are those that
have some kind of relation with only hard transitive, or other soft transitive, elements.
The time window moves along the interaction timeline as time passes. The hard or soft
transitive elements that reach the limit of the time window are no longer marked as
transitive elements. When the number of hard transitive elements reaches a threshold
of 3, or the number of soft transitive elements reach a threshold of 6, within a context
transition window of 3 minutes, a context transition is initiated.

As illustrated in figure 3, the transition window is located at the head of the interac-
tion timeline. There are three elements that were accessed within the transition window,
one is a hard transitive element, one is a soft transitive element and the other is an
element that was already in the context model. The DatabaseManager class is con-
sidered a hard transitive element because it has no relation with any of the previously
manipulated elements, while the getConnection element is considered a soft transi-
tive element because it is a method of the DatabaseManager class but is not related
with the remaining elements in the context model. The ContextElement method is
not considered a transitive element because it was manipulated before and was already
in the context model.

4.2 Transition Processing

When a context transition is detected, the system must remove the transitive elements
from the current context, deactivate it and decide if a new context should be created or
an existing one should be activated. To activate an existing context, one must assure that
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the developer is changing the focus of attention to a part of the source code structure
that originated the existing context. The system decides if an existing context should be
activated by comparing its elements with the transitive elements, those that were used
to detect the context transition in the first place.

For an existing context to be activated it has to contain all the transitive elements.
A context model that contains all the transitive elements assures that the new focus
of attention of the developer will be properly represented. Also, such a context model
increases the odds that the remaining elements in that context model are also relevant,
because they are very likely to be related with the transitive elements. In case that the
activated context model does not correctly represent the new focus of attention of the
developer, the context transition process will be there to detect this situation and process
a new context transition, if necessary. When there are no other context models, or when
the condition for activating an existing context model is not satisfied, a new context is
created. The transitive elements are added to this new context and then it is activated.

5 Prototype

We have implemented a prototype in the form of a plugin, that integrates the context
modeling and context transition mechanisms in the Eclipse IDE. The activity of the
developer is monitored in the background in order to build the context model and detect
context transitions.

The prototype provides an interface where all the information related with the context
modeling and context transition processes can be consulted (see figure 4). The interface
shows a list of all the context models that have been created (see 1 in figure 4). When one
of these context models is selected, all the information related with the selected context
model is presented, including information about the structural and lexical contexts. A
list of events (Added, Removed, Activated and Deactivated) associated with
the context model is presented (see 2 in figure 4). Concerning the structural context,
we can see the structural elements (see 3 in figure 4) and structural relations (see 4 in
figure 4) that exist in the selected context model, as well as a visual representation of
their current interest value. The hard and soft transitive elements are shown in gray,
with the soft transitive elements having a lighter grey than the others. When one of the
elements or relations is selected, a list of the events (Added, Removed, Interest
Incremented and Interest Decremented) that affected that element are pre-
sented (see 5 in figure 4) and a chart representing the evolution of its interest over time
is shown (see 6 in figure 4). Concerning the lexical context model, we can see the terms
that exist in the current context model. Similarly to the structural context interface,
when a term is selected, the list of events that affected the term is presented and a chart
representing the evolution of its interest over time is shown.

6 Experimentation

We have created an experiment to validate our approach in the field, with developers
using the prototype during their work. The experiment was conducted with a group of
21 developers, from both industry and academia. The developers used the prototype
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Fig. 4. A screenshot of the prototype, showing information relative to the structural context

during different time periods, with an average of 38 days per developer, using Eclipse
to develop source code in the Java programming language. The objective of the ex-
perimentation was to collect statistical data about the context modeling and transition
mechanisms, as well as to manually validate the context transitions processed by the
system.

Concerning the context modeling mechanism, we have collected statistical data about
new elements added to the context model and how they were related with the elements
that were already in the context model. This information would allow us to better un-
derstand how the source code elements manipulated by developers are related with each
other and how this could be used to improve the context modeling and transition pro-
cesses. We have analyzed a total of 48, 044 elements added to the context model. To
evaluate how these elements were related with existing elements, we have verified if
they were related within a distance of 3 relations with the top 15 elements with higher
interest of both the structural and the lexical contexts. About 88% of the elements were
structurally related with at least one structural element, with an average distance of 2.3
relations, and about 86% were lexically related with at least one lexical element, with
an average distance of 2.0 relations. These numbers show that most of the source code
elements needed by developers were related with at least one of the elements manipu-
lated before, within a distance of about two relations. Based on this, we believe that
the use of our context model to rank, elicit and filter relevant source code elements
for the developer is very promising. Assuming that a source code element needed by
the developer is likely to be related with the elements being manipulated, we can use
the proximity between this artifact and the context model to assess its relevance to the
developer.
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Table 1. The average number of structural and lexical elements in the context model

Average Structural Elements 11.69

Average Structural Related Elements 4.64

Average Structural Unrelated Elements 5.05

Average Lexical Elements 14.26

Average Lexical Related Elements 22.60

Average Lexical Unrelated Elements 3.82

Table 2. The percentage of times each relation appeared in the relations between added and
existing context elements

Relation Percentage

extensionOf 8.57%

implementationOf 1.38%

attributeOf 36.62%

methodOf 90.73%

parameterOf 10.37%

returnOf 3.07%

calledBy 49.75%

usedBy 31.19%

In table 1 we present the average number of structural and lexical elements, as well
as the average number of elements related and unrelated with the added element. The
lexical related elements have an higher average due to the fact that the name of a source
code element typically comprises more than one term, and each match between one of
these terms and the terms in the lexical context was considered. The results show that
the source code elements added to the context model were structurally related with a
an average of about 40% of the elements that were already in the context model. The
results of the lexical elements are even more expressive. This reinforces the idea that
the source code elements manipulated by developers are highly correlated. We have also
analyzed the types of relations that are more common between the added elements and
the existing elements. The percentage of times each relation appeared is shown in table
2. The composition and behavior relations are by far the most common, as expected.

With respect to the context transition process, we have collected statistical informa-
tion about 109 context transitions, presented in table 3. All the context transitions led to
the creation of a new context. We could conclude that a transition to a previous context
is something very uncommon, but the problem may also reside in the rules we have de-
fined for switching to an existing context. At first, the similarity between the two sets of
elements was computed using the Jaccard index [13], also known as the Jaccard similar-
ity coefficient, which is a statistical measure used for comparing the similarity between
sample sets. When the similarity between the two sets was greater than a threshold of
0.5, the existing context would be activated. After some time, we verified that the con-
text transitions to existing context models were not happening and realized that using
the Jaccard metric would not be adequate for our purpose. The two sets being compared
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Table 3. The statistical information collected about the context transition process

Context Transition Percentage

New Context 100%

Existing Context 0%

Hard Transition 73%

Soft Transition 27%

were very often disproportionate, because the number of transitive elements tends to be
small compared to the number of elements in a context model. Hence, the threshold was
never reached and none of the existing contexts would be activated.

Being aware of this problem, we have refined the conditions to activate an existing
context, focusing only in the transition elements. Because the transition elements are
more relevant for the context transition process than the others, we may assume that if
an existing context contains all the transition elements, then this context model is a good
candidate to be activated. Despite this change, there were no context transitions to an
existing context. This way, we tend to believe that the transitions to an existing context
are rare, but the process must be better studied in order to draw stronger conclusions.
With respect to the transitive elements, we could conclude that context transitions are
more often caused by reaching the hard transitive elements threshold, than by reaching
the soft transitive elements threshold. This was expected, because the hard transitive el-
ements are more relevant to the process and therefore have a lower threshold. But, it also
shows that the soft transitive elements have their role in detecting context transitions.

Finally, we asked the developers to evaluate how each context transition detected by
the system could be identified as change in their focus of attention. They were presented
with the structural elements that were in the context model before the transition and the
elements that were used to detect the transition (both hard and soft transitive). They
were asked to rate how the context transition would be related with a change in their
focus of attention in a scale from 1 (Poorly Related) to 5 (Highly Related). The average
score for the 55 context transitions evaluated was 3.00, with a confidence interval of
±0.33, for a confidence level of 95%. The average score obtained is not conclusive,
but is encouraging, at least. One of the problems we have faced is that developers have
some difficulties understanding the concepts of context transition and focus of attention,
which can have lead to misjudgment in the evaluation process.

7 Conclusions

We have presented an approach to context modeling and context transition detection in
software development. The context model combines a structural and a lexical dimen-
sions, to represent the source code elements, structural relations and terms that are more
relevant for the developer in a specific moment in time. The context transition detec-
tion mechanism allows the context model to automatically adapt to the changes in the
focus of attention of the developer. We have implemented a prototype that integrates
our approach in Eclipse. This prototype was submitted to an experiment with a group
of developers to collect statistical information about the context modelling process and
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to manually validate the context transition mechanism. The statistical information col-
lected shows that the source code elements manipulated by the developer are highly
correlated, leading us to believe that the use of a context model to assess the relevancy
of a source code element to the developer is very promising. The human evaluation of
the context transition mechanism was not conclusive, but the results are nevertheless
encouraging, considering the fact that developers have some difficulties in understand-
ing the concept of context transition. An early version of our context model was already
applied to support the context-based search of source code in the IDE [14], showing
that the use of context contribute positively to the ranking of search results. A similar
version of this context model was also applied to the recommendation of relevant source
code in the IDE [15].

With respect to future work, there are a set of processes and parameters of special
interest that could be studied in more detail. For instance, the decay applied to the inter-
est of a structural element in the context model follows a linear function of time. But,
the interest of an element be decayed differently, for instance using a logarithmic func-
tion of time. Additionally, it would be interesting to understand if different decay rates
should be applied to different source code elements. For instance, the interest of a class
could decay at a different rate of the interest of a method. The context transition de-
tection is another point that requires further research. The parameters that regulate this
process were defined based on our own experience and observations, and the results
obtained through the developers evaluation of context transitions were not conclusive.
Also, our context transition mechanism is entirely based on the structural relations be-
tween source code elements. But, it would be interesting to evaluate what is the role of
lexical relations in this process.
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Abstract. Modularity is essential to obtain well-composed software systems 
from COTS (Commercial Off-The-Shelf) components. But COTS components 
do not necessarily match the modules of the designed software system. A clear-
cut procedure is needed for the choice of the necessary and sufficient 
components providing the required functionalities. Linear Software Models are 
rigorous theoretical standards of modularity. These models are proposed as 
formal criteria for well-composed software systems. The paper lays down 
theoretical foundations – upon linear independence and reducible matrix 
concepts – providing precise meanings to familiar software concepts, such as 
coupling and the single responsibility theorem. The theory uses a Modularity 
Matrix – linking linearly independent software structors to composable software 
functionals. The theory has been tested by applying it to small canonical 
systems and to large software systems found in the literature. 

Keywords: Modularity, Theoretical Standards, Software Composition, Linear 
Software Models, Well composed Systems, Modularity Matrix. 

1 Introduction 

Significant progress since Parnas’ classical paper [13] – which posed the modularity 
issue in the software context and treated it by informal reasoning – paved the way for 
run-time system composition/update from COTS software components. Yet there 
remain fundamental obstacles to make this vision concrete. 

Modularity’s wisdom of low dependency among modules has been informally 
stated in innumerable ways: recommendations such as single responsibility, source-
code dependency metrics, design patterns and tools. But recommendations, metrics, 
patterns and tools never crystallized into a systematic theoretical approach. 

This is exactly the problem dealt with by this paper: to provide a solid and generic 
basis to treat software composition in a rigorous and consistent way, enabling 
theoretical models against which to check real systems. To this end, Linear Software 
Models are proposed upon well-established linear algebra techniques. 

1.1 The Software Composition Problem 

The software composition problem, analysed by this paper, is how to build a  
well designed modular software system from available COTS components that were 
not designed specifically for a particular system. 
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Components are deployment units needed to actually run software systems. They 
are loaded to the computer memory as indivisible wholes. Typical examples are a 
C++ dll (dynamically linked library), a jar (Java archive) or a C# assembly. 

On the one hand, the software engineer, by using best practices, designs a modular 
software system in terms of desirable architectural units. Architectural units describe 
the structure and behaviour of a particular software system. 

On the other hand, components are assumed to be mainly purchased as COTS 
(Commercial Off-The-Shelf) components from several manufacturers, and less 
frequently to be produced in-house. It is realistic to expect variability among COTS 
from distinct sources. 

1.2 Linear Software Models: Structors and Functionals 

This paper describes Linear Software Models as a theory of software composition. In 
this theory, the architecture of a software system is expressed by two kinds of entities: 
structors and functionals.  

Structors – a new term reminding vectors – are structural architectural units. Structors 
generalize the notion of structural unit to cover diversity of types (structs, classes, 
interfaces, aspects) and hierarchical collections (sets of classes, as design patterns). 
Structors refer to types, not instances. Structors are loadable within components.  

Functionals are architectural system units from a behavioral point of view. These are 
potential functions that can be, but are not necessarily invoked. Typically these are 
Java or C# methods, related functions (e.g. a set of trigonometric functions) or roles – 
supplying the functionality of a design pattern, cf. Riehle [14]. Note: we use 
Functional as a noun, similarly to the mathematical concept with this name in the 
calculus of variations, and to the grammatical use of Potential in physics. 

Structors contain a finite set of functionals and are represented by finite vectors. 
Modules are architectural units in a higher hierarchical level of a system. Modules 

are composed of grouped structors and their corresponding functionals. 
Both components and systems contain structors. But the respective logics are 

different. Structors contained in a COTS component are fixed by the core technology 
of the component manufacturer and such structors must be assumed indivisible.  

Structors within a system are determined by the system purpose. Not all structors 
of a component may be required by a system. Similarly, not all functionals within 
structors are needed by a system, and some of them may never be invoked. The 
numbers of structors or functionals provided by a component are not constrained. 
Analysis starts with a list of structors and a list of functionals that must be in a 
system. If two structors provide distinct functionals, both are needed. If they provide 
the same functionals, one of them is redundant. For partial overlap, either one may be 
complemented by a third structor. But which one is preferable? Within a Linear 
Software Model the answer is clear: choose a linearly independent set of structors. 

Linear models are usually formulated in terms of matrices. The Modularity Matrix 
is a Boolean matrix with columns standing for structors and rows for functionals. A 
matrix element is 1-valued for a functional-structor link and 0-valued for no link. 
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1.3 Modularity Matrix: An Introductory Example 

A simple useful system is here described in terms of a Linear Software Model to 
illustrate concepts found along the paper. It refers to OFB (Output Feed-Back) 
encryption of a long message (Fig. 1) before network transmission – e.g. Kaufman, et 
al. [9]. A message is cut into N blocks of fixed length and each one is treated 
separately. 

A random Initial Vector is generated. Each block of the message is pre-processed. 
A corresponding vector is also pre-processed to the size of a block, and then 
encrypted. The encrypted output vector is fed back into the encryption function, 
through the vector pre-processing. Feedback is done N times, obtaining one vector for 
each message block. The kth encrypted vector is then Xored with the kth message 
block. 

 

Fig. 1. OFB encryption of long message. This is a functional calling dependency graph for a 
generic kth message block. Functionals are displayed as (blue) rounded rectangles. Some of the 
input/output dataflow is shown in regular rectangles. 

Table 1. OFB functionals 

# Functional Description 
1 Random number generator from a distribution 
2 Encryption function e.g. RSA encryption 
3 Xor a logical function 
4 Vector-Pre-Process Fetch(vector,size) 
5 Message-Pre-Process fetch & pad message  

 
The OFB software system has five functionals (Table 1) and the following four 

structors: S1) Rand - offers random distributions; S2) Crypto structor - offers 
encryption protocols; S3) Logical - provides logical functions, say AND, OR, XOR; 
S4) Proc - a processor structor provides pre-processing functions. 

The resulting OFB modularity matrix (Table 2) has 2 identical lowest rows. The 
matrix reflects that the pre-processing functionals are not independent. Both 
functionals are provided by the same structor, thus they are not distinguishable. 
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Table 2. OFB rectangular Modularity Matrix with linear dependencies 

  S1=Rand S2=Crypto S3=Logical S4=Proc
Rand Num Gen F1 1 0 0 0 
Encryption Func F2 0 1 0 1 

XOR F3 0 0 1 1 
Vector-Pre-Proc F4 0 0 0 1 
Msg-Pre-Proc F5 0 0 0 1 

 
An interesting feature of OFB encryption is that one can prepare all encrypted 

vectors in advance, before there are any message blocks to be sent. Therefore, one can 
rearrange the functional calling graph, enabling totally separate execution.  

Two modules naturally appear, one dealing with vectors and the other with 
message blocks – see Fig. 2. In each module, the processing structor, besides pre-
processing, invokes the respective processing functional. 

 

Fig. 2. OFB functionals modularized. Rearranged functional calling graph of Fig. 1. The upper 
dashed lines module pre-processes vectors, encrypts and saves them. The lower module fetches 
message blocks, pre-processes them and Xors each block with its saved vector. 

Table 3. OFB strictly linear model – Modularity Matrix 

  S1= 
Rand

S2= 
Crypt

S4=Vec
Proc 

S3= 
Logical

S5=Msg 
Proc 

Rand Num Gen F1 1 0 0 0 0 
Encryption Func F2 0 1 1 0 0 
Vector-Pre-Proc  F3 0 0 1 0 0 

XOR F4 0 0 0 1 1 
Msg-Pre-Proc F5 0 0 0 0 1 

 
Independent pre-processing functionals which are able to run in parallel in distinct 

machines need independent structors. So, one has a VectorProc structor and a separate 
MsgProc structor. These structors are aware – by means of associations – of the 
respective processing functionals which they are able to invoke. 

Row and column swap operations lead to a block-diagonal matrix (Table 3). The 
diagonal blocks in this matrix match the modules in Fig. 2. 

The system matrix in Table 3 strictly obeys a Linear Software Model. This means 
that all its modules have linearly independent rows and columns. Thus, each of its 
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functionals is distinguishable. For instance, according to the matrix in Table 3 
functional F2 is provided by structors {S2, S4}. 

The independent execution of VectorProc and MsgProc, in time and space, 
clarifies the sense of an independent software structor. It must be: a) 
Loadable/Runnable – in a virtual or real machine; b) Separable – i.e. able to run in 
separate machines. 

The remaining of the paper is organized starting from the basic theory (section 2), 
through concrete case studies (section 3), to a discussion (section 4). 

2 Linear Software Models of Composition 

The aim of this section is to describe the new theoretical approach – the Linear 
Software Models of Composition. 

Linear Software Models are the simplest theoretical models of software 
composition. Systems obeying such a model are composed just by addition of 
independent modules. 

2.1 Modularity Matrices’ Linear Independence 

A Linear Software Model contains a list of software structors and another of software 
functionals. Its Modularity Matrix is defined as: 
 
 

 
 
 

By definition, software structors are elementary artifacts, which the software engineer 
decides to look at them as indivisible into smaller structors. Say, the OFB crypto 
structor (section 1.3) is not split into – prime factorization or modulo arithmetic – 
although decomposition is obviously possible. The same holds true for functionals. 

Besides being indivisible, only structors with unique roles, as the OFB 
VectorProcessor and MsgProcessor needed for parallelism, are in the Matrix. Multiple 
structor copies, say by fault tolerance reasons, are not included in the Matrix. 

Independent structors must be represented by distinct vectors. But, sets of differing 
vectors may still be dependent. The generic criterion for independent structors in any 
system subsets is linear independence: 

 
 

Definition 2 – Independent Structor 
A software structor is independent of other structors in the system, if it provides a 
non-empty proper sub-set of functionals of the system, given by the 1-valued links 
in the respective column, and is linearly independent of other columns in the 
Modularity Matrix. 

Definition 1 – Modularity-Matrix 
A fully expanded Modularity-Matrix is a Boolean matrix asserting links (1-valued 
elements) between software functionals (rows) and software structors (columns). 
The absence of a link is marked by a 0-valued element. 
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We now look at the links from the functional point of view. In order to be able to 
distinguish a functional, its set of links in the functional row must be unequivocal. 
Again linear independence is the relevant criterion: 

 
For instance, for OFB (Table 3) the XOR functional composition set is {S3, S5}. 

2.2 Well-Composed Modularity Matrices Are Square 

A well-composed modularity matrix has additive properties, i.e. it has composable 
functionals from independent structors. Then: 
 

 
 

A proof sketch is (detailed proofs will be given in a longer paper): Assume a matrix 
without empty rows/columns. First, structors are used as a basis for functional 
vectors. Then, functionals are a basis for structor vectors. By linear independence, in 
each case vector numbers cannot be greater than the basis. As both cases must be 
simultaneously true, follows the equality NS=NF. The matrix is square. 

The theorem assumptions are very intuitive. An analogy is the symptom sets to 
diagnose illnesses. Say, high temperature, a very common symptom, is not enough to 
identify a disease. Diseases with the same symptom sets are indistinguishable. To 
unequivocally diagnose an illness one needs independent sets of symptoms. 

This theorem does not force a one-to-one functional/structor match. It is obeyed 
by matrices with NVAL 1-valued elements greater than NS and NF (see e.g. Table 4).  

Table 4. Abstract square Modularity Matrix with NVAL=6, while NS=NF=3 

 S1 S2 S3 
F1 1 0 1 
F2 0 1 1 
F3 1 1 0 

 
Algebraically, there are simple criteria for well-composed matrices: non-zero 

matrix determinant or matrix rank equal to the number of rows/columns. 

Theorem 1 – Well-Composed Modularity-Matrix 
If in a Modularity-Matrix all its functionals are composable with independent 
structors, the Modularity-Matrix number of structors Ns is equal to its number of 
functionals NF. The matrix is Square.  

Such a matrix is called a Well-Composed Modularity-Matrix. 

Definition 3 – Composable Functional 
A software functional is independently composable or just composable in terms of 
structors, if it corresponds to a non-empty proper sub-set of system structors, 
given by the 1-valued links in the respective row, and is linearly independent of 
other rows in the Modularity-Matrix. 

This set is the composition set of the functional. 
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2.3 Reducible Modularity Matrices 

When a Modularity Matrix has disjoint dependency sets, structors and their 
functionals can be grouped into modules, such that vector sets in different modules 
are linearly independent. This reduces the matrix to block-diagonal (fig. 3), i.e. with 
smaller squares of any size along the diagonal, see e.g. Rowland, Weisstein, [16]. All 
off-block elements are zero. 

 

Fig. 3. Schematic Block-Diagonal Matrix 

A “union-set” is the union of composition sets for a set of functionals. Then: 

 

A proof sketch is: apply row and column exchanges to bring the disjoint union-set to 
the upper-left matrix corner. As the whole Modularity Matrix is Well-composed, the 
disjoint union-set is itself square (by Theorem 1) and its diagonal is along the whole 
Matrix diagonal. The residual 1-valued elements are thus also square bounded, along 
the whole Matrix diagonal. This reasoning is extensible to any number of blocks. 

The previous theorems naturally lead us to define linear software system models 
of composition. The two theorems are combined in the Linear-Reducible model, in 
the strict sense. 

 

We identify modules with disjoint diagonal blocks of structors/functionals, 
corresponding to the intuitive notion of modular software systems. One can express 
modularity quantitatively by the diagonality of a Modularity-Matrix M, telling how 
close its 1-valued elements are to the main diagonal. It is the difference between the 
Trace, the diagonal elements' sum, and offdiag, a new term dealing with off-diagonal 
elements:  

 

(1) 

Definition 4 – Linear Reducible Model 
The Linear-Reducible model of software system composition, in the strict sense, 
is characterized by a well-composed and reducible Modularity Matrix having at 
least two disjoint blocks. 

Theorem 2 – Modularity Matrix Reducibility 
Any well-composed Modularity Matrix in which the union-set for a given set of 
functionals is disjoint to the other functional union-sets is reducible, i.e. it can be 
put in block-diagonal form. 
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3 Case Studies 

The goal of this section is to demonstrate the power of Linear Software models, 
showing by case studies a range of concrete software systems obeying such a model.  

We have chosen representative software systems of disparate purposes and sizes to 
illustrate the Linear Models. It turns out that all systems are well-composed. Small 
systems are strictly Linear-Reducible – i.e. obey a model with a linearly independent 
and reducible matrix – and larger systems are bordered Linear-Reducible. In each 
case, a modularity matrix is obtained, block-diagonalized and analysed in terms of 
Linearity. 

3.1 Small Systems Are Strictly Linear Reducible 

Small systems and intermediate reusable building blocks strictly obey the Linear-
Reducible Software model. These are Parnas’ KWIC index and the Observer pattern. 
KWIC was thoroughly analysed by Parnas to be a canonical example. The Observer 
pattern was deliberately designed to be reused. 

Parnas' KWIC Index. The 1972 Parnas paper [13] described two KWIC index 
modularizations. The system outputs an alphabetical listing of all circular shifts of all 
input lines. Functionals were extracted from Parnas’ own system description. 
Structors are explicit in the paper – where they are called modules. 

The Modularity Matrix of Parnas’ 1st modularization is in Table 5 (0-valued 
elements are omitted for clarity; blocks have a darker background). It is almost block-
diagonal, but two features are problematic:  

a) the Master Control column vector is not a proper subset of the functionals; 

b) non-zero outliers break block-diagonality. 

Table 5. Parnas' 1st modularization – Modularity Matrix 

Structors   Input Circular Shifter Master Control Alpha-betizer Output 
Functionals  1 2 3 4 5 

Input  = ordered set of lines 1 1  1   
Does circular shift on a line 2  1 1   

Line= store  line in word order 3 1 1 1 1  
Sort lines in alphabetical order 4   1 1  
Outputs circular shifted lines 5   1  1 

 
The matrix clearly hints to couplings to be resolved: the notably higher 

RowOffdiag=4 of the 3rd row, contains all outliers, besides the master control ones. 
The solution is: a- to delete the master control, as quoting Parnas, it “does little more 
than sequencing”, it is not a real structor; b- to add a new Line-Storage structor, as 
Parnas informally argued, to decouple the 3rd row "Line" functional from the Input, 
Circular-shifter and Alphabetizer. The 2nd Parnas’ modularization fits the strictly 
diagonal 5-module matrix in Table 6. 
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Table 6. Parnas' 2nd modularization – Modularity Matrix 

Structors   Input Circular Shifter Line Storage Alpha-betizer Output 
Functionals  1 2 3 4 5 

Input  = ordered set of lines 1 1     
Does circular shift on a line 2  1    

Line= store  line in word order 3   1   
Sort lines in alphabetical order 4    1  
Outputs circular shifted lines 5     1 

 
We use decouple in a precise new meaning, viz. linearly independent composition. 
The matrices in Tables 5 and 6 are not equivalent, having different non-zero 

element numbers. Which one is more modular? The 1st matrix diagonality has a value 
–5. The 2nd diagonality equals the Trace and is 5. Thus, the 2nd is more modular. 

We arrived at the same Parnas conclusions, by formal Modularity Matrix 
arguments. This system strictly obeys the Linear-Reducible Model. 

Observer Design Pattern. The Observer Design Pattern abstracts one-to-many 
interactions among objects, such that when a "subject" – changes, all the "observers" 
– are notified and updated. 

The Observer Modularity Matrix is based upon the Design Patterns’ GoF book 
[6]. Its sample code refers to an analog and a digital clock, the "concrete observers", 
changing according to an internal clock – the "concrete subject". 

The system structors are: 

• generic Observer pattern entities, directly taken from the pattern list of 
“Participants”: abstract subject, abstract observer, concrete subject and concrete 
observer. 

• specific application structors – a subject resource, a GUI for each external clock 
and an initiator which constructs the clocks. 
The Observer functionals were extracted from the complete set of functions that may 
be invoked in the sample code. These functions were trimmed by elimination of linear 
dependencies. Keep-observers-list attaches/detaches observers.  

State is not maintained in the same way in the subject and in the observers. The 
unique subject sets the state ("ticks") by means of a Keep-Global-state functional, 
while observers, are updated at unrelated times by Keep-Local-state.  

Table 7. Observer linear reducible – Modularity Matrix 

Structors   subject 
Concrete
subject 

subject 
resource

concrete 
observer

Observer
Gui 

analog 
Gui 

digital 
Init 

Functionals  1 2 3 4 5 6 7 8 
Keep observer list 1 1        
Notify observers 2 1 1       
Keep-global-state 3  1 1      
Keep-local-state 4    1     
Update observers 5    1 1    

Draw-analog 6      1   
Draw-digital 7       1  
Constructor 8        1 
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Row/column reordering of a quite arbitrary initial matrix causes modules to 
emerge in a strictly Linear-Reducible matrix. (Table 7). The modules are a subject 
and an observer, the generic module roles [14] for this design pattern, each one with 
the respective abstract/concrete structors and the specific clock modules. 

In Table 7, subject and observer modules emerged from basic structors. 
Alternatively one can deal with black-box collapsed modules (as defined in sub-
section 2.3) in a higher hierarchical level matrix shown in Table 8.  

Table 8. Observer higher level Modularity-Matrix 

Structors   Subject Observer Clock Appl. 
Functionals  1 2 3 

Keep-global-state & Notify observers 1 <3.2>   
Keep-local-state & Update observers 2  <2,1>  

construct, draw clocks 3   <3,0> 

 
The Observer analysis illustrates that, despite arbitrary initial order, automatic 

reordering brings about a matrix accurately reflecting the pattern functionality.  
The Observer pattern is a prototypical example. It would be desirable to have all 

reusable building blocks as the Observer, strictly obeying the Linear-Reducible 
Model, to allow linearly independent composition into larger software systems. 

3.2 Larger Software Systems Are Bordered Linear Reducible 

We have shown the Linear Model applicability to real systems, viz. larger projects 
from the literature. The novel result: these systems are bordered Linear-Reducible. 

NEESgrid Modularity Matrix. The NEESgrid “Network Earthquake Engineering 
Simulation” project enables network access to participate in earthquake tele-operation 
experiments. The system was designed by the NCSA at University of Illinois. 
Modularity Matrix functionals were extracted from a report by Finholt, et al. [5] with 
exactly 10 upper-level structors. 

Table 9. NEESgrid initial Modularity Matrix 

Structors   chef 
Data
Rp 

Data
Vu 

Data
Str 

Data
Dis 

Telepre
Data
Ac 

Hyb
Exp

Sim 
Rep

Grid 
Infr 

Functionals  1 2 3 4 5 6 7 8 9 10 

Collect_Data 1  1  1   1    

Search_Data 2     1      

Manage_Data 3  1 1        

HybridExper 4        1   

Data_View 5   1        

Sync_Collab 6 1     1     

Async_Collab 7 1          

Other_Collab 8 1  1    1   1 

SimulCodes 9         1  

HighPerfComp 10          1 
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An initial modularity matrix (Table 9) was obtained by straightforward linearity 
considerations: eliminating empty and identical rows; an empty column, “Electronic 
Lab Notebook”, was deleted. A column was assigned to a next-level structor Data-
Discovery (DataDis) as it neatly fits the SearchData functional. The scattered non-
zero elements are typical of initial matrices in this kind of analysis. 

Pure algebraic row/column reorder, without semantic concerns, brings about the 
almost block-diagonal Matrix (in Table 10). Its modules – diagonal blocks – are: 

• Data manipulation – collect, search, manage, view – the upper-left block; 

• Collaboration tools – synchronous, async, other – the middle block; 

• Infrastructure – grid, codes – the lower-right block. 

Table 10. NEESgrid Bordered Linear-Reducible Modularity Matrix 

Structors   
Data 
Str 

Data 
Dis 

Data
Rp 

Data
Vu 

Data
Ac 

Telepre chef
Grid
Infr 

Sim 
Rep

Hybr 
Exp 

Functionals  4 5 2 3 7 6 1 10 9 8 

Collect_Data 1 1  1  1      

Search_Data 2  1         

Manage_Data 3   1 1       

Data_View 5    1       

Other_Collab 8    1 1  1 1   

Sync_Collab 6      1 1    

Async_Collab 7       1    

HighPerfComp 10        1   

SimulCodes 9         1  

HybridExper 4          1 

 
Module interpretation is hinted by functional names – Data and Collab. 
Outliers appear in the rows with maximal value RowOffDiag=6, Collect_Data and 

Other_Collab. The latter prefix "Other" hints at mixed functionals to be decoupled. 
This case study shows that: a- algebraic reordering, without prior semantic 

knowledge, obtains plausible modules; b- outliers are amenable to interpretation, in 
particular matching project notes (e.g. the row 8, column 10 outlier, marked "not 
within the project scope” in project documents). 

The significant result, common to large case studies, is that there are few outliers, 
and all of them are in columns/rows adjacent to the Linear Model blocks. This is 
what we call bordered Linear-Reducible. 

4 Discussion: Theoretical Standards of Modularity 

4.1 Main Contribution: Linear Software Models 

This paper’s main contribution is the Linear Software Models, as theoretical  
standards against which to compare real software systems. The models stand upon 
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well-established linear algebra, as a broad basis for a solid theory of composition – 
beyond current principles and practices.  

The analysis starts from lists of structors and functionals required by the software 
system architecture. In the case studies, structors and functionals were identified from 
the literature, apparently being a subjective informal process. In practical applications 
the lists are objectively constrained by the structors actually available within COTS 
components that may be purchased from manufacturers, 

Given the lists of structors and functionals required by a system and those available 
in COTS components, one can assert, from the Modularity Matrix properties of the 
system, which structors are independent and which functionals are independently 
composable. This solves the practical and well-defined component matching problem. 
One can then infer which design improvements are desirable. 

This view is very different from design models, such as UML, whose purpose is 
not to serve as theoretical standards. Design models freely evolve with design and 
system development. Design models have indefinite modifiability to adapt to any 
system, in response to tests of system compliance to design. 

4.2 Related Work 

Matrices have been used to deal with modularity. A prominent example is DSM 
(Design Structure Matrix) proposed by Steward [20], developed by Eppinger and 
collaborators e.g.  [18],[19] and part of the “Design Rules” approach by Baldwin and 
Clark – see e.g. [1] and also Cai et al. [3], [17]. DSM and other matrices, such as 
Kusiak and Huang’s [10] hardware modularity matrix, are meant to be evolving 
design models. 

Linearity, not found in DSM, is the outstanding feature of our standard models. 
Essential distinctions of Linear Software Models from DSM are: 

• Theoretical Standards vs. Design Models – our models’ goal is to serve as 
theoretical standards for software composition, as opposed to DSM design models 
which emphasize design process and manufacturing. 
• Functionals vs. Structures-only – our modularity matrices display structor to 
functional links, while both DSM matrix dimensions are labeled by the same 
structures.  

Baldwin and Clark explicitly state in footnote 2, page 63 of their book [1]: “it is 
difficult to base modularity on functions… hence their definition of modularity is 
based on relationships among structures, not functions”. See Ulrich [21] for a 
different view. 

Usually, modularity matrices are much more compact than DSM. For instance, 
Parnas’ KWIC DSM in [3] has 20 rows/columns instead of just 5 in our Modularity 
Matrix. 

Although diagonality has seldom been calculated within modularity, formulas have 
appeared in other contexts. Clemins in [4] used for speaker identification, the 
Frobenius norm – the sum of the squares – of all off-diagonal elements to measure 
diagonality. Our offdiag definition is better suited to modularity, as it directly reflects 
distance to the diagonal, while the Frobenius norm just sums Boolean elements. 
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An indirect coupling metric is “similarity coefficients”, cf. Hwang, Oh, [7], 
comparing matrix row pairs, over all columns. The similarity for each column is: both 
1 elements, both 0, or different. These coefficients ignore distances from the diagonal. 

The Modularity Matrix has a superficial similarity to a traceability table. But their 
purposes are definitely different. Traceability tables are used to trace code and tests to 
requirements, while our functionals' essence is to verify linear independence. 

The module detection literature is plentiful. Tools to improve legacy code use 
clustering to partition graphs, by Mitchell, Mancoridis, [12], metrics to increase 
cohesion, by Kang, Bieman, 1999 [8] and slicing of FDGs – Functional Dependence 
Graphs by Rodrigues, Barbosa, [15], tools to detect modularity violations by Wong, et 
al., [22]. Despite the quantitative flavor, they clearly differ from our Linear Models.  

4.3 Future Work 

A mathematical characterization of modularity matrix outliers deserves further 
investigation. This relates to the broader issue of determining block sizes, after 
exclusion of outliers, and module refactoring.  

A practical issue is to systematically obtain a broad class of basic patterns strictly 
obeying the Linear-Reducible Model, like the Observer, as advocated for software 
building blocks. 

Efficiency issues concerning modularity matrix generation and reordering (cf. 
Borndorfer, et al. [2]) for large scale systems will be investigated. 

This work has found that small software systems are strictly Linear-Reducible, and 
some large software systems are bordered Linear-Reducible. This poses a variety of 
open questions. 

The larger systems shown to be bordered Linear-Reducible were developed before 
the proposal of the Linear Model. It is conceivable, but still unclear, that in view of 
this model they could be modified in a natural way to comply with the strict Linear-
Reducible model. Similarly, future large scale systems developed with awareness of 
linearity, may show that strictly Linear-Reducibility rather than limited to certain 
systems, is indeed applicable to a wide variety of software systems. 

4.4 Conclusions 

Software has been perceived as essentially different from other engineering fields, 
due to software’s intrinsic variability, reflected in the soft prefix. This versatility is 
often seen as an advantage to be preserved, even though software composition has 
largely resisted theoretical formalization. 

We have found that Linear Software Models can be formulated, without giving up 
variability. Thus, software systems of disparate size, function and purpose, may have 
Linearity in common.  
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