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Abstract. Nowadays, there is great interest to develop future Internet applica-
tions supporting resource sharing in mobile networks. This usually entails 
maintaining the consistency of those shared resources, that is, between different 
replicas of the resources. Moreover, mobile networks are characterized by vary-
ing capacity, in part, caused by their mobility, which also derives in frequent 
networking disconnections and network partitions. Therefore, to ensure the con-
sistency of replicated resources being shared in a mobile network is more com-
plicated that in networks with infrastructure support, as it requires to process 
events associated with the use of the resources themselves as well as those re-
lated with the state of the network. In response, in this paper an event-driven 
platform consisting of two services (monitoring and synchronization) and an 
underlying middleware has been designed in order to address the consistency of 
shared Internet resources in mobile networks in a simple way. The synchroniza-
tion service only needs to be specialized to adapt the resource, depending on its 
type, to the required use in a particular system. The proposal is illustrated 
through the example of a collaborative document editor. 

Keywords: Service Oriented Architecture, Event-driven Architecture, 
MANET, Future Internet, Resource Consistency. 

1 Introduction 

Nowadays, there is great interest to develop future Internet applications supporting 
human collaboration in mobile networks. These networks are characterized by fea-
tures such as localized scalability and uneven conditioning [1]. Localized scalability 
is defined as “a good system design has to achieve scalability by severely reducing 
interactions between distant entities” [1]. It avoids network congestion. Uneven con-
ditioning is the difference between devices capacities or the difference between dif-
ferent environments (e.g. GPS is not available indoors) [1]. These features have a 
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direct relation with the quality properties associated to the network, like performance. 
More recently, in highly dynamic environments Mobile ad-hoc Networks (MANET) 
[2] are being imposed. One key aspect of these networks is that they self-configure 
their infrastructure, according to the nearby, available devices at a given time. That is, 
MANETs do not have a static communication scheme and, therefore, the management 
of shared data becomes more complicated. Furthermore, more and more services are 
offered in the “cloud” [3]. Since the term was coined by George Gilder [4] the cloud 
has expanded enormously, in particular software as a service model (e.g. Google or 
Amazon) [5]. 

In this networks type, replication is a useful design technique to achieve some ob-
jectives, such as localized scalability. Data replication is recommendable in order to 
obtain high-availability and good performance in a system. As the number of replicas 
increases, the probability of being able to reach at least a replica of a resource in-
creases. However, to obtain these benefits it is necessary maintain the correctness of 
the data. In replicated data, one key aspect of correctness is mutual consistency, that 
is, that "all copies of the same logical data item must agree on exactly one current 
value for the data item" [6]. 

Maintaining the correctness of the shared data is not a simple task, particularly in 
environments where network disconnections are frequent. To overcome this issue, 
there are different solutions which can be classified in two dimensions: pessimistic 
strategies, which consist in preventing inconsistencies; and optimistic strategies, 
which do not prevent inconsistencies, but allow them to happen, and when they are 
detected, they are resolved. 

Nowadays, some research initiatives proposed solutions based on a peer-to-peer 
(p2p) architecture [7, 8, 9]. Nevertheless, these initiatives are focused in resource 
location and utilization and don’t pay attention to the consistent management of re-
sources when accessed concurrently under frequent disconnections. In this paper an 
event-driven, SOA-based (Service Oriented Architecture) [10] platform consisting of 
two services (monitoring and synchronization), and an underlying middleware, is 
presented. This platform has been designed to facilitate the consistent management of 
shared resources in mobile systems. The developer will only need to specialize the 
synchronization service to be adapted to each resource, depending on its type and the 
required use in a particular system. The aim is to be able to integrate advanced appli-
cations and heterogeneous systems using standard protocols in the business field 
(business processes) and notably in the Web (web services) [11, 12]. 

The rest of this paper is organized as follows. Section 2 presents related works for 
the management of shared data in mobile networks; Section 3 describes the proposed 
service platform intended to support resource sharing in future Internet applications 
taking into consideration the use of mobile networks; Section 4 presents the real ex-
ample of a collaborative document editor to illustrate the proposal; Section 5 dis-
cusses the proposal; and finally, conclusions and future work are summarized. 
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2 Related Work 

MANETs networks have proved its usefulness in fields such as automobile (Vehicular 
Ad-Hoc Network) [13, 14, 15]; disaster management, when the communication  
network is not available [16, 17, 18]; and sensors networks [19].  However, MA-
NETs networks present a series of challenges such as [20]: knowledge representation, 
is a key issue in MANETs networks due to heterogeneous nature of these networks; 
knowledge discovery, MANETs networks are highly dynamics, thus find resources 
available in other hosts effectively is a fundamental task; caching, the use of cache 
data allows offline operations, but it complicates the task of maintain the shared re-
sources consistent; replication, is another strategy to optimize the data management 
process and it allows brings closer the data to user; query processing, this issue is 
important because the applications that run in MANETs networks are context aware 
;and security, with regard this, security is an important and complicated task due to 
are the device themselves the network infrastructure, and it changes constantly with a 
high numbers of connections and disconnections. In response, in recent years some 
research initiatives proposed solutions to shared resources management in MANETs, 
like DRIVE [7], MoGATU [8] and CHaMeLeoN [9]. 

DRIVE (Dissemination of Resource Information in Vehicular Environments) is a 
software platform designed to deploy in vehicles, PDAs, sensors or any device with 
wireless capabilities. The platform uses a p2p approach to data sharing and it is based 
in a layered model. The model is made up of three layers (from bottom to top): data 
layer, support layer and utility layer. The data layer implements the data model; the 
support layer defines how queries are processed and how the data is disseminated; and 
finally, the utility layer contains the modules to access at the different resources. 
Some aspects of the platform can be highlighted, such as its economic model to guar-
antee the dissemination of the information to the largest possible audience. With this 
model a node of the network will transmit the information even if it is not interested 
in the particular data. 

MoGATU proposes a model to share data in MANETs trough p2p approach. Like 
DRIVE, it proposes a layered model with three layers and two intermediate sub-
layers. MoGATU uses a main storage system out of MANET network, however, if a 
device lost connection or a network partition occurs, MoGATU uses caching and 
replication. Besides, it defines its own transaction model, called NC-Transaction. 
With this model, MoGATU increases the number of successful transactions, however, 
this model not guarantee the global consistency of the shared data.   

The main purpose of CHaMeLeoN is exchange multimedia data in a MANET net-
work, including in streaming. CHaMeLeoN’s philosophy is adapting the application 
to user and the user’s context. Moreover, CHaMeLeoN implements motion prediction 
algorithms, in order to anticipate possible disconnections. This allows to place re-
source's replicas within the network efficiently. 

The exposed software platforms are complete platforms to address resource man-
agement in MANET networks. However, these platforms are focused in resource 
location and utilization and don’t pay attention to the consistent management of  
resources. 
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The work presented in [21] is based on a SOA approach to manage the data consis-
tency in heterogeneous systems. In that context, there are several applications with 
different local data models. The models are different but they refer to the same  
data. The main objective of the work is that the modifications in a local model  
automatically disseminate to the remainder local models. The proposed architecture is 
based on a synchronization service and a directory service. The directory service link-
ing local models between them and the synchronization service solves possible incon-
sistencies. This solution presents two main limitations: first, it does not cover the 
possibility of disconnections or network partitions; and second, it is an ad-hoc  
solution. 

With reference to collaborative systems in mobile environments, these are being 
greatly accepted in areas such as health [22, 23] and education [24, 25].  Environ-
ments such as hospitals and schools have the advantage of a static infrastructure that 
can facilitate the shared data management, e.g. servers and storage systems, and there-
fore facilitate collaborative applications develop. 

3 Service Platform Design 

This section presents an event-driven, SOA-based proposal in order to address the 
consistent management of shared Internet resources in mobile networks in a simpler 
way.  On the one hand, the SOA approach is used as it provides some benefits such 
as reuse, interoperability, scalability and ease of maintenance. On the other hand, 
event-driven architecture provides benefits such as broadcast communications, asyn-
chrony and timeliness. Besides, both of these approaches reduce the coupling between 
the different system’s components and platforms. Furthermore, this proposal is in-
tended to be a generic solution that can be adapted to any resource type, as discussed 
below. 

Figure 1 shows a general architecture of the service platform. The main component 
is the synchronization service. This service maintains the consistency of shared re-
sources. The shared resources can be modified by several users concurrently. The 
synchronization service is a high-level service based on monitoring service. The latter 
is a basic service which stores all kind of information about changes on shared data. 
Both services can be replicated in order to improve the availability, e.g. when the 
network becomes partitioned. 

Moreover in order to provide a complete development platform, these services 
have been deployed on a communication middleware for ubiquitous systems:  
BlueRose [26, 27]. The middleware notifies events occurring in the system under a 
publish/subscribe paradigm. This feature is interesting in mobile systems, with a hete-
rogeneous communication environment, due to it reduces coupling between interfac-
es. The presented services are exposed through WSDL interfaces and are accessed 
remotely using SOAP. However, due to event-driven approach, they also can generate 
or receive events. In the next subsections the platform components are described in 
more detail. 
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Fig. 1. General scheme of the platform to synchronizing shared resources in mobile networks.  

3.1 Monitoring Service 

Monitoring is a basic service which stores all kind of information about changes on 
shared data. This information can fulfill several purposes, e.g. version control, securi-
ty control or system debug. In the synchronization service case, this information will 
be required when it will be needed to apply synchronization algorithms. In a device 
disconnection case, this information is fundamental to allow offline operations in the 
system. 

Monitoring service supports different configurations in the system. It can be ac-
cessed from other system component to store some event, for example from the Syn-
chronization service; or it can work as a subscriber too. With this last, the monitoring 
service can have different replicas which are subscribed to different events. This al-
lows an efficient monitoring, due to the monitoring work can be divided between 
different replicas. 

As has been mentioned, this solution expects to be a generic solution, not an ad-
hoc solution. Therefore the monitoring service is designed to monitor any resource 
type. This is possible because in the platform all actions performed on shared re-
sources are represented by events. The middleware BlueRose allows represent any 
information through resources and the monitoring service can monitor any event. 
Consequently the monitoring service is completely reusable and no need to modify its 
code. 

Furthermore, the monitoring service uses a storage service as Figure 1 shows. This 
storage service can be replicated and/or distributed. Besides, the storage service can 
be in the cloud, with all the benefits that this entails. Also, if more control over data is 
desired monitoring service can uses a local storage service. Concerning the DBMS, a 
NoSQL system has been chosen in order to provide an efficient and flexible system to 
store events. Flexibility is needed owing to the structure of the events is unknown a 
priori. 
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3.2 Synchronization Service 

The main service of the proposed platform is the synchronization service. This service 
is based on the monitoring service. Thus, with the information that monitoring service 
provides, the synchronization service can overcome the challenges of mobile net-
works (disconnections and network partitions) and it allows users working without 
connection.  

In the case of a user disconnection (Figure 2), the user can continues working with 
cache data. While the connection is lost the generated events must be stored locally.  
When it recovers the connection, the first step is synchronizing the changes with the 
rest of the system through the synchronization service. For this, the synchronization 
service requires: local events of the device, disconnection interval and generated 
events in the system in this interval. Hence, the monitoring service is fundamental for 
the synchronization. Otherwise, if the synchronization service has not the generated 
events in the system in the interval disconnection, it cannot compare local events of 
the user and it cannot detect the possible conflicting changes with the remainder us-
ers. As mentioned above, cache is necessary to allow offline operations. Consequent-
ly, the client application must store the necessary data for user to continue working in 
disconnection case. 

 

Fig. 2. A device working offline 
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The monitoring service is a general service, however, this is not possible for the 
synchronization service as the synchronization algorithms are dependent of the re-
source type. That is, synchronize images is not the same as synchronize text, because 
how to solve possible inconsistencies is distinct for each case. For this reason and 
with the goal of providing a reusable service, the synchronization service is a general 
service that must be specialized according to resource to synchronize. In this way, the 
common part related to manage the resource synchronization is identified and solved 
in the service, and the issues related with particular requirements of resources are 
addressed in service specialization. In this way, the proposal is intended to be appli-
cable to any type of shared resource. 

Another important issue is how the synchronization service can obtain the correct 
sequence of events. This is an important issue because the service is working in a 
distributed system where the clock values may differ.  To resolve it, first is necessary 
adding a timestamp to event definition and use a time server to provide the same 
clock value to all devices of the network. Owing to different networks can interope-
rate (thought service replicas) Lamport’s algorithm [28] to determine the order of 
events in a distributed computer system has been implemented. 

It is especially necessary to take into account that offline operations are permitted 
and network partitions can occur. For these cases, when the time server is inaccessi-
ble, it will acts as follow. When the device lost connection and it starts to generate 
local events, it uses its clock value to generate a relative timestamp for local events. 
When this device recovers connection, before to connect with the synchronization 
service, it gets clock value from time server. With this value, it calculates the differ-
ence between its clock and the clock of time server and it recalculates the timestamp 
of local events. In this way, the correct sequence of events to the synchronization 
service is guaranteed and therefore it can apply synchronization algorithms correctly.  

 

Fig. 3. Possible services deployments within platform architecture 
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3.3 Deployment 

Regarding the deployment of services, they support different configurations, thus the 
platform can be adapted to requirement of a specific application. The possible confi-
gurations are: 

• Services within the communication middleware (Figure 3, point A). They are dis-
posed inside of middleware in order to obtain efficiency, regardless middleware 
overload is increased with each service added to it. 

• Services disposed over the middleware (Figure 3, point B). This configuration 
matches when exists a high computational performance device in the network 
working as a server. Other devices benefits of decreased computational load of-
fered by the dedicated server device. 

• Services on cloud infrastructure [3] (Figure 3, point C). Cloud benefits are accessi-
bility and scalability. The information or service are available wherever an Internet 
connection exists and resources could be increased or decreased as needed. 

A possible system deployment is depicted in Figure 4. Figure 4 shows three 
MANET networks, these networks are not directly connected, however, they interope-
rate through services proposed above. To make this possible some replication proto-
col [29, 30] must be used to keep the service replicas updated and consistent. Repli-
cating not only improves service availability, moreover, it helps to achieve localized 
scalability due to it reduces network traffic. This is possible owing to replicating al-
lows devices use the nearest replica, as Figure 4 shows. 

 

Fig. 4. A possible configuration of services in several MANET networks 

4 Example: Collaborative Document Editor 

As mentioned above, the synchronization service is a generic service that must be 
specialized with concrete synchronization algorithms of the shared resource to  
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manage. To test the validity of the service platform proposed, the synchronization 
service has been specialized into a document repository service. In this case, shared 
resources are text documents. 

The system displays the following behavior (see Figure 5). The repository service 
keeps the full set of documents in the system. While users are online they are working 
with the documents of repository service. Users make changes to documents, these 
changes can be modified created or deleted a document.  Moreover, these changes 
can be done concurrently and users who are working with same document can see 
these changes in real time.  

The repository service, it is a specialization of the synchronization service, is re-
sponsible to integrate these changes consistently in documents set.  Besides, the 
client application must have a cache copy of documents with which user is working, 
since it is not possible to foresee a disconnection. The number of files in cache is 
determined by several factors, such as disconnection frequency. To solve this, there 
are different approaches to caching in mobile environments [31]. 

Meanwhile, the monitoring service stores all generated events in the system. These 
events contain information about changes over documents and they are notified under 
a publish/subscribe paradigm.  

When a client device disconnection occurs (User 1 in Figure 5), the client applica-
tion starts working with cache documents copy. Besides, the client application starts 
storing generated events by user locally (Figure 5, step 1). These local events will be 
necessary to synchronize when connection is re-established. The client application 
can continue working offline with the unique limitation about the memory capacity of 
the device to store all the events that can be generated.  

When connection is re-established, the client application first re-adjusts the events’ 
timestamps generated offline (see section 3.2).  Then it requests be synchronized 
with the system through the synchronization service (Figure 5, step 2). With this pur-
pose, the application provides to synchronization service the disconnection interval 
and the generated events locally. This is the client application notifies to the synchro-
nization service the changes that user has made on shared documents while the device 
was offline.  

The repository service receives this request and it requests to monitoring service 
the modifications made by system users on shared documents during disconnection 
interval. The monitoring service queries the storage service for events set generated 
within the disconnection interval (Figure 5, step 3). When the monitoring service gets 
response, it sends the events set to the synchronization service (Figure 5, step 4). 
When the synchronization service has the generated events in the system and the gen-
erated events of the disconnected user, it can apply the synchronization algorithms 
and it can apply the resulting changes on documents repository (Figure 5, step 5). In 
this case (shared document), when the synchronization algorithm is appliqued the 
following cases can occur: 

• The document that has been modified by offline user has not been modified by 
another user in the system. In this case, the changes can be applied directly. 
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• The document that has been modified by offline user also has been modified by 
other user. But there are not conflicting changes. In this case, the repository ser-
vice automatically integrates both changes in the document. We have deemed that 
a conflictive change is when two or more users modify the same position of the 
document (the same byte). There are other options, such as consider conflictive 
modify the same word or phrase. Due to if two users modify the same phrase un-
knowingly the resulting phrase would be probably inconsistent. 

• The document that has been modified by offline user also has been modified by 
other user. There are conflicting changes. In this situation, the repository service 
creates a parallel version of the document with the changes of the disconnected us-
er. Thus, two or more versions of the documents are maintaining. The users them-
selves are responsible to resolve the conflict. The repository service only has the 
responsibility to ensure that do not miss a single user’s change.  

 

Fig. 5. Behavior of repository service when a reconnection occurs 

This way, the consistency can be guaranteed, due to if there are conflicting mod-
ifications, these are saved in different versions of the document and none modification 
is lost. There are other strategies to maintain the consistency of shared documents 
when there are multiple writers [32]. For example, lock a document when there is a 
writer. This approach is simpler to implement, however, a tool that implements this 
approach really is not a collaborative tool, because users cannot write collaboratively 
in real time. Other derived approaches are interesting. For example, only some parts 
of a document can be locked. A weakness of this approach is that a disconnected user 
cannot lock the document, but even so it could uses this approach combined with 
others.  
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With regard to the repository service, we must note that the implemented synchro-
nization algorithms are independent of client editor application. Consequently, the 
repository service can be used in any text editor conforming to the adopted event 
model. For last, underscore that it has not been necessary modify the monitoring ser-
vice (see section 3.1), this service is sufficiently flexible to adapt to any shared re-
source. On the contrary, the synchronization service has been extended, through inhe-
ritance, to adapt to the shared resources of the case, text documents. 

5 Discussion 

With the objective of obtaining a higher acceptance in the use of advanced applica-
tions in MANET networks, the service platform presented in this paper intends to 
address the following requirements:  

• Interoperability. As shows Figure 3, though the networks are not directly con-
nected however, they can interoperate through services proposed due to service 
replicas. 

• Adaptability. The designed services are not an ad-hoc solutions, the proposal is a 
generic solution that can be adapted to any shared resource type. On one hand, for 
the monitoring service this is possible due to event-driven approach (see section 
3.1). On the other hand, for the synchronization service this is not possible. In this 
case, the synchronization service is designed as a generic service that can be ex-
tended through inheritance to adapt it to any shared resource type (see section 3.2). 

• Platform-independent. Owing to use a SOA-based approach and to standards of 
publications, communications and access, the services implemented are platform-
independent. 

• Offline operations. As it has been explained above, this proposal is specially 
oriented to allow offline operations. This is particularly interesting in environments 
with problems maintaining connections, where disconnection of devices and net-
work partitions are frequent. This feature is achieved owing to replication tech-
niques, caching and the designed protocols to obtain ordered events. 

However, some problems could be found such as network congestion, for instance, 
in collaborative document editing (see section 4). In this case, due to the synchroniza-
tion is at low level (character/byte), each time that a character is introduced or deleted 
an event is generated and published. In a case with many users and many modifica-
tions, would be possible generate and transmit too many events. To solve this prob-
lem, would be possible synchronize at word level or study other possibilities such as 
partly block the documents when a writer is present in a particular document area. 
This will reduce the events generated in the system.  

Moreover, use a SOA-based approach entails some issues to consider [33], particu-
larly in large systems. Amongst other issues, it should be taken into consideration that 
when a service is integrated and working in a large system, before to modify it an 
impact study is necessary. This may limit system evolution, besides, as the system 
grows could be more complicated conforming to all standards of SOA approach. 
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6 Conclusions and Future Work 

The service platform presented in this paper is a combination of a distributed compu-
tation techniques and event-driven and service-based architectures. The platform is 
composed of an underlying event-driven communication middleware which provides 
a publish/subscribe service to propagate the events. Over this middleware two servic-
es are disposed: the monitoring service, a basic service, which monitors and stores 
any event of the system and the synchronization service which process these events 
(provided them by monitoring service) in order to synchronize the replicas of shared 
resources. Besides, these services have been developed with the aim of being generic 
services. The monitoring service is reusable and it can be used with any resource type 
and no need to modify its code. However, the synchronization service needs to be 
adapted to the resource, depending on its type and the required use in a particular 
system. This is due to the synchronization algorithms are dependent of the resource 
type. Therefore, the common part related to manage the resource synchronization is 
identified and solved in the service, and the issues related with particular requirements 
of resources are addressed in service specialization.  

The proposal presented especially addresses the case of systems that exhibit dis-
continuous operation.  For this reason, the platform has been designed to make sure 
that synchronization service always gets the right events sequence.  Even with the 
possibility of some devices are working offline or with network partitions. This is 
achieved, in particular, using a time server, adding timestamps to events and using 
Lamport’s algorithm [28] to determine the order of events in the distributed computer 
system. 

Besides, replication and caching techniques have been used in order to achieve lo-
calized scalability and high availability of the proposed services.  Additionally, to get 
a better fulfillment of the applications requirements, the services have been designed 
for they can be deployed within the middleware, in order to obtain efficiency, regard-
less middleware overload is increased; on the middleware, when exists device in the 
network working as a server; or in a cloud infrastructure, in order to provide benefits 
such as accessibility and scalability. This way, flexibility of the platform is increased 
and it can provide greater adaptation of the system to the requirements of a particular 
application.  

Moreover, for validity purposes of the proposal, the synchronization service has 
been specialized into a document repository service. The repository service imple-
ments application-independent algorithms to synchronize consistently text documents 
in collaborative environments. Consequently, the repository service can be used in 
any text editor conforming to the adopted event model. Besides, there are no restric-
tions about maximum disconnection time, while the user device has space to store 
local events, the user can continue working. With the use of the resulting repository 
service, users can edit document collaboratively in real time when they have connec-
tion with the system, and also they can edit the documents when they are offline. 
These documents will be synchronized when the connection recovers. 
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For last, the proposal platform seeks for benefits such as reusability, scalability, 
availability, interoperability, low coupling with platforms and its design facilitates 
offline operations. 

Regarding future work, a depth study of the specific synchronization requirements 
of certain applications will be carried out, in order to provide synchronizations algo-
rithms and assess adaptability and performance of the proposed platform. Additional-
ly, a performance study of system is foreseen. 

Moreover, the proposed platform will applied in ambits such as context in-
formation management; and semantic annotation tools for web, under which a high 
level of collaborative capabilities is desirable. Finally, the platform will integrate 
other high levels services, such as a location service [34], in a largest platform for 
context-aware and ubiquitous systems. 
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