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Preface

From the Crossroads of the West, the 14th Symposium on Trends in Functional
Programming took place on the Brigham Young University campus in Provo,
Utah, May 14-16, 2013. The program included presentations of 27 papers sub-
mitted by researchers from many nations and an invited talk by Jeremy Siek on
gradual typing. Most of the authors submitted revisions of their papers, based
in part on responses to their presentations. The revisions were reviewed and dis-
cussed in detail by the Program Committee, and 10 of them were accepted for
publication in this volume. About half of the revisions accepted for publication
were student papers (that is, papers with a student as first author).

TFP aspires to be a forum for new directions in functional programming
research. This year was no exception. Presentations covered new ideas for dis-
tributed systems, education, functional language implementation, hardware syn-
thesis, static analysis, testing, and total programming.

The editor wants to thank the Program Committee and all of the referees
for their diligence and for their well-considered reviews. We also want to thank
Brigham Young University for their generous support. Finally, we thank the
participants for their lively attention during the symposium. Again we leave
you, from within the shadows of the everlasting hills; may peace be with you,
this day and always.

November 2013 Jay McCarthy
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Total Functional Software Engineering

Overview Paper

Baltasar Trancéon y Widemann

Programming Languages and Compilers
Ilmenau University of Technology
baltasar.trancon@tu-ilmenau.de

Abstract. Methods for mathematically basic and precise description
of system behavior at discrete interfaces have been developed by David
Parnas and his groups and collaborators over many years. Total func-
tions can play a crucial role as constructive and effectively executable
semantics for various levels of these descriptions. Straightforward analy-
sis and transformation techniques for functional programs, particularly
effective for total functions, can be used as significant steps towards auto-
mated generation of implementations. Theoretical claims are supported
by practical examples. The focus is on insight into applications from the
functional perspective rather than on innovations in functional program-
ming itself.

1 Introduction

The software engineer David Parnas has been influential, besides many other
areas, in the development of a particular, mathematically sound methodology
for the description and specification of system behavior. The general style of the
work of his groups in the Software Quality Research Laboratories at McMaster
University, Ontario and the University of Limerick, and many collaborators, can
be summarized in the following two maxims:

1. The essential complexity of real-world systems must be acknowledged, and
met with appropriately scalable methods, but

2. the mathematics underlying these methods must be as simple and rigorous
as possible.

In recent years, it has emerged that many of the proposed methods can be
understood in a framework of total functional programming. This paradigm shift,
away from the original presentation in elementary set theory, implies multiple
illuminating changes in perspective:

1. Algebraic structure is uncovered. Method design choices that have been based
on practical experience and justified pragmatically by mathematical fitness
and economy, can be strengthened theoretically by being mapped to natural
algebraic constructs.

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 1-[[6] 2014.
(© Springer-Verlag Berlin Heidelberg 2014



2 B. Trancén y Widemann

2. Ezecutability is emphasized. In contrast to descriptive set-theoretic mod-
els where effective evaluation procedures are implicit meta-information, the
functional programming view puts denotational and operational semantics
on equal footing.

3. Tools are leveraged. Beyond executability in principle, actual implementa-
tions are needed at the end of the day, to serve as test oracles, simulators
or prototypes. In the traditional set-theoretic approach, there is a choice be-
tween confinement to some theorem prover sandbox, and naive translation
to a general-purpose programming language, with all the associated pitfalls.
The tried and proven tools of functional programming language implementa-
tion support symbolic evaluation and code generation in a way that is both
reliable and flexible.

The current state of the art is such that the theoretical basis is established
fairly comprehensively. By contrast, the practical side of real tools is just aca-
demic prototypes with limited scope and service life-time. The purpose of the
present paper is to serve as a conceptual reference for future implementations.

The following three sections each discuss one particular method, from ba-
sic to advanced. Note that the focus here is on the application of functional
technologies outside their principal programming domain. Most of the material
discussed in the following is of little novelty from the functional programming
perspective proper, but summarizes, condenses, and in places even improves the
understanding of the subject with respect to its traditional presentation.

2 Predicate Logic

The Parnas approach to algebraic—logical language [22] differs from most other
software engineering methodologies by treating algebraic (value-level) expres-
sions as partial, but logic (truth-level) expressions as total.

2.1 Two Worlds

The algebraic world is one of strict partial functions: An expression of the form
fle1,...,e,) is defined if and only if all subexpressions e; are defined, and the
tuple (vy,...,v,) of their respective values is in the domain of f. Denotationally,
every value type has a bottom element. By contrast, the logic world is one of total
predicates: An expression of the form p(eq,...,e,) is true if all subexpressions
e; are defined, and the tuple (v1,...,v,) of their respective values is in the
extension of p, and false otherwise. That is, the type of truth values has no
bottom element. Case distinction operators have condition arguments of truth
value type, reflexively embedding the logic world in the algebraic world.

This account of partiality is in line with the IEEE 754 standard for floating-
point arithmetics, where comparison operators on numbers totalize in the same
way with respect to the bottom value NaN. It is, however, distinct from the Z [9]
approach, where logic is three-valued with an undetermined bottom element,
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predicates are strict, but logical connectives are non-strict in both arguments. For
example, in the expression (0/0 = 1)V (1 = 1), the first clause is false according
o [22], but undetermined according to Z, whereas the whole expression is true
in either case, albeit for different reasons.

The special role of the bottom element has profound implications on evalu-
ation strategies, which can be seen clearly from basic considerations of deno-
tational semantics of functional programs: A definedness predicate can be for-
malized within the language, simply as “defined e = t” which entails that each
evaluation strategy must

— either have a solvable halting problem, making the predicate defined total,
— or wrongly assign the value bottom rather than zero to some instances of
the expression scheme “if then else(defined e, 1,0)” by failing to terminate.

2.2 Enter Total Functions

An elegant solution of this dilemma is to restrict the expression language such
that it can be interpreted in a strongly normalizing calculus, thus reducing the
halting problem to triviality.

Such calculi define total rather than partial functions; the partiality of alge-
braic expressions is emulated adequately by the monad M = 1+ |, known as
Maybe in Haskell. In the standard category-theoretic notation, it comes with
the natural transformations nx : X — M(X) (unit, return in Haskell) and
px @ M?*(X) — M(X) (multiplication, join in Haskell), as well as the family of
constants L x € M(X) as left injections. Partial functions of type A - B are
encoded as A — M (B). Values of type A are encoded as M (A). Strict, checked
application is given by the operator

e: M(A) f:A— M(B)

) ev f = us(M(1)e))

known as bind (>>=) in Haskell. An emulation of the intended partial language
can then be given by induction over the syntactic structure of expressions:

— Constants and variables are taken to be always defined.

c: A . (©)
et M(A) © = hale
— The pseudo-constant * denotes an atomic undefined expression.
cA
T*A *l =14
*) ot M(A)
— Tupling (only binary shown for simplicity) is strict.

(61,62) : Al X A2
(61,62)T : M(A1 X Ag)

(el,eg)Jr = e]; > ()\xl.eg > ()\xg.nAleQ(xl,xg)))
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— References to partial functions are Kleisli-extended.
f:A-» B
ft:M(A) — M(B)
— References to predicates are totalized sending bottom to false.
p:A—DB
pt: M(A) —» B

where [g,h] : A+ B — C combines cases f : A— C and g: B — C.
— Emulation distributes over application.

(3(61, .. 'aen))T = ST((ela .. 'aen)T)

It is easy to see that this emulation preserves well-typing, and extends to
equational definitions of functions and predicates.

ff=»f

p! = [p, const f]

2.3 Simplification

The administrative operations inserted by the emulation complicate the struc-
ture of expressions considerably at first sight. But fortunately, a substantial part
can be eliminated by straightforward partial evaluation and simplifications using
the monad laws. In particular we have:

f(n(@) =nx)> f = fz) p'(n(x)) = [p, constf](n(z)) = p(x)

Note that such program transformations are rather easier, and can be applied
more aggressively, in a strongly normalizing setting. For instance, consider a
definition of partial function composition:

compose(g, f)(x) = (9(f()))' = g"(F1(a")) = n(2) > frg=f(z)pg

Here the inner application is reduced to unchecked form because x is necessarily
defined, seeing that applications to undefined arguments are handled at the call
site. The outer application needs to remain checked for spontaneous undefined-
ness of the subexpression f(x).

If additionally f is total by construction, that is f = o f’~—not an uncommon
case, see for example the definition of tupling as a (strict) partial function given
above—, then we can reduce this further and eliminate another check:

compose(g,no f')(z) =n(f'(z)) > g=g(f'(z))

In summary, a reflexive combination of partial algebraic and total logical lan-
guage can be represented faithfully in a calculus of total functions, by using a
well-known monadic lifting. Locally total subexpressions are reduced to their
natural form by straightforward simplification of the resulting monadic expres-
sions. This is of course a fairly banal insight in a functional programming context.
But it is nowhere nearly as automatic and self-evident in contexts of set-theoretic
proof systems or ad-hoc code generators, the standard tools of system engineers,
where partiality is an implicit side condition rather than integral part of data
flow.
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2.4 Discussion: Expressive Power

Of course the proposed framework, based on a calculus of total functions, has
a significant limitation: The language that can be interpreted in it has to be
quite restricted, compared with the full power of first-order predicate logic that
would be available (albeit incompletely operationalized) in a theorem prover
environment. Expressing any nontrivial algorithm in terms of constructively total
functions is known to be a difficult task.

Fortunately, the existing method base definitions and the examples suggest
that very simple data structures and algorithms go a long way. Simple alge-
braic datatypes and primitive recursive access functions, whose representation in
strongly normalizing calculi is well-understood, make up most of the framework.
By contrast, particularly troublesome features, notably infinite set comprehen-
sions and general recursive function definitions, are apparently not required.

This finding suggests an interesting, open philosophical question: is the com-
putational simplicity just a happy coincidence, or are mathematically more in-
volved constructs pragmatically ill-suited to the task of behavioral description
of systems, because they are harder to understand for the human engineer, or
less evident from empirical observation?

3 Tabular Expressions

Classical mathematics are heavily biased in terms of algebraically simple func-
tions which have a homogeneous representation as a simple expression with one
or more variables over their whole domain. Mildly heterogeneous definitions such
as piecewise definitions for a domain partitioned into intervals are admissible,
but more general case distinctions are generally avoided. By contrast, the theory
of computation in computer science is discrete by nature, and case distinctions
feature pervasively and nestedly in function definitions.

Where case distinctions are made in logically rigorous descriptive formalisms,
it is important to ascertain that cases are non-contradictory and complete. Func-
tional programming provides a notation for case distinction that is powerful,
theoretically elegant and easy to implement, namely by pattern matching on
algebraic datatypes. Unfortunately this approach has little acceptance in system
engineering contexts. Engineers traditionally favor a different form, namely tab-
ular expressions, where alternative cases are laid out spatially as columns or rows
of a table. The tabular notation has attractive pragmatic advantages [2124]:

1. It scales from simple two- and three-way distinctions to extremely complex
expressions where many-way and/or hierarchical case distinctions along mul-
tiple, more or less orthogonal criteria are combined.

2. It is fairly easy and intuitive to read for domain experts without formal
training in symbolic programming, and can be used, edited and archived
effectively in paper form.

3. It supports manual and machine-supported inspection, validation and veri-
fication of descriptions by systematic coverage of rows, columns or cells; ap-
plications include soundness and completeness proofs as well as inspection of
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safety-critical procedures [23], protocol checks for concurrent systems [I8J19]
and test suite design [BIGI7].

The discussion here summarizes material exposed in more detail in [28§].

3.1 Simple Example

Fig. [ shows a simple real-world tabular expression. It appeared in inspection
documents of the Darlington Nuclear Power Generation Station [I6JI5]. In the
shutdown system, parts of the monitoring logic only apply near maximum power.
The pertaining sensors are “conditioned in” (activated) above a certain power
level and “conditioned out” (deactivated) below. To avoid a jitter effect (high-
frequency switching events), the respective threshold levels K, and K, are
set to slightly different values, thus introducing artificial hysteresis. Between the
two, the previous value is maintained. See the top half of Fig. [l for an illustration
of the behavior, and the bottom half for the tabular description as a function of
the threshold parameters, the current power level and the previous value.

The function definition is organized as a one-dimensional decision table. The
top (header) (1 x 3)-grid of truth-level expressions specifies a three-way case
distinction. The bottom (main) (1 x 3)-grid of value-level expressions contains
the respective function results. Note that values are Boolean by accident, but the
main grid is three-valued (true, false, L) whereas the header grid is two-valued.

The function is simple in structure and does not appear to merit the tabular
form at first sight. But closer inspection reveals a subtlety that illustrates why
symmetric case distinctions, as expressed by a header grid, are sometimes supe-
rior to if-then-else cascades or first-fit pattern matching: The cases in the upper
grid are only consistent and complete under the implicit constraint K, < K.
Hence a thorough inspection of the table, either by a human expert or by a
theorem prover (such as PVS, which found the error in actual fact [19]), will
reveal that the description is formally deficient. By contrast, a cascading defini-
tion where each case implies the negation of the preceding, would just silently
go wrong.

3.2 Complex Example

Fig.[2 shows a complex tabular expression. It specifies a test procedure for com-
puter keyboards [I]. The general idea is fairly simple: all keys are to be pressed
in order, and if all registered keycodes correspond to the expected sequence, the
keyboard passes the test. This homogeneous principle is then complicated by
provisions for correcting errors both of the hardware and of the human tester
by pressing the escape key, without exempting the escape key from the test se-
quence. The tabular expression is the result of a formal analysis of several pages
of prose, eliminating several ambiguities, inconsistencies and loopholes.

The function N specifies the number of the next key to be pressed or a ver-
dict (Pass or Fail), depending on the sequence T of keys pressed so far. The
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Power

Kin
Kout

A\

PwrCnd

PwrCnd(Prev : bool; Power, Kin, Kout : Teal) : bool =
Power < Koyt Kout < Power < K, Power > K,

false Prev true

Fig. 1. Simple tabular expression: power conditioning for sensors

T #
N((T)) =11< N(p(T)) < L N(p(T)) =L
keyOK (T) N(p(T)) +1 Pass
pkeyOK(T)
—pkeyOK (T)A
pkeyEsc(T)N
ppkeyOK (T)
—pkeyOK (T)A
pkeyEsc(T)A
—keyOK (T) —ppkeyOK (T)
—pkeyOK (T)A
—pkeyEsc(T)
—pkeyEsc(T)
pekeyEsc(T)
pkeyEsc(T)A
—pekeyEsc(T)

N(p(T)) —1

—keyEsc(T)

N(p(T))

keyEsc(T)
Fail

where keyOK(T) = r(T) = N(p(T)) keyEsc(T) = r(T) = Esc

pkeyOK (T) = keyOK (p(T)) pkeyEsc(T) = keyEsc(p(T))
ppkeyOK (T) = keyOK(pQ(T)) pekeyEsc(T) = N(pQ(T)) = Esc

Fig. 2. Complex tabular expression: computer keyboard checking procedure
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constant  denotes the empty sequence. Nonempty sequences T can be decon-
structed into a most recent event r(T') and a previous sequence p(T).

The tabular form highlights several features that are hard to emulate in func-
tional programming style or any other textual format:

1. The table is two-dimensional: the chosen variant depends on two more or less
orthogonal case distinctions. They are specified by the top and left header
grids of truth-level expressions, respectively. Together they select a value-
level cell of the bottom-right main grid at the spatial intersection of their
axes. The choice which of these to evaluate first is completely arbitrary.

2. Each header is hierarchical, having a binary decision tree structure ending in
flat two-or-more-way distinctions. The choice of decision criteria and order
of flat distinctions is logically arbitrary, but pragmatically highly relevant
for good readability of the resulting table: Related cases should end up close
together, ideally in adjacent cells of the main grid. Note that the presentation
in Fig.2limproves over the original from [I] in this respect by reordering rows.

3. Homogeneous regions of cases in the main grid, or “modes” of the system,
are indicated by invisible cell boundaries. Missing expressions indicate un-
satisfiable conditions; those are an artifact of the headers not being fully
independent.

4. Case distinctions make effective use of undefined values, discussed in the
previous section, for keeping things simple. For instance, all auxiliary pred-
icates involve equations whose parts are defined for nonempty sequences T'
only; hence the only row that is satisfiable for the column corresponding to
T being empty is the fifth, where all predicates occur in negative form. The
header expression T" # is redundant and included for making complete-
ness more obvious. More generally, nested distinctions can always be read as
conjunctions and simplified accordingly, which would be difficult in logically
three-valued frameworks, because one clause may govern the definedness of
another.

3.3 Table Combinators

A connection between tabular expressions and functional programming has al-
ready been noted by [14]. There, a combinator approach is followed: a collection
of compositional table construction operators is given, with executable Haskell
implementation for operational semantics, and proof support in the Isabelle sys-
tem for denotational semantics. While both theoretically elegant and technically
effective, the approach suffers from severe limitations regarding the shapes of
tables that can be constructed; a drawback shared with both other practical
tools such as [25] and theoretical formalizations such as [TO/T2ITTI4].

3.4 General Table Model

The examples have already shown a weakness, or rather looseness, of the tabular
notation: Considerable amounts of semantic detail are implicit in the graphical
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Content[I,J, X, Y] = Map[I, Map|J, Expr[X,Y]]]
wellf : Content[I,J, X, Y] x X — bool;
eval : Content[I,J, X, Y| x X »Y

content : Content[I, J, X,Y];
type : TType(l, J, X,Y]

TTypell, J, X,Y] = (

Table[I,J, X,Y] = (
Fig. 3. Table model as functional datatype

layout or the conventions of users. This is typically adequate for a team of
experts, but not for broader communication, formal verification or automated
evaluation. Support for certain ad-hoc tabular formats has been built into many
engineering tools. These may be pragmatically useful, but there is no theoretical
boundary of what should be included; the examples already show both plain
one- and two-dimensional forms, and several advanced features, such as branch-
ing headers [8I27], and shared and empty main grid cells. Various generalizations
(for instance extension to n dimensions, grids with circular or otherwise fancy
topology, and specialized case distinctions such as C-style switch) are mathemat-
ically straightforward, but defeat the capabilities of implemented, hard-wired
table models.

A unified theoretical approach [13] defines tabular expressions abstractly as a
formal structure of three components:

1. The content of the table as an indexed set of indexed grids containing cell
expressions. Both grid and cell indices are abstract; no layout geometry is
implied. This is the only component particular to a concrete table.

2. A well-formedness predicate that decides whether the table content conforms
to given shape and consistency constraints. This component is shared among
tabular expressions of a common type.

3. One or more evaluation functions that interpret the cell content, conditional
on its well-formedness, as a function of its argument variables. This compo-
nent is also shared among tabular expressions of a common type.

Examples of content, with a conventional graphical layout, are depicted in
Fig. [ and Bl Examples of the other, more generic, components are given infor-
mally in section An early tool prototype is described in [26].

3.5 Functional Table Model

The general table model also translates smoothly to a total functional con-
text [28]. Fig. Bl shows a datatype definition for table models. Type parameters
are I, J for grid and cell indices, and X,Y for domain and range, respectively.
The function argument may occur in each table cell subexpression. Whereas
first-order tools default to symbolic representations, in higher-order functional
programming the obvious encoding technique is lambda lifting: every cell con-
tains an individual function of the global arguments. The transformation is trivial
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because cell contents are independent (neither individually not mutually recur-
sive). Consequently we simply have Expr[X,Y] = (X -» Y).

The well-formedness predicate may contain both static and dynamic con-
straints. These could be separated by binding time analysis, in order to be
checked as early as possible; cf. [2]. For n-dimensional regular function tables,
which subsume the two given examples with n = 2, the types parameters are
chosen such that:

1. The cell indices of each header grid are sets of finite paths closed under
prefixes.

2. The cell indices of the main grid are the Cartesian product of the cell indices
of the header grids.

The well-formedness constraints are:

1. There are n+ 1 grids. The first n grids are headers and contain truth-valued
expressions. The last grid is the main grid and contains Y-valued expressions.

2. In each header, the respective conjunctions of formulas along maximal paths
partition the function domain.

3. For each main index (j1,...,Jn), if the formulas indexed by j; in the i-th
header, respectively, are jointly satisfiable for all 4, there is a corresponding
cell; other main cells may be omitted.

We treat hierarchical header structure as a syntactic abbreviation for simplicity.
The corresponding evaluation function is:

1. For each i-th header grid, find the maximal path j; such that the conjunction
of all formulas in cells along the path is satisfied.
2. Evaluate the main grid cell at (j1,...,jn)-

The table type effectively defines a semantic checker and interpreter for the
table content. Obviously when both type and content are provided, these algo-
rithms can be simplified drastically by partial evaluation of the pair. Assume
well-formedness is split by binding time analysis into a static and a dynamic
part

swellf : Content[I, J, X, Y] — bool;
dwellf : Content[I, J, X,Y] x X — bool

Then we can partially evaluate the table type components applied to the con-
crete content, obtaining the following record of table operations, which hides the
defining content completely:

pswellf : bool,
pdwellf : X — bool;
peval X -»Y

Possibly more static safety is required, such as a guarantee that the “com-
piled” evaluation function peval is defined whenever the dynamic well-formedness
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check pdwellf holds. The strong connection between total function calculi and
constructive proof systems, exemplified in tools such as Coq or Agda, could be
used to resolve these issues statically. Simple but useful prover support has been
given for the table combinators of [I4], by virtue of their inductive structure.
No practical attempts to perform these tasks manually or automatically for the
general table model have been documented so far.

4 Trace Function Method

The trace function method is a formalism for black-box description of observ-
able system or component behavior at an interface; see for instance [I7]. It is
intended as a mathematically simple and direct replacement for algebraic and
automata-theoretic approaches, as well as the earlier trace assertion [3J20] and
trace rewriting [33l32] methods.

A trace is a sequence of relevant events at some interface, where each event
is a discrete point in time at which interface variables may change their values.
Input and output variables under control of the environment and the system,
respectively, are unified. Valid system behavior is specified by giving, for each
output variable, a trace function or relation, which maps traces to possible output
values for the final event. The set of valid traces is then defined inductively:

— The empty trace is valid.
— A valid trace can be extended by a following event if and only if all output
variables of that event conform to the respective trace functions.

Having the trace, that is the sequence of preceding interface events, instead of
internal state as the causal determinant of future behavior makes this approach
mathematically and epistemologically very abstract and elegant. However, there
are a couple of logical, philosophical and technical issues:

1. Trace functions specify part of an event, namely the value of one output
variable, in terms of traces ending in that event; how can we avoid circularity?

2. The proposed way to avoid circularity is to include only the input part of
the most recent event in the argument to trace functions; is that solution
natural, and is it uniquely so?

3. Trace functions take syntactically well-formed, as opposed to valid, traces
as their arguments (necessarily to avoid meta-circularity); how do counter-
factual values in invalid traces (“fake history”) affect the specification of
behavior?

4. A trace function has two distinct ways of depending recursively on its own
value for trace prefixes, namely by retrieval from events and by recursive
self-application; are they exchangeable, and if not, which one is preferred?

5. Trace functions can depend on variables in past events in many ways: on
the last event only, on a fixed sliding window, on the most recent event
matching a certain pattern, etc.; which (space) complexity classes are there
with respect to implementation as a state system, and can efficient iterative
representations be derived automatically?
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All of these can be addressed by rephrasing trace functions, with their peculiar
recursive structure, in a recursion scheme for total functions, namely course-of-
values iteration, in category-theoretic presentation [31].

The formal scheme, in a nutshell, is as follows: Consider an endofunctor F’
whose initial algebra (uF,ing : FuF — pF) is a datatype of interest. The
simplest total recursion scheme over F' is iteration: For every F-algebra (C, ¢ :
FC — C) there is a unique function (¢) : pF' — C such that

(¢) = o Fe) oing'

The canonical example is the functor N = 1+ with the initial algebra
(N, [0, succ]). Every N-algebra (C, ¢ = [z, s]) gives rise to a function (¢) : N — C
with (¢)(n) = s™(z), hence the name iteration for the scheme. Written as an
explicitly self-referential definition, this gives

z n=~0

leh(n) {s((]goD(n ~1)) n>0

That is, the function may depend recursively on its own value for the immediate
predecessor(s) of the current argument value. The recursive tabular expression
depicted in Fig. 2] is easily seen to be of this form.

The scheme of course-of-value iteration generalizes ordinary iteration to func-
tions that depend on their own value for all transitive predecessors of the current
argument value. Consider the composite functor CF' = C x F( ) and a final CF-
coalgebra (vVCF,outcp : vCF — CFvrCF) as a (co)datatype. Then for every
map ¢ : FvCF — C there is a unique function {¢[ : uF — C whose precise
definition and characterizing universal property are discussed in detail in [31].
The theory seems like overkill for many applications, where actually infinite
sequences are irrelevant

Coming back to the previous example, we find that vCN = C+T UCY (the set
of non-empty finite and infinite sequences over C) and NvCN = C*UC¥. Then
we have specifically

{vh(n) =& ({vhn —1),.. . {¢}0)) (1)

The canonical example is C'= N and

0 [s| =0
P(s)=qs0+1 [s]=1
so+s1 |s|>1
where s = (sg, $1,...), which generates the Fibonacci function {¢]}.

Let I,0 be the record type of inputs/outputs of an interface, respectively,
and write IO = I x O. Defining a functor T = IN =1 x (1+ ) gives pT = I*.
Consequently vOT = I0TUIO* and TvOT = I x (10T UIO%). In words, TvOT
differs from I0*UIO® only in the fact that the first O element is missing. A map
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clr
bag(T) = cnt n
inc min(n+ 1, B)

dec maz(n —1,0)
where n = bag(p(T) » r(T).arg)

T =
Tw»xz=r(T)op=crVr(T).arg==z T
r(T).op #clr Ar(T).arg #x p(T)» x

Fig. 4. Trace function specification of multiset data structure

of the form ¢ : TvOT — O maps such a partial trace to the (missing) output,
and hence defines a trace function {¢}} with

[0h(Gios - in) = io, (i, 0BG D)o G A0(G)))) ()

It can be seen, analogously to equation (Il), that values for either infinite or
illegal traces are irrelevant for the result.

The following simple but nontrivial example specifies the behavior of a mu-
table multiset component that can hold elements of some type E. Its interface
supports four operations op € {clr,cnt,inc, dec} which completely remove all el-
ements, count the multiplicity of a given element arg, and add or remove one
instance of arg, respectively. Each operation returns the resulting multiplicity
of the given element. Real-world constraints are added with requirements for
robust behavior: No element may exceed a fixed multiplicity B, and removal
of non-existent elements is ignored. These simple but natural constraints break
naive attempts at algebraic specification: the algebraic structure may be correct,
but is too complicated and irregular to be considered truly adequate.

Fig. @ depicts a trace function specification of the multiset component. It
is explicitly recursive via the auxiliary term n, but not in ordinary iteration
form: the recursive argument is some predecessor of the current one, determined
dynamically by the auxiliary function T' » = which implements the (ordinarily
iterative) search “subtrace of T' up to the most recent event that affects the
multiplicity of element x”. This definition is easily transformed to a course-of-
value generator map 1, by replacing recursive calls with retrievals of recorded
output values from the trace.

The functor for the recursion scheme of trace functions can be simplified
from T to N, at the price of complicating the range type from O to OI+UIw,
thus making trace function recursion a higher-order iteration [29]. The functor
N is distinguished because for each of its course-of-value iterations, there is a
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whole category of simulating deterministic transition systems with more or less
elaborate state space [30], which form a semantic framework for both prototypic
and production-quality implementations.

The selection of a particular implementation is a trade-off between ease of
derivation and efficiency of execution, and cannot be automated straightfor-
wardly. The initial implementation, which simply accumulates inputs and out-
puts, has unbounded space requirements, and may not be acceptable for any but
the most prototypic uses. But practical hints can be gained from the analysis
of access patterns to recursive predecessors: For instance, if there is a horizon
such that each output depends only on the preceding k, then a ring buffer of
size k is a fairly good state space for canonical implementation. In the Fibonacci
example, we have k = 2 for the standard imperative implementation.

Other, more dynamic access patterns such as in the multiset example could
possibly be classified according to their complexity and associated implementa-
tion techniques. For instance, the access pattern encoded in the operation T’ » x
is of the very common variety “most recent event fulfilling ¢”, where ¢ here is a
predicate depending with = : E free. This suggests a map-like state with domain
type E, which is already the implementation of choice for many applications.

5 Conclusion

The three levels of Parnas-style mathematical description of system behavior
form a stack of methods, where each layer benefits from a (total) function view-
point in a particular way. Predicate logic with partial value level and total truth
level requires an implementation in terms of total (strongly terminating) func-
tions because of the mutual dependencies between the levels. Tabular expression
scale inhomogeneous function definitions up to very complex case distinctions.
Their generic definition requires datatypes to contain explicit functions for check-
ing and evaluation, and implicit functions for cell expressions with free variables.
The generic parts can be fused with concrete contents to form specific table se-
mantics by means of standard specialization techniques such as binding time
analysis and partial evaluation. Finally, the trace function method employs tab-
ular expressions with a particular recursion scheme over traces represented as
sequences of hypothetical past events, for the description of component behav-
ior without explicit reference to internal state. The precise form and meaning of
this recursion scheme is given by categorical course-of-value iteration, for which
rough but general implementation guidelines can be given, depending on the
pattern of access to the past.

An interesting, informal but deep observation on all levels is that what ap-
pears as fundamental and directly understandable to the human reader of math-
ematical descriptions of behavior coincides largely with what can be expressed in
constructive calculi of total functions. It seems plausible that this relation will be
shown to apply even more widely by future experience in practical tool-making.

Acknowledgments. Thanks to David Parnas, Michael Hauhs, and several
anonymous referees for valuable comments and suggestions.
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Abstract. A straightforward synthesis from functional languages to dig-
ital circuits transforms variables to wires. The types of these variables
determine the bit-width of the wires. Assigning a bit-width to polymor-
phic and function-type variables within this direct synthesis scheme is
impossible. Using a term rewrite system, polymorphic and function-type
binders can be completely eliminated from a circuit description, given
only minor and reasonable restrictions on the input. The presented term
rewrite system is used in the compiler for CAaSH: a polymorphic, higher-
order, functional hardware description language.

1 Introduction

This paper describes the use of a Term Rewriting System (TRS) in the compiler
for CAaSH [I,2]. CAaSH is a polymorphic, higher-order, functional hardware
description language. The purpose of the CAaSH compiler is to transform a
description in a functional language to a format from which lithography machines
can build an actual chip. The CAaSH compiler actually only provides a part
of this transformation. It creates a low-level representation of the hardware,
called a netlist; industry-standard tools are used for further processing. The
translation from a (functional) description to a netlist is called synthesis in
hardware literature. And the set of rules/transformations that together describe
the conversion procedure from description to netlist is called a synthesis scheme.

The synthesis scheme used by the CAaSH compiler produces a specific normal
form of the description. One aspect of this normal form is that the arguments
and results of functions must have a representable type: a type whose values can
be encoded by a fixed number of bits. This paper only describes the TRS that
is used by the CAaSH compiler to eliminate, in a meaning-preserving manner,
non-representable values from a functional description. Neither the exact normal
form, the simplification TRS used to achieve this normal form, nor the complete
synthesis scheme, are however presented. These aspects will be described in a
future paper. This paper focuses on the TRS for non-representable value elimi-
nation, because it, among other things, transforms higher-order descriptions to
first-order descriptions. Because first-order programs are susceptible to a greater
range of analysis techniques [3], the described TRS has value in a broader con-
text.

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 17-B3] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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The next subsection gives both a definition for netlists, and an introduction
to synthesis schemes by describing a specific instance for a small functional
language. The definition and introduction are both informal, but hopefully instil
an intuition for the process of transforming a functional description to actual
hardware.

1.1 Netlists and Synthesis

A netlist is a textual description of a digital circuit [4]. It lists the components
that a circuit contains, and the connections between these components. The con-
nection points of a component are called ports, or pins. The ports are annotated
with the bit-width of the values that flow through them. A netlist can either
be hierarchical or flattened. In a hierarchical netlist, sub-netlists are abstracted
to appear as single components, of which multiple instances can be created. By
instantiating all of these instances, a flattened netlist can be created.

A synthesis scheme defines the procedure that transforms a (functional) de-
scription to a netlist. Synthesis schemes defined for different languages, which
nonetheless have common aspects, will be called a synthesis scheme family. The
CAaSH compiler uses a synthesis scheme, called T¢y, that is an instance of the
larger synthesis scheme family that will be referred to as 7. The following aspects
are shared by all instances of T

— It is completely syntax-directed.

— It creates a hierarchical netlist.

— Function definitions are translated to components, where the arguments of
the function become the input ports, and the result is connected to the
output port.

— Function application is translated to an instance of the component that rep-
resents the corresponding function. The applied arguments are connected to
the input ports of the component instance.

To demonstrate 7, a simple functional language, £, is introduced in Fig.[Il £ is
a pure, simply-typed, first-order functional language. A program in £ consists of
set of function definitions, which always includes the main function. Expressions
in £ can be: variable references, primitives, or function application. Fig. 8 shows
a small example program defined in the presented functional language.

The synthesis scheme for £, called 7., is defined by two transformations:
[ Ip and [ Je, in which [ ], is initially applied to the main function to create
the hierarchical netlist. A graphical, informal, definition of the [ ], and [ Je
transformations is depicted in Fig.[2l Again, the purpose of this subsection is to
give an intuition for the synthesis process, not to give a formal account of 7z. [ ]
creates a component definition for a function f, where input ports correspond to
the argument of f. [ ], also creates an output port for the result of the expression
e, which is connected to the outcome of the [ . transformation applied to e.

Fig. 2 shows that [ ]. transforms an argument reference = to a connection
with an input port x. Function application of a function f is transformed to a
component instance of f. [ ], will be called for the definition of f in case there
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pu=frx=ep Function definitions
| 0

en=2x Argument reference
| ®e Primitive
| fe Function application

Fig. 1. £: a simple functional language

[z]e =  to———

_ [[eo]]e : Q &
e = [en]e .

_ [[60]]5@7
X €|e :
[® el = R

Fig. 2. Tz: A synthesis scheme for £

[fz=ce]p =

double v =z xx
main  y = (double x) 4+ (double y)

Fig. 3. Example program in £

Fig. 4. Netlist of the example program in Fig. 3] created by Tz

is no existing component definition. Arguments to f are recursively transformed
by [ Je, and the outcome of these transformations are connected to the input
ports of the component f. The process for the transformations of primitives
is analogous to that of functions, except that [ ], will not be called for the
definitions.

Applying the synthesis scheme T, to the example program given in Fig. 3] re-
sults in the (graphical representation of the) netlists depicted in Fig. @ The
netlist representation of main shows that synthesis schemes belonging to 7T
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exploit the implicit parallelism present in (pure) functional languages: as there
are no dependencies between the operands of the addition, they are instantiated
side-by-side. During the actual operation of the circuit, electricity flows through
all parts simultaneously, and the instances of double will actually be operating
in parallel.

Synthesis of CAaSH. C)laSH has a syntax and a semantics similar to the
programming language Haskell [5] including some of language extensions of the
Glasgow Haskell Compiler (GHC) [6]. These extensions include higher-rank poly-
morphism and existential datatypes. CAaSH and Haskell are so similar that every
valid CAaSH description is also a valid Haskell program. Because CAaSH uses a
synthesis transformation belonging to 7, called 7, the reverse relation does not
hold. There are (many) Haskell programs that are not valid CA\aSH descriptions.
For example, recursive functions are not valid CAaSH descriptions: under T¢y,
recursive application of a function f would lead to a recursive instance of the
component f. Flattening the netlist would lead to infinitely many instantiations
of the component f. Because such a netlist cannot be realized, the corresponding
recursive function is currently deemed an invalid CAaSH description. Recursively
defined (non-function) values are however allowed as they can be synthesized to
feedback loops.

CAaSH uses an instance of the T family of synthesis schemes because it ex-
ploits the implicit parallelism of the functional descriptions, as shown earlier in
Fig.[ An important aspect of 7 is that the arguments and results of functions
become the input and output ports of components. These ports are annotated
with a bit-width so that it is known how many wires are needed to make connec-
tions between ports. Because CAaSH is a polymorphic, higher-order language,
the arguments and results can however contain polymorphic or function-typed
values. It is generally impossible or impractical to represent such values by a fized
number of bits.

In order to run T¢y, all values that cannot be represented by a fixed bit-width,
will have to be eliminated from the functional description. The focus of this paper
is a TRS that transforms the functional description in a meaning-preserving
manner so that all non-representable values are eliminated. The presented TRS
achieves its goal using both inlining and specialisation transformations [3].

The remainder of this paper is structured as follows: related work is described in
the next section. CAaSH is desugared to a smaller Core language, and it is the
Core language on which the TRS operates; Sect. Bl describes this Core language.
Section @l defines the (data)types which are considered non-representable, and the
general process required for their meaning-preserving elimination. The rewrite
rules of the TRS are described in Sect. LIl Properties of the TRS, including its
non-termination, and the subsequent measures taken in the CAaSH compiler are
discussed in Sect. Bl Conclusions are presented in Sect. [l
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2 Related Work

Functional Hardware Description Languages. SAFL [7] is a first-order
hardware description language. As opposed to T¢a, which is used by CAaSH,
SAFL uses a synthesis scheme that does not create a new component instance
for every application of a function f. Instead, a component f is instantiated only
once, and additional control and scheduling logic is inferred to safely approximate
concurrent access.

BlueSpec SystemVerilog [8] is a hardware description language with a syntax
similar to IEEE SystemVerilog standard. It has features also found in functional
languages, such as higher-order functions and parametric polymorphism. The
compilation from description to netlist is performed in two stages, which corre-
sponds to the static and dynamic semantics of the language:

— A description is partially evaluated according to the static semantics, this
includes the elimination/propagation of higher-order functions.

— The resulting description after partial evaluation is actually a set of rewrite
rules. The second synthesis transformation instantiates all these rules in
parallel, and adds scheduling logic in case there are conflicting preconditions
[9].

So where the CAaSH compiler uses a TRS to eliminate non-representable val-
ues (such as those with a function type), the BlueSpec compiler uses a partial
evaluator. There is however no account of the exact details of then partial eval-
uation mechanism in the Bluespec compiler, nor is there an exhaustive list of
restrictions / requirements on the input programs.

Lava [I0}[11] is a domain specific language embedded in Haskell. A hardware
description in Lava is actually a Haskell program that uses combinators made
available by the Lava library. These combinators wrap constructors of a graph
datatype that represents a netlist. Synthesis of Lava descriptions is not performed
in the traditional sense of transforming a description to a netlist. By running the
Lava description, a Haskell program, the complete graph representing the netlist
is simply calculated/constructed. Consequently, Lava gets the synthesis of higher-
order, and recursive functions, for free: as long as the function calculating the
graph terminates, a netlist can be created. Being an embedded language, Lava
has disadvantages compared to a compiled language such as C\aSH:

— Because a program calculating the netlist graph cannot observe the (applica-
tion of ) individual functions, there can be no intuitive function-to-component
mapping. As a result, only flattened netlists can be created.

— The rich set of choice-constructs in Haskell (also present in CAaSH), such as
pattern-matching, cannot be reflected down to the netlists. Haskell’s choice
construct can be used to guide the construction of the netlist graph, but they
cannot be observed. Consequently, a developer using Lava only has access to
choice-functions offered by the Lava library.

Verity is a higher-order functional hardware description language with sup-
port for recursion (using a fix-point combinator) and mutable reference-cells.
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Verity uses a semantics-directed synthesis scheme called Geometry of Synthesis
(GoS) [12]. GoS assumes a linear type system, that restricts the use of iden-
tifiers to ezactly once. That means that arguments with a function type need
to be instantiated only once, an aspect GoS exploits during synthesis. Given a
higher-order function f, which has a function-type argument g, the component
corresponding to f is given extra input and output ports. The extra output ports
correspond to the input ports for g, and the extra input ports correspond to the
output ports of g. When f is applied to a function h, an instance of both the
f and h component are created, and the components are correctly connected
to each other. CAaSH does not have a linear type-system, meaning an identifier
with a function type can be applied multiple times. Because of this, the CAaSH
compiler cannot use the synthesis approach for function-typed arguments as
promoted by GoS.

Higher-Order Removal Methods. Reynolds-style defunctionalisation [13] is
a well-known method for generating an equivalent first-order program from a
higher-order program. Reynolds’ method creates datatypes for arguments with
a function-type. Instead of applying a higher-order function to a value with a
function-type, it is applied to a constructor for the newly introduced datatype.
Application of the functional argument is replaced by the application of a mini-
interpreter. Given the following higher-order program:

uncurry f (a,b) =f a b
main ¢ = (uncurry (+) z) + (uncurry (=) )

Reynolds’ method creates the following behaviourally equivalent first-order pro-
gram:

data Function = Plus | Sub

apply Plus a b= (+) a b

apply Sub ab=(=)ab

uncurry f (a,b) = apply f a b

main x = (uncurry Plus x) + (uncurry Min )

Reynolds’ method works on all programs, removes all functional arguments, and
preserves sharing (a subject that will be discussed later). Although commonly
defined and studied in the setting of the simply typed lambda calculus, there are
also variants [I4T5] of Reynolds’ methods that are correct within a polymorphic
type system. The disadvantage of Reynolds’ method is the introduction of the
mini-interpreter (which takes on the form of the apply function in the example).
Due to the parallel nature of T¢), this interpreter and all of its corresponding
functionality will be instantiated at the use sites of the interpreter. For the
above example it means that the interpreter will be instantiated twice; and so
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will the included functionality: the adder and the subtracter. This method, in
combination with 7oy, thus creates a lot of redundant hardware; it is this aspect
that has precluded the use of Reynolds’ method in the CAaSH compiler.

Many of the rewrite rules used by the TRS described in this paper can also
be found in optimizing compilers for functional languages, such as GHC [16].
The rewrite rules presented by Peyton Jones and Santos [16] do however not
guarantee a first-order normal form, which the TRS presented in this paper
does (given certain restrictions on the input program).

Mitchell and Runciman [3] present a defunctionalisation method based on a
TRS, which, like the TRS presented in this paper, also uses specialisation and
inlining. The presented TRS can thus be seen as an extension to the work of
Mitchell and Runciman:

— It provides transformations that additionally perform monomorphisation,
which includes the specialisation of: higher-rank polymorphic arguments and
existential datatypes.

— It can deal with recursive let-expressions.

— It works on a typed language, and uses this type information to determine
when transformations should be applied.

3 Core Language

The syntactically rich CAaSH language is desugared to a smaller Core language,
called Coregw (Fig.[H), by the CAaSH compiler. It is a Church-style polymorphic
lambda-calculus extended with primitives, algebraic datatypes in combination
with case-decomposition, and recursive let-bindings. Case-decompositions are
either exhaustive in the constructors of the matched datatype, or include the
default pattern. Recursive let-bindings are needed to define values/expressions
that are self-referencing and are used to describe feedback loops. Fig. [ gives
the language definition of Corepw, and uses, just like the rest of this paper, the
notation described in Fig. [6

CAaSH supports existential datatypes, and this aspect of the language is re-
flected in Coregw. A data constructor K, for an existential datatype T «, is
first abstracted over the universally quantified type-variables «, followed by the
existentially quantified type-variables 5. The type variables 8 brought into scope
by a pattern in a case-decomposition correspond to the existentially-quantified
type-variables of the datatype.

3.1 Synthesis of Coregw Using T¢a

The synthesis scheme T¢) exploits all the implicit parallelism available in the
Coregw language. It does this by instantiating all expressions in a let-binding,
and all alternatives of a case-decomposition, side-by-side (Fig. [7). Toa creates
anchor points for let-binders so that variable references can be synthesized to
connections to these anchor points.
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Local variables: z,vy, z Data Constructor Types:
Global Variables: f,g K :VaVBr =T «
Type Variables: a,
Types: Expressions:
T,0 = e,u =
« Variable reference x | f Variable reference
| T — 0 Function Type | K ‘ ® Data Constructor / Primitive
| T Datatype | Aae ‘ eT Type abstraction / application
| T O Type application | AT :o.e ‘ eu Term abstraction / application
| VYa.oc  Polymorphic type | let x : 0 = e in u Recursive let-binding
| case ¢ of p — u  Case-decomposition
Patterns:
p = Default case

| K /B & : 0 Match data constructor

Fig. 5. The Corenw calculus

To =Toy1...0n eu =euy ... Un

T—0=TL ... Tn—0 AL:0.6 = MAI1:01. ... \Ln :On.€

VYa.oc =Vai. .. Va,.o z:o=e ={z1:01=¢€1, .., Tn:0pn =¢€n}
p—u ={p1 2 u1, ..., Pn = Un}

KBzx:o = KPBi..0n(@i:01).. (Tm:om)

Fig. 6. Notation

[e]
[letz7o=e¢inu] = [[[[Zi}]]] :: Z [case e of p=1u] = [[[[Zi]]}] :

[u]

Fig. 7. Synthesis of let and case

Completely elaborating 7¢ ) falls outside of the scope of this paper. To at least
convey an intuition for the synthesis performed by T¢y, an example program,
and the corresponding netlist are shown in Fig. [8l and @ respectively. The simul-
taneous presence of all alternatives in a case-decomposition, and all binders in
a let-binding, has consequences for the sharing behaviour of expressions.

Sharing is normally defined as the re-use of the result of a computation by
other expressions. In a digital circuit, sharing means connecting the output port
of one component to the input ports of multiple other components. This aspect
can be observed in Fig. [@ where the result of the multiplication is shared by the
addition and the subtraction. Results that can be shared, instead of recomputed,
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Az : Bool.\y : Int o let
z:Int=yxy

in case z of
True — z+1
False — z+1

Fig. 8. Example program using let and case

Fig. 9. Netlist of the example program in Fig. [l created by Teoa

will reduce the total size of the circuit. The rewrite rules of the TRS should thus
take the effects of sharing under T¢ ) into account, as any loss in sharing increases
the size of the circuit.

4 Eliminating Non-representable Types

Tex can only synthesize functional descriptions if arguments and results of ex-
pressions can be given a fixed bit-encoding. There are straightforward encodings
for certain primitive datatypes, and certain algebraic datatypes. Datatypes with
a fixed bit-encoding are called representable. Deriving a fixed bit-encoding for
the following types is either not desired, or not possible:

— Function types

— (Higher-rank) polymorphic types

— Recursively defined datatypes.

— Datatypes that are composed of types that are not representable.

This section shows the TRS that eliminates non-representable values from the
function hierarchy. It eliminates such values completely given that the input
adheres to the following restriction:

— That both the arguments and the result of the main function, and the argu-
ments and result of the used primitives, are representable.

The TRS uses a combination of inlining and specialisation, where specialisation
takes on two forms:

— Specialisation of a function on one of its arguments.
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— Elimination of a case-decomposition based on a known constructor.

The rewrite rules in this paper are presented using the format depicted in
Fig. In all of these rewrite rules, the expression above the horizontal bar is

NAME OF THE REWRITE RULE
Matched Expression (Additional Preconditions)

Resulting Expresson (Additional Definitions)
(Updated Environment)

Fig. 10. Format for Rewrite Rules

the expression that has to be matched before performing the rewrite rule, and the
expression below the horizontal bar is the result after applying the rewrite rule.
Some rewrite rules have additional preconditions, and the rewrite is only applied
when these preconditions hold. Other rewrite rules have additional definitions
which they use in the resulting expressions. All rewrite rules always have access
to the global environment, I, which holds all top-level binders. There are some
rewrite rules that create new top-level binders, and therefore update the global
environment.

The rewrite rules have access to the following functions:

Fve Calculates the free variables; works for types and terms.

e[z :=1] A capture-free substitution of a variable reference z, by
the expression or type u, in the expression e.

raf The expression belonging to a global binder f in the

environment I
NONREP 7 Determines if 7 is a non-representable type.

Before the TRS starts, all variables are made unique, and all variable refer-
ences are updated accordingly. Any new variables introduced by the rewrite rules
will be unique by construction. Having hygienic expressions prevents accidental
free-variable capture, and makes it easier to define meaning-preserving rewrite
rules.

4.1 Rewrite Rules

The first three rewrite rules, 7-REDUCTION, LETTYAPP, and CASETYAPP, prop-
agate type information downwards into an expression. By either removing type-
variables, propagating type-information to a location for specialisation, or prop-
agating type information to a primitive or constructor, these rewrite rules aid in
the elimination of polymorphism.
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7-REDUCTION (Aave) 7
e [a:= 1]
LETTYAPP (letx:o0=ecinu) T

let z:0=¢cin (u )

CASETYAPP (case eof p—u) 7

case e of p — (u 7)

The next three rewrite rules, LAMAPP, LETAPP, and CASEAPP, propa-
gate values, including non-representable ones, downwards into the expression.
LAMAPP is preferred over S-reduction to preserve sharing. CASEAPP creates
a let-binding, instead of propagating the applied expression towards all alter-
natives, to preserve sharing. The next rewrite rule, LIFTNONREP, removes
let-binders introduced by LAMAPP and CASEAPP in case they bind non-
representable values.

LAMAPP (Az:0.€)u

let {z =wu}ine

LETAPP (let z:0=einu) ey

let z:0 =cin (u ep)

CASEAPP (case e of p — u) ug

let {x =wuo} in (case e of p — (u x))

LIFTNONREP removes a let-binder, x; : 0; = e; (with a non-representable
type o;), and substitutes references to z; in the rest of the let-binding with an
(application of a) variable reference to a new, global, binder: f. The new global
binder, f, binds the original expression e; which is abstracted over the free local
(type) variables of e;; all references to x; are substituted with an (application of
a) variable reference to f. The LIFTNONREP rewrite rule uses the U, operator
to indicate that the global environment is only updated with the new binder,
f, if an a-equivalent expression is not already present. In case an a-equivalent
expression is present in the environment, the transformed expression will refer
to that existing global binder instead.
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LirTNONREP
let {b1;...;b;—1;; : 0y = €;;bi41;...;b,} in u Preconditions: NONREP (o)
(let {b1;...;0i—1;big1;..;bn} inw) [ := f « 2]
Definitions: (a,y) = FV(e;); z=y— {:}
New Environment: I' Uy, {(f, Aa.Az.e;[x; = f a 2])}

The previous rewrite rules either propagated non-representable values down-
wards into the expression, or lifted those values out of the expression. The
next two sets of rewrite rules remove non-representable values by specialisa-
tion. The TYPESPEC and NONREPSPEC provide function argument specialisa-
tion. CASELET, CASECASE, INLINENONREP, and CASECON, together achieve
specialisation by eliminating case-decompositions of known constructors (of non-
representable datatypes).

The TYPESPEC rewrite rule matches on a type application of a variable ref-
erence to a global binder, f. The application is replaced by a reference to the
new global binder f’. The new binder f’ is defined in terms of the body of f
specialized on the type 7. NONREPSPEC behaves similarly to TYPESPEC for the
application on non-representable arguments. The difference is that the expres-
sion of the new binder, f’, is abstracted over the free variables of the specialised
argument; the transformed expression also takes these free variables into account.

Both TyYPESPEC and NONREPSPEC use the U, operator to indicate that
the global environment is only updated with a new binder if an a-equivalent
specialization is not already present. In case an a-equivalent specialisation is
present in the environment, the transformed expression will refer to that existing
global binder instead.

TYPESPEC (fer Preconditions: FV(7) = 0

fre
New Environment: I' Uy, {(f', Az.(I'Qf) = 7)}

NoNREPSPEC (f €) (u:0) Preconditions: NONREP(c) A FV(o) =0
ey Definitions:  y = FV(u)
New Environment: I' Uy, {(f, \e. A\y.(I'Qf) = u)}

The CASELET is required in specialising expressions that have a non-represen-
table datatype. Taking the let-binders out of the case-decomposition does not
affect the sharing behaviour so can be applied blindly. There is no free variable
capture in the alternatives because all variables are made unique before running
the TRS.
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The CASECASE rewrite rule is only applied if the subject of a case-decomposi-
tion has a non-representable datatype. CASECASE is not applied blindly because
the alternatives in a case-decomposition are evaluated in parallel in the eventual
circuit. So the CASECASE rewrite rule generates a larger number of alternatives
than present in the matched expression. A larger number of alternatives results
in a larger circuit. Even though CASECASE makes the circuit larger, the intention
of CASECASE is to eventually expose the constructor of the non-representable
datatype to CASECON. CASECON eliminates the case-decomposition, and sub-
sequently amortizes the increase in circuit size induced by CASECASE.

INLINENONREP is only applied if the subject of a case expression is of a non-
representable datatype, as inlining breaks down the component hierarchy. All
bound variables in the inlined expression are regenerated, and variable references
updated accordingly. This preserves the assumptions made by the other rewrite
rules that all variables are unique.

The CASECON rule comes in two variants:

— A case-decomposition with a constructor application as the subject, and a
matching constructor pattern.

— A case-decomposition with a constructor application as the subject, with no
matching constructor pattern.

CASECON only creates a let-binding if the constructor in the subject exactly
matches the constructor of an alternative. When the default pattern is matched,
the case-decomposition is simply replaced by the expression belonging to the
default alternative. Case-decompositions in Coregw are exhaustive, either by
enumerating all the constructors, or by including the default pattern. This means
that when a constructor applications is the subject of a case-decomposition,
CASECON will always remove that case-decomposition.

CASELET case (let z:0=eine;) of p—u

let ©: 0 = e in (case e; of p — u)

CASECASE Preconditions: NONREP (o)
case (case e of {p1 = u1; ... ; Ppp 2 un}:0)of p—u
case e of {p; — case u; of p — u; ... ; p, — case u, of p — u}
INLINENONREP Preconditions: NONREP (o)

case (fe):oof p—u
case ((I'Qf)e)of p = u
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CaseCoN case K; 1v 73 e of {...;Ki ﬁ T .0 — U, }

(let x:0=ein ;) [8:= 73]

case K; 7v 5 e of {pjxi = u; — uo}

Uo

5 Discussion

5.1 Completeness

The first set of rewrite rules (7-REDUCTION - LIFTNONREP) propagates or re-
moves non-representable values for those syntactical elements on which the spe-
cialisation rewrite rules do not match. The second set of rewrite rules (TYPESPEC
- CAsSeECON) remove the non-representable values through specialisation. All
rewrite rules together hence remove all non-representable values from the func-
tion hierarchy (given the restrictions in Section ).

The restrictions on primitives are needed because those cannot be specialized
on their argument, nor can their definitions be inlined. The restriction that the
result type of main cannot be a non-representable datatype, ensures that any
expression calculating a non-representable datatype is either:

— the subject of a case-decomposition, which will be removed by the TRS,
— or, unreachable, and can be removed by dead-code elimination.

The CAaSH compiler applies the transformations in a specific order: a traver-
sal with TYPESPEC, followed by a traversal with NONREPSPEC, are applied
after all the other transformations have been applied exhaustively. Neither the
correctness of the individual transformations, nor the guarantee of a first-order
normal form, are dependent on this specific ordering of transformations. The
argument-specialisation rewrite rules are applied last, so that the fewest number
of new functions is introduced, and the original function hierarchy is preserved
as much as possible. Because TYPESPEC and NONREPSPEC do not create ex-
pressions on which the other rewrite rules match, all rewrite rules have been
applied exhaustively after the traversals with TYPESPEC and NONREPSPEC.

5.2 Termination

All rewrite rules are exhaustively applied during a (repeated) bottom-up traver-
sal of an expression. INLINENONREP has to be applied using a bottom-up traver-
sal, as a top-down traversal could lead to non-termination when inlining a
recursive function. Using a bottom-up traversal for TYPESPEC and NONREP-
SPEC introduces the fewest number of lambda-abstraction in the specialized
expressions.

There are several (combinations of) rewrite rules that induce non-termination
of the unconstrained TRS. The CAaSH compiler has heuristics in place that
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constrain the application of certain rewrite rules to ensure termination. When
one of the termination measures is triggered, non-representable values remain
present in the description. T¢) will not be able to transform the description to
a netlist when that happens.

It should be noted that these termination measures are only trigged on func-
tions that contain (mutually) recursive function calls, or have a (mutually) recur-
sive datatype as a result; functions which cannot be synthesized by 7¢, anyway.
It can hence be said that the unconstrained TRS terminates for all usefull pro-
grams.

InlineNonRep Restriction. The precondition of INLINENONREP already lim-
its the locations where inlining is applied, exhaustive application of this rewrite
rule can however still induce non-termination when dealing with recursive func-
tions. Additionally, although the TRS does not contain S-reduction as one of
the rewrite rules, LAMAPP, LIFTNONREP, INLINENONREP, and CASECON to-
gether behave like S-reduction. This means that the typed version of (Az —
zz) (A =z x):

data T = C (T — Int)
(M —casezof Ch—hz)(C(Ax—casezof Ch—huz))

induces non-termination. To prevent either situation from happening, a function
f can only be inlined once at all use sites within a function g, for every pair of f
and g.

NonRepSpec Restriction. Specialization performed by NONREPSPEC can
induce non-termination when a recursive function f has an argument that ac-
cumulates non-representable values. To ensure termination, a NONREPSPEC is
only applied to a function m number of times, where m can be set by the user
of the CAaSH compiler.

6 Conclusions

The CAaSH compiler uses a synthesis scheme, Ty, that produces a descrip-
tion that has specific normal from. One aspect of this normal form is that ar-
guments and results of expressions have types for which a fixed bit-encoding
exists. For Ty, non-representable values are those values for which no fixed bit-
encoding can be determined. The TRS presented in this paper removes all non-
representable values from a function hierarchy while preserving the behaviour,
given only minor restrictions on this function hierarchy. These restrictions are:
that neither the main function nor the primitives of CAaSH, can have arguments
or results of a non-representable type. These restrictions do however not limit
the use polymorphism or higher-order functionality in the rest of the descrip-
tion. We, the authors of this paper, deem these restrictions reasonable for the
application domain of CAaSH: creating digital circuits.
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Although the CAaSH compiler cannot synthesize recursive function, this limi-
tation is (slightly) amortized by a set of primitives that capture certain recursive
patterns. Such functions / primitives include the map and foldl functions for
fixed-length vectors. Using custom rules for these primitives, the CAaSH com-
piler can correctly synthesize the residual higher-order functionality that is left
after normalization. A restriction that still holds for the use of these primitives
is that they should not have a non-representable result.

Future Work. The complete 7oy synthesis scheme, the normal-form of the
Coregw language which Ty produces, and the simplification TRS of the CA\aSH
compiler will be described in a future paper. To reduce the number of traversals
needed to reach the first-order normal from, the strategy of the presented TRS
and its implementation within the CAaSH compiler are also subject to further
investigation. Aside from improving the TRS, we are also extending the CAaSH
compiler to support the synthesis of recursive functions that can be unrolled at
compile-time.
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Abstract. Distributed Places bring new support for distributed, message-passing
parallelism to Racket. This paper gives an overview of the programming model
and how we had to modify our existing, runtime-system to support distributed
places. We show that the freedom to design the programming model helped us
to make the implementation tractable. The paper presents an evaluation of the
design, examples of higher-level API’s that can be built on top of distributed
places, and performance results of standard parallel benchmarks.

1 Introduction

Dynamic, functional languages are important as rapid development platforms for solv-
ing everyday problems and completing tasks. As programmers embrace parallelism in
dynamic programming languages, the need arises to extend multi-core parallelism to
multi-node parallelism. Distributed places delivers multi-node parallelism to Racket by
building on top of the existing places [18] infrastructure.

The right extensions to dynamic, functional languages enable the introduction of a
hierarchy of parallel programming abstractions. Language extension allows these par-
allel programming abstractions to be concisely mapped to different hardware such as
a shared memory node or a distributed memory machine. Distributed places are not
an add-on library or a foreign function interface (FFI). Instead, Racket’s places and
distributed places are language extensions on which higher-level distributed program-
ming frameworks can easily be expressed. An RPC mechanism, map reduce, MPI, and
nested-data parallelism are all concisely and easily built on top of distributed places.
These higher-level frameworks meld with the Racket language to create extended lan-
guages, which describe different types of distributed programming.

The distributed places API allows the user to spawn new execution contexts on
remote machines. Distributed places reuse the communication channel API for intra-
process parallelism to build a transparent distributed communication system over a
underlying sockets layer. Racket’s channels for parallel and distributed communica-
tion are first-class Racket events. These channels can be waited on concurrently with
other Racket event objects such as file ports, sockets, threads, channels, etc. Together,
Racket’s intra-process and distributed parallelism constructs form a foundation capable
of supporting higher-level parallel frameworks.

J. McCarthy (Ed.): TEP 2013, LNCS 8322, pp. 34-F57] 2014.
© Springer-Verlag Berlin Heidelberg 2014
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2 Design

Programming with parallelism should avoid the typical interference problems of threads
executing in a single address space. Instead, parallel executions contexts should execute
in isolation. Communication between execution contexts should use message-passing
instead of shared-memory in a common address space. This isolated, message-passing
approach positions the programmer to think about the data-placement and communica-
tion needs of a parallel program to enable sustained scalability. Distributed places ex-
tend our existing implementation of isolated, message-passing parallelism which, until
now, was limited to a single node. As a program moves from multi-core parallelism to
multi-node parallelism latency increases and bandwidth decreases; data-placement and
communication patterns become even more crucial.

Much of a distributed programming API is littered with system administration tasks
that impede programmers from focusing on programming and solving problems. First,
programmers have to authenticate and launch their programs on each node in the dis-
tributed system. Then they have to establish communication links between the nodes in
the system, before they can begin working on the problem itself. The work of the dis-
tributed places framework is to provide support for handling the problems of program
launch and communication link establishment.

Racket’s distributed places API design is centered around machine nodes that do
computation in places. The user/programmer configures a new distributed system using
declarative syntax and callbacks. By specifying a hostname and port number, a pro-
grammer can launch a new place on a remote host. In the simplest distributed-places
programs, hostnames and port numbers are hard-wired. When programmers need more
control, distributed places permits complete programmatic configuration of node launch
and communication link parameters.

Distributed Places adopt Erlang’s failure model of fail fast. When a place dies or
throws an unhandled exception, its execution ends. Parent places’ are notified when a
spawned place dies, but the user is responsible for recovery from errors.

The hello world example in figure 1 demonstrates the key components of a places
program. Appearing first, the hello-world procedure is called to create hello-world
places. The main module follows and contains the code to construct and communicate
with a hello-world place.

Looking closer at the main module, the hello-world place is created using
dynamic-place.

(dynamic-place module-path start-proc) — place?
module-path : module-path?
start-proc : symbol?

The dynamic-place procedure creates a place to run the procedure that is identified by
module-path and start-proc. The result is a place descriptor value that represents
the new parallel task; the place descriptor is returned immediately. The place descriptor
is also a place channel to initiate communication between the new place and the creating
place.

The module indicated by module-path must export a function with the name
start-proc. The exported function must accept a single argument, which is a place
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1 #lang racket/base

2 (require racket/place

3 racket/place/distributed)

4

5 (provide hello-world)

6

7 (define (hello-world ch)

¢ (printf/f "hello-world received: ~a\n"
9 (place-channel-get ch))

10 (place-channel-put ch "Hello World\n")
11 (printf/f "hello-world sent: Hello World\n"))
12

13 (module+ main

14 (define p (dynamic-place

15 (quote-module-path "..")
16 ’hello-world))

17

18 (place-channel-put p "Hello")

19 (printf/f "main received: ~a\n"

20 (place-channel-get p))

21 (place-wait p))

Fig. 1. Place’s Hello World
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channel that corresponds to the other end of communication for the place channel that
is returned by dynamic-place.

The (quote-module-path "..") and hello-world arguments on lines 15 and
16 of figure 1 specify the procedure address of the new place to be launched. In this
example, the (quote-module-path "..") argument provides the module path to the
parent module of main, where the *hello-world procedure is located.

Places communicate over place channels which allow structured data communica-
tion between places. Supported structured data includes booleans, numbers, charac-
ters, symbols, byte strings, Unicode strings, filesystem paths, pairs, lists, vectors, and
“prefab” structures (i.e., structures that are transparent and whose types are universally
named ).

(place-channel-put ch v) — void?
ch : place-channel?
v : place-message-allowed?

(place-channel-get ch) — place-message-allowed?
ch : place-channel?

The place-channel-put function asynchronously sends a message v on channel ch
and returns immediately. The place-channel-get function waits until a message is
available from the place channel ch.
(place-wait p) — void?
p : place?

Finally the place-wait procedure blocks until p terminates.

13 (module+ main
14 (define n (create-place-node

15 "host2"

16 #:listen-port 6344))

17 (define p (dynamic-place

18 #:at n

19 (quote-module-path "..")
20 ’hello-world))

21 ...)

Fig. 2. Distributed Hello World

The distributed hello world example in figure 2 shows the two differences between a
simple places program and a simple distributed places program. The create-place-
node procedure uses ssh to start a new remote node on host2 and assumes that ssh is

"http://docs.racket-lang.org/guide/define-struct . html?q=prefab#
(tech._prefab)


http://docs.racket-lang.org/guide/define-struct.html?q=prefab#(tech._prefab)
http://docs.racket-lang.org/guide/define-struct.html?q=prefab#(tech._prefab)
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configured correctly. Upon launch, the remote node listens on port 6344 for incoming
connections. Once the remote node is launched, a TCP connection to port 6344 on the
new node is established. The create-place-node returns a node descriptor object,
n, which allows for administration of the remote node. The remote place is created
using dynamic-place. The new #:at keyword argument specifies the node on which
to launch the new place.

Remotely spawned places are private. Only the node that spawned the place can
communicate with it through its descriptor object. Named places allow programmers
to make a distributed place publicly accessible. Named places are labeled with a name
when they are created.

(define p (dynamic-place

#:at n
#:named ’helloworldl
(quote-module-path "..")

’hello-world))

Any node can connect to a named place by specifying the destination node and name
to connect to. In this example, node is a node descriptor object returned from create-
place-node.

(connect-to-named-place node ’helloworldl)

3 Higher Level APIs

The distributed places implementation is a foundation that can support a variety of
higher-level APIs and parallel processing frameworks such as Remote Procedure Calls
(RPC), Message Passing Interface (MPI) [13], MapReduce [4], and Nested Data Paral-
lelism [2]. All of these higher-level APIs and frameworks can be built on top of named
places.

3.1 RPC via Named Places

Named places make a place’s interface public at a well-known address: the host, port,
and name of the place. They provide distributed places with a form of computation
similar to the actor model [10]. Using named places and the def ine-named-remote-
server form, programmers can build distributed places that act as remote procedure
call (RPC) servers. The example in figure 3 demonstrates how to launch a remote Racket
node instance, launch a remote procedure call (RPC) tuple server on the new remote
node instance, and start a local event loop that interacts with the remote tuple server.
The create-place-node procedure in figure 3 connects to "host2" and starts
a distributed place node there that listens on port 6344 for further instructions. The
descriptor to the new distributed place node is assigned to the remote-node variable.
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1 #lang racket/base
2 (require racket/place/distributed

3 racket/class

4 racket/place

5 racket/runtime-path

6 "tuple.rkt")

7 (define-runtime-path tuple-path "tuple.rkt")
8

9 (module+ main

10 (define remote-node (create-place-node

11 "host2"

12 #:listen-port 6344))
13 (define tuple-place

14 (dynamic-place

15 #:at remote-node

16 #:named ’tuple-server

17 tuple-path

18 ’make-tuple-server))

19
20 (define c¢ (connect-to-named-place

21 remote-node

22 >tuple-server))

23 (define d (connect-to-named-place
24 remote-node

25 >tuple-server))

26  (tuple-server-hello c)
27 (tuple-server-hello d)
28 (displayln

29 (tuple-server-set c¢ "user0" 100))

30 (displayln

31 (tuple-server-set d "user2" 200))

32 (displayln (tuple-server-get c "user0"))

33 (displayln (tuple-server-get d "user2"))

3¢ (displayln (tuple-server-get d "user0"))

35 (displayln (tuple-server-get c "user2")))

Fig. 3. Tuple RPC Example
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Next, the dynamic-place procedure creates a new named place on the remote-node.
The named place will be identified in the future by its name symbol ’tuple-server.

The code in figure 4 contains the use of the define-named-remote-server form,
which defines a RPC server suitable for invocation by dynamic-place. The RPC
tuple-server allows for named tuples to be stored into a server-side hash table and
later retrieved. It also demonstrates one-way “cast” procedures, such as hello, that do
not return a value to the remote caller.

1 #lang racket/base
2 (require racket/match

3 racket/place/define-remote-server)
4

5 (define-named-remote-server tuple-server
6

7 (define-state h (make-hash))

8 (define-rpc (set k v)

9 (hash-set! h k v)

10 v)

11 (define-rpc (get k)

12 (hash-ref h k #f))

13 (define-cast (hello)

14 (printf "Hello from define-cast\n")
15 (flush-output)))

Fig. 4. Tuple Server

For the purpose of explaining the tuple-server implementation, figure 5 shows the
macro expansion of the RPC tuple server. Typical users of distributed places do not need
to understand the expanded code to use the define-named-remote-server macro.
The define-named-remote-server form, in figure 5, takes an identifier and a list
of custom expressions as its arguments. A place function is created by prepending the
make- prefix to the identifier tuple-server. The make-tuple-server identifier is
the symbol given to the dynamic-place form in figure 3. The define-state custom
form translates into a simple define form, which is closed over by the define-rpc
forms.

The define-rpc form is expanded into two parts. The first part is the client stubs
that call the RPC functions. The stubs can be seen at the top of figure 5. The client func-
tion name is formed by concatenating the define-named-remote-server identifier,
tuple-server, with the RPC function name, set, to form tuple-server-set. The
RPC client functions take a destination argument which is a remote-connectiony de-
scriptor followed by the RPC function’s arguments. The RPC client function sends the
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RPC function name, set, and the RPC arguments to the destination by calling an inter-
nal function named-place-channel-put. The RPC client then calls named-place-
channel-get to wait for the RPC response.

The second part of the expansion part of define-rpc is the server implementation
of the RPC call. The server is implemented by a match expression inside the make-
tuple-server function. Messages to named places are placed as the first element
of a list where the second element is the source or return channel to respond on. For
example, in (list (list ’set k v) src) the inner list is the message while src
is the place-channel to send the reply on. The match clause for tuple-server-set
matches on messages beginning with the >set symbol. The server executes the RPC
call with the communicated arguments and sends the result back to the RPC client. The
define-cast formis similar to the def ine-rpc form except there is no reply message
from the server to client.

The named place, shown in the tuple server example, follows an actor-like model by
receiving messages, modifying state, and sending responses. Racket macros enables the
easy construction of RPC functionality on top of named places.

3.2 Racket Message Passing Interface

RMPI is Racket’s implementation of the basic MPI operations. A RMPI program be-
gins with the invocation of the rmpi-launch procedure, which takes two arguments.
The first is a hash from Racket keywords to values of default configuration options. The
rmpi-build-default-confighelper procedure takes a list of Racket keyword argu-
ments and forms the hash of optional configuration values. The second argument is a list
of configurations, one for each node in the distributed system. A configuration is made
up of a hostname, a port, a unique name, a numerical RMPI process id, and an optional
hash of additional configuration options. An example of rmpi-launch follows.

(rmpi-launch
(rmpi-build-default-config
#:racket-path "/tmp/mplt/bin/racket"
#:distributed-launch-path
(build-distributed-launch-path
"/tmp/mplt/collects")
#:rmpi-module "/tmp/mplt/kmeans.rkt"
:rmpi-func ’kmeans-place
#:rmpi-args
(1ist "/tmp/mplt/color100.bin"
#t 100 9 10 0.0000001))

+*

(list (list "nl.example.com" 6340 ’kmeans_0 0)
(list "n2.example.com" 6340 ’kmeans_1 1)
(list "n3.example.com" 6340 ’kmeans_2 2)
(list "n4.example.com" 6340 ’kmeans_3 3
(rmpi-build-default-config
#:racket-path "/bin/racket"))))

The rmpi-launch procedure spawns the remote nodes first and then spawns the
remote places named with the unique name from the config structure. After the nodes
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1 (module named-place-expanded racket/base
2 (require racket/place racket/match)
3 (define/provide

4 (tuple-server-set dest k v)

5 (named-place-channel-put

6 dest

7 (list ’set k v))

8 (named-place-channel-get dest))

9

(define/provide
10 (tuple-server-get dest k)
11 (named-place-channel-put
12 dest
13 (list ’get k))
14 (named-place-channel-get dest))
15 (define/provide
16 (tuple-server-hello dest)
17 (named-place-channel-put
18 dest
19 (list ’hello)))
20 (define/provide
21 (make-tuple-server ch)
22 (let O
23 (define h (make-hash))
24 (let loop O
25 (define msg (place-channel-get ch))
26 (match
27 msg
28 ((1ist (1list ’set k v) src)
29 (define result (let ()
30 (hash-set! h k v)
31 v))
32 (place-channel-put src result)
33 (loop))
34 ((list (1ist ’get k) src)
35 (define result
36 (let O
37 (hash-ref h k #f)))
38 (place-channel-put src result)
39 (loop))
40 ((1ist (1list ’hello) src)
41 (define result
42 (et O
43 (printf
44 "Hello from define-cast\n")
45 (flush-output)))
46 (loop)))
a7 loop)))
a8 (void))

Fig. 5. Macro Expansion of Tuple Server
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and places are spawned, rmpi-launch sends each spawned place its RMPI process id,
the config information for establishing connections to the other RMPI processes, and
the initial arguments for the RMPI program. The last function of rmpi-launch is to
rendezvous with RMPI process 0 when it calls rmpi-finish at the end of the RMPI
program.

The rmpi-init procedure is the first call that should occur inside the #: rmpi-func
place procedure. The rmpi-init procedure takes one argument ch, which is the initial
place-channel passed to the #:rmpi-func procedure. The rmpi-init procedure
communicates with rmpi-launch over this channel to receive its RMPI process id and
the initial arguments for the RMPI program.

(define (kmeans-place ch)
(define-values (comm args tc) rmpi-init ch)
;33 kmeans rmpi computation ...
(rmpi-finish comm tc))

The rmpi-init procedure has three return values: an opaque communication struc-
ture which is passed to other RMPI calls, the list of initial arguments to the RMPI
program, and a typed channel wrapper for the initial place-channel it was given. The
typed channel wrapper allows for the out of order reception of messages. Messages are
lists and their type is the first item of the list, which must be a racket symbol. A typed
channel returns the first message received on the wrapped channel that has the type
requested. Messages of other types that are received are queued for later requests.

The rmpi-comm structure, returned by rmpi-init, is the communicator descriptor
used by all other RMPI procedures. The RMPI informational functions rmpi-id and
rmpi-cnt return the current RMPI process id and the total count of RMPI processes,
respectively.

> (rmpi-id comm)
3

> (rmpi-cnt comm)
8

The rmpi-send and rmpi-recv procedures provide point-to-point communication be-
tween two RMPI processes.

> (rmpi-send comm dest-id ’(msg-typel "Hi"))

> (rmpi-recv comm src-id)
> (msg-typel "Hi")
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With the rmpi - comm structure, the programmer can also use any of the RMPI collective
procedures: rmpi-broadcast, rmpi-reduce, rmpi-allreduce, or rmpi-barrier
to communicate values between the nodes in the RMPI system.

The (rmpi-broadcast comm 1 (list ’a 12 "foo")) expression broadcasts
the list (1ist ’a 12 "foo") from RMPI process 1 to all the other RMPI processes
in the comm communication group. Processes receiving the broadcast execute (rmpi-
broadcast comm 1) without specifying the value to send. The (rmpi-reduce comm
3 + 3.45) expression does the opposite of broadcast by reducing the local value 3 .45
and all the other procesess local values to RMPI process 3 using the + procedure to do
the reduction. The rmpi-allreduce expression is similar to rmpi-reduce except that
the final reduced value is broadcasted to all processes in the system after the reduction is
complete. Synchronization among all the RMPI processes occurs through the use of the
(rmpi-barrier comm) expression, which is implemented internally using a simple
reduction followed by a broadcast.

Distributed places are simply computation resources connected by socket communi-
cations. This simple design matches MPI's model and makes RMPI’s implementation
very natural. The RMPI layer demonstrates how distributed places can provide the foun-
dations of other distributed programming frameworks such as MPI.

3.3 Map Reduce

Our MapReduce implementation is patterned after the Hadoop [1] framework. Key
value pairs are the core data structures that pass through the map and reduce stages of
the computation. In the following example, the number of word occurrences is counted
across a list of text files. The files have been preprocessed so that there is only one word
per line.

Figure 6 shows the different actors in the MapReduce paradigm. The program node P
creates the MapReduce workers group. When a map-reduce call is made, the program
node serves as the controller of the worker group. It dispatches mapper tasks to each
node and waits for them to respond as finished with the mapping task. Once a node has
finished its mapping task, it runs the reduce operation on its local data. Given two nodes
in the reduced state, one node can reduce to the other; freeing one node to return to the
worker pool for allocation to future tasks. Once all the nodes have reduced to a single
node, the map-reduce call returns the final list of reduced key values.

The first step in using distributed place’s MapReduce implementation is to create a
list of worker nodes. This is done by calling the make-map-reduce-workers proce-
dure with a list of hostnames and ports to launch nodes at.

(define config (list (list "host2" 6430)
(1ist "host3" 6430)))
(define workers (make-map-reduce-workers config))

Once a list of worker nodes has been spawned, the programmer can call map-reduce
supplying the list of worker nodes, the config list, the procedure address of the mapper,
the procedure address of the reducer, and a procedure address of an optional result
output procedure. Procedure addresses are lists consisting of the quoted-module-path
and the symbol name of the procedure being addressed.
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Map Reduce Program

[*]

Map Reduce Workers

worker pool

EEEE

El program node I:l mapping step
I:l worker nodes - reducing step

Fig. 6. MapReduce Program

(map-reduce

workers

config

tasks

(list (quote-module-path "..") ’mapper)
(l1ist (quote-module-path "..") ’reducer)
#:outputer (list (quote-module-path "..")

Joutputer))

Tasks can be any list of key value pairs. In this example the keys are the task numbers
and the values are the input files the mappers should process.

(define tasks (list (list (cons O "/tmp/w0"))
(list (cons 1 "/tmp/wi"))
o))

The mapper procedure takes a list of key value pairs as its argument and returns the
result of the map operation as a new list of key value pairs. The input to the mapper,
in this example, is a list of a single pair containing the task number and the text file
to process, (1ist (cons 1 "wO.txt")). The output of the mapper is a list of each
word in the file paired with 1, its initial count. Repeated words in the text are repeated
in the mappers output list. Reduction happens in the next step.
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35 (=>
;5 (listof (cons any any))
;5 (listof (cons any any)))
(define/provide (mapper kvs)
(for/first ([kv kvs])
(match kv
[(cons k v)
(with-input-from-file
v
(lambda ()
(let loop ([result null])
(define 1 (read-line))
(if (eof-object? 1)
result
(loop (cons (cons 1 1)

result))))))1)))

After a task has been mapped, the MapReduce framework sorts the output key value
pairs by key. The framework also coalesces pairs of key values with the same key into a
single pair of the key and the list of values. As an example, the framework transforms the
output of the mapper > (("house" 1) ("car" 1) ("house" 1)) into ’>(("car"
(1)) ("house" (1 1)))

The reducer procedure takes, as input, this list of pairs, where each pair consists of
a key and a list of values. For each key, the reducer reduces the list of values to a list
of a single value. In the word count example, an input pair, (cons "house" (1 1 1
1)) will be transformed to (cons "house" ’(4)) by the reduction step.

33 (>
;3 (listof (cons any (listof any)))
;5 (listof (cons any (listof any))))
(define/provide (reducer kvs)
(for/list ([kv kvs])
(match kv
[(cons k v)
(cons k (list (for/fold ([sum 0])
([x vD)
(+ sum x))))1)))

Once each mapped task has been reduced, the outputs of the reduce steps are further
reduced until a single list of word counts remains. Finally, an optional output procedure
is called which prints out a list of words and their occurrence count and returns the total
count of all words.

(define/provide (outputer kvs)
(displayln
(for/fold ([sum 0]) ([kv kvs])
(printf "~a - ~a\n" (car kv) (cadr kv))
(+ sum (cadr kv)))))
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3.4 Nested Data Parallelism

The last parallel processing paradigm implemented on top of distributed places is nested
data parallelism [9]. In this paradigm recursive procedure calls create subproblems that
can be parallelized. An implementation of parallel quicksort demonstrates nested data
parallelism built on top of distributed places.

The distributed places, nested data parallelism API — ndp-get-node, ndp-
sendwork, ndp-get-result, and ndp-return-node — is built on top of the RMPI
layer. The main program node, depicted as P in figure 7, creates the ndp-group. The
ndp-group consists of a coordinating node, 0, and a pool of worker nodes 1, 2, 3,
4. The coordinating node receives a sort request from ndp-sort and forwards the re-
quest to the first available worker node, node 1. Node 1 divides the input list in half
and requests a new node from the coordinator to process the second half of the input.
The yellow bars on the right side of figure 7 show the progression as the sort input is
subdivided and new nodes are requested from the coordinator node. Once the sort is
complete, the result is returned to the coordinator node, which returns the result to the
calling program P.

NDP Quicksort Program

[*]

NDP Group

ndp coordinator node

] | -

|

1 2
ndp worker pool | | | |
H 107

Iil program node I:l worker nodes

I:l coordinator node I:l divide progression

Fig. 7. NDP Program

Like the previous two examples, the nested data parallel quicksort example begins
by spawning a group of worker processes.
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(define config
(list (list "host2" 6340)
(list "host3" 6340)
(list "host4" 6340)
(list "host5" 6340)
(list "host6" 6340)))

(define ndp-group (make-ndp-group config))

Next the sort is performed by calling ndp-gsort.

(displayln (ndp-gsort (list 9 1 2 8 37 4 6 5 10)
ndp-config))

The ndp-gsort procedure is a stub that sends the procedure address for the ndp-
parallel-gsort procedure and the list to sort to the ndp-group. The work of the
parallel sort occurs in the ndp-parallel-sort procedure in figure 8. First, the partit
procedure picks a pivot and partitions the input list into three segments: less than the
pivot, equal to the pivot, and greater than the pivot. If a worker node can be obtained
from the ndp-group by calling ndp-get-node, the gt partition is sent to the newly
obtained worker node to be recursively sorted. If all the worker nodes are taken, the
gt partition is sorted locally using the ndp-serial-gsort procedure. Once the 1t
partition is sorted recursively on the current node, the gt-part is checked to see if
it was computed locally or dispatched to a remote node. If the part was dispatched
to a remote node, its results are retrieved from the remote node by calling ndp-get-
result. After the results are obtained, the remote node node can be returned to the
ndp-group for later use. Finally, the sorted parts are appended to form the final sorted
list result.

4 Implementation

A key part of the distributed place implementation is that distributed places is a layer
over places, and parts of the places layer are exposed through the distributed places
layer. In particular, each node, in figure 9, begins life with one initial place, the mes-
sage router. The message router listens on a TCP port for incoming connections from
other nodes in the distributed system. The message router serves two primary purposes:
it multiplexes place messages and events on TCP connections between nodes and it
services remote spawn requests for new places.

There are a variety of distributed places commands which spawn remote nodes and
places. These command procedures return descriptor objects for the nodes and places
they create. The descriptor objects allow commands and messages to be communicated
to the remote controlled objects. In Figure 10, when node A spawns a new node B, A is
given a remote-node? object with which to control B. Consequently, B is created with
a node?, object that is connected to A’s remote-node} descriptor via a TCP socket
connection. B’s nodeY object is the message router for the new node B. A can then
use its remote-node}, descriptor to spawn a new place on node B. Upon successful
spawning of the new place on B, A is returned a remote-place?, descriptor object. On
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(define (ndp-parallel-gsort 1 ndp-group)
(cond
[(< (length 1) 2) 1]
[else
(define-values (1t eq gt) (partit 1))

;; spawn off gt partition
(define gt-ref
(define node (ndp-get-node ndp-group))

(cond
[node
(cons #t (ndp-send-work
ndp-group
node
(list
(quote-module-path)
’ndp-parallel-gsort)
gt))]
[else

(cons #f (ndp-serial-gsort gt))1))

;; compute 1t partition locally
(define lt-part
(ndp-parallel-gsort 1t ndp-group))

;5 retrieve remote results
(define gt-part
(match gt-ref
[(cons #t node-id)
(begin0
(ndp-get-result ndp-group node-id)
(ndp-return-node
ndp-group
node-id))]
[(cons #f part) part]))

(append lt-part eq gt-part)]))

Fig. 8. NDP Parallel Sort
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Node Node
node% place compute node% place compute
message place message place
router router
compute compute compute compute
place place place place
Node Node
node% place compute node% place compute
message place message place
router router
compute compute compute compute
place place place place

Fig. 9. Distributed Places Nodes

node B, a place}, object representing the newly spawned place is attached to B’s node?,
message-router. The remote-connectiony descriptor object represents a connection
to a named place. At the remote node, B, a connection?, object intermediates between

the remote-connectiony, and its destination named-place.

Machine A

Machine B

remote-node% node%
remote-place% place%
remote-connection% connection%

Fig. 10. Descriptor (Controller) - Controlled Pairs

To communicate with remote nodes, a place message must be serializable. As a
message-passing implementation, places send a copy of the original message when
communicating with other places. Thus, the content of a place message is inherently

serializable and transportable between nodes of a distributed system.
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To make place channels distributed, place-socket-bridge, proxies need to be
created under the hood. The place-socket-bridge¥s listen on local place channels
and forward place messages over TCP sockets to remote place channels. Each node
in a Racket distributed system must either explicitly pump distributed messages by
registering each proxy with sync or bulk register the proxies, via the remote-node¥
descriptor, with a message router which can handle the pumping in a background thread.

Figure 11 shows the layout of the internal objects in a simple three node distributed
system. The node at the top of the figure is the original node spawned by the user. Early
in the instantiation of the top node, two additional nodes are spawned, node 1 and node
2. Then two places are spawned on each of node 1 and node 2. The instantiation code
of the top node ends with a call to the message-router form. The message-router
contains the remote-node} instances and the after-seconds and every-seconds
event responders. Event responders execute when specific events occur, such as a timer
event, or when messages arrive from remote nodes. The message router de-multiplexes
events and place messages from remote nodes and dispatches them to the correct event
responder.

Finally, function overloading is used to allow place- functions, such as place-
channel-get, place-channel-put, and place-wait, to operate transparently on
both place and distributed place instances. To accomplish this, distributed place descrip-
tor objects are tagged as implementing the place<Y> interface using a Racket structure
property. Then place- functions dynamically dispatch to the distributed place version
of the function for distributed place instances or execute the original function body for
place instances.

5 Distributed Places Performance

Two of the NAS Parallel Benchmarks, IS and CG, are used to test the performance of
the Racket distributed places implementation. The Fortran/C MPI version of the bench-
marks were ported to Racket’s distributed places. Performance testing occurred on 8
quad-core Intel i7 920 machines. Each machine was equipped with at least 4 gigabytes
of memory and a 1 gigabit Ethernet connection.

Performance numbers are reported for both Racket and Fortran/C versions of the
benchmarks in figure 12. Racket’s computational times scaled appropriately as addi-
tional nodes were added to the distributed system. Computational times are broken out
and graphed in isolation to make computational scaling easier to see.

Racket communication times were larger than expected. There are several factors,
stacked on top of one another, that explain the large communication numbers. First, five
copies of the message occur during transit from source to destination. In a typical oper-
ation, a segment of a large flonum vector needs to be copied to a destination distributed
place. The segment is copied (1) out of the large flonum vector into a new flonum vector
message. The message vector’s length is the length of the segment to be sent. Next, the
newly constructed vector message is copied (2) over a place channel from the compu-
tational place to the main thread which serializes and copies (3) the message out a TCP
socket to its destination. When the message arrives at its destination node, the mes-
sage is deserialized and copied (4) a fourth time over a place channel to the destination
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Fig. 11. Three Node Distributed System
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computational place. Finally, the elements of the message vector are copied (5) into the
mutable destination vector.

Racket’s MPI implementation, RMPI, is not as sophisticated as the standard
MPICH [14] implementation. MPICH has nonblocking sends and receives that allow
messages to flow both directions simultaneously. Both the NAS Parallel Benchmarks
used, IS and CG, use non-blocking MPI receives. RMPI on the other hand, always fol-
lows the typical protocol design of sending data in one direction and then receiving data
from the opposite direction.

The largest contributor to Racket’s excessive communication times is the serializa-
tion costs of the Racket primitive write. On Linux, serialization times are two orders
of magnitude larger than the time to write raw buffers. One solution would be to replace
distributed place’s communication subsystem with FFI calls to an external MPI library.
This solution would bypass the expensive write calls currently used in distributed
places. Another viable solution would be to recognize messages that are vectors of
flonums and use a restricted-form of write that could write flonum vectors as efficiently
as raw buffers. Finally, it should be noted that using Racket’s write is advantageous in
cases where the message to be sent is a complex object graph instead of a simple raw
buffer.

6 Related Work

Erlang [16] Erlang’s distributed capabilities are built upon its process concurrency
model. Remote Erlang nodes are identified by name@host identifiers. New Erlang pro-
cesses can be started using the slave:start procedure or at the command line. Erlang
uses a feature called links to implement fault notification. Two processes establish a link
between themselves. Links are bidirectional; if either process fails the other process dies
also. Erlang also provides monitors which are unidirectional notifications of a process
exiting. Distributed Places and Erlang share a lot of similar features. While Erlang’s dis-
tributed processes are an extension of its process concurrency model, Distributed Places
are an extension of Racket’s places parallelism strategy. Erlang provides a distributed
message passing capability that integrates transparently with its inter-process message
passing capability. The Disco project implements map reduce on top of an Erlang core.
User level Disco programs, however, are written in Python, not Erlang. In contrast, the
implementation and user code of distributed places’ map reduce are both expressed as
Racket code. Erlang has a good foundation for building higher-level distributed comput-
ing frameworks, but instead Erlang programmers seem to build customized distributed
solutions for each application.

MapReduce [4] is a specialized functional programming model, where tasks are au-
tomatically parallelized and distributed across a large cluster of commodity machines.
MapReduce programmers supply a set of input files, a map function and a reduce
function. The map function transforms input key/value pairs into a set of intermedi-
ate key/value pairs. The reduce function merges all intermediate values with the same
key. The framework does all the rest of the work. Google’s MapReduce implementation
handles partitioning of the input data, scheduling tasks across distributed computers,
restarting tasks due to node failure, and transporting intermediate results between com-
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pute nodes. The MapReduce model can be applied to problems such as word occurance
counting, distributed grep, inverted index creation, and distributed sort.

Termite [8] Termite is a distributed concurrent scheme built on top of Gambit-
C Scheme. Direct mutation of variables and data structures is forbidden in Termite.
Instead mutation is simulated using messages and suspended, lightweight processes.
Lookup in Termite’s global environment is a node relative operation and resolves to
the value bound to the global variable on the current node. Termite supports process
migration via serializable closures and continuations. Termite follows Erlang’s style of
failing hard and fast. Where Erlang has bidirectional links, Termite has directional links
that communicate process failure from one process to another. Failure detection only
occurs in one direction from the process being monitored to the monitoring process.
Termite also has supervisors which like supervisors in Erlang, restart child processes
which have failed. Distributed Places could benefit from Termites superior serialization
support, where nearly all Termite VM objects are serializable.

AKka [19] is a concurrency and distributed processing framework for Scala and Java.
Like Erlang, Akka is patterned after the Actor model. Akka supports Erlang like super-
visors and monitors for failure and exit detection. Like Erlang, Akka leaves the creation
of higher-level distributed frameworks to custom application developers.

Kali [3] is a distributed version of Scheme 48 that efficiently communicates pro-
cedures and continuations from one compute node to another. Kali’s implementation
lazily faults continuation frames across the network as they are needed. Kali’s prox-
ies are really just address space relative variables. Proxies are identified by a globally
unique id. Sending a proxy involves sending only its globally unique id. Retrieving a
proxies value returns the value for the current address space. Kali allow for retrieval of
the proxy’s source node and spawning of new computations at the proxy’s source.

Distributed Functional Programming in Scheme (DFPS) [17] uses futures seman-
tics to build a distributed programming platform. DFPS employs the Web Server collec-
tion’s serial-lambda form to serialize closures between machines. Unlike Racket fu-
tures, DFPS’ touch form blocks until remote execution of the future completes. DFPS
has a distributed variable construct called a dbox. For consistency, a dbox should only
be written to once or a reduction function for writes to the dbox should be provided.
Once a dbox has be set, the DFPS implementation propagates the dbox value other
nodes that reference the dbox,

Cloud Haskell [5, 6] is a distributed programming platform built in Haskell. Cloud
Haskell has two layers of abstraction. The lowest layer is the process layer, which is a
message-passing distributed programming API. Next comes the tasks layer which pro-
vides a framework for failure recovery and data locality. Communication of serialized
closures requires explicit specification from the user of what parts of environment will
be serialized and sent with the code object.

On top of its message-passing process layer, Cloud Haskell implements typed chan-
nels that allow only messages of a specific type to be sent down the channel. A Cloud
Haskell channel has a SendPort and a ReceivePort. ReceivePorts are not serializable
and cannot be shared, which simplifies routing. SendPorts, however, are serializable
and can be sent to multiple processes, allowing many to one style communication.



56 K. Tew et al.

High-level Distributed-Memory Parallel Haskell (HdpH) [12] builds upon Cloud
Haskell’s work by adding support for polymorphic closures and lazy work stealing.
HdpH does not require a special language kernel or any modifications to the vanilla
GHC runtime. It simply uses GHC’s Concurrent Haskell as a systems language for
building a distributed memory Haskell.

Dryad [11] is an infrastructure for writing coarse-grain data-parallel distributed pro-
grams on the Microsoft platform. Distributed programs are structured as a directed
graph. Sequential programs are the graph vertices and one-way channels are the graph
edges. Unlike Distributed Places, Dryad is not a programming language. Instead it pro-
vides a execution engine for running sequential programs on partitioned data at compu-
tational vertices. Although Dryad is not a parallel database, the relational algebra can be
mapped on top of a Dryad distributed compute graph. Unlike distributed places which is
language centric, Dryad is infrastructure piece, which doesn’t extend the expressiveness
of any particular programming language.

Jade [15] is a implicitly parallel language. Implemented as a extension to C, Jade is
intended to exploit task-level concurrency. Like OpenMP, Jade consists of annotations
that programmers add to their sequential code. Jade uses data access and task granularity
annotations to automatically extract concurrency and parallelize the program. A Jade front
end then compiles the annotated code and outputs C. Programs parallelized with Jade
continue to execute deterministically after parallelization. Jade’s data model can interact
badly with the programs that write to disjoint portions of a single aggregate data structure.
In contrast, Distributed Places is an explicitly parallel language where the programmer
must explicitly spawn tasks and explicitly handle communication between tasks.

Dreme [7] is a distributed Scheme. All first-class language objects in Dreme are mo-
bile in the network. Dreme describes the communication network between nodes using
lexical scope and first class closures. Dreme has a network-wide distributed memory
and a distributed garbage collector. By default, Dreme sends objects by reference across
the network, which can lead to large quantities of hidden remote operations. In contrast,
distributed places copies all objects sent across the network and leaves the programmer
responsible for communication invocations and their associated costs.

7 Conclusion

Building distributed places as a language extension allows the compact and clean con-
struction of higher-level abstractions such as RPC, MPI, map reduce, and nested data
parallelism. Distributed places programs are more compact and easier to write than tra-
ditional C MPI programs. A Racket MPI implementation of parallel k-means was writ-
ten with distributed places using less than half the lines of code of the original C and
MPI version. With distributed places, messages can be heterogeneous and serialization
is handled automatically by the language.

In addition to distributed parallel computing, Racket has many features that make it
a great coordination and control language. Racket provides a rich FFI (foreign function
interface) for invoking legacy C code. Racket also includes extensive process exec ca-
pabilities for launching external programs and communicating with them over standard
IO pipes. Racket’s FFI, process exec capabilities, and distributed places gives program-
mers a powerful distributed coordination and workflow language.
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With distributed places, programmers can quickly develop parallel and distributed
solutions to everyday problems. Developers can also build new distributed computing
frameworks using distributed places as a common foundation. Distributed places ex-
tension of places augments the Racket programmer’s toolbox and provides a road map
other language implementers to follow.
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Abstract. This article describes a new project to study the memory
performance of different closure-implementation strategies in terms of
memory allocation and runtime performance. At the heart of the project
are four new implementation strategies for closures: three bytecode clo-
sures and memoized flat closures. The project proposes to compare the
new implementation strategies to the classical strategy that dynamically
allocates flat closures as heap data structures. The new bytecode closure
representations are based on dynamically creating specialized bytecode
instead of allocating a data structure. The first new strategy creates spe-
cialized functions by inlining the bindings of free variables. The second
uses memoization to reduce the number of dynamically created functions.
The third dynamically creates memoized specialized functions that treat
free variables as parameters at runtime. The fourth memoizes flat clo-
sures. Empirical results from a preliminary byetcode-closure case-study
using three small benchmarks are presented as a proof-of-concept. The
data suggests that dynamically created bytecode closures in conjunc-
tion with memoization can allocate significantly less memory, as much
as three orders of magnitude less memory in the presented benchmarks,
than a flat closure implementation. In addition to studying the memory
footprint of the different closure representations, the project will also
compare runtime efficiency of these new strategies with traditional flat
closures and flat closures that are unpacked onto the stack.

1 Introduction

In functional languages functions are first-class. This means that functions can be
passed as arguments to functions and can be returned as the result of evaluating
a function. One of the consequences of first-class functions that programming
language implementors must resolve is how to represent functions that may be
applied outside of their lexical scope. Care must be taken to represent functions,
because they may contain references to free variabled]. For example, consider
the function in Figure[Il The function mk-mapper declares the variable f which
is free in the returned function. Notice that the returned function can only be
applied outside the lexical scope of f. Therefore, f must be “remembered” by the
returned function.

L A variable, z, is free in a function, f, if f references z, f does not declare z, and z
is declared by an ancestor of f in the program’s parse tree.

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 58-[(5] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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(define (mk-mapper f)
(define (mapper L)
(cond [(null? L) L]
[else (cons (f (car L)) (mapper (rest L)))1))
mapper)

Fig. 1. A function that returns a function

In the A-calculus [I], S-reduction is used as the mechanism for remembering
the bindings of free variables. The S-rule

(Az.e)xg — e{xo/x}

states that all free occurrences of x in e are replaced by xy. Typical implemen-
tations of functional languages, however, do not perform actual substitutions in
e and, instead, use an environment to track what should have been substituted
[2]. Thus, to represent a function, with references to free variables, that may
be applied outside its lexical scope, the creation of a closed package, called a
closure [19], is required. The closure captures the bindings of the free variables
by storing (a pointer to) an environment. For example, in Figure [l a closure is
created to retain the binding of f for the returned function mapper.

Closures, in this context, are functions that are represented using a data struc-
ture in order to avoid performing actual substitutions. Part of the data structure
represents the function itself (i.e., the code to be evaluated) and part of the data
structure represents the environment that gives meaning to the function. This
representation facilitates the compilation of functions given that the structure
of the function remains constant at runtime (i.e., the bindings of the free vari-
ables do not change the compiled function). In contrast, substitution changes
the structure of a compiled function every time the bindings of the free variables
are different requiring the creation of a new function specialized for the bindings
of its free variables.

An alternative to using a data-structure closure to represent a function, of
course, is to perform actual substitutions to create a specialized function. Such
an approach has been investigated in the past, but implementations to date
have led to excessive memory allocation [6J10]. The project described in this
article aims to study three strategies for implementing dynamically created
byetcode closures instead of dynamically allocating data-structure closures. The
memory-efficient strategies are expected to come from a controlled form of actual
substitutions employing memoization [I7]. This article introduces these imple-
mentation strategies using a small, pure, and strict functional language and com-
pares the strategies using small benchmarks—as a preliminary proof-of-concept.
The presented empirical data suggests that memory-wise memoized dynami-
cally allocated bytecode closures can be a viable alternative to flat closures. The
project also aims to compare the memory allocation of byetcode closures with
memoized flat closures. In addition to studying the memory footprint of the dif-
ferent closure representations, the project aims to compare the runtime efficiency
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of these new strategies with traditional flat closures and with flat closures that
are unpacked onto the stack. Finally, the article ends with other, longer term,
interesting lines of research to be pursued.

2 Closures: Representation and Issues

Typically, closures are heap-allocated data structures that are created every
time a function with free variables needs to be represented. Historically, closures
have been implemented in a number of ways. Early implementations of func-
tional languages, like Henderson’s Lisp [I1] using a SECD machine [19], used
linked closures (a.k.a deep closures). In a linked closure, a list of frames (i.e.,
the existing environment) is used to store the bindings of the free variables.
The attractive feature of this approach is that closure creation is done in con-
stant time. Accessing the binding of a free variable, however, requires an O(n)
traversal of the list of frames, where n is the lexical offset of the free-variable
reference. The space required to store a closure is proportional to the size of
the environment—amortized over all the closures that share the environment.
This closure representation makes closure creation fast at the expense of mak-
ing resolving variable references slower [23]. In addition, bindings that are no
longer relevant to a computation are unnecessarily kept alive (i.e., not garbage
collected) by storing (a pointer to) the entire existing environment as part of the
closure.

An alternative to linked closures, used for example by the Functional Ab-
stract Machine (FAM) [3I13], are flat closures (a.k.a. display closures [23]). A
flat closure employs an array to store the bindings of free variables. Free vari-
ables are accessed by a fixed displacement within the array in constant time.
Closure creation requires copying the bindings of free variables into the closure.
Therefore, flat-closure creation is O(vy), where vy is the number of free variables
the function depends on. The space required to store a closure is proportional
to the number of free variables a function depends on which is always less than
or equal to the size of the environment. This closure representation makes the
resolution of references to free variables faster at the expense of closure creation
time. In addition, this representation only stores the part of the environment
that is relevant to the remaining computation and, thus, allows a garbage col-
lector to be more effective by allowing the recycling of memory space used by
bindings that are known to no longer be relevant to the computation.

Shao and Appel observed that flat-closure creation may require many values
to be copied repeatedly from closure to closure [25]. To avoid this copying, they
developed safely linked closures that allow for bindings to be shared between
closures. Free variables referenced by more than one function are grouped to-
gether into a shareable record. Their representation strategy guarantees that the
nesting of safely linked closures never exceeds two. The space required to store
a closure is proportional to the number of free variables a function depends on,
but when multiple functions have free variables in common the space required
is reduced by (f — 1) * n, where f is the number of functions that share free
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£ —— > (lambda (x) (+ x 1))

mapper —:I

— (lambda (L) (cond ...))

Fig. 2. Conceptual View of the Flat Closure for (mk-mapper (lambda (x) (+ x 1)))

variables and n is the number of free variables the functions share. This clo-
sure representation makes closure creation faster than flat-closure creation at
the expense of adding overhead to the resolution of references to free variables.
In addition, bindings are only kept alive while they may still be relevant to the
computation allowing the space they occupy to be recycled as soon as possible
by a garbage collector.

Always allocating a closure data structure to represent a function with free
variables can lead to excessive memory allocation. This is why many modern
implementations of functional languages attempt to eliminate closure alloca-
tions whenever possible. For instance, MzScheme [§], which uses flat closures
[7], inlines functions and adds free variables as arguments to functions whenever
all applications of a function are visible [2I]. In addition to reducing memory
allocation, providing fast access to free variables is another goal of modern im-
plementations. This has led to a variety of methods to access the bindings of
free variables. In MzScheme, for example, the bindings of free variables are not
accessed directly from the closure. Instead, the bindings are unpacked onto the
stack whenever the closure is applied [7]. Some language implementations make
free variables explicit by performing program transformations such as lambda
lifting [I2/T5] and closure conversion [I4]. Lambda lifting explicitly adds free
variables as parameters to functions. Accesses to free variables in the source
program are turned into parameter accesses as done in MzScheme. Closure con-
version explicitly adds an environment parameter to functions. The bindings
of free variables in the source program are accessed through the environment
parameter.

3 Intuitive Data-Structure Closure Elimination

When closures are implemented as data structures, heap memory is allocated
every time a function with free variables needs to be represented. For example,
consider the code in Figure [l and the evaluation of:

(mk-mapper (lambda (x) (+ x 1))).
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This expression returns the closure displayed in Figure 21 This conceptual view
of the flat closure has f bound to the representation of the combinator that
adds 1 to its input. In addition, it has mapper bound to the closure itself, thus,
enabling the self-reference (i.e., recursive application) in the body of the function
the closure represents.

Instead of allocating and returning a data structure closure, a specialized
version of the returned function, based on the binding of f, can be dynamically
created. Specifically, if substitutions were performed the function returned would
be semantically equivalent to this new function:

(define (mapper-f-x-x+1 L)
(cond [(null? L) L]
[else (cons ((lambda (x) (+ x 1)) (car L))
(mapper-f-x-x+1 (rest L)))1)).

In this example, the returned function, mapper-f-x-x+1, has the same structure
as, mapper, the function specialized. In general, however, the returned specialized
function does not require the same structurdd. The important point is that the
returned function is a combinator. That is, it lacks references to free variables
and, as such, does not require a data-structure closure to store the bindings of
free variables.

Studying variations of three basic strategies to dynamically create such a
combinator as a bytecode function, coined a bytecode closure, is a primary focus
of the project. The three strategies are outlined as follows:

— The first strategy inlines the bindings of the free variables into the returned
function as suggested by S-reduction. The advantage of this implementation
strategy is that the resolution of free variables is transformed to accessing
constants in specialized functions. A potential disadvantage is that inlining
may lead to code explosion and require more memory allocation than flat
closures when the functions being specialized are large relative to the number
of free variables referenced.

— The second strategy attempts to reduce memory consumption by memoizing
inlined functions. That is, the dynamically-created specialized functions of
the first strategy are memoized and reused.

— The third strategy breaks away from inlining functions in the source code.
Instead, references to free variables in the source code are transformed to
parameter references. Specialized bytecode closures inlined with the bindings
of free variables that push these bindings onto the stack are memoized. When
compared to using flat closures or inlined source functions, the advantages
of this implementation strategy are that the resolution of free variables is
faster than using flat closures by treating free variables as parameters, that
the memory dynamically allocated for specialized functions is proportional
to the number of free variables (not the size of the specialized function) as
it is for flat closures, and that the structure of compiled A-terms does not

2 This can be the result, for example, of performing d-reductions.
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program — def*
def — (define (symbol™t) def* expr)

expr — number
— symbol
— boolean
— (if expr expr expr)
— (expr™)
— (lambda (symbol™) expr)

Fig. 3. The BNF Grammar of the Source Core Language

change. A potential disadvantage, unlike inlining, is that a jump is required
to transfer control from the function that pushes the bindings of the free
variables to the function that utilizes these bindings

Comparing the performance of bytecode closures with memoized flat closures
and the unpacking of flat (both memoized and not memoized) is part of the
project. Memoized flat closures eliminate the need for the jump required by the
third strategy at the expense of increasing the access time to free variables.
Unpacking a closure may make access to free variables faster when amortized
over a relatively large number of references. Empirical data will be collected to
determine when, if ever, one implementation strategy is superior to the others.

4 TIllustrating the Compilation Process

The BNF grammar for a small core language is displayed in Figure[3l This core
language is used for the preliminary results presented in this article. A program
consists of zero or more definitions. A definition consists of a header which
contains the function name and the parameters, zero or more local definitions,
and a body which is an expression. An expression is a number, a symbol, a
boolean, an if expression, an application expression, or a lambda expression.
The architecture of the proof-of-concept compiler is displayed in Figure @ A
source program is first parsed. The parse tree is given as input to a d-reducer.
The §-reducer replaces a primitive function applied to its required known argu-
ments by a result. This transformation reduces the size of the resulting program
by evaluating primitive application expressions and by eliminating dead code
(e.g., when the condition of an if-expression can be evaluated at compile time).
The J-reduced parse tree is given as input to a lambda lifting function (e.g.,
[15]). Lambda lifting makes the free variables of a function explicit and, thus,
the variables by which to specialize functions at runtime. Given that functions
are not curried, the resulting lambda lifted program may contain functions with
a nested lambda expression. The parameters of a lifted function are the original
function’s free variables in the source program and the parameters of the nested
lambda expression are the parameters of the original source function. The result-
ing lambda lifted parse tree is passed to the code generator to produce bytecode.
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Parser |—>| d-Reducer |—>|Lambda Lifter|—>|Code Generator

Fig. 4. The General Architecture of the Proof-of-Concept Compiler

To illustrate the process, consider a function common in environment-passing
interpreters to evaluate the arguments of an application expression. The func-
tion takes as input a list of expressions to be evaluated and the environment
(implemented as a list of frames) in which to evaluate the expressions. It returns
a list containing the results of evaluating each expression. Using the syntax of
Figure Bl the function is implemented as follows:

(define (eval-operands rands env)
(map (lambda (e) (eval-expr e env)) rands))

After parsing, the d-reducer discovers that there are no primitive application
expressions that can be evaluated and produces as output the original parse tree.
Lambda lifting hoists the lambda expression to the global level. Since env is the
only free variable in this function, env is the only parameter in the lifted function.
The body of the lifted function is itself the original lambda expression. In the
body of eval-operands, the lambda-expression is substituted with an application
expression that applies the lifted function to its free variable. After lambda
lifting, the parse tree represents the following program:

(define (eval-rands rands env) (map (liftedl env) rands))
(define (liftedl env) (lambda (e) (eval-expr e env))).

The lambda lifted parse tree is passed to the code generator to produce the
bytecode displayed in Figure Bl The displayed code is generated assuming the
use of flat closures and, to aid readability, Figure [l omits the proper handling
of tail calls. Bytecode is generated for 3 functions: eval-rands, liftedl, and the
nested lambda expression in liftedl (i.e., FN19 in the bytecode). The compiled
code for eval-rands sets up an activation record on the stack for the call to map
and another for the call to lifted1. For lifted1, env (i.e., PACC 2) is pushed onto
the stack and control-flow registers are updated before the call is made. After
returning from lifted1, the bytecode pushes rands, the first parameter, onto the
stack (i.e., PACC 1), updates control-flow registers, and calls map. The bytecode
generated for lifted1 allocates a closure of size 1 for FN19 (i.e., the nested lambda
expression), populates the closure with the binding of the first parameter, and
returns this closure after popping off its activation record with 1 parameter (i.e.
FRETURN 1). The code for FN19 sets up an activation record for the call to
eval-expr, pushes e, its parameter, and the free variable env onto the stack (i.e.,
FVACC 1), updates control-flow registers, and makes the call to eval-expr.
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eval-rands liftedl FN19
FCALL ACLOSURE FN19 1 FCALL
FCALL COPY2CLOSURE 1 1 PACC 1
PACC 2 FRETURN 1 FVACC 1
<update registers> <update registers>
GOTO liftedl GOTO eval-expr
PACC 1
<update registers>
GOTO map

Fig. 5. Compiled Code for the MT Virtual Machine

5 Bytecode Closures Implementation Strategies

This section describes the three strategies to dynamically create bytecode clo-
sures. It is important to remember that the code generator expects lambda lifted
programs in which a lambda expression only exists as the body of a global func-
tion and in which lambda expressions contain at least one reference to each of
the parameters of its enclosing global function. It is these anonymous functions
that are specialized at runtime.

5.1 Strategy I: Inlined Functions

In strategy I, anonymous functions (i.e., compiled A-terms) are treated as tem-
plates with holes. These templates are never executed at runtime and are only
used to generate specialized versions of the anonymous function. The holes are
the instructions to access free variables (i.e., FVACC instructions in the byte-
code).

To generate a specialized function from a template, the bytecode of the tem-
plate is copied. The holes of the template, however, are filled with instructions
to push a constant onto the stack based on the binding of the free variable ref-
erenced. That is, specialized functions are inlined with the bindings of the free
variables wherever free variables are referenced. Care must be taken to handle
jumps to labels correctly (e.g., in the compiled code of an if-expression). Branch
instructions that refer to labels can not simply be copied, because that would
mean branching into the template instead of a location in the specialized func-
tion. The fact that the template and the specialized function have the same
number of instructions means that simple address arithmetic solves the problem
at runtime.

This strategy uses the blind policy of always generating a specialized function
whenever a flat closure would be generated. Dynamic function creation using
this implementation strategy is O(n), where n is the size of the function being
specialized. That is, the time it takes to create a specialized function is propor-
tional to the number of bytecode instructions in the function and not the number
of free variables the function references. In general when the size of specialized
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(define (eval-expr expr env)
(if (literal? expr)
expr

(if (app-expr? expr)
(apply-proc (eval-expr (proc-expr expr) env)
(cons (eval-operands (ops-expr expr) env) env))
o))
(define (eval-operands rands env)
(map (lambda (e) (eval-expr e env)) rands))

Fig. 6. Program Fragment of an Environment-Passing Interpreter

(define (liftedl-1 e) (eval-expr
(define (lifted1-2 e) (eval-expr
(define (lifted1-3 e) (eval-expr
(define (lifted1-4 e) (eval-expr
(define (liftedl-5 e)

(eval-expr e ’(((i (g (f 2))) (j (g (£ 2)))) ((x 2) (y 2)))))

P(((x2) (y 2200
P(((x2) (y 2200
(b (£ 2)) (x2) (y 22N
(b (£ 2)) ((x2) (y 22N

e
e
e
e

Fig. 7. Five Dynamically Created Inlined Functions

functions is large relative to the number of free variables referenced, it is ex-
pected for such an implementation to be inefficient when compared to using flat
closures for two reasons. The first is that programs allocate more memory. The
second is that specialized function creation takes longer than closure creation.

To illustrate this strategy, consider the program fragment in Figure [0l for an
environment-passing interpreter and the evaluation of

(eval-expr "(h (g (fx)) (g (fy))) "(((x2) (y 2)))),

where f, g, and h are user-defined functions, and the environment binds x and
y to 2. The function eval—operandsﬁ is called 5 times: once for h, twice for g,
and twice for f. The evaluation of both applications of f is done with the same
environment (i.e., the displayed environment). Likewise, the evaluation of both
applications of g is done with the same environment (i.e., value-wise). The result
at runtime is the generation of the 5 functionsdd displayed in Figure[7l Notice that
the generated functions for f, lifted-1 and lifted-2, and the generated functions
for g, lifted-3 and lifted-4, are, respectively, semantically equivalent. This means
that three specialized functions can be generated, instead of five, to evaluate
the expression. Generated functions that are semantically equivalent to needed
functions can be re-used to reduce memory allocation.

3 This function is lambda lifted as described in Section Hl
4 In the interest of readability, source syntax is used in this example.
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5.2 Strategy II: Memoized Inlined Functions

The second implementation strategy does not blindly create specialized func-
tions. Instead of always generating a function when a closure would be allocated,
specialized functions are memoized and functions are only dynamically created
when needed. Specialized function memoization requires a cache of specialized
functions to be maintained. If a specialized function is needed and is found in
this cache, then the previously generated specialized function is re-used. Oth-
erwise, a new specialized function is generated and this new function is added
to the cache of specialized functions. Determining function equality is achieved
by exploiting the naming convention used for specialized functions. Instead of
simply generating a fresh identifier, the fresh identifier is a linear combination
of the name of the function being specialized and of the types and the bindings
of the free variables.

To illustrate how memoized function specialization works, once again, consider
the program fragment in Figure [0 for an environment-passing interpreter and
the evaluation of:

(eval-expr "(h (g (fx)) (g (fy))) "(((x2) (v 2))))-

As before, the function eval-operands is called five times, but only three special-
ized functions are generated?:

(define (lifted1-1ist-100-2400 e)
(eval-expr e ’(((x 2) (y 2)))))
(define (lifted1-1ist-3000-5000 e)
(eval-expr e (((b (£ 2))) ((x 2) (y 2)))))
(define (lifted1-1ist-7500-8150 e)
(eval-expr e *(((i ((g (£ 2)))) (G ((g (£ 22
(x2) (g 2)))).

Notice that in this example we have a 40% reduction in the number of dynami-
cally generated functions when compared to using strategy I.

5.3 Strategy IIl: Memoized Auxiliary Inlined Functions

In strategy III, A-terms are not treated as templates with holes. Instead, these
anonymous functions are executable and are converted to combinators. Free-
variable references become parameter references. In this context, a specialized
byetcode function has two roles. The first is to push the bindings of free variables
needed by an anonymous function onto the stack (akin to unpacking a flat clo-
sure). The second is to transfer control to the anonymous function for which it
was created. A specialized function, in other words, completes the construction
of the front rib of the environment for an anonymous function.

5 The function names are based on the linear combination convention mentioned
above.
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liftedl lifted1-1ist-100-2400
GENF FN19 1 PUSHLIST 100 2400
FRETURN 1 GOTO FN19

FN19 lifted1-1ist-3000-5000
FCALL PUSHLIST 3000 5000
PACC 1 GOTO FN19
PACC 2 lifted1-1ist-7500-8150
<update registers> PUSHLIST 7500 8150
GOTO eval-expr GOTO FN19

Fig. 8. Strategy III Lambda Expression Fig. 9. Strategy III Specialized Functions

The third implementation strategy makes dynamic function creation memory
efficient by making the size of specialized functions proportional to the size of the
flat closures they substitute. A specialized function is a collection of instructions
to push constants onto the stack followed by a jump instruction. At compile time,
the order in which constants are to be pushed onto the stack by a specialized
function is determined. This order corresponds to the order of the parameters
of a lambda-lifted function that has an anonymous function in its body. Every
parameter of such a function must be referenced by the A-expression in its body.
Therefore, to create a specialized function, the runtime system only needs to
examine the first rib of the environment to assemble the instructions to push
constants onto the stack in the right order and to add a jump to the anonymous
function.

To illustrate how function specialization works using strategy III, once again,
consider the program fragment in Figure [l and the evaluation of

(eval-expr "(h (g (fx)) (g (fy))) "(((x2) (¥ 2))))-

The compiled code for lifted1 and its nested anonymous function (i.e., FN19) are
displayed in Figure B Observe that the compiled code for FN19 is almost the
same as the compiled code in Figure[Bl The only difference is that the reference to
the first free variable (i.e., FVACC 1) is now a reference to the second parameter
(i.e., PACC 2). The compiled code for liftedl generates a specialized function
for FN19 that adds one parameter to FN19’s activation record (i.e., GENF FN19
1). As for strategy II, the function eval-operands is called 5 times and only 3
specialized functions are generated which are displayed using bytecode in Figure
@ One function is generated for each of the different bindings for env. Each
generated function pushes the binding of env onto the stack and transfers control
to FN19. It is straightforward to see that the specialized versions of liftedl are
smaller than their counterparts using strategies I or II and are proportional in
size to flat closures.

6 Preliminary Empirical Results

This section presents preliminary memory allocation empirical results obtained
from three small benchmarks. These results are intended solely as an indication
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that there is fertile ground for exploration using larger benchmarks. First, the
benchmarks are briefly described. Second, the performance measurements are pre-
sented. The benchmarks naively use higher-order functions to test extreme ends
of the memory allocation spectrum. The lambda lifted versions of the benchmarks
are found in the appendix in section [l

6.1 Benchmarks

AP. This benchmark traverses a list of pairs of integers to produce a list that
contains the sums of each pair. The presented measurements are for a list
of 9,999 pairs with each pair containing two randomly generated integers in
[0..9999].

ST. This benchmark traverses a binary tree of integers and scales each integer
in the tree by its depth in the tree. The presented measurements are for the
scaling of a full binary tree of depth 15.

TK. This is the triply recursive integer function related to the Takeuchi func-
tion, one of Gabriel’s benchmarks [9], that has been modified to maximize
the use of anonymous functions. The presented measurements are for (tak
18 12 6).

Each benchmark was executed 4 times for a total of 12 experiments on a
non-distributed version of the MT virtual machine [16]. The benchmarks were
executed using flat closures and each of the three strategies for bytecode closures
described in the previous section, denoted by Strategy I, Strategy II, and Strategy
111

6.2 Measurements and Analysis

For each benchmark, Figure [I0 displays the relative difference, ! C’z;absa, in mem-

ory allocation between flat closures allocations (fca) and each bytecode strategy
allocation (bsa). A negative relative difference means that the flat-closure-based
implementation allocated less memory.

For each benchmark, strategy I incurs the maximum number of allocations.
The total excess memory allocation ranges from about 20% to about 90% when
compared to the flat-closure-based implementation. This occurs, as expected,
because the number of dynamically created functions is the same as the number
of closures allocated and the size of a specialized function is larger than the size
of a flat closure. These numbers clearly suggest that such a naive implementa-
tion of bytecode closures is neither efficient nor feasible for industrial-strength
implementations.

Strategies II and III significantly outperform the flat-closure-based imple-
mentation (as well as Strategy I). For the AP benchmark, the flat closure based
implementation allocates about 33% more memory than either of these strate-
gies. The savings in memory allocation are due to memoization exploiting the
modest amount of repetition in the generation of random numbers in [0..9999].
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Relative Difference

AP Strategy I -0.6190
AP Strategy II 0.3325
AP Strategy 111 0.3332
TK Strategy I -0.8889
TK Strategy 11 79.13

TK Strategy III 794.3

ST Strategy I -0.1998
ST Strategy II 0.2497
ST Strategy III 0.2900

Fig. 10. Relative Difference with Flat Closures

Strategies II and III virtually exhibit the same performance with strategy III dis-
playing slightly less memory allocation. The observed performance is so close,
because the function being specialized is small and a specialized inlined function
generated with strategy II is only one bytecode instruction larger than a special-
ized function generated with strategy III. This benchmark clearly suggests that
memoization of dynamic functions may significantly reduce memory allocation
when compared to flat closures and that further study is justified.

For the ST benchmark, the flat closure base implementation allocates about
25% more memory than strategy II and 29% more memory than strategy III.
For this benchmark, memory allocation is dominated by allocation to build a
list-based structure (i.e., a full binary tree). For strategies II and III, only a
small number of functions, 16, are dynamically created. In essence, only one
specialized function is created per tree level due to memoization. The savings
observed are attributed to the large number of flat closures allocated by the
the classical implementation (one for each node in the full binary tree). The
difference between strategy II and strategy III is due to the smaller functions
generated by the latter. This benchmark clearly suggests that even for programs
in which first-class functions only play a small role, memoized bytecode closures
may significantly reduce memory allocation and that further study is warranted.

For the TK benchmark, we observe the largest gain in performance over the
flat-closure-based implementation. For strategy II the flat-closure-based imple-
mentation allocates about 7,913% more memory (i.e., two orders of magnitude
more memory) while for strategy IIT the excess allocation by the flat-closure-
based implementation reaches 79,430% (i.e., three orders of magnitude more
memory). The difference is quite significant and occurs because the Takeuchi
triply recursive function makes many recursive calls with the same arguments.
This benchmark presents the ideal conditions under which memoization is most
effective. Strategy III significantly outperforms strategy II by about 1 order of
magnitude. This difference occurs, because the inlined specialized functions gen-
erated using strategy II are significantly larger than the specialized functions
generated by strategy III. The TK benchmark clearly suggests that memoized
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dynamically generated functions may lead to significantly less memory allocation
than flat closures and that such performance potential deserves further study.

The preliminary empirical data clearly suggests that the thesis that memoized
bytecode closures can exhibit significantly better memory performance than flat
closures and deserve further study. Furthermore, the data also suggests that
keeping the size of dynamically created bytecode closures proportional to the
number of free variables is important.

7 Related Work

Feeley and Lapalme first suggested generating code instead of allocating data
structure closures [6]. In their work, a specialized function only pushes the bind-
ings of free variables onto the stack and these bindings are accessed like parame-
ters by a compiled lambda expression akin to strategy III described in this article.
Their performance measurements indicate that for their implementation strategy
memory allocated for specialized functions increases by up to 25% when com-
pared to a closure-based implementation. The major differences between with
the approach described in this article and their work is the use of memoization
and lambda lifting. Memoization can significantly reduce memory allocation as
argued in the previous section. Lambda lifting reduces the complexity of com-
piling for specialization, but at runtime exactly the same specialized functions
are created by both approaches. Finally, Feeley and Lapalme also address the
problems introduced by assignment and propose pushing the address to a muta-
ble box instead of a binding to extend the technique to support assignment. A
similar approach would work with the memoization-based strategies described
in this article.

More recently, Grabmiiller developed a prototype system to implement clo-
sures using runtime code generation for a strict (and pure) functional language
[10]. Instead of compiled code, this approach uses abstract syntax trees at run-
time to create specialized functions. The runtime code generator inlines func-
tions with the bindings of their free variables akin to strategy I described in this
article. The use of abstract syntax trees is intended to simplify common opti-
mizations (e.g., reduction to normal form and dead code elimination) that can
be performed by the runtime code generator once the bindings of free variables
are known. It is unclear, based on the preliminary work done with their proto-
type, if any runtime analysis of an abstract syntax tree can not be done a priori
to indicate to the code generator what optimizations to perform. Grabmiiller’s
performance evaluation indicates that the system runs out of memory space
for some benchmarks, but provides no other indication on memory allocation
performance.

There have been several approaches, far too many to reference here, to runtime
code generation that have not focused on eliminating data-structure closures.
Lee and Leone’s FABIUS compiler specialize curried functions by inlining the
bindings of arguments as they are received [20]. Consel and Noél have used
runtime specialization for C programs that uses templates with holes to inline
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and partially evaluate functions [4]. Poletto et al. have also used dynamic code
generation to improve the performance of a superset of C called ’C that requires
programmers to annotate their code [22]. The work on ’C has been extended to
a dialect of Java called DynJava to generate type safe specialized classes [18].

8 Concluding Remarks

This article describes a new project to study the memory performance of repre-
senting closures as dynamically allocated bytecode functions and as memoized
flat closures. The preliminary empirical data presented suggests that memoized
bytecode closures can significantly reduce memory allocation. The magnitude of
the savings increases for programs in which first-class functions play a signif-
icant role at runtime reaching up to three orders of magnitude less allocation
than flat closures in the presented benchmarks. The inescapable conclusion is
that memoized bytecode closures is a technology worthy of future study. In ad-
dition, note that the memoization strategy described in this article does not
break the high-level of abstraction provided by functional languages. That is, it
does not require the programmer to be aware of the memoization process nor to
annotate programs for function specialization to occur.

In addition to studying the memory performance of bytecode closures, this
work will pursue several other interesting lines of research such as:

Memoized Flat Closures. What impact do memoized flat closures have on
performance? Clearly, the number of flat closures will be the same as for
Strategy III bytecode closures. Their memory footprint and their allocation
time will also be similar given that both are proportional to the number of
free variables. The difference, if any, will be marked by free-variable access
time.

Runtime Performance. How do the different closure representations impact
running time? It is a generally accepted that a smaller memory footprint is
better. This project will collect empirical evidence to quantify the impact.
Furthermore, we will compare unpacking closures onto the stack with the
representation used in Strategy III.

Inflation of Parameters. The bytecode closures presented in this article are
based on a compiler that performs lambda lifting. Danvy and Schultz showed
that lambda lifting may present efficiency difficulties due to parameter infla-
tion which led them to propose lambda dropping[5]. A fundamental line of
research is to determine if bytecode closures overcome the efficiency problems
raised by the inflation of parameters.

Continuations. It is common for functional programs to be transformed to
continuation-passing style (CPS) [24126]27]. A continuation can be repre-
sented as a function that knows how to complete the rest of the compu-
tation. Many implementations, however, transform continuations to a data
structure representation. Another fundamental line of research is whether or
not bytecode closures eliminate the need for this change.
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Garbage Collection. The performance of memoized bytecode closures hinges

on their reuse. Performance, however, also hinges on the recycling of memory
by a garbage collector. How should memoized closures be garbage collected
(whether of the bytecode nature or the data structure nature)? What rules or
heuristics can be used to prevent premature recycling of memoized closures?

Acknowledgements. The author thanks Olivier Danvy for his thoughtful com-
ments over the years on the research questions posed by what is now this new
project.
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A Appendix

A.1 The AP Benchmark

(define (g x) (lambda (y) (+ x y)))
(define (£ x) ((g (car x)) (cdr x)))
(define (mklist len modus)
(if (=1len 0) ° QO
(cons (cons (random modus) (random modus))
(mklist (- len 1) modus))))
(define (benchmark n modus) (map f (mklist n modus)))

A.2 The TK Benchmark

(define (tak-y x) (lambda (y) (tak-z y x)))
(define (tak-z y x)
(lambda (z) (if (not (< y x)) z
(tak

(tak (- x 1) y 2)

(tak (- y 1) z x)

(tak (- z 1) x Y)))
(define (tak x y z) (((tak-y x) y) z))

A.3 The ST Benchmark

(define (scaleT-by-depth T) (scale 0 T))
(define (scale d T) (map (scale-function d) T))
(define (scale-function d)

(lambda (t) (if (number? t) (* d t) (scale (+ d 1) t))))
(define (mkbt d)

(Af (=d0) °0

(cons d (cons (mkbt (- d 1))
(cons (mkbt (- d 1)) >0O)))))

(define (benchmark x) (scaleT-by-depth (mkbt x)))
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Abstract. Consensus is an often occurring problem in concurrent and
distributed programming. We present a programming language with sim-
ple semantics and build-in support for consensus in the form of commu-
nicating transactions. We motivate the need for such a construct with a
characteristic example of generalized consensus which can be naturally
encoded in our language. We then focus on the challenges in achieving
an implementation that can efficiently run such programs. We setup an
architecture to evaluate different implementation alternatives and use it
to experimentally evaluate runtime heuristics. This is the basis for a re-
search project on realistic programming language support for consensus.

Keywords: Concurrent programming, consensus, communicating
transactions.

1 Introduction

Achieving consensus between concurrent processes is a ubiquitous problem in
multicore and distributed programming [8 [6]. Among the classic instances of
consensus is leader election and synchronous multi-process communication. Pro-
gramming language support for consensus, however, has been limited. For ex-
ample, CML’s first-class communication primitives provide a programming lan-
guage abstraction to implement two-party consensus. However, they cannot be
used to abstractly implement consensus between three or more processes [11]
Thm. 6.1]—this needs to be implemented in a case-by-case basis.

Let us consider a hypothetical scenario of generalized consensus, which we
will call the Saturday Night Out (SNO) problem. In this scenario a number of
friends are seeking partners for various activities on Saturday night. Each has
a list of desired activities to attend in a certain order, and will only agree for
a night out if there is a partner for each activity. Alice, for example, is looking
for company to go out for dinner and then a movie (not necessarily with the
same person). To find partners for these events in this order she may attempt
to synchronize on the “handshake” channels dinner and movie:
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** Supported by MSR (MRL 2011-039)
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J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 76-P0] 2014.
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. def . .
Alice = sync dinner; sync movie

Here sync is a two-party synchronization operator, similar to CSP synchroniza-
tion. Bob, on the other hand, wants to go for dinner and then for dancing:

def . .
Bob = sync dinner; sync dancing

Alice and Bob can agree on dinner but they need partners for a movie and
dancing, respectively, to commit to the night out. Their agreement is tentative.
Let Carol be another friend in this group who is only interested in dancing:

def .
Carol = sync dancing

Once Bob and Carol agree on dancing they are both happy to commit to going
out. However, Alice has no movie partner and she can still cancel her agreement
with Bob. If this happens, Bob and Carol need to be notified to cancel their
agreement and everyone starts over their search of partners. An implementation
of the SNO scenario between concurrent processes would need to have a special-
ized way of reversing the effect of this synchronization. Suppose David is also a
participant in this set of friends.

. def . .
David = sync dancing; sync movie

After the partial agreement between Alice, Bob, and Carol is canceled, David
together with the first two can synchronize on dinner, dancing, and movie and
agree to go out (leaving Carol at home).

Notice that when Alice raised an objection to the partial agreement between
her, Bob, and Carol, all three participants had to restart. However, if Carol was
taken out of the agreement (even after she and Bob were happy to commit their
plans), David would have been able to take Carol’s place and the work of Alice
and Bob until the point when Carol joined in would not need to be repeated.

Programming SNO between an arbitrary number of processes (which can form
multiple agreement groups) in CML is complicated. Especially if we consider
that the participants are allowed to perform arbitrary computations between
synchronizations affecting control flow, and can communicate with other parties
not directly involved in the SNO. For example, Bob may want to go dancing
only if he can agree with the babysitter to stay late:

Bob & sync dinner; if babysitter() then sync dancing

In this case Bob’s computation has side-effects outside of the SNO group of pro-
cesses. To implement this would require code for dealing with the SNO protocol
to be written in the Babysitter (or any other) process, breaking modularity.
This paper shows that communicating transactions, a recently proposed mech-
anism for automatic error recovery in CCS processes [13], is a useful mechanism
for modularly implementing the SNO and other generalized consensus scenar-
ios. They provide a construct for non-isolated (communicating), all-or-nothing
(transactional) computation, with which we can give implementations of the
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T ::= unit | bool | int | T x T | T —T | T chan Types
vu=z| ()| true | false ’ n ’ (v,v) ’ fun f(z) =e|c Values
e v | (e, e) | ee ’ ope | letz =eine ’ ifethenecelsee Expressions

sende e | recve | newChanr ’ spawne
atomic | e >g e]] | commit k

Pui=e|P|P|veP|[PrrP]|cok Processes
op = fst | snd | add ’ sub ’ mul | leq Operators
E =] ’ (E,e) ’ (v,E)|Ee|vE ’ opE ’ letz = Fine Eval. Contexts

’ if £ then e elsees ’ send F e ’ sendv F | recv F | spawn F

where n € N, z € Var, c € Chan, k € K

Fig.1. TCML syntax

SNO participants that resemble the above pseudocode. Previous work on com-
municating transactions focused on behavioral theory with respect to safety and
liveness [13, [14]. However, the effectiveness of this construct in a pragmatic pro-
gramming language has yet to be proven. One of the main milestones to achieve
on this direction is the invention of efficient runtime implementations of com-
municating transactions. Here we describe the challenges and our first results in
a recently started project to investigate this direction.

In particular, we equip a simple concurrent functional language with com-
municating transactions and use it to discuss the challenges in making an effi-
cient implementation of such languages (Sect. E) This language contains a novel
combination of sequential evaluation and communicating transactions, making
it more appropriate for programming compared to the CCS-based calculus of
previous work [I3] [I4]. In this language we give a modular implementation of
consensus scenarios such as the SNO example, where participants are oblivious
of their environment and can communicate with arbitrary processes (such as
the Babysitter process) without the need to add code for the SNO protocol in
those processes. Moreover, the above more efficient, partially aborting strategy
is captured in this semantics.

Our semantics of this language is non-deterministic, allowing different runtime
scheduling strategies of processes, some more efficient than others. To study their
relative efficiency we have developed a skeleton implementation of the language
which allows us to plug in and evaluate such runtime strategies (Sect. E) We
describe several such strategies (Sect. E) and report the results of our evalua-
tions (Sect. [). Finally, we summarize related work in this area and the future
directions of this project (Sect. [d).

2 The TCML Language

We study TCML, a language combining a simply-typed A-calculus with -
calculus and communicating transactions. For this language we use the abstract
syntax shown in Fig. [] and the usual abbreviations from the A- and 7-calculus.
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IF-TRUE iftruethene; elsees — e1
IF-FALSE iffalsethene; elsees — e

LET letz =vine — efv/ac}

(0)3 opuv — d(op,v)

App fun f(z) = e v2 — e[fun f(x) = e/ f]v2/x]

STEP Ele] — Ele] if e<sé
SPAWN E[spawn v] — v () || E[0)]

NEWCHAN E[newChanr] — ve.Ed] if ¢¢ fc(E[()))
Atomic  Elatomic [e1 > e2 ][] — [Ele1] >k Elez] |

CoMMIT E[commit k] — cok | E[()]

Fig. 2. Sequential reductions

Values in TCML are either constants of base type (unit, bool, and int), pairs
of values (of type T x T'), recursive functions (I'—T'), and channels carrying
values of type T' (T’ chan). A simple type system (with appropriate progress and
preservation theorems) can be found in an accompanying technical report [12].

Source TCML programs are expressions in the functional core of the language,
ranged over by e, whereas running programs are processes derived from the
syntax of P. Besides standard lambda calculus expressions, the functional core
contains the constructs send ¢ e and recv ¢ to synchronously send and receive
a value on channel ¢, respectively, and newChany to create a new channel of
type chanT'. The constructs spawn and atomic, when executed, respectively
spawn a new process and transaction; commit k& commits transaction k—we will
shortly describe these constructs in detail.

A simple running process can be just an expression e. It can also be con-
structed by the parallel composition of P and @ (P || Q). We treat free channels
as in the m-calculus, considering them to be global. Thus if a channel c is free in
both P and @), it can be used for communication between these processes. The
construct ve. P encodes m-calculus restriction of the scope of ¢ to process P. We
use the Barendregt convention for bound variables and channels and identify
terms up to alpha conversion. We also write fc(P) for the free channels in P.

Process [Pl > Py ]] encodes a communicating transaction. This can be thought
of as the process P;, the default of the transaction, which runs until the trans-
action commits. If, however, the transaction aborts then P; is discarded and the
entire transaction is replaced by its alternative process Ps. Intuitively, Ps is the
continuation of the transaction in the case of an abort. TCML provides a mech-
anism for P; to communicate with its environment. This mechanism guarantees
that P; has an all-or-nothing behavioral semantics (see [I4]). Hence the name
communicating transactions. As we will see, commits are asynchronous, requir-
ing the process cok in the language. The name k of the transaction is bound in
P;. Thus only the default of the transaction can potentially spawn a co k. The
meta-function ftn(P) gives us the free transaction names in P.

Processes with no free variables can reduce using transitions of the form
P — Q. These transitions for the functional part of the language are shown
in Fig. [2 and are defined in terms of reductions e < ¢’ (where e is a redex) and
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eager, left-to-right evaluation contexts E whose grammar is given in Fig. [. Due
to a unique decomposition lemma, an expression ¢ can be decomposed to an
evaluation context and a redex expression in only one way. Here we use e[u/z]
for the standard capture-avoiding substitution, and §(op,v) for a meta-function
returning the result of the operator op on v, when this is defined.

Rule SteP lifts functional reductions to process reductions. The rest of the
reduction rules of Fig. [ deal with the concurrent and transactional side-effects
of expressions. Rule SPAwN reduces a spawn v expression at evaluation position
to the unit value, creating a new process running the application v (). The type
system of the language guarantees that value v here is a thunk. With this rule
we can derive the reductions:

spawn(\().send ¢ 1);recve —(A().sendc 1) () || recvc—sendc 1 || recv ¢

The resulting processes of these reductions can then communicate on channel c.
As we previously mentioned, the free channel ¢ can also be used to communicate
with any other parallel process. Rule NEWCHAN gives processes the ability to
create new, locally scoped channels. Thus, the following expression will result in
an input and an output process that can only communicate with each other:

let z = newChan;, in (spawn (\().send z 1); recv )
— ve. (spawn (A\().send ¢ 1);recve) —* ve. (send ¢ 1 || recv ¢)

Rule Arowmic is a novel rule that deals with the combination of communicating
transactions and sequential computations. This rule applies when a new trans-
action is started from within the current (expression-only) process, engulfing the
entire process in it, and storing the abort continuation in the alternative of the
transaction. Rule ComMIT spawns an asynchronous commit. Transactions can be
arbitrarily nested, thus we can write:

atomic [ spawn(\(). recv ¢; commit k) > () [ ;
atomic | recv d; commit [ >; () |
— [spawn(A(). recv ¢; commit k); atomic [recv d; commit(>; ()]
> (); atomic [recvd;commiti>; ()] ]
—* [(recv ¢; commit k) || [recv d; commit ! >; ()|
> (); atomic [recv d;commit!>; ()] |

This process will commit the k-transaction after an input on channel ¢ and
the inner [-transaction after an input on d. As we will see, if the k transaction
aborts then the inner [-transaction will be discarded (even if it has performed
the input on d) and the resulting process (the alternative of k) will restart [:
(); atomic [ recv d; commit /> () |. The effect of this abort will be the rollback
of the communication on d reverting the program to a consistent state.

Process and transactional reductions are handled by the rules of Fig. [ The
first four rules (Sync, EQ, PAR, and CHAN) are direct adaptations of the reduc-
tion rules of the 7-calculus, which allow parallel processes to communicate, and
propagate reductions over parallel and restriction. These rules use an omitted
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SYNC EqQ
P=P —Q =Q
E\[recv (] || Ez[send ¢ v] — E1[v] || E2[()] P—Q
PAR CHAN
P — P/ P— P
P | P.— P P ve.P — ve. P’
EmMB STEP
P— P
P [Porr P3| — [(Pr || P2) >k (P1 || P3)] [Por P — [P >k P2 ]
Co ABORT
P =cok | P|
[[Plbkpz]]—)P{/k [[P1I>kP2]]—>P2

Fig. 3. Concurrent and Transactional reductions (omitting symmetric rules)

structural equivalence (=) to identify terms up to the reordering of parallel pro-
cesses and the extrusion of the scope of restricted channels, in the spirit of the
m-calculus semantics. Rule STEP propagates reductions of default processes over
their respective transactions. The remaining rules are taken from TransCCS [13].
Rule EmB encodes the embedding of a process P; in a parallel transaction
[[Pg > Ps ] This enables the communication of P; with Py, the default of k. It
also keeps the current continuation of P; in the alternative of k in case it aborts.
To illustrate the mechanics of the embed rule, let us consider the above nested
transaction running in parallel with the process P = send d ();send ¢ ():

[(recv ¢;commit k) || [recv d; commit > ()]
>k (); atomic [ recv d; commit > ()] | | P

After two embedding transitions we will have

[(recvc;commitk) || [P | recvd;commit! >y P| ()] i P ...]
Now P can communicate on d with the inner transaction:
[(recvc;commitk) | [sendc() || commit! > P| ()] & Pl ...]

Next, there are (at least) two options: either commit! spawns a col process
which causes the commit of the [-transaction, or the input on d is embedded in
the [-transaction. Let us assume that the latter occurs:

[ [(recvc;commitk) | sendc() || commit!
>; (recv ¢;commitk) || P || ()]
>r Pl ... ] —*[[cok | col>;...] >p...]

The transactions are now ready to commit from the inner-most to the outer-most
using rule CoMmMIT. Inner-to-outer commits are necessary to guarantee that all
transactions that have communicated have reached an agreement to commit.
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This also has the important consequence of making the following three pro-
cesses behaviorally indistinguishable:

[Pk P ] | Q11 Q2]
[Pl [Qii Q] br Po || [Q1 1 Q2] ]
[[Par P2] | Qi [Prow P2 || Q2]

Therefore, an implementation of TCML, when dealing with the first of the three
processes can pick any of the alternative, non-deterministic mutual embeddings
of the k and [ transactions without affecting the observable outcomes of the
program. In fact, when one of the transactions has no possibility of committing
or when the two transactions never communicate, an implementation can decide
never to embed the two transactions in each-other. This is crucial in creating
implementations that will only embed processes (and other transactions) only
when necessary for communication, and pick the most efficient of the avail-
able embeddings. The development of implementations with efficient embedding
strategies is one of the main challenges of our project for scaling communicating
transactions to pragmatic programming languages.

Similarly, aborts are entirely non-deterministic (ABorT) and are left to the
discretion of the underlying implementation. Thus in the above example any
transaction can abort at any stage, discarding part of the computation. In such
examples there is usually a multitude of transactions that can be aborted, and
in cases where a “forward” reduction is not possible (due to deadlock) aborts are
necessary. Making the TCML programmer in charge of aborts (as we do with
commits) is not desirable since the purpose of communicating transactions is to
lift the burden of manual error prediction and handling. Minimizing the number
aborts and picking aborts that rewind the program minimally but sufficiently to
reach a successful outcome is another major challenge in our project.

The SNO scenario can be simply implemented in TCML using restarting
transactions. A restarting transaction uses recursion to re-initiate an identical
transaction in the case of an abort:

atomic,c. 1 [ €] < funr() = atomic [exrr ()]

A transactional implementation of the SNO participants we discussed in the
introduction simply wraps their code in restating transactions:

let alice = atomic,.. \ || sync dinner; sync movie; commit k:]] in
let bob = atomic,.. i Hsync dinner; sync dancing; commitk | in
let carol = atomic,.. i | sync dancing; commit kﬂ in

let david = atomic,... i Hsync dancing; sync movie; commit k:]] in

spawn alice; spawn bob; spawn carol; spawn david

Here dinner, dancing, and movie are implementations of CSP synchronization
channels and sync a function to synchronize on these channels. Compared to a
potential ad-hoc implementation of SNO in CML the simplicity of the above
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Fig. 4. TCML runtime architecture

code is evident (the version of Bob communicating with the Babysitter is just as
simple). However, as we discuss in Sect. E, this simplicity comes with a severe
performance penalty, at least for straightforward implementations of TCML.
In essence, the above code asks from the underlying transactional implementa-
tion to solve an NP-complete satisfiability problem. Leveraging existing useful
heuristics for such problems is something we intend to pursue in future work.

In the following we describe an implementation where these transactional
scheduling decisions can be plugged in, and a number of heuristic transactional
schedulers we have developed and evaluated. Our work shows that advanced
heuristics bring measurable performance benefits but the exponential number
of runtime choices require innovative compilation and execution techniques to
make communicating transactions a realistic solution for programmers.

3 An Extensible Implementation Architecture

We have developed an interpreter for the TCML semantics in Concurrent Haskell
[7, 10] to which we can plug-in different decisions about the non-deterministic
transitions of our semantics with the runtime architecture in Fig. 4

The main Haskell threads are shown as round nodes in the figure. Each con-
current functional expression e; is interpreted in its own thread according to the
sequential reduction rules in Fig. [ of the previous section. Side-effects in an ex-
pression are handled by the interpreting thread, creating new channels, spawning
new threads, and starting new transactions. Our implementation of synchronous,
dynamically created channels is on top of Haskell’s MVars, and guarantees that
only processes within the same transactions can communicate.

Except for channel creation, the evaluation of all other side-effects in an ex-
pression will cause a notification (shown as dashed arrows in Fig. E) to be sent
to the gatherer process (Gath.). This process is responsible for maintaining a
global view of the state of the running program in a Trie data-structure. This
data-structure essentially represents the transactional structure of the program;
i.e., the logical nesting of transactions and processes inside running transactions:

data TTrie = TTrie { threads :: Set ThreadlID,
children :: Map TransactionID TTrie, ... }

A TTrie node represents a transaction, or the top-level of the program. The
main information stored in such a node is the set of threads (threads) and trans-
actions (children) running in that transactional level. Each child transaction
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has its own associated TTrie node. An invariant of the data-structure is that
each thread and transaction identifier appears only once in it. For example the
complex program we saw on Fig.

[(recv c; commit k)*9 || [(recv d; commit [)*9 1>, () ]
> (); atomic [ recv d; commit [ >; ()] | | Pride

will have an associated trie:

TTrie{threads = {tidp},
children = {k+— TTrie{threads = {tid:},
children = {l— TTrie{threads = {tid.},
children = 0}}}}}

The last ingredient of the runtime implementation is the scheduler thread
(Sched. in Fig. @) This makes decisions about the commit, embed and abort
transitions to be performed by the expression threads, based on the information
in the trie. Once such a decision is made by the scheduler, appropriate signals
(implemented using Haskell asynchronous exceptions [10]) are sent to the running
threads, shown as dotted lines in Fig. [4. Our implementation is parametric to the
precise algorithm that makes scheduler decisions, and in the following section
we describe a number of such algorithms we have tried and evaluated.

A scheduler signal received by a thread will cause the update of the local
transactional state of the thread, affecting the future execution of the thread.
The local state of a thread is an object of the TProcess data-type:

data TProcess = TP { data Alternative = A {
expr :: Expression, tname :: TransactionID,
ctx :: Context, pr :: TProcess }
tr  :: [Alternative] }

The local state maintains the expression (expr) and evaluation context (ctx)
currently interpreted by the thread and a list of alternative processes (repre-
sented by objects of the Alternative data-type). This list contains the contin-
uations stored when the thread was embedded in transactions. The nesting of
transactions in this list mirrors the transactional nesting in the global trie and is
thus compatible with the transactional nesting of other expression threads. Let
us go back to the example of Fig. 4

[(recv c; commit k)*9 || [(recv d; commit [)*9 1>, ()
> (); atomic [ recv d; commit (>, ()] | | pride

where P = send d ();send ¢ (). When P is embedded in both k and [, the thread
evaluating P will have the local state object

TP{expr = P, tr = [A{tname = [, pr = P}, A{tname = k, pr = P}|}

recording the fact that the thread running P is part of the [-transaction, which
in turn is inside the k-transaction. If either of these transactions aborts then
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the thread will rollback to P, and the list of alternatives will be appropriately
updated (the aborted transaction will be removed).

Once a transactional reconfiguration is performed by a thread, an acknowledg-
ment is sent back to the gatherer, who, as we discussed, is responsible for updat-
ing the global transactional structure in the trie. This closes a cycle of transac-
tional reconfigurations initiated from the process (by starting a new transaction
or thread) or the scheduler (by issuing a commit, embed, or abort).

What we described so far is a simple prototype architecture for an interpreter
of TCML. Improvements are possible; for example, the gatherer is a message
bottleneck, and together with the scheduler they are single points of failure in
a potential distributed setting. But such concerns are beyond the scope of this
paper. In the following section we discuss various policies for the scheduler which
we then evaluate experimentally.

4 Transactional Scheduling Policies

Our goal here is to investigate schedulers that make decisions on transactional
reconfiguration based only on runtime heuristics. We are currently working on
more advanced schedulers, including schedulers that take advantage of static
information extracted from the program, which we leave for future work.

An important consideration when designing a scheduler is adequacy [15],
Sec. 11.4]. For a given program, an adequate scheduler can produce all outcomes
that the non-deterministic operational semantics give for that program. How-
ever, this does not mean that the scheduler should be able to produce all traces
of the non-deterministic semantics. Many of these traces will unnecessarily abort
and restart the computations. Previous work on the behavioral theory of com-
municating transactions has shown that all program outcomes can be reached
with traces that never restart a computation [I3]. Thus a goal for schedulers is
to minimize re-computations by minimizing aborts.

Moreover, as we discussed at the end of Sect. E, many of the exponential
number of embeddings can be avoided without altering the observable behavior
of a program. This can be done by embedding a process inside a transaction
only when this embedding is necessary to enable communication between the
process and the transaction. We take advantage of this in a communication-
driven scheduler we describe in this section.

Even after reducing the number of possible non-deterministic choices faced
by the scheduler, in most cases we are still left with a multitude of alternative
transactional reconfiguration options. Some of these are more likely to lead to
efficient traces than other. However, to preserve adequacy we cannot exclude
any of these options since the scheduler has no way to foresee their outcomes. In
these cases use heuristics to assign different, non-zero probabilities to available
choices, which leads to measurable performance improvements without violating
adequacy. Of course some program outcomes might be more likely to appear than
others. This approach trades quantitative fairness for performance improvement.

However, the probabilistic approach is theoretically fair. Every finite trace
leading to a program outcome has a non-zero probability. Diverging traces due
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to sequential reductions also have non-zero probability to occur. The only traces
with zero probability are those in the reduction semantics that have an infinite
number of non-deterministic reductions. Intuitively, these are unfair traces that
abort and restart transactions ad infinitum, even if other options are possible.

Random Scheduler (R). The first scheduler we consider is the random sched-
uler, whose policy at each point is to simply select one of all available non-
deterministic choices with equal probability, with no exception. Any available
abort, embed, or commit actions are equally likely to happen. For example, this
scheduler might decide at any time to embed Bob into Carol’s transaction, or
abort David. As one would expect, this is not particularly efficient; it is, how-
ever, obviously adequate and fair according to the discussion above. If a reduction
transition is available infinitely often, scheduler R will eventually select it.

There is much room for improvement. Suppose transaction k can commit:
[[P || cok > Q]] Since R makes no distinction between the choices of commit-
ting and aborting k, it will often unnecessarily abort k. All processes embedded
in this transaction will have to roll back and re-execute; if k was a transaction
that restarts, the transaction will also re-execute. This results to a consider-
able performance penalty. Similarly, scheduler R might preemptively abort a
long-running transaction that could have committed, given enough time and
embeddings.

Staged Scheduler (S). The staged scheduler partially addresses these issues by
prioritizing its available choices. Whenever a transaction is ready to commit,
scheduler S will always decide to send a commit signal to that transaction be-
fore aborting it or embedding another process in it. This does not violate ade-
quacy; before continuing with the algorithm of S, let us examine the adequacy
of prioritizing commits over other transactional actions with an example.

Example 1. Consider the following program in which k is ready to commit:
[[P | cok > Q]] | R. If embedding R in k leads to a program outcome, then
that outcome can also be reached after committing k from the residual P || R.
Alternatively, a program outcome could be reachable by aborting k (from the
process Q || R). However, the cok was spawned from one of the previous states
of the program in the current trace. In that state, transaction k necessarily had
the form: [[P’ || E[commitk] >y Qﬂ, and the abort of k was enabled. Therefore,
the staged interpreter indeed allows a trace leading to the program state @Q || R
from which the outcome in question is reachable. a

If a transaction T' cannot commit, S prioritizes embeddings into T over abort
of T'. This decision is adequate because transactions that take an abort reduction
before an embed step have an equivalent abort reduction after that step. When
no commit nor embed options are available, the staged interpreter lets the trans-
action run with probability 0.95 to progress more in the current trace, and aborts
it with probability 0.05—these numbers have been fine-tuned experimentally.

This heuristic greatly improves performance by minimizing unnecessary aborts.
Its drawback is that it does not abort transactions often, thus program outcomes
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reachable only from transactional alternatives are less likely to appear. Moreover,
this scheduler does not avoid unnecessary embeddings.

Communication-Driven Scheduler (CD). To avoid spurious embeddings, sched-
uler CD improves over R by performing an embed transition only if it is necessary
for an imminent communication. For example, at the very start of the SNO ex-
ample the CD scheduler can only choose to embed Alice into Bob’s transaction or
vice versa, because they are the only processes ready to synchronize on dinner.
Because of the equivalence [P >4 Q] || R =cxt [P || R >k Q || R] which we
previously discussed, this scheduler is adequate.

For the implementation of this scheduler we augment the information in the
trie data-structure (Sect. E) with channels with a pending communication opera-
tion (if any). In Sect. [H we show that this heuristic noticeably boosts performance
because it greatly reduces the exponential number of embedding choices.

Delayed-Aborts Scheduler (DA). The final scheduler we report is DA, which adds
a minor improvement upon scheduler CD. This scheduler keeps a timer for each
running transaction k in the trie, and resets it whenever a non-sequential opera-
tion happens inside k. Transaction k£ can be aborted only when its timer expires.
This strategy benefits transactions that perform multiple communications before
committing. The CD scheduler is adequate because it only adds time delays.

5 Evaluation of the Interpreters

We now report the experimental evaluation of interpreters using the preceding
scheduling policies. The interpreters were compiled with GHC 7.0.3, and the
experiments were performed on a Windows 7 machine with Intel® Core™™i5-
2520M (2.50 GHz) and 8GB of RAM. We run several versions of two programs:

1. The three-way rendezvous (3WR) in which a number of processes compete
to synchronize on a channel with fwo other processes, forming groups of
three which then exchange values. This is a standard example of multi-party
agreement [I1] 3, 5]. In the TCML implementation of this example each pro-
cess nondeterministically chooses between being a leader or follower within a
communicating transaction. If a leader and two followers communicate, they
can all exchange values and commit; any other situation leads to deadlock
and eventually to an abort of some of the transactions involved.

2. The SNO example of the introduction, as implemented in Sect. , with mul-
tiple instances of the Alice, Bob, Carol, and David processes.

To test scheduler scalability, we tested versions of the above programs with a
different number of competing parallel processes. Each process in these programs
continuously performs 3WR or SNO cycles and our interpreters are instrumented
to measure the number of operations in a given period, from which we compute
the mean throughput of successful operations. The results are shown in Fig. H.
Each graph in the figure contains the mean throughput of operations (in log-
arithmic scale) as a function of the number of competing concurrent TCML
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Fig. 5. Experimental Results

processes. The graphs contain runs with each scheduler we discussed (random
R, staged S, communication-driven, CD, and communication-driven with delayed
aborts DA) as well as with an ideal non-transactional program (ID). The ideal
program in the case of 3WR is similar to the TCML, non-abstract implemen-
tation [11]. The ideal version of the SNO is running a simpler instance of the
scenario, without any Carol processes—this instance has no deadlocks and there-
fore needs no error handling. Ideal programs give us a performance upper bound.

As predictable, the random scheduler (R)’s performance is the worst; in many
cases R could not perform any operations in the window of measurements (30sec).

The other schedulers perform better than R by an order of magnitude. Even
just prioritizing the transactional reconfiguration choices significantly cuts down
the exponential number of inefficient traces. However, none of the schedulers
scale to programs with more processes; their performance deteriorates exponen-
tially. In fact, when we go from the communication-driven (CD) to the delayed
aborts (DA) scheduler we see worst throughput in larger process pools. This is
because with many competing processes there is more possibility to enter a path
to deadlock; in these cases the results suggest that it is better to abort early.

The upper bound in the performance, as shown by the throughput of ID is
one order of magnitude above that of the best interpreter, when there are few
concurrent processes, and (within the range of our experiments) two orders when
there are many concurrent processes. The performance of ID is increasing with
more processes due to better utilization of the processor cores.

It is clear that in order to achieve a pragmatic implementation of TCML
we need to address the exponential nature in consensus scenarios as the ones we
tested here. Our exploration of purely runtime heuristics shows that performance
can be improved, but we need to turn to a different approach to close the gap
between ideal ad-hoc implementations and abstract TCML implementations.
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6 Related Work and Conclusions

Consensus is common problem in concurrent and distributed programming. The
need for developing programming language support for consensus has already
been identified in previous work on transactional events (TE) [3], communi-
cating memory transactions (CMT) [9], transactors [4] and cJoin [1]. These
approaches propose forms of communicating transactions, similar to those de-
scribed in Sect. [2. All approaches can be used to an extent to implement general-
ized consensus scenarios, such as the instance of the Saturday Night Out (SNO)
example in this paper. Without such constructs the programmer needs to devise
and implement complex low-level protocols for consensus. Stabilizers [16] add
transactional support for fault-tolerance in the presence of transient faults but
do not directly address consensus scenarios such as the SNO example. Our work
here is based on communicating transactions which is the only construct to date
with a provably intuitive behavioral theory [13| [14].

TE extends CML events with a transactional sequencing operator; transac-
tional communication is resolved at runtime by search threads which exhaus-
tively explore all possibilities of synchronization. CMT extends STM with asyn-
chronous communication, maintaining a directed dependency graph mirroring
communication between transactions; STM abort triggers cascading aborts to
transactions that have received values from aborting transactions. Transactors
extend actor semantics with fault-tolerance primitives, enabling the composition
of systems with consistent distributed state via distributed checkpointing. The
cJoin calculus extends the Join calculus with isolated transactions which can
merge at runtime; merging and aborting are managed by the programmer, offer-
ing a manual alternative to TCML’s nondeterministic transactional operations.

Reference implementations have been developed for TE, CMT, and cJoin (in
JoCaml). The discovery of efficient implementations for communicating trans-
actions can be equally beneficial for all approaches.

This paper presented TCML, a simple functional language with build-in sup-
port for consensus via communicating transactions. This is a construct with
a robust behavioral theory supporting its use as a programming language ab-
straction for automatic error recovery [I3] [I4]. TCML has a simple operational
semantics and can simplify the programming of advanced consensus scenarios;
we introduced such an example (SNO) which has a natural encoding in TCML.
We have motivated this construct as a programming language solution to the
problem of programming consensus. To our knowledge, this is the most intri-
cate and general application of such constructs in a concurrent and distributed
setting. However, communicating transactions could address challenges in other
application domains, such as speculative computing [2].

The usefulness of communicating transactions in real-world applications, how-
ever, depends on the invention of efficient implementations. This paper described
the obstacles to overcome and our first results in a recently started project. We
gave a framework and a modular implementation to develop and evaluate cur-
rent and future schedulers of communicating transactions, and used it to examine
schedulers based solely on runtime heuristics. We have found that some of them



90 C. Spaccasassi and V. Koutavas

improve upon the performance of a naive randomized implementation but do
not scale to programs with significant contention, where exponential numbers of
computation paths lead to necessary rollbacks. It is clear that purely dynamic
strategies do not lead to sustainable performance improvements.

In future work we intend to explore the extraction of information from the
source code to guide the language runtime. This information can include an
abstract model of the communication behavior of processes in order to predict
their future communication pattern. A promising approach is the development
of technology in type and effect systems and static analysis. Although scheduling
communicating transactions is theoretically computationally expensive, realistic
performance in many programming scenarios could be achievable.
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Abstract. Static type systems are usually conservative. Therefore, many
interesting programs are rejected by the static type system, even though
they may execute without errors. Dynamic type systems allow such ill-
typed programs to run, at the cost of run-time errors. The cause of
runtime errors is often far removed from the place where the type errors
are raised, making the program hard to debug. We present a novel typing
discipline called blame prediction which transforms programs in order to
detect runtime type errors as soon as they are guaranteed to happen.
These type errors relate the future type error with its cause, aiding in
debugging. As a proof of concept, we have applied blame prediction to
a functional Scheme-like language and evaluated our system against soft

typing.

Keywords: type systems, dynamic typing, blame prediction.

1 Introduction

In recent years there has been a surge in the use of dynamically typed program-
ming languages. Developers are building large systems for all kinds of purposes,
taking advantage of the fast prototyping and short edit-run-debug cycles offered
by these languages. These advantages are attributed to the fact that all dynam-
ically typed programs are allowed to run. The interpreter detects and reports
errors at runtime. When a program halts on a runtime error, the developer has to
figure out the expression that caused the error solely from the error description
and a stack trace.

In the meantime, researchers have developed expressive type systems that
attempt to ascribe types to ever-increasing subsets of dynamically typed pro-
gramming languages. This research focused on Scheme-like languages in the
nineties [I/2/3], but recent research has focused on other languages like Ruby
and Javascript [415].

Static and dynamic approaches aim to achieve different goals: static typing
approaches are conservative and report type errors up front, but they only allow
programs to run if no type errors can be found. By contrast, dynamic typing
approaches allow every program to run, but report runtime errors when the
type tests in primitive operations fail. This means that statically identifiable
type errors will only be reported long after they could have been reported.

* Funded by the Prospective Research For Brussels program of Innoviris, Brussels.

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 91 2014.
© Springer-Verlag Berlin Heidelberg 2014
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In this paper we present blame prediction: a hybrid technique that makes
primitive type tests explicit and performs them as early as possible. The key
insight of blame prediction is that primitive operations can be decoupled from
the type tests they need to perform, which allows these type tests to be performed
much earlier. When a type test fails and all code paths after the test require
it to succeed, a blame prediction error is raised. This error references both the
faulty expression and the primitive operations that depend on the type test.
Using these blame prediction errors, programmers can more easily debug their
code. We have implemented a proof-of-concept blame prediction transformation
for a functional core of Scheme. We are convinced that blame prediction can
be also applied to a whole class of dynamic programming languages and type
systems.

The rest of this paper is structured as follows: we describe the motivation
and the idea behind blame prediction in sections 2 and 3. Section M defines the
blame prediction transformation. Related work is examined in Finally,
we perform a first evaluation of blame prediction in

2 Motivation

In this section we explain the tension between dynamic and static typing by
exploring a small example: a number guessing game. This game consists of the
user trying to guess a hidden target number, for every guess the program gives
feedback like “too high” or “too low”. If the user guesses the number, the game
is over. Consider the following Scheme implementation of the number guessing
game:

(define (guess target)
(Let ((input (read)))
(cond ((eq? input 'quit) 'quit)

((< input target)
(display "Too low!\n") (guess target))

((> input target)
(display "Too high!\n") (guess target))

(else
(display "Correct!\n") 'done))))

Listing 1.1. Simple number guessing game in Scheme

This program uses the read primitive function to read input from the user
and parse it as a Scheme value. If this input is the symbol 'quit, the game
is immediately stopped. Otherwise the input is assumed to be a guess, so it
is compared to the target number. If the guess was correct, the game ends,
otherwise a feedback message is printed and the game continues.

The following steps will occur when applying a static type discipline to the
program: first of all, because the read primitive can return a value of any type,
the type of input is inferred as T (which represents all Scheme types). In the
first branch of the cond, the eq? check narrows the type of input to symbols,
as the eq? primitive requires two input expressions of the same type. Then,
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in the second branch, input is numerically compared to target, which needs
two numeric arguments. As this requires input to have a numeric type while it
already has type symbol, a type error is signaled and the program is rejected.
Since the program is rejected, we cannot run the program.

A dynamic typing discipline has the opposite result: the program runs nor-
mally, but type tests are performed at runtime and errors are raised if they
fail. In this case, after the read primitive returns a value, it is compared to the
symbol quit. This does not require a runtime type test, only a pointer equality
test. The calls to <, > and = all verify that both input and target are numbers
before they execute the actual comparison code. If these type tests fail, an error
is signaled and evaluation is aborted.

Both approaches fall short: static typing simply rejects the program, while
dynamic typing accepts the program but it will crash if given the wrong input.
We require a hybrid approach: one that applies static typing for the most part,
while shielding expressions that might raise errors with type tests. One way of
making this program safer is by inserting dynamic type checks in the right places.
For example, the code assumes that the input variable is either a number or a
symbol, as evidenced by the eq? and < tests. The programmer could therefore
insert a type test into the code, right below the let:

(define (guess target)
(let ((input (read)))
(if (not (or (symbol? input) (number? input)))
(error "Invalid type for input")
(cond ...))))

Listing 1.2. Guessing game with an extra type test

If the user now enters an unexpected kind of input, an error is raised immediately.
This program has properties of both the static and dynamic approaches: it allows
the program to run as long as no runtime type errors are raised, but an error is
raised as soon as possible if errors can be predicted. We discuss how to mechanize
this transformation in the next section.

3 Blame Prediction

In this section we specify blame prediction for a functional subset of Scheme
called Schemeg. Its syntax and semantics are described in in the style
of Felleisen and Hieb [6]. Note that the syntax is assumed to be in administrative
normal form (ANF)[7I8], which makes the order of evaluation — and that of type
tests — explicit.

The most important evaluation rule here is E-Apply, which is responsible
for applying both primitive operations and user-defined functions. Evaluation
of an application happens as follows: both the function and its arguments are
evaluated and then passed to the ¢ function. If the function being applied is a
primitive operation like +, the types of the arguments are tested and a err-not-int
error is raised if one of the arguments is not an integer. A second case is when
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a user-defined function is invoked, in which case the number of arguments must
match the arity of the function. Otherwise an err-args-A error is raised. Finally,
application of a non-function value results in a err-not-\ error. Note that — just
like in Scheme — these errors are raised at the time of application and propagate
outwards, halting the evaluation process.

ecExp == s simple expressions
(s 81...5n) application
(ifsee) conditional
(let (z e) e) let
s € Simp == x variables
H#f|#t|n constants and literals
(lambda (21 ...xxn) €) lambda expressions
v ou=H#f|#t | n|Az1.. . zhee Runtime values
E ==0|(let (z E) e) Evaluation contexts
(E-If-False) E{((if #f e1 e2)) — Efez)
(E-If-True) E{(if v e1 e2)) — E{e1) ifv#£#f
(E-Let) E{(let (x v) e)) — Ele[v/z])
(E-Lambda) E{(lambda (z1...zn) €)) = E(A\z1...Tn.€)
(E-Apply) E{(vf vi...vp)) — E{(0(vg,v1,...,00))
(E-Error) E(err-w(v)) — err-w(v)
0(+,v1,v2) = v1 + v2 if int?(v1) Aint?(v2)
0(+,v1,v2) = err-not-int(v1) if =int?(v1)
0(+,v1,v2) = err-not-int(v2) if =int?(v2)
0(AZ1.. . Tm.€ 01, ..., 0n) = €[U1...Un/T1...Tm] ifm=n
O(AZ1...Tm.€,V1,...,0n) = err-args-A(Az1...Tm.c) if m#n
0(v,...) = err-not-A(v) if —function?(v)

Fig. 1. Syntax and evaluation rules of Schemeg

Throughout this and the next section we will use a synthetic example
to demonstrate blame prediction. This function switches its operation (and thus
its return type) according to the truth value of the mode parameter: it either
adds one to a number, or prepends a string with “Hello”. Note that this functions
happens to be in ANF already.
(define (inc-or-greet mode y)
(if mode
(+y 1)
(string-append "Hello " y)))
Listing 1.3. Running example

Consider the expression (inc-or-greet #t (read)). The read primitive
reads input from the user and passes it to the inc-or-greet function, along
with the boolean value #t. Inside this function, the true branch is taken and the
+ primitive is applied to y. If y is not a number, the interpreter raises an error
along the lines of “non-numeric value passed to +: 3.
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One observation is that despite the branch inside inc-or-greet, the type
of the y parameter must be int or string. If this is not the case, the invo-
cation of inc-or-greet always produces an error. Since the type tests for
+ and string-append only happen right before they are invoked, users of
inc-or-greet receive a type error too late. Therefore, the program can per-
form a check (see [Listing 1.4) on y upon entering the function and error out if
the test returns false:

(define (inc-or-greet mode y)
(check (or (string? y) (number? y))
(if mode
(+y1)
(string-append "Hello " y))))

Listing 1.4. inc-or-greet, transformed

This check macro raises an error if its first argument is #f, otherwise it is
equivalent to its second parameter. Note that there is no check on mode, as the
if-expression in Schemeg accepts any type of value.

A second observation is that the return type of inc-or-greet depends on
1) the path taken through the function (based on the runtime value of mode); and
2) the type of the y parameter.While the first cannot be predicted, an analysis
can deduce that if y is of type int or of type string and the evaluation of the
body does not result in an error, its return type is the same as that of y. We can
write down the type of inc-or-greet as a disjunction of two conditional types,
where (7 ~ var) - 7, means “if var has type 7, the result type is 7,.”.

inc-or-greet(mode, y) :: ((int ~y) - int) V ((string ~ y) - string)

This formulation allows users of inc-or-greet to check types up front:

(let ((input (read)))
(check (or (string? input) (number? input))
other code here ...
(inc-or-greet #t input)))

Listing 1.5. transformed application of inc-or-greet

4 The Blame Prediction Transformation

In this section we describe the transformation that enables blame prediction.
This transformation makes the primitive type tests performed by the runtime
system explicit, and aims to perform them as soon as possible. This transforma-
tion has two important properties:

Blame May Only Be Signaled If All Possible Paths Result in an Error.
This property forms the main distinction between blame prediction and a
type system: a type system performs all its type tests at verification time
and rejects (parts of) programs if they might cause a runtime error. By
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contrast, blame prediction allows programs to run up until the point where
all execution paths must result in an error. For example, upon entering
(inc-or-greet #t "hi"), some paths could still succeed so no blame is
predicted. Once execution reaches the true branch of the if-expression, blame
is predicted as all possible paths (namely (+ y 1)) result in an error. This
property ensures that blame-predicted programs only raise errors if their
original versions do.
Blame Prediction May Resolve Type Tests Statically.

Blame predicted programs are allowed to elide type tests when the inferred
type of a variable is exactly the requested type. Likewise, blame prediction
is allowed to replace expressions with type tests that will always fail by a
static error message. For example, (inc-or-greet #t #t) will always fail
with a type error, so blame can be predicted without entering the function.

The blame prediction transformation has three stages: type infer-
ence (Subsection 4.]), insertion of type tests (Subsection 4.2)), and moving
type tests upwards (Subsection 4.3)). The rest of this section assumes that the
input is free of variable shadowing.

4.1 Type System

The transformation first analyzes the program and associates each expression
with a type. Such a type encodes a primitive type like other type systems do,
but also records all type tests that lead up to that expression. The types returned
by this analysis are listed in Union types combine the types returned
by the branches of if-expressions. The most unconventional part of this type
system are the conditional types (71 ~ Tz)éi -7¢: they represent a value that only
exists if 71 is equivalent to 75. Note that the 71 will always be either a ground
type (int or string) or a function type.

The blame label I, and cause label [. respectively identify the source loca-
tions of a function application and one of its operands. At a later step in the
transformation, type tests will be performed earlier in the program, predicting
blame to the expression at [ if the tests fail. The cause label I. associates the
operand to be tested with the conditional type. The Label and Expr functions
map expressions to labels and vice versa.

There are also function types that represent the different paths through a
function along with the type tests they make and their return types. Their
arguments are represented by type variables, which get embedded in type tests
and return types. Applying these functions yields a type-level application, which
substitutes argument types for type variables. If the function type being applied
is a type variable, the type-level application is left unresolved until the function
type is known. We will point out how each kind of type can be generated by the

type rules, shown in

— Rules T-cONST and T-VAR are defined as usual.
— Rule T-1F enables if-expressions to combine the types of both branches using
a union type.
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T = int|string ground types
TVT union types
« type variable

|
|
| IHay.,.m  function type
| (& 7i...7n) function type application
| (r~7)}-7 conditional type
a,8 C TVar
I €

Lab
Label : FExp+— Lab labels of expressions
FExpr : Lab— FExp expressions at labels
Fig. 2. Types

— Rule T-LET is different from normal type systems because it needs to ensure
that the type of the whole let-expression is guarded by the type tests made
by e. For example, the type of (let (x (+ y 1)) #t) should record the
fact that y is used as a number, even though it is not used in the let body. In
order to record this, this type rule uses the Leaves helper function to extract
the types at the leaves (71,) of e,. The rationale behind this is that all type
tests in e, have happened by the time the body is evaluated. The let body is
then inferred with the x bound to the type leaves 71, yielding a body type
7. Finally, the type of the let-expression is attached to the type tests in the
type of e, using the Chain function. This preserving the type tests made by
e, in the larger let type.

— Rule T-LAMBDA infers the type of the body with the arguments bound
to type variables «; ...q,. This type is then wrapped in a type function
with these type variables as arguments. Any type tests performed on the
arguments are recorded in the type of the body as well. When this type
function is eventually applied (see rule T-APPLY below), the type tests are
propagated to the application site and can be eliminated or moved up.

— Rule T-APPLY analyzes function application. This rule infers the type of the

called function and its arguments and tries to apply the type function to the
arguments using the Apply type function discussed in the next section. This
rule does not use the Leaves and Chain functions of T-LET, as the entire
type of the function application is returned.
For bookkeeping purposes, each type 7; passed into the Apply function is
associated with the label of its expression [.,. The label of the function
application itself is {y. This enables the type tests generated by Apply to
assign blame to the correct part of the program if they fail.

The Apply function. The various cases of the Apply function are considered from
top to bottom, and the first eligible case is executed. In the simplest case, the
Apply function is invoked with a 7 that is statically known to be a function.
The return type is then constructed by substituting the actual types 7 ...7,

! Note that the equality between (let (z e;) e) and ((lambda (z) €) ex) holds because
the latter must always be ANF-converted into the former.
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I'kFe:r

c e t, ,n I'(x) =
#t #f.n} (T-consT) (@) (T-vAR)
I'+ ¢ : Typeof(c) I'tx:7
I'Hey: I'Fex:
1- T1 21T (T-1F)
I'kE (If s el 62) 1T1 VT2
I'tey:m Nz:tmpbe:r 71, = Leaves(71)
. (T-LET)
I't (let (z ez) e) : Chain(71,T)
Iz :o1,...,en:anbe: T
(T-LAMBDA)
I't (lambda (z1...2,) €) : Hay..n.T
F"Sf:Tf I'kFs;:7; V’L'E[l‘”n}
lr = Label((sf s1...5n
! ((sy 51 ) (T-APPLY)
't (sy s1...5n): Apply(7y, 15,71 ... Tn)
Auxiliary definitions
Apply(ITay.. .o T, lp, 71 Tn) = Telti. o Tn/ar . cam]lleg - lrpy [lag -+ lagy,]
Apply(Hon.. .m-Tf,lp,T1 ... Tn) = error(ly)

Apply(Ta V 78,1lf,T1 ... Tn)

Apply(a,lf, 71 ... Tn)
Apply(7,lf,T1...Tn)

Chain(71 V 72, 7¢)

Chain((r¢ ~ Tl);lé ST, Te)
Chain(, 7¢)

Leaves(71 V T2)
Leaves((1¢ ~ 7) - 71)
Leaves(T)

NoError(error(ly), 73)
NoError(7q, error(ly))
NoError(7a, 78)

Fig. 3. Blame prediction:

NoError(Apply(Ta,ls, T1...Tn), Apply(7g,ls, 71 ...

((Hoar..n._) ~ o¢)1’f¥ (e Ty Th)
error(ly)

Chain(71, 7¢) V Chain(rz, 7¢)
(¢ ~ Tl);z - Chain(7, 7¢)
Tec

Leaves(71) V Leaves(72)

Leaves(71)
-

B8

Ta
Ta V Tg

type inference rules and auxiliary definitions
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for the type variables «j ..., in the function type. Additionally, the labels
attached to these types are replaced by the labels of the arguments. Below are
some examples of Apply:

Apply(Ha.((string ~ a)j - string), Iy, string) = ((string ~ string)éiri"g - string) (1)

Apply(string V IIa.a, Iy, int) = NoError(error(ly), int) =int  (2)
Apply(a,lf,boolean, (string V int)) = (a1, 2. ) ~ a)ﬁi-

(a boolean (string V int)) 3)

If there are too few or too many arguments given to a a function, Apply
returns an error type. If the first argument to Apply is a union type, Apply
is called recursively while preserving the original structure of the type. This
can result in invalid function applications — for example in example 2 above
— which are replaced with error types. After invoking Apply on a union type,
only the non-error parts are retained by the NoError function. If all parts of a
union type result in error, the entire type is error. Normal type systems would
reject such programs immediately, but blame prediction must continue as such
an expression might be buried in a function that is never called or only on some
paths. Expressions that are assigned the type error will be guarded by a runtime
test that always fails.

Finally, a type variable might be the type function being applied to several
type arguments. This can happen as a result of the user creating higher-order
functions, which are common in functional languages. The type of such an ap-
plication is a type-level function application, as in example 3 above. Type-level
function applications remain in the type until their type variable is replaced by
a concrete type, at which point Apply is called anew. This mechanism enables
blame prediction to deal with higher-order functions.

After assigning types to all expressions of the program, a round of simplifica-
tion is performed on the types:

— Elimination of trivially true type tests such as string ~ string in example 1;
— Elimination of repeated type tests :

((string ~ m) - (int \VV (string ~ n) - string) becomes (string ~ n) - (int V string)
— Merging of union types with equivalent branches (int V int becomes just int);

4.2 Separation of Code and Type Tests

After inferring types for the program, blame prediction then makes type tests
explicit by separating type tests from applications of both primitive- and user-
defined functions. Every type test is annotated with two labels: a blame label
that references the function whose preconditions are being checked, and a cause
label that points to the expression being tested. For example, in a type test for
the expression (f x), the blame label points to the definition of f and the cause
label points to x.

extends the syntax presented earlier with a check construct, which
evaluates its second argument if the checks in the first argument are true. As a
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ec Exp == ... as in [Figure 1]

(check Ce) check expression

C o= (1?2 2/o)t type test
Ft empty test
CcvcC disjunction
cAC conjunction
blame(l) static blame

/e n=x|c
L C Lab

Shorthand notation
[Cle = (check Ce)

Fig. 4. Expression syntax with explicit checks

shorthand, we write [Cle for (check C ¢). Checks can either be a type test on a
variable or constant ¢/c with a set of blame labels L, the “always-true” test #t
and a conjunction or disjunction of checks. When an expression has type error,
a corresponding “static blame” check is generated which always assigns blame if
it is reached. The residual type at each application site is converted to a check
C as follows:

convert((T ~ _)i‘: 1) = (17 s.) 1} A convert(ry)  (where (s.) = Expr(l.))

convert(ry V 72) = convert(7y) V convert(rs)
convert(error(l)) = blame(l)
convert(T) = Ft

Other elements of the syntax tree receive the check #t. Remember from
subsection 4.1l that each type test is associated with a cause label . and a blame
label [, both referring to source locations. To construct an actual check, the
cause label [, is looked up using Expr — the inverse of Label — yields the ex-
pression e. the label refers to. This expression is always a variable or a constant,
as cause labels point to the simple arguments of function applications. The blame
label I, becomes the sole element of the blame labels associated with the type
test.

After conversion, every check is simplified according to the normal logic for-
mulas for conjunctions and disjunctions: #t is removed from conjunctions, and
disjunctions with #t in one of the branches are entirely replaced by #t.

After type test introduction, the inc-or-greet example becomes as shown in

1sting 1.6]
(define (inc-or-greet mode y)
(1f mode
[(int? y)U+I] (+y 1)
[(string? y){string—append} ]
(string-append "Hello " y)))
Listing 1.6. inc-or-greet example after separating code from type tests
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4.3 Moving Type Tests Upwards

The last step of the blame prediction transformation attempts to move the check
nodes as far up the evaluation tree as possible. This process (called “flotation”)
is applied to the expression tree in a bottom-up fashion. Flotation rules are of
the form e — ¢’ 1 C, meaning that expression e can be rewritten to expression
e’, floating check C upwards. Checks cannot float past the top of the program.
The flotation rules — listed in — are described as follows:

— Rules F-coNST and F-VAR are for completeness: as we only introduce check
nodes at function application sites, constants and variables will never give
rise to a type test.

— The F-APPLY rule simply floats its checks upwards.

— Rule F-1F floats the disjunction of the checks performed by both nodes, while
still performing these checks in the branches themselves. This enables the
inc-or-greet example to predict blame if y variable contains something
not of type int or string.

— Rule F-LET ensures that let-expressions only float checks upwards which do
not involve the bound variable. Any checks that do involve the variable x
are replaced by #t. A copy of the original checks C remains in the let body.

— Rule F-LAMBDA stops checks from floating past lambda-expressions, as these
type tests would only be performed when the function is actually applied.

c— ctT #t (F-consT) x—x T #t (F-vAR)
[Cl(s 81...8n) — (s 81...5,) T C (F-aPPLY)

61’—>€/1TC1 62’—)6/2TC2

(if s €1 e2) 1o (i 5 [Cilel [Caleb) T Crvey )

ex ey T Co e—e 1C C' = [#t/(r? x)]C

(let (z ez) €) = (let (x ey) [Cle) T Co A C (F-LET)

er—e 1C

(lambda (z1...2,) €) — (lambda (z1...2,) [Cle’) T #t (F-LAMBDA)

Fig. 5. Rules for floating checks up the evaluation tree

Floating type tests in the inc-or-greet example finally yields the following
program, which is what we wanted to accomplish in Eecfion 3
(define (inc-or-greet mode y)
(check (or (int? y)i+} (string? y)Ustring—appenal)
(if mode
(check (int? y)i+r (+ y 1))
(check (string? y){lstring—appenal
(string-append "Hello " y)))))
Listing 1.7. inc-or-greet example after floating type tests up
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The algorithm as presented generates a lot of redundant tests: in general,

each use of a variable results in a type test regardless of whether it has been
performed before. Therefore, a number of simplifications are performed:

1.

Repeated tests in the same precondition are merged into the first top-level
occurrence of that test. Their blame labels are added to the first test’s blame
labels and the duplicate tests are replaced by #t. Finally, the preconditions
are simplified.

. Preconditions of the form #t Vv C or CV #t are replaced by #t. These kinds

of tests are formed when one branch of an if expression returns a constant
or variable and the other branch is more complex. They do not contribute
anything to the blame prediction as they are always true.

. Finally, the program is walked from top to bottom in order to remove re-

peated tests on the same variable across nested check expressions. As with
the first step, the blame labels of the lower tests are merged with those of
the tests higher up.

Remember from [subsection 4.1] that trivially true type tests (e.g. int? 5) are

eliminated as part of the simplification, while leaving alone type tests that always
fail (e.g. int? "hello"). These last type tests are introduced and floated upwards
together with the other constraints. It is tempting to introduce a simplification
that replaces these expressions by #f and subsequently prunes preconditions,
but this causes misleading predictions.

Applying the full blame prediction transformation to the guess example from

the introduction results in |Listing 1.8

(define (guess target) ; type is IIa.symbol V ((int ~ ) - symbol)

5

(let ((input (read)))
(if (eq? input 'quit)
‘quit
(check
(and (number? input){<>} (number? target){<>1)
(if (< input target)
(begin (display "Too low!\n")
(guess target))
(if (> input target)
(begin (display "Too high!\n")
(guess target))
(begin (display "Correct!\n")
‘done)))))))

Listing 1.8. guess after blame prediction

Evaluation

To support our claim of moving type tests up, we have compared the output of
soft typing [9] to that of blame prediction for selected examples from the Gabriel
benchmarks [10]. This comparison is done along two dimensions (Figure 6)):
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1. The number of dynamic type tests remaining in the program, with the un-
transformed program as baseline (100%).

2. The “computational distance” between a type test and the primitive appli-
cation that needs it, counted as steps in the spine of the ANF-transformed
program. Since variables can be tested multiple times, we show the mini-
mum, median and maximum distance encountered for select variables in the
program.

% of remaining dynamic checks (less is better)

Cpstak
Destruct
Div
FFT
Tak
Takl

0% 25% 50% 75% 100%

I Soft Typing Blame Prediction

Name Computational distance (min/med/max)
Cpstak y(2/3/8), x(2/3/5), z(1/1/3), k(0/0/0)
Destruct 11(3/6/10), 1(3/5/13), 12(4/5/7), a(1/4/7), b(3/4/6)
Div 1(1/4/6), n(1/2/7), i(1/2/6)
FFT ar(19/56/60), i(1/10/13), ai(3/7/11), 1(1/5/6), j(1/2/6)
Tak z(4/4/5), x(2/3/5), y(2/3/6), n(1/1/3)
Takl z(4/4/5), n(2/3/5), y(2/3/4), x(1/2/3)

Fig. 6. Comparison of blame prediction to soft typing with respect to type tests

As the graph in shows, soft typing is a more advanced type system that
can eliminate type tests statically. However, the basic type system presented in
[subsection 4.1lis also capable of removing about forty percent of the type tests in
an average program. A majority of the remaining type tests can be attributed to
lack of precision when dealing with data structures: in the fft example, just over
half of the remaining type tests verify the types of vector elements. Of the tests
that remain most can be moved up three to four levels, which already makes a
difference in these small programs.

Our implementation can be downloaded from |https://github.com/botje/crystal;
blame prediction can be tried online at [http://bit. y/blame- sandboxk

6 Related Work

As mentioned in the introduction, there exists a huge body of work [4/5] on ever
more expressive type systems for dynamically typed programming languages,
with the ultimate goal of being able to statically type all dynamic programs.


https://github.com/botje/crystal
http://bit.ly/blame-sandbox
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These approaches limit themselves to a subset of the language they are studying,
resulting in an inability to type whole classes of programs that will never raise
a runtime error. The outcome of this body of work can be used to improve the
static capabilities of blame prediction, at least for programs that can be typed
successfully.

Soft typing [9] was among the first attempts at inserting type tests into dy-
namically typed programs. Their type system featured guarded primitives like
CHECK-car and also marked subexpressions as “will always fail”. The primary
motivation for inserting these type tests is to allow type inference to proceed,
but errors are only reported if faulty expressions are evaluated. The type system
of soft typing is much more powerful than ours: it supports arbitrary recursive
types and negative types to represent information about the absence of types in
a union type. However, blame prediction floats the remaining type tests up as
much as possible, reporting errors earlier.

Recently, gradual typing [I1] has acknowledged that programmers may want
to gradually convert their programs to static typing. In the cases where normal
type systems cannot reason over the entire program, gradual typing can be used
to statically type check parts of the program. Parts that cannot be typechecked
are assigned the unknown type x and interactions with statically typed code
is guarded by a type conversion such as (z < 7). Gradual typing was a big
inspiration for this research, with the observation that the type tests performed
by a gradually typed program can be performed earlier in the control flow. A
similar idea was raised by [12], which uses contracts to reconcile typed and
untyped code. We plan to build a more elaborate version of blame prediction
on top of gradual and/or soft typing, equipping these type systems with better
error prediction.

Contract systems are closely related to blame prediction. In higher-order con-
tracts [13] it is often the case that when a contract violation is detected at
runtime, the point in the program where the violation is detected (e.g. line num-
ber) is not related to the point in the program that caused the problem. Blame
assignment [I3] helps the programmer in relating the point where the error is
detected to its cause. The big difference to blame prediction is that contract sys-
tems point out errors back in time, while blame prediction assigns blame ahead
of time.

Aside from primitive operations, explicit type tests can also be used to deduce
type information in a dynamically typed language. The work in [4] sidesteps the
“one variable, one type” restriction that is present in many type systems, instead
opting to make types flow-sensitive. We plan to incorporate manual type tests
in later versions of blame prediction to better estimate types, thus eliminating
more type tests and floating tests up even further.

A recent addition to the Glasgow Haskell Compiler has lead to deferred type
errors [I4]. Rather than halting compilation when a type error is discovered, the
program is compiled as normal but the wrongly-typed expressions are replaced
by “holes”. When such a hole is accessed by the runtime system, an error is raised
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as before. These errors are only raised as they are accessed however, even if the
compiler can predict that the hole must be entered.

7 Conclusion

In this paper, we presented a novel typing discipline called blame prediction.
The key insight of this research is that dynamically typed programs perform
type tests on expressions only at the call site of primitive operations, while these
tests could be performed considerably earlier. We have developed this insight
into a typing discipline that makes type tests an integral part of expressions’
types. These types are used to steer a program transformation that makes type
tests explicit in code. The end result is a program that performs dynamic type
tests well before they can raise errors, with pointers to the failing expression and
the code that needs it. This in turn helps developers debug their applications
faster.

Acknowledgements. The authors would like to thank Matthias Felleisen for
input on an early draft of this paper. We are also grateful to the anonymous
reviewers for input on the second draft.
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Abstract. Issues found in model-based testing of state-based systems
are traces produced by the system under test that are not allowed by the
model used as specification. It is usually easier to determine the error
behind the reported issue when there is a short trace revealing the issue.
Our model-based test system treats the system under test as a black box.
Hence the test system cannot use internal information from the system
under test to find short traces. This paper shows how the model can be
used to systematically search for shorter traces producing an issue based
on some trace revealing an issue.

1 Introduction

In model-based testing of state-based systems there is a model that specifies the
allowed transitions between states. Each transition in an extended state machine
is labeled with an input and the corresponding output. The conformance relation
restricts the allowed outputs by the system under test to output covered by the
model for the inputs specified for each reachable state [9,11].

In a state-based system the reaction of the system under test and the model
on some input depends on the current state and hence on the history. The list of
previous transitions, the trace, determines the current state. When the observed
output for some transition of the system under test is not covered by the model
we have determined nonconformance. In the testing jargon this is called an issue.
In an ideal test world such an issue indicates an error in the system under test. In
the real world issues can also indicate errors in the model or interfacing problems
between the system under test and the test system.

In simple cases the error indicated by a discovered issue is obvious. This
happens for instance when it is clear that the output that is generated by the
system under test is not allowed in the reached state. Often it is less obvious
what caused the illegal transition. In such situations we have to take the trace
in consideration since it determines how we arrived in the current state. It is
obvious that analysing such issues is in general much easier when we have a
short trace indicating the issue.

In an unguided test situation the test system has no idea where to search
potential nonconformance and takes transitions in a pseudorandom order. This
can result in fairly long traces of several thousands of transitions. In this paper
we discuss strategies for finding smaller traces indicating an issue based on such

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 107-{[24] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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a long trace. The technique to find smaller counterexamples based on an already
found counterexample in model-based testing is called shrinking.

The shrinking algorithm used for traces showing an issue acknowledges that
the state of the system under test can be quite different from the state of the
model. Nevertheless, similar states for the model can correspond to similar states
in the system under test. The contribution of this paper is that it shows how
to generate candidate traces to be tested based on the trace that is known to
reveal an issue. We introduce effective ways to generate test suites by elimi-
nating individual transitions from the trace and by eliminating all transitions
corresponding to a cycle in the model.

2 Conformance

A trace o is a sequence of inputs and associated outputs from a given state.
The empty trace, €, connects a state to itself: s = s. We write s = to indicate
Ju.s > u and s L/O% =du.s io% u. Often we are especially interested in the
inputs to be supplied to the state machine and only list the inputs of the trace
rather than the complete trace. For deterministic systems the rest of the trace
can always be deduced.

The inputs for which a transition is possible in state s are given by the set

init(s) = {i]|3Jo.s z/—0>} The states after applying trace ¢ in state s are given
by safterc = {t|s = t}. The traces starting in state s are given by traces(s) =
{o]s = }. Operations like init and after are overloaded for sets of states. Note
that there are infinitely many traces and an infinitely long trace if the state
machine contains a loop, that is 3 s,0.s = s, even if the machine is a finite
state machine.

For conformance between a model and a system under test sut the observed
output of the sut should be allowed by the model for each input ¢ in the init
after every trace o. Formally, conformance of the sut to the specification model
is defined as:

sut conf model = Vo € tracesmodel(S0)-Vi € init(sg aftermodel 0).Vo € O.
(to aftersyt 0) i% = (sp aftermodel o) L/O%

Here sg is the initial state of the specification and tq is the initial state of the
system under test. Note that this conformance relation compares inputs and
outputs. The actual states of the system under test are never used, hence the
system under test is treated as a black box. Comparing inputs and outputs of
the model and the system under test implies that they have to use identical

types of inputs and outputs. The states however, can be completely different.
The conformance relation states that the system under test should accept
at least the traces allowed by the specification. In particular the system under
test should accept an input if the specification states that it is allowed after
the observed sequence of transitions. Many systems under test will be input
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enabled; the system accepts any input in every state. This is obvious for most
inputs corresponding to physical buttons or messages sent to a system. In a
graphical user interface an input can only occur when the corresponding button
or text field is visible. Such a system is not input enabled, but the system under
test should accept any input that is allowed by the specification.

2.1 Testing Conformance

Testing state-based machines is built on the conformance relation introduced
above. Model-based testing checks the conformance relation for a finite number
of finite traces. Since there can be infinitely many or infinitely long traces, testing
conformance is in general an approximation of the relation conf.

Instead of generating traces of the specification and verifying whether they
are accepted by the system under test, the test algorithm of our model-based
test tool Gvst, testConf, maintains the after states of the current trace [9}11].
It determines for n transitions on a single trace on-the-fly whether the observed
behaviour of the system under test conforms to the model [13[14]. If there are
no after states testing has determined nonconformance. If the remaining number
of steps to do is zero, testing this trace is terminated without any conformance
problems. Testing a trace is also finished if there are no transitions possible from
the current state; the init for the current state is empty. Otherwise, we choose an
arbitrary input that is accepted by the specification in one of the current states,
apply it to the system under test and observe the corresponding output. The
new set of states for the specification is the set of states that is obtained after
the transition. The algorithm continues testing with one step less and the new
set of states. Expressed in the lazy functional programming language Clean [12]
this becomes:

:: Verdict // possible test results
= Pass // non problem in the current trace
| Fail // monconformance found

| Truncate // testing the given trace is interrupted

testConfRandom :: Int [s] t — Verdict
testConfRandom n [] t = Fail // no current state: issue found
testConfRandom 0 ss t = Pass // counter for transitions to do is 0
testConfRandom n ss t
| isEmpty inputs = Pass // init is empty: no transition from this state
| otherwise = testConfRandom (n—1) (after ss i o) t2
where inputs = init ss
i = elemFrom inputs // input selection
(0,t2) = sut t i // output and new state of sut

In this definition s is the type of the state of the specification and t is the state
of the system under test.

In order to test conformance we evaluate testConfRandom N [sq] to for M
traces. When there is a test goal (some specific behaviour) we use this to select
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the input 4 from the current init, otherwise the test system selects a pseudoran-
dom element. The real implementation of this algorithm in GVst is more involved
since it is parameterized by the system under test and model, it collects the trace,
guides input selection, allows pseudorandom input selection, etc. When a trace
is found that proves nonconformance, the trace is shown together with the inter-
mediate model states on the trace. The system under test is treated as a black
box, hence its states cannot be shown.

There is another mode of conformance testing that is relevant for this paper.
Here we have a given list of inputs (instead of generating it on-the-fly) and
check whether there is conformance of system under test and the model for this
sequence of inputs. If the input at some point is not part of the init of the model
at some point testing this sequence is truncated; there is no issue found, but we
can neither continue the conformance check.

testConfGiven :: [I] [S] T — Verdict
testConfGiven n [] t = Fail
testConfGiven [] ss t = Pass

[

testConfGiven [i:r] ss t
| isMember i inputs = testConfGiven r (after ss i o) t2
| otherwise = Truncate

where inputs = init ss

(0,t2) = sut t i

In order to use model-based testing for abstract data types with a state ma-
chine as specification, the system under test must behave as a state machine.
For the system under test we construct a very simple machine that stores the
actual abstract data type as its state. For the model we use a state machine with
a state that contains enough information to check the transitions. Such a state
is typically a nalve implementation of the interface offered by the abstract data
type, or an abstraction of it.

2.2 Models for GVst

For our model-based test tool GVst a specification is just a function taking the
current state and input as arguments and yields a list of allowed transitions.
In a deterministic system the list of allowed transitions for each reachable state
and input combination is a singleton. When this list is empty for some reachable
state and input combinations we have reached the end of a trace. When there
are multiple transitions possible for one reachable state and input, the model is
nondeterministic; all listed transitions are allowed.

A transition is either a pair transition, Pt, containing a list of outputs and a
new state, or a function transition, Ft, that contains a function that determines
the target states based on the given list of outputs from the system under test.

:: Spec state input output :== state input — [Trans output state]
:: Trans output state = Pt [output] state | Ft ([output]—[state])
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The Ft construct is particularly useful when many outputs are allowed. For
instance, a specification that allows any output containing a single element as
reaction on the input Go is specified by the function model:

model :: State Input — [Trans Output State]
model s Go = [Ft singleton]
where

singleton [o] = [{state & output = o}]
singleton out = []
model s i = ...

Section contains a complete specification of a simple vending machine.

3 The Desire for Small Traces

Theoretically all traces showing nonconformance are equally good to falsify con-
formance. In practice however, small traces are highly preferable since directly
after spotting nonconformance one starts investigating the source of this issue.

Since GVst immediately stops testing when nonconformance is observed, it is
always the last transition of the trace showing the issue. In rare situations it is
obvious that the observed combination of input and output is incorrect and we
only have to consider the last transition of the sequence showing the issue. In
most situations the output is correct in the current state of the system under
test, but the system is in another state than it is supposed to be. This implies
that in some previous transitions the model produced an approved output, but
has gone to the wrong state. Since the system under test is a black box, the
test system cannot observe the wrong state. In order to analyse these issues we
need to investigate how the system ended up in the state where this issue was
observed. For a short trace this is obviously easier than a long one.

Well-known algorithms to find shortest paths in a tree are breadth-first search
and iterative deepening depth-first search. These and similar algorithms are used
to find minimal counterexamples in model checking [2]. Most model checkers use
clever optimisations of these brute force approaches. In model-based testing we
are not able to check as thoroughly as in model checking, either because the
state space is too big (e.g. infinite due to parameterized states), time constraints
do not allow us to check the entire state space, or the system under test is non-
deterministic. Nondeterminism in the system under test is either a true random
choice of the system, or due to partial knowledge of the state of the system.
For instance, a vending machine that delivers an item if it is in stock, or other-
wise an ‘out of stock’ message is completely deterministic. However, when we do
not know the amount of goods in stock, the vending machine seems to behave
nondeterministically. The vending machine example used in this paper has 10
different inputs in each state. This implies that there are 10' different paths of
length [. Since the state is parameterized by an integer and the product chosen,
an exhaustive search of the state space is unfeasible.

Since short traces showing an issue are very desirable and exhaustive search
is not feasible we have to rely on heuristics to obtain short traces. Below we
discuss some heuristics and measure their effect.
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3.1 Assumptions

In the comparison of heuristics for shrinking and measurement of their results
we use the following assumptions:

— The system under test is assumed to behave deterministically during the
search for smaller traces. This guarantees that each trace that produces an
issue will always produce that issue in a new test, and vice versa.

— Testing an actual transition is more time-consuming than some simple calcu-
lations to select the next transition to be tested. Testing a transition typically
requires the transformation of the input to a suitable form for the interface,
calling the system under test as an external program, waiting for the re-
sponse, and transforming the output to the proper type for the test system.
This implies that it is worthwhile to compute smart test traces, instead of
just brute force exploration of the search space.

— In this paper the system under test is assumed to be input enabled; every
input can be given in any state. As a consequence any trace is a valid trace
that can be tested. The system under test is usually input enabled since
it is hard to prevent that a particular input is given to the system, e.g., by
pushing a button or sending a message. The model does not have to be input
enabled. One can decide to omit the transition for some state and input pairs
deliberately from the model. Such a partial model of the behaviour can be
very useful, but is not input enabled. When such an undefined transition
occurs during testing the trace is truncated at that spot. For such partial
models it is worthwhile to check whether the sequence of inputs generated is
a valid trace of the model before the more expensive tests with the system
under test are executed. For dynamically generated (on-the-fly) inputs we
select an input that happens to be accepted in the current state of the model.

4 Binary Search for Minimal Traces

Until we implemented shrinking we used a form of binary search to find small
traces. When testing with a high upper-bound of the trace length yields an issue
it is obvious that there is nonconformance. Hence, it is worthwhile to look for a
short trace revealing the issue.

When the system finds an issue with a trace of length n, we try to find an
issue with length n/2 as upper-bound from scratch. If this succeeds we continue
with n/4 as upper-bound, otherwise we continue with 3n/4 as upper-bound. By
repeating this we can find relatively small traces revealing an issue.

Although this algorithm finds smaller traces showing an issue, it does not scale
well in finding minimal traces. When there are ¢ choices for the input in a state
and the minimal trace has length [, the chance of finding a minimal trace by
pseudorandom input selection is ¢~*. A complicating factor is that the minimum
length [ is not known, hence we can only approximate it. The advantage of this
approach is that it is very simple to implement, we just have to repeat the tests
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with another seed for the pseudorandom generation and the desired upper-bound
on the trace length.

In order to measure the effect of this algorithm we have executed tests with
10 erroneous vending machine implementations described in Section with 10
different seeds. The average ratio between the longest and shortest trace showing
nonconformance is 17. On average the shortest trace showing an issue is a factor
of 6 shorter than the average trace for that system under test. This indicates
that this approach works quite well. It is definitely worthwhile to apply this
algorithm when nothing else is available.

Despite the success of using several random seeds, there are also limitations
that makes it worthwhile to develop better algorithms to find short traces show-
ing nonconformance. First of all this algorithm finds the shortest trace possible
to reveal the issue only when that trace is extremely short. Typically the limit
is only two transitions. The best path found by using different seeds is on aver-
age a factor of 6 longer than the shortest path showing nonconformance. These
numbers rapidly increase when the systems become more complex and require
a longer path to show nonconformance. Moreover, trying various seeds for the
pseudo random generation in order to find a short trace showing nonconformance
requires many transitions of the system under test. The testing labour can be
slightly reduced by using the length of the best trace found until now as upper-
bound for the trace length during the tests of new traces. Bigger reductions of
the testing job can be achieved by employing more information from the trace
found that shows nonconformance.

5 Shrinking

The technique to find smaller traces showing nonconformance based on a previ-
ously found counterexample in model-based testing is called shrinking. It is well
known from QuickCheck [IL4[6]. Shrinking systematically generates candidate test
cases based on a test value that is known to falsify the property at hand. There
is a class shrink x :: x — [x] that generates a list of smaller test values based
on the given value of type x. Typically there are instances of shrink for all data
types used in the tests. The default shrinking algorithm for lists is:

instance shrink [i] | shrink i where
]

]

shrink :: [i] — [[i]] | shrink i

shrink [] =[]

shrink [a:x] = [x: [[a:y] \\ y ¢« shrink x]] // omit single element
++ [[b:x] \\ b + shrink a] // shrink single element

This function tries to eliminate the list elements one by one as well as to shrink
the list elements themselves. When a smaller counterexample is found, we can
try to shrink it again by the same algorithm until it is sufficiently small. There
are many successful applications of this algorithm. For example Hritcu et. al.
used this successfully to shrink counterexamples for an abstract machine [5].
Our test system GVst has no shrinking. For the branch of G¥st based on logical
properties as model, shrinking is not needed since test cases are generated from
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small to large [I0]. This implies that the counterexamples found are already
minimal. This paper focusses on the other branch of GVst that uses extended
state machines as model.

Since all we need for the trace is a list of inputs, we can use this shrinking
algorithm also for traces. The drawback of this algorithm is that it does not use
any information from the model. Only when this algorithm is applied multiple
times we can use information about the model in the selection of inputs to shrink.
The set of traces generated by this implementation of shrink removes at most
one input element. We would need very many of these shrinking steps to reduce
the length of the trace revealing an issue significantly.

In this paper we try to shrink traces by eliminating elements. The individual
inputs in the list are not changed since this usually results in other behaviour
of the system. This implies that we do not need the last line in the shrinking
algorithm for lists. Initial experiments have shown little or no effect of shrinking
elements for the examples used in this paper. A thorough exploration of input
element shrinking is a subject of future research.

5.1 Implementing Shrinking

In order to have a general implementation of shrinking that allows easy experi-
mentation with various algorithms a binary tree for shrinking is defined:

:: Shrinks i = Shrinks [i] (Shrinks i) (Shrinks i) | NoShrinks

GVst tests the sequence of inputs, [i], in the node Shrinks. If this sequence of
inputs shows an issue, shrinking continues with the first subtree, otherwise it
continues with the second subtree. In this way we achieve a separation between
the generating of candidate traces and the execution of the associated tests.
Hence, one can implement shrinking strategies without detailed knowledge of
test execution. Lazy evaluation prevents excessive use of memory for those trees.

5.2 Eliminating Single Transitions

When the states in the model before and after a transition are identical, the
transition is most likely a query on the state. There is no guarantee whatsoever
that the states in the system under test for such a transition are identical, but
the trace where such a transition is removed is a good candidate for testing.

Based on this idea we can systematically try to eliminate inputs from a trace.
Without looking at the states of the model we get an algorithm that resembles a
repeated version of the basic shrinking algorithm very much. In order to obtain
a somewhat efficient algorithm we use a greedy elimination algorithm; when the
issue remains after removing a specific input element, this element is removed
permanently. Otherwise, it will be part of the trace during the entire shrinking
process. The algorithm use to generate the associated shrink tree is:

elemElimination :: [i] — Shrinks i
elemElimination inputs
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= elim 0 (length inputs) inputs

where
elim n len inputs
| n<len
= Shrinks inputs2 (elim n (len—1) inputs2) (elim (n+1) len inputs)
= NoShrinks

where inputs2 = removeAt n inputs

The index n scans all inputs in the given list of inputs. When inputs2, with
element n removed, also yields nonconformance we remove it forever. Otherwise,
we keep it in the list and continue with the next element. The head to tail order
in this algorithm is an arbitrary choice, we have no arguments why this would
in general be better than any other order.

This shrinking algorithm appears to be very effective in removing individual
transitions. On average the traces in our example in Section are reduced by
a factor of 33. The length of the obtained trace is largely independent of the
initial trace. After shrinking the maximum difference in the length of the trace
revealing an issue is 2. There is no correlation between the length of the initial
trace revealing the issue and the trace after shrinking. Apparently this algorithm
is able to remove many more transitions than just query transitions that do not
change the state.

For a trace of length N there are O(IN) elements to consider as candidates
to be removed. Testing whether each of these traces still produces an issue re-
quires O(N) transitions. Hence, shrinking with this algorithm requires O(N?)
transitions of the system under test. The measurements show that the actual
number of transitions needed grows indeed rapidly with the length of the initial
trace. For initial traces longer than 450 the test system needs typically more
that 100,000 transitions.

5.3 Eliminating Larger Chunks of Inputs

Based on the success of the previous algorithm to shorten traces revealing non-
conformance, it is worthwhile to look for an algorithm that achieves this effect
more quickly. The algorithm binElemElimination below tries to remove chunks of
the trace from large to small. When removing some chunk succeeds we remove N
elements in one step; otherwise we try to remove the first and second half of that
chunk. The algorithm maintains a list of chunks as candidates to be eliminated.
Each chunk is indicated by the index of the first element and its length.

When testing with this chunk yields an issue, the entire chunk is eliminated.
The rest of the chunks is adjusted by changing all starting indices. The next
chunk is split in two parts since it cannot also be removed completely. If it could
be removed also, the original chunk would not be split in two parts.

When removing this chunk also removes the issue, the current chunk is split
in two parts. These parts are new candidate chunks and are added to the list
of chunks. The function binElemElimination constructs the associated shrinking
tree. This function ensures that the last input element is never removed since
that is the input revealing the issue.
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binElemElimination :: [i] — Shrinks i
binElemElimination inputs
| len >1
= elim [(0, len — 1)] inputs
= NoShrinks
where
len = length inputs

elim [(f, d): rest] inputs
= Shrinks inputs2 (elim (adjust d rest) inputs2)
(elim (if (d>1) [(f,d/2), (f+d/ 2,d—d/ 2): rest]
rest) inputs)
where inputs2 = slice f d inputs
elim [] inputs = NoShrinks

adjust d [(f, e): rest]
| e>1
[

(f—-d,e/2), (f—d+e/ 2, e—e/ 2): restl]
= restl
where restl = [(x —d, y) \\ (x, y) « rest]
adjust d [] =[]

slice :: Int Int [a] — [a]

slice 0 d list = drop d list

slice f d [a: x] = [a: slice (f — 1) d x]

The effect of this algorithm is very significant. On average the number of transi-
tions needed to show nonconformance is reduced by a factor of 39 in the running
example. The effect is bigger for large initial traces. The produced final traces
are almost always identical with the previous algorithm. Due to the different
elimination order of inputs the resulting minimal traces can sometimes be a few
transitions longer or shorter.

The binary search strategy is often used in computer science. For instance
to find minimal counterexamples in the context of constraint solving problems,
CSP [3i[7]. Here we use it to find minimal paths through a state machine that
shows nonconformance in model-based testing. In contrast to CSP the order of
elements is relevant here. Especially the last transition is essential in model-based
testing since it is known to show nonconformance.

Although this algorithm works much better than the previous one in our ex-
periments, its worst case complexity is not better. For instance, when the initial
trace contains only needed inputs, or exactly every second input can be removed,
we must continue by dividing chunks until their size is one. Hence, in worst case
trying to remove the bigger chunks is no improvement. The experiments show
that the actual reduction in transitions to be done is quite significant.

5.4 Eliminating Cycles

The previous algorithms are both based on the list of inputs and do not take
any knowledge of the system into account. In particular it is worthwhile to try
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to remove cycles in the model and system under test. A cycle is a subtrace
starting and ending in the same state of the model. These cycles are excellent
candidates for elimination since there is a fair change that cycle in the model is
mirrors a cycle in the system under test, or has at least very similar states at its
begin and end. By definition a cycle in a state machine can be removed without
changing the remainder of the behaviour. In contrast to the previous algorithm,
cycle removal uses educated guesses of the input chunks to be removed.

Based on the list of inputs it is impossible to identify cycles properly. Only
when a subsequence occurs twice (or more), it likely that we have spotted a
cycle. There are huge limitations on cycle detection based on the inputs. First,
it is only possible to identify cycles that are used two or more times, a single
tour over a cycle cannot be detected. Second, any intermediate input that only
queries the system but does not alter the state spoils this cycle detection. Third,
it is very well possible that inputs have to be repeated for the proper behaviour
of the system. For instance, a vending machine can require two or more coins.
Any repeated input in the trace and looks like a cycle, but it is not actually a
cycle for the machine states.

Since the system under test is a black box we cannot observe its state. Hence,
we cannot detect cycles there. For the model however, the test system knows
everything. Apart from the inputs used in the trace, we can also record the states
visited during the trace. As soon as we discover the same model state twice in
the trace we have found an cycle. Next we can test if this cycle in the model can
be removed. There is no guarantee whatsoever that a cycle in the model is also
a cycle in the system under test.

In general there can be many cycles in a trace. In particular there can be
small cycles in a bigger cycle, and cycles that are traversed more than once. For
that reason the cycle removal algorithm sorts the cycles from large to small and
tries to remove them in that order.

The function cycleElimination takes the list of inputs and corresponding
model states as argument and produces a shrink tree. The first argument of
this function is another shrinking algorithm to be used as continuation after
cycle elimination. We explain its use below.

cycleElimination :: ([i]—Shrinks i) [i] [s]—Shrinks i | gEq{l},gless{} s
cycleElimination cont [] = NoShrinks
cycleElimination cont [i] = NoShrinks

cycleElimination cont inputs states = elim (findCycles states) inputs
where
elim [c=:(f,t):cycles] inputs

= Shrinks inputs2 // test case
(elim (updateCycles f t cycles) inputs2) // Success
(elim cycles inputs) // Failure
where inputs2 = cut f t inputs // remove inputs from f to t
elim [] inputs = cont inputs

The function findCycles gets the list of states corresponding to the current trace
as argument and produces a sorted list of indices that identify the cycles found.
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findCycles :: [s] — [(Int,Int)] | gEa{¥}, gless{4} s

findCycles [] =]

findCycles [s] =[]

findCycles states = sortBy (A(a,b) (c,d) . b —a>d — c) (mkCycles groups)
where

pairs = sortBy (A(i, s) (j, t) . s <t)
[(i,s) \\ i « [0..] & s < init states]
( )

groups = groupby (snd (hd pairs)) [] pairs
mkCycles :: [[a]] — [(a,a)]
mkCycles [] =[]
mkCycles [[]:r] = mkCycles r
mkCycles [[i:r]:next] = reverse [(j, i) \\ j « r] ++ mkCycles [r:next]

When a cycle is removed from the input, the indices of all other cycles have to
be adapted by updateCycles. When one of the other cycles is inside the cycle
removed, the smaller cycle is removed completely. Otherwise, only the indices
are adapted to the removal of the cycle from the trace.

updateCycles :: Int Int [(Int,Int)] — [(Int,Int)]
updateCycles f t [(x, y): r]
| vy < f // new cycle before current cycle
= [(x, y): updateCycles f t r]
| x>t // new cycle after current cycle
=[(x—t+f, y—t+f): updateCycles f t r]
| otherwise // cycles overlap: remove new cycle
= updateCycles f t r
updateCycles f t [] = []

The experiments show that about half of the cycles found in this way can be
removed. In some ways cycle removal is more powerful than the previous ele-
ment removal algorithms. In a number of situations it is possible to remove an
entire cycle in one go, while removing the cycle element by element or in ar-
bitrary chunks fails. However, some individual transitions that can be removed
are not signalled by the cycle removal algorithm. For this reason the cycle re-
moval algorithm is equipped with a continuation. After all cycles that can be
removed are gone, we can try to remove individual transitions by one of the
previous algorithms. In the next section we show the effect of using different
continuations.

It is of course also possible to switch the order of these algorithms: first remove
as many individual elements as possible and next try to remove any remaining
cycles. Since cycle removal can remove large chunks at reasonable costs we apply
the algorithms in the given order. For the effect on the final trace it does not
matter, but the number of transitions needed to find the short trace is usually
lower.

6 Measuring the Effect of Shrinking

In order to determine the effect of the various shrinking techniques we measured
their effect for a number of examples. In this paper we discuss the experiments
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with a vending machine in detail since it is sufficiently small to treat thoroughly
and illustrates the effects well.

6.1 Vending Machine Specification

The vending machine is an extended state machine. The possible inputs are coins
with value 1 or 2, the choice for some product, a reset button, an information
button, and a go button to start the preparation of the selected product:

Input = Coinl | Coin2 | Choice Product | Reset | Info | Go
;. Product = Coffee | Espresso | Double | French | Wiener

The possible outputs are either a cup of one of the products, an amount of
change, or some text giving information to the user.

;2 Output = Cup Product | Change Int | Text String

The input and output are identical for the model and the system under test.
The states of those machines can be completely different.

The state of the model contains the select product, if any, and an integer for
the balance.

:: State = {product :: Maybe Product, balance :: Int}

The function spec is the specification of the vending machine used by GVst.
For the inputs Coinl and Coin2 the balance is incremented accordingly. When a
product p is chosen, this choice is stored in the state. On the input Reset state of
the model becomes state0, when there was a positive balance in the system the
appropriate amount of change is produced. On the input Info there is a function
transition. The function used accepts any list of outputs that contain exactly one
arbitrary text. When the Go input is given, the model checks whether a product
is chosen and the balance is sufficient for that product. If these conditions hold,
the output is a cup of the previously chosen product and the state is updated
accordingly. Otherwise, there is no output and the state is not changed.

spec :: State Input — [Trans Output State]
spec s Coinl = [Pt [] {s & balance = s.balance + 1}]

s

spec s Coin2 = [Pt [] {s & balance = s.balance + 2}]

spec s (Choice p) = [Pt [] {s & product = Just p}]

spec s Reset = [Pt (if (s.balance > 0) [Change s.balance] []) state0]

spec s Info = [Ft accept] where accept [Text | = [s]; accept = []
s

spec s Go
= case s.product of
Just p | s.balance > value p
= [Pt [Cup p] {state0 & balance = s.balance — value p}]
— [Pt [] ]

state0 = {product = Nothing, balance = 0}
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6.2 Vending Machine Implementations

In order to measure the effect of shrinking we made a correct implementation, m0,
of this specification in Clean and 10 mutants containing some erroneous transi-
tions. The correct implementation mirrors the specification as much as possible.
Instead of a list of allowed transitions, a system under test yields a pair of a
list of outputs and the new state. The system under test can be some external
program that, for instance in Java, as long as there is communication via some
protocol with that implementation. Here we keep it as simple as possible and
use the same state as the model. The only real difference between model and im-
plementation corresponds to the input Info. The implementation has to decide
what the output is. In this case it it shows the machine state (line 6).

m0 :: State Input — ([Output], State) 1
m0 s Coinl = ([], {s & balance = s.balance+1}) 2
m0 s Coin2 = ([], {s & balance = s.balance+2}) 3
m0 s (Choice p) = ([], {s & product = Just p}) 4
m0 s Reset = (if (s.balance > 0) [Change s.balance] [], state0) 5
m0 s Info = ([Text (showl s)], s) 6
m0 s Go 7
= case s.product of 8
Just p 9

| s.balance > value p
= ([Cup p], {state0 & balance = s.balance — value p})
= (

[1:s)

[
o

-
-

o
S

Mutants of the Vending Machine Implementation For the mutants we
only list the differences with the correct implementation m0.

m1l remembers the product chosen after preparing a cup of product p. Line 11
form mo0 is replaced by:

= ([Cup p], {s & balance = s.balance — value p})
m2 loses any remaining balance after producing a product. Line 11 becomes:
= ([Cup p], state0)

m3 incorrectly increments the balance after inserting a Coin2. This typical copy-
paste error is reflected in the new line 3:

m3 s Coin2 = ([], {s & balance = s.balance+1})

m4 has an incomplete reset functionality. The balance (if any) is returned, but
this machine remembers the chosen product. Line 5 is replaced by:

m4 s Reset = (if (s.balance > 0) [Change s.balance] [], {s & balance=0})

mb5 uses a uniform price of 3 for all products. This is correct for all products
apart from coffee which has a value 2. This is reflected in line 11:

= ([Cup p], {state0 & balance = s.balance — 3}
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m6 yields coffee independent of the requested product. Line 11 reads here:
= ([Cup Coffee], {state0 & balance = s.balance — 2})

m?7 inserting a Coin2 in this machine erases the choice to nothing. Line 3 of this
machine is:

m7 s Coin2 = ([], {s & product = Nothing, balance = s.balance+2})

m8 inserting a Coin2 sets the product choice to coffee. In this machine line 3 is
replaced by:

m8 s Coin2 = ([], {s & product = Just Coffee, balance = s.balance+2})

m9 omits the balance check of line 10. This machine will produce the requested
product even if no coins are inserted.

m10 remembers the product if there is money left in the machine after produc-
ing a product. The last function alternative is:

ml10 s Go
= case s.product of
Just p
| s.balance > value p
= ([Cup p], {s & balance = s.balance — value p})
| s.balance == value p
([Cup p], state0)
s

= ([],s)

6.3 Measurements

Table [ contains the results of our measurements of the effect of shrinking with
the different algorithms for the systems under test. The first two rows contain
the number of transitions for using 10 different random seeds and the length of
the shortest trace found. The next two rows contain the average number of tran-
sitions and average length of traces found by shrinking the results from random
testing by element elimination by elemElimination. The next two rows contain
the average number of transitions and average trace length for binary elimina-
tion by binElemElimination. The following sets of two rows contain those results
for cycle elimination, cycleElimination, cycle elimination followed by element
elimination, and cycle elimination followed by binary elimination.

The shrinking result with the shortest average length is printed bold and
underlined. When several algorithms find the same minimal trace, the one which
does this in the lowest number of transitions is underlined, the other shortest
lengths are only bold. For m2 the optimal result is plain binary elimination, for
all other cases this is cycle elimination followed by binary elimination.

6.4 AVL Storage Testing

We repeated those measurements for a state-based system to test AVL-tree im-
plementations. The input actions are to insert an element in the storage, remove
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Table 1. Number of transitions and length of traces for the various shrinking algo-
rithms and vending machines from Section

algorithm ml m2 m3 md m5 mb6 m7 m8 m9 ml0
random trans 3716 567 183 3307 1265 452 1409 1006 274 3690
seed best 70 11 4 55 11 8 40 15 2 70
element trans 88591 2067 222 91954 12688 1303 12792 7469 692 97162
elimination avg 7 6 2 5 6 4 4 2 2 7
binary trans 1073 275 47 1219 377 128 300 203 55 1140
elimination avg 7 6 3 5 6 4 4 2 2 7
only cycle trans 625 188 58 909 279 99 192 126 36 724
elimanation avg 13 14 9 10 14 12 10 7 4 13
cycle + trans 739 297 95 967 397 167 231 146 43 829
element avg 7 6 2 5 5 4 3 2 2 7
cycle + trans 731 289 71 948 364 140 216 133 40 821
binary avg 7 6 2 5 5 4 3 2 2 7

an element, and check the presence of an element. The model stores the ele-
ments in a list. This makes those operations O(n) in the number of arguments
stored, but very easy to implement correctly. The 30 different systems under test
store the elements in the AVL-tree are implementations made by our students
as homework assignments [g].

The results are very similar to the results in Table [Il The only significant
difference is that the effect of removing cycles is much stronger for those storages
than for the vending machine. Space limitations prevents the listing of those
results in this paper.

6.5 Observations

By comparing the shrinking results we make the following observations:

1. All heuristics used here have significant effects in finding shorter traces.

2. Trying different random seeds is the simplest, but least successful heuristic.
The number of transitions required is high and the effect on the minimal
path length is limited. It scales badly, O(n?); for longer minimal paths it is
less effective and relatively more expensive.

Nevertheless the average ratio between the length of the longest and shortest
path with 10 different seeds for the pseudorandom generation is 17. Given
the minimal implementation effort this is a good return of investment.

3. In all but one case even the best path found by random walk is considerably
longer than the shortest paths found by other algorithms. The average path
found by random walk is a factor of 33 longer than that path after shrinking.
On average the length of the shortest path found by trying different random
seeds can be reduced by a factor of 6 with respect to the other shrinking
algorithms. Only when the shortest trace is extremely short, length 2, there
is a fair chance to find the shortest path by a random walk.
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4. The measurements show that it is not worthwhile to select the minimal
trace by trying different seeds for the pseudorandom generation to have a
better starting point for the real shrinking algorithms. Typically the shrink-
ing algorithms are able to find a minimal trace independently of the initial
trace. Searching a better starting point just increases the total number of
transitions required.

5. Single element elimination, binary elimination, and cycle elimination fol-
lowed by one of those heuristics are often equally effective. The difference
in the length of the obtained trace in Table [1 is at most two transitions.
For the AVL-trees the gain of cycle removal can be bigger. When there is a
difference in effect, cycle elimination followed by single element elimination,
or binary elimination is always more effective.

6. There are huge differences in the number of transitions needed to find mini-
mal traces. Single element elimination is the most expensive. Binary elimina-
tion achieves almost the same effect (in worst case 2 additional transitions)
faster, on average a factor of 39. For longer paths the reduction is bigger.

7. Cycle elimination alone is less effective than element elimination methods,
but it is usually the cheapest heuristic to execute. Cycle elimination is a
model-based shrinking technique that appears to scale very well.

8. Cycle elimination followed by binary element elimination combines best of
both worlds. It yields typically the optimum shrinking result with a low num-
ber of transitions. Single and binary element elimination after cycle elimina-
tion are much cheaper due to the smaller initial trace for those algorithms.

7 Conclusion

To simplify the identification of errors based on issues found by model-based
testing it is worthwhile to shrink the traces found. All heuristics tried in this
paper have a significant shrinking effect. Typically the length of the trace re-
vealing an issue is reduced by more than an order of magnitude. On average
the reduction effect increases with the length of the trace. The best result-cost
ratio is achieved by removing cycles based on repeated states in the trace of the
model, followed by binary element elimination. This algorithm uses information
from the model instead of only the list of inputs to guide the shrinking.

The examples used in this paper are representative for real world systems, but
relatively small. In future research we will investigate whether the best shrinking
results of this paper scales to real world applications. Since all the shrinking
algorithms work with a shrink tree that monotonically decreases the size of the
trace, it is possible to interrupt the algorithm if that would be necessary and
still have a shrinking effect on the trace.
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Abstract. Control-flow analyses statically determine the control-flow
of programs. This is a nontrivial problem for higher-order programming
languages. This work attempts to leverage the power of SAT solvers
to answer questions regarding control-flow. A brief overview of a tra-
ditional control-flow analysis is presented. Then an encoding is given
which has the property that any satisfying assignment will give a con-
servative approximation of the true control-flow, along with additional
ideas to improve the precision and efficiency of the encoding. The results
of the encodings are then compared to those of a traditional implementa-
tion on several example programs. This approach is competitive in some
instances with hand-optimized implementations. Finally, the paper con-
cludes with a discussion of the implications of these results and work
that can build upon them.

1 Introduction

A control-flow analysis determines the control-flow of a program. This is a dif-
ficult problem in higher order languages, because data-flow affects control-flow
and control-flow affects data-flow. To address this issue, much work has been
done. The first major effort was k-CFA as created by Shivers [§]. It is a family of
algorithms where the chosen value of k determines the precision of the analysis.
A higher value of k gives greater precision but at the cost of a greater runtime.
When k = 0, the algorithm, more commonly known as 0CFA, has been shown
to be cubic [9]. For k& > 1, it has been shown that the algorithm is complete for
EXPTIME [10].

We present an alternative approach to the problem by encoding a control-flow
analysis into SAT. The results are more similar to 0CFA than k-CFA as SAT is
a NP-hard problem, while k-CFA is EXPTIME-hard. Similar work that took the
idea of encoding k-CFA into another problem for performance reasons was done
by Prabhu et al. [7]. They run the analysis on a GPU by encoding the problem
into matrix operations. Another work that will feel similar to the work presented
in this paper is constraint based 0CFA analysis as summarized by Nielson [6].
They formulate 0CFA using constraints on sets and then provide an algorithm
for solving these constraints. This work differs in that the constraints are not
not encoded using matrices or sets, but propositional logic.

1.1 Motivation
Many problems are readily encoded into SAT and even though satisfiability is

NP-complete, fast implementations are available. Every year there is considerable

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 125-{I33] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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work being done to create efficient SAT solvers A CFA implementation based on
satisfiability could benefit directly from that work.

1.2 Accomplishments

This work attempts to leverage the power of SAT solvers to answer questions
regarding control-flow. It presents an encoding and compares its results to two
traditional 0OCFA implementations.

2 Preliminaries

In order to understand this work, you will need a passing understanding of
continuation-passing style (CPS) lambda calculus and k-CFA. Brief descriptions
of both will be given. The original formulation of k-CFA operates on CPS lambda
calculus and this work operates on the same language.

CPS is similar to the untyped lambda calculus but with additional constraints:
functions never return, all calls are tail calls; where a function would normally
return, the current continuation is invoked on the return value; and when calling
a function, the caller must supply a continuation procedure. There are three
types of terms: applications, anonymous functions, and variables. The grammar
for CPS lambda calculus follows.

call e Call := (f e ...)
f,e € Exp = Var + Lam

v € Var is a set of identifiers
lam € Lam ::= (A (v ...) call)

The abstract state space and the abstract semantics of k-CFA reformulated as
an operational semantics are easily accessible [3]. The idea is to take an abstract
machine and abstract it by making the number of addresses finite. Successor
states are then generated, starting at the initial state of the program, until
all the states have been visited. Because the number of addresses is finite the
abstract state space is finite and the exploration will terminate.

3 Encodings

This section describes the devised encoding scheme. Here is a simple program
we will work with in describing the encodings. In the following explanation, each
lambda term will be identified by its label.

((lambda! (x)
((lambda® (y)
(y (lambda® (z) (x z)))) x))
(lambda? (a) (a a)))
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For the encoding, we introduce a variable for every variable lambda pair in the
program. The variable will be true if the lambda flows to the variable, and false
if it doesn’t. We will assume that the program has been alphatised, meaning
that each variable is only bound by a single lambda. In the example we have
four variables and four lambda terms, resulting in sixteen variables. Lambdas
use their label as their subscript.

A1 A2 A3 Ny
ap a2 az Qa4
T1 X2 T3 T4
Y Y2 Ys Ya
21 22 23 Z4

e 8 Q

To generate the clauses of our encoding we look at each point where bind-
ing occurs in lambda calculus, at application sites. From the grammar of CPS
lambda calculus we can see that there are four cases which need to be considered.
The function and the arguments at an application can either be a lambda term
or a variable.

Case 1: Lambda Lambda The first case to consider is the simplest, when
there is a lambda term in both function and argument position. The top level
application of the sample program is an example of this.

((lambda' (x) call) (lambda? (a) (a a)))

We know that the lambda in argument position flows to the parameter of the
lambda in function position. For this call site, we would add the clause z4.

Case 2: Lambda Variable The second case to consider is when there is still
a lambda in function position but a variable in argument position. Observe the
following call site from the example.

((lambda? (y) call) x)

If we know a lambda flows to x, then we know that it must flow to y. We must
assume that any lambda can flow to x, so we must create a clause for each
lambda. This results in the following clauses: 1 — y1, To — ¥2, 3 — y3,
T4 — Y4.

Case 3: Variable Lambda The third case to consider is having a variable in
function position and a lambda term in argument position. Observe the following
call site from the example.

(y (lambda® (z) call))

We must assume that any variable can flow to y. Thus we need to create a
clause for each lambda in the program. We infer that if a lambda term flows to
y, then A3 will flow to the parameter of that lambda. This results in the following
clauses: Y1 — T3, Y2 — Y3, Ys — 23, Y4 — Q3.
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Case 4: Variable Variable The most complicated case is when we have a
variable in both function and argument position. Observe the following call site
from the example program.

(x 2z)

We must assume that any lambda can flow to x and any lambda can flow to z.
If we know that two flows are true for z and z, we can infer a third flow. For
example, if we know Ao flows to x and A4 flows to z, we can infer that Ay flows
to y, the parameter of As. Thus we create the clause xo A z4 — y4. Since there
are four lambda terms, there are 16 total such clauses that need to be generated.

4 Additional Encoding Details

The generated clauses described above are necessary but not sufficient. The
problem is that every variable can be set to true and the formula is still satisfied.
What we really want is the lowest possible number of flows set to true that still
satisfy all the generated clauses. However, the SAT solver is free to give any
satisfying solution. In the end, we have constraints that will never give us false
negatives, but we need constraints that will ideally never give us false positives,
or at least limit them. Note that in an anlysis, having false positives is still
sound; only in having false negatives does the analysis become unsound.

4.1 Additional Encodings

For each case we will show additional clauses that can be added which will limit
the number of false positives.

Case 1: Lambda Lambda Since the program is alphatised we not only know
that the given flow must be true, but we know that all other flows to that variable
must be false. For the above example we add the clauses: -1, —x2, —x3.

Case 2: Lambda Variable In the description found above, we said you could
infer an additional flow if a given lambda flows to the variable in argument
position. But more can be inferred since the program is alphatised. The clauses
are not just implications, because the call site is the only place where the binding
of the variable can occur. Thus we can change the clauses to equivalences: z1 <>

Y1, T2 <> Y2, T3 <> Y3, T4 <7 Y4

Case 3: Variable Lambda

Unlike the previous case, we cannot turn the inference described in the previous
section for case 3 into an equivalence. The issue is that because the lambda
which flows to the variable in function position can flow to other application
sites where there is a variable in function position, this is not the only place
where a binding can occur. However, we can infer the disjoin of all the call sites
where the binding could occur. An example will be be given below.
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Case 4: Variable Variable

Much like the previous case, we cannot infer equivalences because bindings can
happen at any call site where there is variable in function position. However, like
the above case, additional clauses can still be created; we can infer the disjoin
of all the call sites where the binding could occur. For example, if A3 flows to z
it would mean that either A3 flows to y, A3 flows to a, or that A3 flows to x and
A3 flows to z. Thus we would add the following clause: z3 — y3 V as V (3 A 23).

4.2 Enhancements

The encodings presented above give way to some enhancements that can be used
to make the encoding more efficient, by generating less clauses.

— Not all lambdas can flow. Lambdas that appear in function position cannot
be bound to variables, thus we do not need to create a variable for pairs
involving lambdas in function position.

— Not all lambdas are compatible. Although the example shows lambda terms
with only one parameter, the lambda terms can have any number of param-
eters. When there is a variable in function position, only lambdas with the
same number of parameters as there are arguments at the application site
need to be considered.

— Some clauses will be trivially true. While iterating through every lambda,
when faced with a variable at an application site, some of the implications
will involve the same pairs on both sides, thus they are trivially true and
can be omitted.

In the implementation, the first two enhancements were used, but the third
was omitted.

4.3 Complexity

In the described encoding, many clauses can be generated. However, it is bounded
by a polynomial of the size of the program. The worst case to consider is when you
have a variable in both function and argument position. You must consider each
lambda flowing to each variable. If there are n terms in the program, there are
at most n call sites and n lambda terms. Thus the number of generated clauses
will be bound by n3. This seems logical as one of the simplest formulations of
OCFA is “nearly” cubic: O(n®/logn) [2].

5 Implementation and Evaluation

We implemented the encoding in Scala using the back end of the analyzer written
by Might et al. for parsing and preprocess transformations [5]. We compared
its runtimes to those of that same analyzer, which closely follows the formal
semantics, as well as a fast Racket implementation, which employs abstract
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Church encodings and binary CPS lambda calculus [7]. MiniSat was used for
solving the constructed encodings. All experiments were run on a 2.7 GHz Intel
Core i7 on Ubuntu.

The first experiments were run on synthetic programs, which in a constructive
complexity proof are shown to be the worst case for k-CFA when k£ > 1 and
difficult for OCFA [910]. The results can be found in the Table [l The first
column is the number of terms in the program. The second column is the runtime
of the optimized Racket implementation. The Scala column is the runtime of the
traditional Scala implementation. The SAT column is the time taken to encode
and solve the problem using SAT. This column is broken down into its two
components in the last two columns. The Encode column is the time taken to
create the encoding. The Solve column is the time taken by MiniSat to solve the
encoding.

Table 1. Runtime comparison of a control-flow analysis using a fast Racket implemen-
tation, a Scala implementation and using MiniSAT

Terms Racket Scala SAT Encode Solve
37 0.008s 1.059s 0.730s 0.725s 0.005s
63 0.016s 1.056s 0.796s 0.792s 0.004s
115 0.046s 1.454s 1.025s 1.017s 0.008s

219 0.222s 2.338s 1.418s 1.387s 0.031s
427 1.374s 5.337s 2.759s 2.642s 0.117s
843 8.396s 44.873s 11.337s 10.481s  0.856s

1675 49.029s  12m34.301s 1m15.984s 1m9.222s 6.762s
3339 4m46.726s >6h 8mb0.671s  8m43.103s 7.568s

We also looked into the sensitivity of the encoding to different SAT solvers,
using SAT solvers that were some of the best performers from the 2011 inter-
national SAT competition. See Table Pl We report the time taken to solve the
encoding, the number of flows that agree with the Scala implementation and the
number of flows that disagree. When there is a disagreement, the encoding says
that the flow does occur but the traditional 0CFA reports that it does not.

From the results in Table [T, we see encoding the problem and solving it with
MiniSat takes about the same amount of time as the fast Racket implementation.
However, this is not always the case. Experiments were also run on more tradi-
tional benchmarks. To run these, the language on which the encoding operates
had to be enriched. Additional constructs were added (e.g., if and set!) as well
as support for Scheme primitives. The fast Racket implementation could not be
run on these examples without using Church encodings, as it only supports pure
binary CPS lambda calculus. See Table 3l

The first two benchmarks test common functional patterns; sat is a simple
SAT solver; rsa is a RSA implementation; prime is a Solovay-Strassen primality
tester; scm2java is a Scheme to Java compiler; interp is a Scheme interpreter.

These benchmarks provide a stark contrast to the previous examples in perfor-
mance. Further investigation is needed to find the source of this large difference
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Table 2. Runtime and precision results from some of the best performers from the
2011 international SAT competitions

Solver

minisat

3S

cirminisat

clasp

cryptominisat //

csls //

eagleup

glucose

glueminisat

lingeling

march rw

plingeling

plingeling //

ppfolio

ppfolio //

qutersat

sattime2011

sparrow2011

Results
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree
Time
Agree
Disagree

n =37
0.005s
96

2.548s
96

0.004s
96

0.004s
54
42

0.007s
96

0.006s
60

0.004s
70
26

0.011s
96

0.004s
96

0.006s
96

0.007s
54
42
0.009s
96
0
0.010s
96
0
0.006s
78
18
0.007s
92
4
0.035s
96
0
0.005s
83
13
0.013s
72
24

n =63
0.007s
280
0
2.570s
280
0
0.005s
280
0
0.005s
150
130
0.011s
280
0
0.006s
216
64
0.006s
192
88
0.012s
280
0
0.005s
280
0
0.010s
280
0
0.010s
150
130

0.009s
280
0
0.007s
280

n=155 n=219 n=237

0.012s
936
0
2.554s
936
0
0.009s
936
0
0.010s
486
450
0.026s
936
0
0.034s
711
225
0.017s
674
262
0.020s
936

0.011s
936

0.024s
936

0.033s
486

0.028s
936

0.037s
574
362

0.010s
936

0.012s
936

0.061s
936

0.021s
805
131
0.029s
936
0

0.039s
3400
0
2.777s
3400
0
0.031s
3400
0
0.029s
1734
1666
0.0865
3400
0
0.579s
2754
646
0.063s
2566
834
0.050s
3400
0
0.036s
3400
0
0.078s
3400
0
0.466s
1734
1666
0.096s
3400
0
0.083s
1992
1408
0.051s
3400
0
0.028s
3400
0
0.134s
3400
0
0.093s
2919
481
0.100s
3400
0

0.133s
12936
0
5.952s
12936
0
0.152s
12936
0
0.152s
6534
6402
0.413s
12936
0
32.656s
12936
0
0.541s
9479
3457
0.198s
12936
1]
0.164s
12936
0
0.454s
12936
0
18.936s
6534
6402
0.477s
12936
0
0.465s
7813
5123
0.341s
12936
0
0.178s
12936
0
0.638s
12936
0
0.796s
11275
1661
3.034s
10846
2090

n = 843
0.848s
50440

0
1m15.335s
50440
0
1.312s
50440
0
1.055s
25350
25090
3.598s
50440
0
>2m

18.500s
36639
13801
1.415s
50440
0
1.363s
50440
0
1.980s
50440
0

>2m

2.851s
50440
0
3.551s
30463
19977
2.453s
50440
0
0.989s
50440
0
4.786s
50440
0
10.857s
44001
6439
>2m

n = 1675
6.714s
199176

0
>2m

11.299s
199176
0
7.959s
165378
33798

>2m
>2m
>2m

4.805s

199176
0

11.640s

199176
0

10.365s

199176
0

>2m

19.695s
199176
0
30.653s
120112
79064
14.588s
165378
33798
7.409s
165378
33798
41.886s
199176
0
0.020s

>2m
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Table 3. Runtime comparison between a traditional abstract interpreter and deter-
mining the control-flow usining MiniSAT

Program Terms Scala SAT Encode Solve
eta 79 0.879s  0.805s 0.801s 0.004s
map 182 0.879s  0.805s 0.801s 0.004s
sat 250  1.311s  1.216s 1.198s 0.018s
rsa 609 1.805s 1.427s 1.396s 0.031s
prime 891  2.258s  4.584s 4.269s 0.315s

scm2java 2505  3.845s 1m6.550s 1m0.090s  6.460s
interp 4484  6.314s 5m6.519s 4m?26.078s 40.441s

in performance. One possible explanation is that the Scheme primitives are not
well modelled. Also, the traditional small step abstract interpreter is able to use
widening to converge to the minimum fixed point faster. In addition, since its
analysis is directed by the syntax of the program more closely, it can explore
less spurious flows.

For the first set of benchmarks, the results returned by the encoding are ex-
actly the same as those provided by the traditional implementations. However,
running #SAT on the encodings, revealed that there are multiple valid interpre-
tations. Thus the encoding does not exactly encode traditional 0CFA, which has
a unique minimum fixed point.

5.1 Alternative Approach Using BDDs

Another approach attempted was to use a binary decision diagram (BDD) in-
stead of a SAT solver to solve the constraints. The constraints are encoded in
the same way, but the approach has the benefit that the minimum prime im-
plicant is readily available from the structure of the BDD. The minimum prime
implicant provides an equivalent solution as 0CFA. However, in practice, using
a BDD requires large amounts of memory and time for even simple examples.

5.2 Alternative Approach Using MaxSAT

Another approach that could be promising is to use a MaxSAT solver instead of
a traditional SAT solver. The additional clauses from Section [ could be elided
and only the clauses from Section Bl would be needed. The partial maximum
satisfiability problem has two types of clauses, hard and soft. The hard clauses
must be satisfied, while the soft clauses can be relaxed. The solver finds the
assignment with maximum number of soft clauses satisfied. All the clauses from
Section [3] would be hard clauses and then for each variable, its negation would
be added as a soft clause. A satisfying assignment from this formulation would
be equivalent to 0CFA.
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6 Conclusion

This work has presented an encoding for control-flow analysis of CPS lambda
calculus. It has shown that in some cases, the approach can be as fast as a
highly optimized solution. While the soundness of the encoding was not proven,
empirical results showed it to be accurate.

This work also provides a solid basis for additional work. Many avenues exist
which can build upon it. Better encoding schemes can be developed, which pos-
sibly could be even more precise than 0CFA, given the extra power provided by
SAT solvers being able to solve NP-complete problems. Van Horn and Mairson
give a reduction from SAT to k-CFA, effectively showing how to do SAT solving
with & > 1 CFA, which merits further investigation [9]. Also, while this work
operates on CPS lambda calculus, the encoding could easily be adapted to work
on a more direct style language, such as ANF lambda calculus [I], as analyzed
by Might and Prabhu [4].

This work was supported by the DARPA programs APAC and CRASH.
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Abstract. Abstract interpretation is an efficient means for approximat-
ing program behaviors before run-time. It can be used as the basis for
a number of different useful techniques in static analysis more broadly,
and can thus in-turn be used to prove properties needed for security or
optimization. Polyvariance represents a way of obtaining higher precision
in an abstract interpretation by producing multiple abstract states for
each function or lexical point of interest in the program. This paper ex-
plores the role of polyvariance in these analyses and how it is manifested,
unifying the disparate presentations in the literature.

1 Abstract Interpretation

An abstract interpretation is a non-deterministic interpretation of a program
that determines abstract flow-sets, each representing all possible values a given
expression could refer to during any particular concrete execution. The result is
a finite abstract state-space which conservatively approximates a usually infinite
number of different concrete state-spaces.

All valid paths in the program are guaranteed to be represented in a sound
analysis. Above and beyond these genuine executions, imprecision is manifested
as spurious traces which are indicated by the analysis but which do not exist in
any concrete execution.

1.1 CPS X-Calculus

For our survey of polyvariance, we will be using a simple language with familiar
abstract semantics at each step to stay consistent. Call-sites are marked with a
unique label which refers to its containing lambda. Consider the CPS A-calculus:

call € Call ::= (ae ae ...)" | (halt)
ae € AE =z | lam
lam € Lam == (A (z ...) call)
x € Var = set of program variables

[ € Label ::= set of unique labels

The grammar structurally distinguishes between atomic expressions and call-
sites to permit only calls in tail position. This constrains the language to a

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 134-{[48] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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continuation-passing-style (CPS) form. Abstract interpretation can be imple-
mented for any language so long as we have a concrete (in our case, operational)
semantics to abstract. CPS is used here (as it was in its original formulation)
purely for the purposes of simplifying our discussion. We can compactly represent
its semantics using a CES-style machine:

¢ € State = Call x Env x Store x Time
p € Env = Var — Addr
o € Store = Addr — Value
t € Time = Label”
a € Addr = Var x Time
v € Value = Lam x Env

and a single small-step transition:

(N (z1 ... zj) call), p) = Alaey, p, 0)
((aey aey ... aej)t, p, o, t) = (call, p", o', t')

where p" = p'[z; — a;]

o' =ola; = Alae;, p, 0)]
a; = (x;, t)
=1t

where A is a concrete atomic-expression evaluator:

Az, p, 0) = o(p())
A(lam, p, o) = (lam, p)

Each state (machine configuration) contains a call-site, a binding environment,
a value-store, and a timestamp. Each state transitions to a new state when
a function can be invoked at the current call-site, or fails to transition and
terminates when a (halt) is reached. The atomic-expression in call-position ae
is evaluated to a closure and evaluation transitions to its body, another call-
site. The closure’s binding environment is augmented with addresses for each
function-argument, and the store maps each of these to the value being bound.
Each address is guaranteed to be unique because it is being paired with the new
timestamp t'. ¢’ is constructed by prefixing the current timestamp with a label
for the current call-site. Because this call-history increases in length with each
transition, no two values will share a binding.

1.2 0-CFA

0-CFA is the monovariant form of the k-CFA algorithm as presented in Shivers’
seminal paper [25] [16]. We use an abstract version of our concrete semantics to
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compute a conservative approximation of program behavior. In order to make
this state-space finite, we need only to bound the size of our timestamp or call-
history. k-CFA uses a k-length approximation of call-history, and 0-CFA merges
all histories together.

As a repercussion of bounding m, multiple values will now share a single
address. Our abstract store maps addresses to flow-sets: sets of abstract values.
All possible values for a particular variable now share the same address:

¢ € State = Call x Env x Store x Time
ﬁem:Varém

& € Store = Addr — P(Value)

t € Time = Label’

i € Addr = Var x Time

€ Value = Lam x Env

The abstract transition function is non-deterministic, as multiple closures can
be referenced by a single variable:

(N (1 ... xj) call), p)y € Alaey, p, &)
((aef aey ... aej)l7 p, 0, ()) > (call, p’, o, ())

where p" = p'lx; — d]

"= 6 Uld; — Alae;, p, )]
a; = (zi, ()
The abstract atomic-exppression evaluator returns flow-sets:

) = a(p(x))
) = {(am, p)}

When discarding typographical differences, the two semantics are almost identi-
cal. There are essentially only two fundamental changes we’ve made to achieve a
finite approximation: we use a finite set of abstract addresses to bound the size
of our store, and introduce merging between values at each address. If we were
including other basic types, we could also replace them with a finite abstraction.
An unbounded set of numbers might become just {num} to differentiate from
other basic types, or perhaps elaborated slightly to {4, 0, —} in order to perform
a sign analysis.

In our case, the only types involved are closures, which thanks to our abstrac-
tion for addresses, are now drawn from a finite set. These however, are now being
merged together at bindings in our abstract store. Where before we indicated a
strong-update of our concrete store, we now use function-join to indicate merg-
ing sets of values together via set-union. In this way, all values which have have

Az, p,

A(lam, p,

Q>

Q>
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ever been bound to an address are kept. In 0-CFA there is a single address for
each program-variable. If some argument z is bound to 3 different closures in our
analysis, all 3 need to be represented by the same address z upon completion
[29].

1.3 Soundness

Soundness of an abstract interpretation entails showing that all possible concrete
executions are represented by the final analysis in general, for all inputs. Its
embarrassing imprecision notwithstanding, Az.Value is an example of a trivially
sound store because it does indeed represent all possible flows in any concrete
execution of any program.

Showing that a more precise analysis is sound in general involves introducing
a bit more machinery we won’t bother with fully, and so we’ll not attempt to
do more than give a very rough sketch of the proof here. A proof of soundness
relies on defining the relationship between the concrete and abstract domains.
This relationship is a pair of functions for abstraction and concretization known
as a Galois Connection. Previous work has shown the use of this model in both
proving an existing analysis sound, and in producing analyses which are correct
by construction. Methods have been developed for automatically constructing
abstract approximations of concrete machines through the composition of these
Galois Connections [29] [15] [12].

To specify the correspondence between our abstract semantics and our con-
crete semantics, we would need to provide at least an abstraction function «
which maps concrete states to their most precise abstract representative:

«: State — S/tcﬁ

With this specification we can prove a statement for each concrete transi-
tion ¢ = <', there exists an abstract transition ¢ /> <’ such that a(s) C ¢
and a(s") C ¢’ which shows that simulation is preserved across transition. The
soundness proof for k-CFA has been published for both a denotational [25] and
an operational [16] style of semantics.

1.4 Complexity

Termination is guaranteed because the search is being performed over a finite
state-space.

0-CFA is known specifically to be of worst-case cubic complexity. To determine
whether or not an abstract closure flows to a variable, requires examining at most
each call site in the program O(n). There are then at most O(n) * O(n) of these
possible flows because the number of variables is bounded by the size of the
program, as is the number of lambdas [I6]. The number of abstract closures
in the monovariant analysis is the same as the number of lambdas since each
abstract binding environment is fixed by the free variables in its function which
can be determined lexically.
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VanHorn and Mairson reduce the circuit value problem to an instance of the
0-CFA control flow problem, proving it to be PTIME-hard [27].

2 Polyvariance

In 0-CFA, each syntactic callsite is represented by a single abstract state. Poly-
variance, in general terms, is the degree to which an analysis breaks up these
syntactic points in the program and represents them with multiple differentiated
abstract states.

2.1 k-CFA

k-CFA is the broader heirarchy of algorithms to which 0-CFA belongs. All forms
of this algorithm where k > 1 represent increasingly polyvariant analyses. k-CFA
differentiates states with the addition of an abstract history, or calling-context,
referred to in its original presentation as an “abstract contour” [25].

The semantics below introduce a k-length calling-context ¢ at each state which
serves to differentiate like variables with unlike calling histories. Each calling-
context is a tuple of call-site labels which represents the abstract history of calls
that lead to a given state. The state’s successors then get a calling-context which
has lost its oldest callsite, and has been appended with the label for the most re-
cent callsite. This new history is then included in the abstract addresses for these
new states, differentiating their flow-sets and giving our binding environment a
purpose for the first time.

¢ € State = Call x Env x Store x Time
ﬁem:Varém’

& € Store = Addr — P(Value)

i € Addr = Var x Time

€ Value = Lam x Env

t € Time = Label*

(A (1 ... xj) call), i) € Alaey, p, &)

t
((aes aey ... aej)t, p, 6, 1) = (call, p",

where p" = p'lx; — d]
&' =6 Uld — Alae;, p, 6)]
dz‘ (i, 1)

(ll k1)

A state (call', p, &, (I2 I5 l)) would mean that lg could be reached by a call
from Iy, when reached after a call from [5 and so-forth. A calling-context like
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this if found in an address (x, (I I5 lg)) would indicate that the values stored at
this address were bound to x following the above history. Values in k-CFA are
only merged once the fixed amount of call-history has been exceeded.

Consider an example where there are two calls of indirection in front of a
function:

Az, Ny (Az. .. y) x)

Here, if x is bound to two different values in a 2-CFA analysis, by the time they
reach z, the original context for the call to Az will have been lost and the values
will be merged. If multiple values reach a recursive function, no matter how
long a context is used, the values will eventually merge assuming the analysis
cannot determine a bound on the calling depth before the context runs out.
Using sufficiently precise abstract values to make this possible in the general
case would tend to make the analysis impractical to compute.

2.2 Exponential Complexity for k£ > 1

The use of these call-string histories pays dividends where unlike call-sites pro-
vide a lambda with unlike abstract values. Where the history used is sufficient to
capture these differences, they will be kept apart in the store, avoiding the usual
merging and loss of precision. The major downside of k-CFA for £ > 1 is that
its precision against run-time trade-off comes at too great a price: polyvariant
k-CFA is intractible for real world inputs.

Though long suspected, the proof that k-CFA is EXPTIME-complete came
only recently in another work by Van Horn and Mairson [27].

3 Object Sensitivity

Object Sensitivity is an alternative notion of context for object-oriented lan-
guages which can be used in place of call-string histories or in conjunction
with them [2I]. There are various presentations of this strategy with sub-
tle differences. The flavor which best fulfills the original intentions of the
technique, and which has appeared most effective in practice is k-full-object-
sensitivity by Smaragdakis, Bravenboer, and Lhotak [26]. This method differ-
entiates argument-bindings by the allocation-history of a member-function’s
receiving object. This requires syntactic allocation-points to be stored inside
the abstract representation of an object upon creation, so they can be retrieved
later when one of its methods is invoked. When k& = 0, object-sensitivity is
equivalent to 0-CFA.

Consider a 1-full-object-sensitive analysis of Java. The abstract value for an
object will store its allocation-point internally and when a method is invoked on
the object, its bindings are made specific to this saved context. Take for example:

Object obj = new Object();"®

The abstract value which flows into obj contains an allocation-history (I3). When
a method obj.m(...) is invoked, its bindings are unique to this program-point.
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To extend this strategy to deeper levels of context sensitivity, we include
allocation-history from the object which performs the allocation. If we instead
wish to perform a 3-full-object-sensitive analysis on the same program, our ad-
dtional context is drawn from the variable this at the allocation-site. For exam-
ple, if this contains an allocation-history (s l4 lg), the variable obj is represented
by an object with a timestamp (I3 lg l4).

3.1 Closure Sensitivity

We cannot easily modify our previous analysis to faithfully represent true object-
sensitivity because the CPS A-calculus does not include objects or classes. In-
stead we present a purely functional analog of this technique we call closure-
sensitivity. Just as object instances are the building blocks of object-oriented
programs, closures are the building blocks of functional programs. Objects can
be implemented as a closure which accepts an additional parameter for selecting
the method to invoke. Likewise, flat-closures can be implemented as an object
with a single method. The allocation-point of a function is thus the syntactic
position of the lambda, its point of closure-creation.

With this in view, we can produce a context-sensitve analysis of our language
where abstract closures directly contain their allocation history.

-

v € Value = Lam x Env x Time

Instead of appending a label for the current call-site to our timestamp, an ab-
stract transition simply pulls the allocation-context out of our closure and uses
this for new bindings.

Q>
>
S~—"

(N (1 ... xy) call), 'y t1) € Alaey, p,

t
((aey aeq ... aej)l, p, 6, 1) > (call, p", f

Q>
<
s

—

where p" = p'[x; — d]

&' =6 Ud; — Alae;, p, 6, 1)]

CLAZ‘ = (l‘i, tA/)
When a lambda is atomically evaluated, this allocation-point is combined with
the current context and stored inside the abstract closure. This requires a slight

modification so the current context ¢ is available to the atomic-expression eval-
uator:

Az, p, 6, 1) = 6(p(x))
A(lamt, p, 6, (I ... 1)) ={{am, p, (1 ... 1))}

This analysis has the same fundamental complexity as k-CFA, but where call-
sensitivity causes merging, closure-sensitivity might not and vice versa. As the
basic technique has proved more effective than k-CFA in practice for languages
like Java [26], our analog may have something to offer in the functional realm.
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4 The Cartesian Product Algorithm

The Cartesian Product Algorithm (CPA) was originally introduced as an en-
hancement to a type inference algorithm which itself can be viewed as a spe-
cialization of the abstract interpretation concept: one where dynamic program
types are used as constituents of the abstract value domain. We will present the
source of imprecision that the original formulation attempts to address, gener-
alize the solution as a form of polyvariance in abstract interpretations (as was
suggested in publications which followed), and discuss CPA’s complexity and
precision relative to k-CFA.

4.1 The Problem / Original Formulation

In an abstract interpretation using types for values, where polymorphism is
non-existent each flow-set could contain a maximum of one value each, and the
algorithm reduces to a straightforward type-inference. Therefore, the authors of
CPA introduce it as an enhancement to a basic flow-set based type-inference
algorithm where polymorphic functions introduce merging and thus spurious
concrete variants. They turn a single polymorphic call in the analysis into mul-
tiple monomorphic calls, preserving the precise values across function calls, and
their inter-argument relationships.

The basic algorithm that CPA enhances works similarly to an abstract inter-
pretation over types. It also assigns a flow-set of dynamic types for each variable
in the program, but it then establishes constraints based on the program text,
and propagates values until all these constraints have been met. The primary
method for overcoming this merging, is introduced as the p-level expansion al-
gorithm of Palsberg and Schwartzbach — a kind of type-inference analog to call-
string histories in k-CFA, where the use of p parallels that of k. This is shown to
be insufficient however, as the authors of CPA give a case of merging which can-
not be overcome by any sized p. Their motivating example is the polymorphic
maz function:

max(a,b) =if a > b then a else b

Here, the only constraint for an input to max is that it support comparison,
so a call max(“abc”, “xyz”) makes as much sense as a call max(3,5). However,
if both these calls are made with a sufficient amount of obfuscating call-history
behind them, merging will cause the flow-sets for both a and b to each include
both string and int. This is imprecise as it implies that a call max(int, string)
is possible when it is not.

The solution that CPA proposes is to replace flow-sets of per-argument types,
with flow-sets of per-function tuples of types. In such an analysis, the func-
tion max itself would be typed {(int,int), (string,string)} preserving inter-

argument patterns and eliminating spurious concrete calls like (int, string) [1].
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4.2 Abstract Contour Formulation

In essence, this change makes flow-sets for each argument specific to the entire
tuple of types received in a call. This suggests an abstract contour representation
which pairs variables with tuples of abstract values in the store, instead of pairing
them with call histories as in k-CFA [I7].

Store = Addr — Value
Time = Value

This would seem to maintain perfect precision; exact values would be known
for any given address. The problem with this approach is that it introduces
recursion into our state-space making it again unbounded. Closures contain en-
vironments containing contours made of closures. Our analysis again becomes a
concrete interpreter using arbitrarily precise values to differentiate one another
in the store.

To faithfully extend this algorithm to a higher-order language, in the spirit of
its original presentation, we reduce abstract values to their types. An abstract
value like string could potentially remain as it is, but closures must be limited to
a finite set of types. We’ve chosen to reduce them to only their syntactic lambda,
merely dropping environments, on the assumption that this point in the program
is associated with a single type signature — whether it is known pre-analysis or
not.

Store = Addr — P (Value)
Time = P(Type)”
J{yFe = Lam
A helper function can be defined which performs this reduction:
T P(Value) — P(Type)

At each call, a new contour is formed by reducing each of the flow-sets of the
atomically-evaluated function arguments:

(A (21 ... @)) call), p') € Alaey, p, &)
((aey aey ... aej)l, p, 6, 1) => (call, p", &', t')
where p" = p'[z; — @]
6" =6 Ula; — Alaes, p, 6)]

di = (.’ﬂi, il)
t' = (T(A(aes, p, 6)) ... T(Alaej, p, 6)))

The semantics for a CPA-like abstract interpretation are fundamentally that of

k-CFA with the exception that our abstract contours in T'ime are now tuples of
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abstract values. This preserves the exact flows from function to function and the
only merging now possible is exists in the predetermined merging inherent to
our abstract values. Essentially, each abstract address is already specific to the
exact abstract value it points to in the store, thus flows are no longer sets, and
non-determinism can no longer occur at a call-site. Non-determinism would in
practice be reintroduced by the addition of practical language constructs such
as primitive operations on basic values, conditionals/if-statements, etc. Each of
these would need abstract transition rules which produce multiple monomorphic
abstract calls as opposed to making a single call which sends a set of abstract
values.

4.3 Precision and Complexity

It is straightforward to see intuitively that CPA is more precise than k-CFA,
as is discussed in the original publication. For any pre-determined value of k, a
program can be constructed which nests calls passed this call depth and causes
merging. Any such merging, even when completely precise at the level of a par-
ticular argument, can produce spurious inter-argument patterns. CPA on the
other hand differentiates functions directly based on the full tuple of arguments
they receive and obtains perfect precision for a given finite set of abstract values.

That no length call-history can match the precision of CPA has also been
formally demonstrated on an object-oriented language [2]. It is important to note
that k-CFA contains context information which CPA does not and which might
be useful for its own sake. k-CFA may also be more general and amenable to
infinitely wide value domains, while CPA may rely more directly on the finiteness
of the abstract values used to ensure computability.

CPA is of-course, like k-CFA, of exponential complexity, and exceedingly im-
practical for use on sufficiently complex input programs. Somewhat ironically,
where CPA improves precision, it is also fastest, and where CPA is unnecessary
and delivers no improvement over k-CFA | it is enormously inefficient. For a func-
tion like maz, one where the types of the arguments should match, CPA might
require as few as one flow per-type; just as with k-CFA, except carries a vast
improvement in precision. For a function where all combinations of arguments
are possible, CPA requires each to be explicitly made, while k-CFA implies them
for equal precision at far greater efficiency.

5 Practical Polyvariance

In contrast to CPA’s attempt to improve on the precision of abstract call-string
histories, attempts have been made to bring a degree of call-string history poly-
variance to an analysis without incurring the full cost of 1-CFA.

5.1 Polymorphic Splitting

Polymorphic Splitting is a compromise between 0-CFA and k-CFA where the
length of the contour used varies on a per-function basis. Lambdas which have
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been let-bound are analyzed with a contour length 1-greater than that of their
parent expression. In this way, let-bindings can be used as a heuristic for guiding
the length of the contour used within a function during analysis. Because the
number of let forms within-which an expression can be nested is bound by the
program’s size, the maximum length of k is likewise fixed.

In order to give a semantics for polymorphic splitting which will work on our
simple language, make it quickly understandable to the reader, and comparable
to the other analyses discussed here, we imagine our program has been CPS-
converted from a direct-style language with a let-form, and we add a k annotation
to call-sites which indicate their function’s let-depth:

call € CALL = (ae ...)4

This annotation can then be used to direct the amount of polyvariance used in
our abstract transition:

(N (1 ... xy) cally), p) € Alaeys, p, 6)  t=(1 ... 1)

((aes aer ... aej)t., p, 6, 1) ~> (call, p", &, f)

where p" = p'[z; — d]

&' =6 Uldi — Alae;, p, 6)]
i = (x4, 1)
t' = (take (Ily ... Iy) k')
A(z, p, 6) =& (p())
A(lam p, 6) ={(lam, p)}

We have added a subscript &’ to the call-site found in a closure for aey which
determines the length of the contour we’ll use for our new argument bindings.
The function (take Ist n) removes all but the first n entries from Ist.

This presentation of polymorphic splitting may perhaps introduce a confusion
as to how we know that &’ is not greater than k + 1; that there is enough history
for us to use at each transition. This concern is unlikely to arise from looking at
the original semantics. We know a call into a let-bound function is unreachable
above that let form’s body, and since that let form’s body shares the contour
length of its parent expression, it can be at most one less than the contour length
of the let-bound function.

The complexity of polymorphic spitting remains exponential, as it easily de-
volves into doing all the work of a k-CFA analysis in the worst-case, however it
has been empirically shown to be practical for sizable benchmarks. The authors
found its precision comparable to that of a 1-CFA, while its running times were
closer to that of 0-CFA. That it even beat the running time for 0-CFA in some
test-cases can be attributed to its higher precision culling spurious paths which
would have otherwise been explored by the monovariant analysis [30].
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5.2 Polynomial-Time 1-CFA

Polynomial-time 1-CFA differentiates each state with a single call history, as 1-
CFA does, but only allows free variables in a closure’s environment to remember
this history for a single closure creation deep. Each time a function is called, its
abstract contour is updated and all the flows for its free variables are propagated
to the new history for that call. They then share a history with the latest ar-
guments to be sent in all new closures created. An environment in this analysis
boils down to the single abstract contour it maps all variables onto. We simplify
this and pair lambdas directly with a single contour to form a closure:

¢ € State = CALL x Store x Time
¥ € Value = LAM x Time
f € Time = Label
(A (z1 ... m;) call),ty) €
((aey aeq ... aej)l, &, 1) ~> (call & t')
where &' =6 U |[(x,) — Alae;, L, 6)]
u|_|{ [(y, 1) — Ay, ty, 6)] | y € free(call)}

§>> =
|
-

t, ) 5((w, 1)
t, &) = {(lam, 1)}

Because the closure is updated at each call, the binding environment previously
in the second position of our abstract state is redundant with the single call-
history in the final position, so we omit it. Likewise, the creation of a new
binding environment (previously called /) is no longer needed as it was in k-
CFA since it would simply be set to A .#" and so is subsumed here by #' itself.
Our updated store is one joined with the bindings formed by the function call,
along with bindings which propagate values for the free variables in the function
to their new contour.

Polynomial-time 1-CFA improves on 0-CFA in many of the usual places. Func-
tion parameters given different values at different callsites are analyzed polyvari-
antly. Where it compromises as compared with full 1-CFA is in the addresses
used for free variables. When a function is closed over its free variables, they
are differentiated by the call-history of the containing lambda. Upon invocation
however, these values are propagated to addresses using the most recent callsite.
This means if we call a function Az.Ay.x more than once, we may obtain multiple
different abstract closures, but if we invoke each of them at the same callsite I,
all these variants of x will be merged together into an address (z, [).

Polynomial-time 1-CFA has not yet been empirically investigated, but its
complexity has an upper bound of O(n°) [§].

(z,
A(lam
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6 The Future

The potential for new explorations into this area looks bright. The recent paper A
posteriori soundness by Might and Manolios [20] has provided an exceptionally
general guarantee of soundness for abstract allocation functions which allows
for nearly any form of merging or differentiation in the store which could be
conceived. Even methods which tune a live analysis directly for precision are
allowed for, so no fully pre-defined strategy would even be necessary.

6.1 A Posteriori Soundness

The usual process for demonstrating the soundness of an abstract interpretation
is a priori in the sense that the concrete and abstract transition relations along
with the abstraction map relating the two state-spaces have been defined in
advance, and are then justified as sound before any analysis is produced. A pos-
teriori soundness differs from this in that a portion of the justifying abstraction
map cannot be known until after the analysis is run.

The a posteriori soundness proof relies on factoring apart the concrete seman-
tics, abstract semantics, and their correspondence. A portion of the abstraction
map « is isolated which represents the correspondence between concrete ad-
dresses and abstract addresses: ay,. A portion of the transition relation is also
factored out which represents the process of producing bindings. The abstract
transition relation can then be parameterized by an allocation-policy 7 which
determines this process for a given abstract state. The crux of the argument is
then that given a non-deterministic selection of 7, a justifying ay can always
be produced after the fact, which proves the prior selection sound — whatever
it might have been. This means that so long as the remaining analysis follows
a single liberal soundness condition: the choice of allocation policy 7 is entirely
arbitrary as far as the correctness of the analysis is concerned [20].

6.2 Precision-Adaptive Analyses

The implication of this is that the allocation policy 7 of an abstract interpre-
tation can be selected entirely with precision and complexity in view. A policy
can even adapt to the source text itself to make these choices without soundness
needing to be proven for each specific program. If soundness needed to be proved
a priori, this would not be possible since the mechanics of the proof would rely
upon aspects of specific programs which could not be known in advance. The
work thus not only simplifies deciding that a new form of polyvariance would be
sound, but makes it possible to produce polyvariant analyses which use different
amounts of history for different functions, different kinds of history for different
functions, and which make these decisions while the analysis is still live.

7 Conclusion

The concept of polyvariance in abstract interpretations covers a wide array
of techniques which allows for an analysis to be tuned up or down along the
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precision/complexity trade-off. Merging and differentiation of flow-sets in the
store, beyond one address per variable, requires a value on which to base the
differentiation: in the case of k-CFA this is Shivers’ abstract contour. It has since
been proved that any basis for differentiation which obeys a single liberal con-
straint will remain sound, and a number of specific variants on the traditional
contour have already been discussed in the literature each offering a unique
trade-off in precision.
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Abstract. This article advocates that developing distributed multi-
player video games using functional programming should be a new trend
in the CS1 classroom. This is premised on two facts: most students
are excited by video game development and distributed programming
is now common and not beyond the abilities of beginning students. A
design recipe for the development of distributed applications is presented
which has successfully been used at Seton Hall University over the past
few semesters. The primary goal is to expose students to distributed
programming and to have students think about some of the problems
programmers face when writing distributed applications. To the CS1
instructor, this article presents a model for developing their own dis-
tributed programming module.

1 Introduction

The explosion in development of internet applications (such as social media sites
and associated games) and the arrival of multicore processors to the mass market
make it clear that the use of distributed programming is a trend that is likely
to become as common as the use of the light bulb. Therefore, it is desirable
for a CS1 course to introduce students to distributed programming. The key in
CS1 is to expose students without expecting them to become experts—expertise
is developed in a more advanced course. To be successful, however, distributed
programming must be made appealing to students and must be presented in a
manner that is accessible to them.

This article argues that developing distributed multiplayer video games using
functional programming ought to be a new trend in the CS1 classroom. This is
premised on two facts: most students are excited by video game development
and distributed programming is now common and not beyond the abilities of
beginning students. The approach implemented at Seton Hall University (SHU)
using the Program by Design methodology presented in How to Design Programs
(HtDP) is described. A novel design recipe for the development of distributed
applications is presented. This new design recipe is used to illustrate how first-
year students can be led to develop a multiplayer Space-Invaders-like game called
Aliens Attack. The development of the game builds on letting students develop
code that contains subtle distributed programming bugs, like process synchro-
nization and communication overhead, which motivate refinements.

J. McCarthy (Ed.): TFP 2013, LNCS 8322, pp. 149-[[67] 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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2 Background

2.1 Student’s Design and Programming Experience

At SHU, the introductory Computer Science courses focus on problem solving
using a computer [9/I0]. The languages of instruction are the successively richer
subsets of Racket known as the student languages which are tightly-coupled with
HtDP [5]. Before being introduced to distributed programming, students have
studied topics such as: primitive data, primitive functions, programmer defined
functions and variables, programmer defined data, processing finite compound
data, processing arbitrarily large compound data and structural recursion, and
abstraction with higher-order functions. These topics are covered following much
of the structure of HtDP [5]. There are two 75-minute lectures every week and
the typical classroom has between 20 to 30 students. In addition to the lectures,
the instructor is available to students during office hours (3 hours/week) and via
e-mail.

The curriculum, however, also varies in significant ways from HtDP by includ-
ing a module for distributed programming. Distributed programming is intro-
duced after structural recursion for two reasons: our experience suggests that stu-
dents that have developed some programming expertise do not find distributed
programming intimidating and from a student’s perspective much more inter-
esting video games can be developed after knowing how to design programs that
process data of arbitrary size. The curriculum also places a great deal of empha-
sis on iterative refinement with a video game going through versions that grow
in complexity as the course advances culminating in a multiplayer distributed
version.

2.2 The Universe Teachpack

The course uses the universe teachpack [6] for video game development which pro-
vides the functionality to develop distributed games. The clients/players/worlds
in a universe exchange messages with a server. The universe teachpack provides
two functions to create messages: make-package and make-bundle. The first is
used by a client to create a pair that contains a (possibly new) game state and
a message to the server. The second is used by the universe server to create
a structure that contains a (possibly new) server state, a list of mails to any
of the clients, and a list of worlds to be disconnected from the universe. The
constructor for a mail, make-mail, requires the recipient client and the message.
Any message transmitted must be an S-expression. This means that students
must design and implement functions to marshal and unmarshal their data—a
topic first-year students can understand and will encounter later in an operating
systems course [12]. This set-up also forces students to program using a specific
API which is a useful skill to have them develop.

The syntax required to create a player’s world specifies handlers that update
the game or render the game to the screen. Version 1 of the game requires:
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(big-bang
INIT-WORLD ;3 initial world
(on-draw draw-world) ;; handler for drawing the world
(on-key process-key) ;; handler for key events
(on-tick update-world) ;; handler for clock ticks
(stop-when game-over?) ;; handler to test for game end
(register LOCALHOST) ;; registers with the server
(on-receive process—message) ;; handler for incoming messages
(name MY-ID)) ;; name of this world

During development students use LOCALHOST as the address of the server, but
at play time they may also use an internet address to specify where the server
is running.

The syntax for the universe server is similar and specifies the event handlers.
For version 1 of distributed Aliens Attack the following syntax is required:

(universe
initU ;; the initial universe
(on-new add-new-world) ;; handler for new worlds joining
(on—msg receive—message) ;; handler for incoming messages
(on-disconnect rm-world)) ;; handler for worlds disconnecting

This syntactical set-up provides a framework to get students started. Specifically,
students identify the handlers which are needed and must write each handler
along with any auxiliary functions that may be needed. Readers interested in
further details about the universe teachpack are referred to the help pages in
DrRacket [8] and the modest guide on how to design worlds [4].

3 A Design Recipe for Distributed Computing

After developing a single player Aliens Attack [9], students ask if it is possible
to have multiple players. Figure [1l displays a snapshot of a multiplayer version
of Aliens Attack that they have in mind. Students are generally excited about
the possibility of playing together which sets the stage to discuss distributed
programming.

Students are led through an informal discussion of what is needed to write
a multiplayer Aliens Attack. The idea of the game being distributed naturally
comes to our students given their experience with internet games. They realize
the need to send and to receive messages as well as the need for a server that
provides support to coordinate all the players/clients. The following design recipe
for distributed programming is presented:

Divide the problem into components.

Draft data definitions for the different components and the server.

Design a communication protocol.

Design and implement marshalling-unmarshalling functions and create data
definitions for messages.

Ll el
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Fig. 1. A Snapshot Illustrating Multiplayer Aliens Attack

5. Design and implement the components (starting with handlers)
6. Design and implement a server (starting with the handlers).
7. Test your program.

One of the main goals of the above design recipe is to gently introduce students
to distributed programming. Students are explained that, as any other design
recipe seen earlier in the course, each step has a specific outcome. This new
design recipe, however, is more akin to the design recipe for generative recursion
in HtDP (which provides less guidance on how to complete the steps) than to
the design recipes for structural recursion. Like generative recursion, distributed
programming requires the development of insight into a problem in order to
identify components and to understand how to integrate components. The first
four steps are intended to help students develop such insight which guides the
actual development of code for individual components and the server using the
design recipes in HtDP.

In Step 1, they must define what each component/client as well as the server
does. In Step 2, they must draft data definitions for the data that each compo-
nent/server is to manipulate. In Step 3, they must define a communication pro-
tocol specifying when a client sends a message to the server and when the server
sends mail to a client. An efficient way to achieve this is by using protocol diagrams
that illustrate when communication occurs. In step 4, students must develop mar-
shalling and unmarshalling functions. This step provides an excellent opportunity
to help students make a connection with a topic they have studied in their Math-
ematics courses given that a marshalling and the corresponding unmarshalling
function are inverses of each other. Another important result of this step is data
definitions for different kinds of messages. In step 5, students must design and im-
plement the handlers as well as any necessary auxiliary functions for each client.
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In step 6, students design and implement the server. In step 7, students must test
their programs and redesign /reimplement if necessary. In this step, students must
consider the subtle problems that arise in distributed programming such as pro-
cess synchronization, communication overhead, and speed.

4 Multiplayer Aliens Attack Version 1

Students are asked to think about how to make a multiplayer game from their
single player Aliens Attack [9]. By an overwhelming margin, the most common
answer is to add to each single player the other players. That is, each player
runs their game and others can join. The details of how to do this are, of course,
fuzzy at best and they are invited to use the new design recipe.

4.1 Problem Components

Students identify each player as a component that is responsible for rendering
the state of the game, moving a single rocket, moving the aliens, changing the
direction the aliens are moving in, and moving the shots. In addition, each com-
ponent must provide support for a list of allies and must receive messages to
reproduce the actions taken by other players. This component decomposition
is very attractive to students, because it means that they can re-use code they
have written for a single player Aliens Attack by making a small number of
changes and additions (e.g., the development of a message processing handler).
This turns out to be important to keep frustration low with what some students
view as a Herculean task at the beginning.

Student-guided class discussion leads to the server being responsible for re-
ceiving messages from the players indicating their rocket moving and shooting
actions and for broadcasting said messages to all the other players. That is, a
thin-server is the intuitive choice for (most) students. In addition, the server
sends the initial army of invading aliens to the first player that joins the game.

4.2 New Data Definitions

For a player, the new data definitions are displayed in Figure Pl For the server,
the only new data definition is for a universe (of players/worlds/clients):

;; A universe is a (listof iw), where iw is an iworld.

An iworld is the internal representation used by the universe teachpack for the
clients that join the server. All these data definitions are in familiar territory for
the students and require the development of examples and function templates.

4.3 Communication Protocol Design

A communication protocol is described to beginning students as a collection of
communication chains. A communication chain is defined as a series of messages
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;; A rocket is a non-negative number.

;5 An ally rocket, (make-ar x n), is a structure where x is a number
;; and n is a string for the name of the player that controls it.
(define-struct ar (x name))

;5 A list of ally rockets (loar) is a (listof ar).

;; An alien is a posn.

;3 A list of aliens (loa) is a (listof alien).

;5 An alien army (aa) is either ’uninitialized or a loa.

;; A world is a structure, (make-world r 1 a d s), where r is a rocket,
HH 1l is an loar, a is an aa, d is a string, and s is a los.
(define-struct world (rocket allies aliens dir shots))

Fig. 2. Player Data Definitions for Multiplayer Aliens Attack Version 1

rocket mdved & ally rocke}

wow, w; w, server

Fig. 3. Communication Protocol for a Rocket Move

that are exchanged between the server and the clients. These chains are sparked
by either an action taken by a client or an action taken by the server. A com-
munication chain is visualized using a protocol diagram—a diagram illustrating
the messages in a chain. This abstraction is understood by students and allows
for a well-focused discussion during classroom development.

In Aliens Attack, a player sparks a communication chain when a key event
occurs. That is, when a rocket move or shot is made by, p;, the i** player. For
example, when p; moves the rocket, a rocket-moved message is sent to the server
that includes the new ally rocketl]. The server forwards the message to all the
other players. Figure [l displays the protocol diagram for a rocket move. A similar
protocol diagram is developed for shot creation.

! To all other players a move made by p; is a move made by an ally rocket.
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Fig. 4. Joining an empty universe Fig.5. Joining a non-empty universe

The server sparks a communication chain when its state changes. Classroom
analysis reveals that this occurs two times: when a new player joins the game
and when a player disconnects from the game. Two cases are distinguished when
a player, p;, joins the universe. In the first case, the new player is the first
in the universe and the server only needs to send the initial alien army. This
communication chain is captured in the protocol diagram in Figure @ In the
second case, p;, joins a non-empty universe. In this case, the server requests the
state of the game from an existing player, p; such that ¢ # j, with a mail that
includes i. The server also sends a new-ally message to all the worlds already in
the universe. After the server receives a message from p; that includes the state
of the game and the destination for said state (i.e., i), the server forwards the
game state to p;. This communication chain is captured in the protocol diagram
in Figure[5l A similar analysis leads to the communication chain required when
a player leaves the game.

4.4 Design Marshalling and Unmarshalling Functions and Data
Definitions for Messages

Students are now ready to design and implement marshalling and unmarshalling
functions as well as to develop data definitions for messages. Marshalling is done
by converting data into an S-expression and appropriately tagging the message.
Unmarshalling is done by removing the tag and reconstructing the original data.

There are two types of messages: To-Server messages and To-Client messages.
To-Server messages are identified by incoming arrows to the server in the protocol
diagrams. Likewise, To-Client messages are identified by incoming arrows to the
clients. Each set of clients that can receive different kinds of messages must
have their own To-Client message data definition. In Aliens Attack this task is
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A To-Server Message is either:

1. (list ’rocket-move rocket string)

2. (list ’new-shot number number)

3. (list ’world
string
(list-of (list-of number string))
(list-of (list-of number number))
string
(list-of (list-of number number)))

Fig. 6. To-Server Message Data Definition

simplified since all clients are the same. Thus, only one To-Client data definition
is required which is ideal for pedagogy in CS1.

Consider the communication chain in Figure Bl The protocol requires that
a rocket-move message be sent to the server that includes the new ally rocket
created by the move. This means that an ally rocket must be marshalled and
unmarshalled. Since an ally rocket is a structure with a number, n, and a string,
s, a To-Server rocket-move message is defined as a list containing the symbol
rocket-move, n, and s. The corresponding marshalling and unmarshalling func-
tions are:

; ally-rocket --> message
(define (marsh-rckt-mv an-ar)
(list ’rocket-move (ar-x an-ar) (ar-name an-ar)))

; message ——> rocket
(define (unmarsh-rckt-mv m)
(make-ar (first (rest m)) (first (rest (rest m)))))

Repeating this process for every incoming arrow to the server labeled dif-
ferently in the protocol diagrams leads students to a complete data definition
for a To-Server message as displayed in Figure B to the development of mar-
shalling and unmarshalling functions, and to a function template for functions
that process To-Server messages.

To develop the data definition for messages to clients, observe in the protocol
diagrams that any To-Server messages is echoed to the clients. Therefore, a To-
Client message can be a To-Server message. The protocol diagrams also inform
us that that the server can send a player a message to request the world, to
send the initial alien army, and to inform a player of a new ally or of an ally
lost. The To-Client message data definition is displayed in Figure [ from which
a corresponding function template is developed.

4.5 Component Implementation

Each different component is independently implemented. For Aliens Attack all
clients are the same except for their identifying name (a string). This simplifies
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A To-Client Message is either:
1. To-Server Message
(cons ’init-army (listof (listof number number)))
(list ’rm-ally string)
(list ’req-world string)
(l1ist ’new-ally number string)

o W N

Fig. 7. To-Client Message Data Definition

the task for students given that only one component needs to be developed.
Furthermore, students can see that their task now is to refine their single player
code into multiplayer code. This requires updating functions that process data
whose definition has been refined, adding communication code to functions that
make changes to the state of the game, and the creation of a message processing
function. For the students, the updates are not hard nor intellectually obscure.
Previously in the course, students have had to refine their code when a refinement
has been made to a data definition. This step is not surprising to them, but some
do find it tedious and time-consuming.

The addition of communication code is, however, a new element for them.
For any arrow in the protocol diagrams that goes from a player to the server,
communication code must be added. For example, the protocol diagram in Figure
Bltells us that a rocket-move message must be sent to the server when the rocket is
moved. This means that their original key event handler requires small updates:
updating the function signature to return a package and updating the function
body to create a package by marshalling the rocket move. The updated code is
displayed in Figure[® As the reader can observe, adding communication code to
the client is not complex for students after a communication protocol has been
designed. Performing the same work for all out-going arrows from a player to
the server yields the refined functions for player-sparked communication chains.

The final step implements a handler to process To-Client messages. This func-
tion is written by specializing the function template for To-Client messages which
contains a conditional statement to distinguish among the variety of messages.
This handler takes as input a world and a message and it returns a (new) world.
For example, when a rocket moved message arrives the list of allies is updated
and a new world is produced. This snippet illustrates the idea:

[(symbol=?7 ’rocket-move (first mess))
(make-world (world-rocket w)
(update-allies (unmarsh-rckt-mv mess)
(world-allies w))
(world-aliens w)
(world-dir w)
(world-shots w))]



158 M.T. Morazan

; process-—key: world key --> package
; Purpose: Handler to process key events.
(define (process-key a-world key)
(cond
[(key=7 "up" key) (process-up-key a-world)]
[else (local [(define new-world
(make-world
(move-rocket (world-rocket a-world) key)
(world-allies a-world)
(world-aliens a-world)
(world-dir a-world)
(world-shots a-world)))]
(make-package new-world
(marsh-rckt-mv
(make-ar (world-rocket new-world)

MY-ID)))1))

Fig. 8. Refined Key-Processing Handler for Multiplayer Aliens Attack

4.6 Server Implementation

The server is implemented in a top-down manner starting with the handlers
and consulting the protocol diagrams. For example, the handler used when a
player joins the game is based on the protocol diagrams of Figures @ and Bl
This function takes as input a universe and a joining iworld and produces a
bundle. To create the new universe, the joining world is added to the list of
current worlds. The mails that must be generated depend on the state of the
universe. According to Figure M if the universe is empty the server sends the
joining world the initial alien army. According to Figure [ if the universe is not
empty the server requests the game state from an existing world and sends a new
ally message to all the current players in the universe. There are no worlds that
need to be disconnected from the universe. The resulting handler is displayed in
Figure @ The handler for a world disconnecting from the game is developed in
the same fashion.

The server’s message processing handler is developed using the template for
functions on a To-Server message. For example, for the communication chain in
Figure [l the following snippet of code is written:

[(symbol=? (first msg) ’world)

(make-bundle
u
(list (make-mail (get-world (first (rest msg)) u) msg))
empty)]

This snippet keeps the universe unchanged, forwards the world message to the
player indicated in the message, and removes no players from the universe.
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; add-new-world: universe iworld —--> bundle
(define (add-new-world u w)
(make-bundle
(cons w u)
(cond [(not (empty? u))
(cons (make-mail (first u) (marsh-req-world (iworld-name w)))
(map (lambda (iw)
(make-mail iw (marsh-new-ally (iworld-name w))))
)]
[else (list (make-mail w (marsh-loa INIT-ALIEN-ARMY)))])
empty) )

Fig. 9. The Server’s New Player/World Handler

4.7 Testing

Students are advised that testing is two-fold: the testing they are familiar with
checking that functions produce the correct output (using Racket’s check-expect
library) and testing for bugs that only arise in distributed programming such as
synchronization, communication overhead, and deadlock.

The distributed programming bugs are tested for by running the game. Stu-
dents see on their screens a working game with allies, but unlike the experienced
reader they do not realize there is a synchronization bug. The instructor ought
to let the students discover the bug by joining the game and projecting the in-
structor’s screen to the class. It does not take long for students to realize that
not all players have the game in the same state. This approach makes process
synchronization a real concern for students and with some class discussion they
realize that messages take time to travel from the source to the destinations.
While the messages travel, the source player continues changing the state of
their game. Thus, different players have different states.

5 DMultiplayer Aliens Attack Version 2

Students quickly realize that a possible solution is for the game state to reside in
one location and this strongly motivates the next refinement. It is important to
note that this refinement is not prescribed by the instructor based on knowledge
that students do not have. Instead, this refinement has its genesis in the students
based on their results from version 1 of the multiplayer game.

5.1 Problem Components

Students identify each player as a component that is responsible for rendering
the state of the game to the screen and for processing key events. Players do not
update the state of the game and, therefore, do not need a handler to update the
world every time the clock ticks. When a key event occurs, a message is sent to
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the server requiring a new key event handler. The syntax required for a player
is:

(big-bang INIT-WORLD
(on-draw draw-world)
(on-key process-key)
(on-receive process-message)
(register LOCALHOST)
(name MY-ID)
(stop-when game-over?))

As in version 1, the server needs handlers to add new players, to remove play-
ers, and to process messages. The server is now also responsible for maintaining
the state of the game, thus, requiring a handler for clock ticks. When the state of
the game changes, the players are sent the new state. In essence, the students are
defining a thick-server that is solely responsible for all the necessary computing.
The required syntax for the server is:

(universe initU
(on-new add-new-world)
(on-msg receive-message)
(on-disconnect rm-this-world)
(on-tick update-univ))

5.2 Draft Data Definitions

Students are led to see that in this refinement there is no need to distinguish
between a rocket and the allies. For the server, all the players are allies each
of which is still controlled by a single player. In addition, students include a
boolean in the game state to indicate if the game has ended. The following is
the refined data definition for the game state:

;3 A world is a structure, (make-world 1 a d s o), where
;; 1 is a loar, a is a aa, d is a string, s is a los, and
M o is a boolean.

(define-struct world (allies aliens dir shots over))

Given the added work done by the server, the representation of the state of
the server must also be refined to include both the state of the game and, as
before, the players represented as iworlds. The refined data definition for the
state of the server is:

;3 A univ is a structure, (make-univ 1 w), where 1 is a
e (listof iworld) and w is a world
(define-struct univ (worlds state))

5.3 Communication Protocol Design

Students are asked when does a player initiate a communication chain and are
asked to develop protocol diagrams. Figure displays the protocol diagram
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Fig. 10. Version 2 Protocol Diagram for a Rocket Move

students develop for a rocket move. A player sends the server a rocket move
message containing the direction of the move. The server processes the move
and sends all players an updated world. A similar diagram is developed for new
shots.

Students realize that the server starts a communication chain when a player
joins the game, a player disconnects from the game, and when the game state is
updated after a clock tick. The protocol diagrams are easy to visualize with the
server always sending the game state to all the players.

5.4 Design Marshalling and Unmarshalling Functions and Data
Definitions for Messages

The protocol diagrams reveal to students that there is only one variety for a To-
Client message and only two varieties for To-Server messages in this refinement:

A To-Client message is:
(list ’world
(listof (listof number string))
(listof (listof number number))
string
(listof (listof number number))
boolean)

A To-Server message is either:
1. (list ’rckt-move string)
2. (list ’new-shot number number)

This means only three pairs of marshalling-unmarshalling functions. For exam-
ple, for a rocket move we have:
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; process-—key: world key --> package or world
; Purpose: This function is the handler to process key events.
(define (process-key a-world key)
(cond [(key=7 "up" key)
(make-package
a-world
(marsh-shot (make-posn (get-my-x (world-allies a-world))
ROCKET-Y)))]
[(or (key=?7 "left" key) (key=7 "right" key))
(make-package a-world (marsh-rckt-move key))]
[else a-world]))

Fig. 11. Player key-event handler for version 2

; string --> message
(define (marsh-rckt-move direction) (list ’rckt-move direction))

; message ——> string
(define (unmarsh-rckt-move m) (first (rest m)))

The most complex pair is the one for a world which provides the opportunity to
reinforce lessons using lambda expressions and higher-order functions like map.

5.5 Component Implementation

Implementing the components means updating the handlers for processing key
events and for rendering the game state using the refined data definition for
world. In addition and according to the protocol diagrams, communication code
must be added for key event handling and message handling. As before, one goal
is to reuse as much code as possible.

Figure[ITldisplays the handler for key events developed by the students during
class discussion using the protocol diagrams. If the “up” key is pressed, the state
of the game is not changed by the player and a message with a new marshalled
shot is sent to the server. Similarly, if the “left” or “right” key are pressed the
state of the game is not changed and a marshalled rocket move is sent to the
server. If any other key is pressed, the state of the game is unchanged and no
message is sent to the server (which means a package is not constructed).

Given that there is only one type of To-Client message the message handler
is very straightforward:

; process-message: world message -—> world
(define (process-message w mess)
(cond [(symbol=?7 ’world (first mess)) (unmarsh-world mess)]
[else (error "World received an unknown message" mess)]))

Similarly the handler to check if the game has ended is also straightforward for
students at this point in the course:
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; univ --> univ
(define (update-univ u)
(cond [(game-over? (univ-state u))
(make-bundle
u
(map (lambda (iw)
(make-mail iw (marsh-world (mk-end-wrld (univ-state u)))))
(univ-worlds u))
empty)]
[else
(local [(define new-w (update-world (univ-state u)))]
(make-bundle
(make-univ (univ-worlds u) new-world)
(map (lambda (iw) (make-mail iw (marsh-world new-w)))
(univ-worlds u))
empty))1))

Fig. 12. Clock tick handler for version 2

; world --> boolean
(define (game-over? w) (world-over w))

5.6 Server Implementation

The four handlers for the server are implemented during class in the same manner
as version 1. The handler to add a new world dispatches on whether the state of
the universe has an empty list of iworlds or not. The message handler dispatches
on the two varieties of To-Server messages. The handler used when a player
disconnects, creates a bundle with a new list of iworlds that does not contain
the disconnected player and a new game state in which the disconnected player
is not one of the allies.

The clock tick handler is the most complex. It dispatches on whether or not
the game has come to a end. If the game is over, then a world in which the
over flag is set is mailed to all the players. Otherwise, the state of the server is
updated by updating the state of the game. This updated game state is mailed
to all the worlds. A sample implementation developed by students is displayed
in Figure

5.7 Testing

Testing reveals that the synchronization problem appears resolved. We say ap-
pears, because we do not prove that it is resolvedd. An instructor can, indeed,
leave it at that and move on. Students have done enough to get them started
thinking about synchronization. There is, of course, an additional issue that can

2 Program correctness is not yet woven into CS1 at SHU.
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be pointed out to students. In the case of Aliens Attack, the order in which shots
are added to the game state does not matter. In a different distributed applica-
tion, however, order may very well matter and students are made aware that in
such cases mutual exclusion must be guaranteed. This topic is not thoroughly
discussed, but students are told that solutions will be studied, for example, in
an operating systems course.

More importantly for our purpose, testing also reveals a most annoying char-
acteristic for students: the game is much slower. The issues of bottleneck and
communication overhead are brought forward during class discussion. This mo-
tivates the development of a third version of the game.

6 Multiplayer Aliens Attack Version 3

The development of version 2 marks the end of lecturing in the distributed-
programming module in CS1 at SHU. Students now have some experience with
a complex communication protocol (version 1), with a simple communication
protocol (version 2), and with some important bugs that arise in distributed
programming. It is time for them to test their skills and their understanding on
their own.

The next refinement of the game is assigned as a group project. Students are
divided into groups of 2 or 4 students. Each group is further divided into two
subgroups. One subgroup is responsible for developing the components (i.e., the
players) and the other is responsible for developing the server. The subgroups
must work together to agree on the data definitions, the communication protocol,
and the marshalling functions. Then each subgroup develops their own code.
When both subgroups are ready, they get together to test their program and,
hopefully, enjoy the game and/or fix bugs.

The programs developed by students have been extremely encouraging. Stu-
dents submit working games that employ a communication protocol that can
be described as middle of the road between version 1 and version 2. That is,
they keep the components of version 2, but do not transmit the whole state of
the game every time a server makes an update. Instead, they only transmit the
part of the state that is changed. This type of communication protocol has been
implemented in practice by, for example, Quake 3 [11I]. Having CS1 students
writing distributed applications on their own is nothing short of amazing.

7 Student Assessment

After each semester of CS1 at SHU, students are asked to fill out a short survey
to evaluate the distributed-programming module. On a scale from 1 (low) to five
(high), students are asked if distributed programming is intellectually stimulat-
ing. The average of the distribution to date is 3.35 with 76% of the students
answering 3-5. The middle 50% of the students are in the range 3-4. Surprisingly
(to the author), a follow-up question reveals that students felt that in terms
of intellectual stimulus distributed programming was much like what they have
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been doing all semester. From the student’s perspective, the module contained
new interesting material, but the transition to distributed programming required
mostly tasks they had done before. This can only be interpreted as a success for
the described methodology. The introduction to distributed programming is gen-
tle enough that students feel it is a natural progression that builds on what they
have learned.

Students are also asked to rank how much more difficult distributed program-
ming is to non-distributed programming on a scale from 1 (not more difficult
at all) to 5 (a lot more difficult). The average of the distribution to date is 3.9
with the middle 50% in the range 3-5. A follow-up question revealed that the
top reason distributed programming is harder is error messages that are not very
informative. This type of problem occurred mostly when there were bugs in the
marshalling and unmarshalling functions that led to “unknown message” errors
or errors trying access parts of a message that did not exist. The difficulty lies
in that a message that, for example, causes the server to crash is not always
fixed in the server’s code. Instead, it may have to be fixed in the client’s code.
Students, however, tend to only search for the bug in the code that signals the
error (i.e., the server’s code in this example). Another reason cited as to why dis-
tributed programming is harder by some students is that they felt that keeping
track of a communication protocol was a lot of work. That is, they had to add
communication code to “a lot” of functions and had to write message processing
functions.

Finally, students were asked about their level of excitement to develop a multi-
player video game on a scale from 1 (not at all excited) to 5 (extremely excited).
The average of the distribution to date is 3.5 with the middle 50% in the range
3-4 and with 76% of the students in the range 3-5. The overwhelming majority of
students in the top half of the range clearly indicates that the use of multiplayer
video games can serve as great motivation for students to explore distributed
programming.

8 Related Work

Teaching distributed programming in CS1 was virtually unheard of a few years
ago. Now, there is a growing group of academics attempting it. The developers
of DrRacket and HtDP have taught distributed programming in CS1 and have
briefly described their approach using a step-locked gam(ﬂ to control a UFO [6].
In contrast, the work presented in this article aims to expose students to both
distributed programming and to some of its pitfalls like synchronization and
communication overhead. Exposing students to such pitfalls is difficult to do
with step-lock games like the UFO game [6] and Chat Noir [7]. In addition, the
work described in this article can be used by educators “in the trenches” focusing
on the actual deployment of a distributed functional video game module in the
classroom that is tightly-coupled with other work developed by students during
the semester.

3 A game in which players take discrete turns.
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A modest introduction to distributed programming for novices, with some
previous exposure to programming, is found in Realm of Racket (ROAR) [2].
This book is intended as a general introduction to programming using video
games and uses Racket (not the student languages) as the programming medium.
ROAR presents the development of a distributed video game, Hungry Henry, in
which players run around the screen eating cupcakes. Like the work presented
in this article, ROAR advocates that distributed programming is a natural part
of an introduction to programming. In contrast to the work presented in this
article, ROAR exposes readers only to the thick-server model (used in version 2
of Aliens Attack) and does not discuss the pitfalls of distributed programming.
The development outlined in ROAR is in the spirit of the design recipe presented
in this article, but does not explicitly put forth a design recipe for distributed
programming nor does it make explicit how to develop a distributed program
through a series of verifiable steps.

The use of functional video games in CS1 is a little more extensive, but still
just beginning to flourish. Soccer-Fun, developed using Clean, aims to motivate
students by having them write programs to play soccer games [1]. There have
been no reported efforts to make the platform distributed in order to allow
players to compete against each other nor has this platform been used in CS1.
Yampa is a language embedded in Haskell used to program reactive systems
such as video games [3]. The use of Yampa in the classroom appears to have
been mostly discontinued, but work using functional video games in CS1 [9/10]
has sparked an interest to reignite the use of Yampa in education. In previous
work, the author presents how to use video games to teach programming using
primitive data, structures, and structural recursion [9] and using generative and
accumulative recursion [10].

9 Concluding Remarks

Distributed programming ought and can be an integral part of CS1. The need
for distributed programming in CS1 is based on the undeniable fact that the use
of distributed computing is becoming ubiquitous. The argument for success with
distributed computing in CS1 is based on the illustrative development of a non-
trivial functional multiplayer video game in SHU’s CS1. Not a single function
needed for the presented multiplayer game is beyond the ability of students that
have studied structural recursion and the associated design recipes in HtDP. One
of the major advantages of including distributed functional video game develop-
ment in CS1 is that students become very excited about programming. There
is no doubt that students feel empowered when they can develop a distributed
application in a realm that is of interest to them. Another advantage is that stu-
dents think about programming issues early in their undergraduate years, thus,
providing a solid foundation for advanced courses.
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