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Preface

Nowadays, Mechanical Engineering is currently defined as a discipline “which
involves the application of principles of physics, design, manufacturing and
maintenance of mechanical systems.” Among others, fundamental subjects of
classical mechanical engineering include: kinematics and dynamics, materials and
manufacturing processes, thermodynamics and heat transfer, fluid mechanics,
automation and control, applied mechanics and design, etc. With a special
emphasis, this book also covers some modern subjects of mechanical engineering
such as nanomechanics and nanotechnology, mechatronics and robotics, compu-
tational mechanics, alternative energies, sustainability, as well as aspects related
with mechanical engineering education. It look to cover original contributions that
advance understanding of both the fundamentals of mechanical engineering and its
application to the solution of problems in modern industry.

The main aim of this book is to present a collection of examples illustrating
research, development, and education in modern mechanical engineering.
Chapter 1 of the book provides sustainability in mechanical engineering discipline.
Chapter 2 is dedicated to application of solar distillation systems with phase
change material storage. Chapter 3 describes magneto-rheological fluid technol-
ogy. Chapter 4 contains information on tribological behaviour of rare-earth
lubricating oils. Chapter 5 is dedicated to structural dynamics and viscoelastic
passive damping treatments. Chapter 6 describes thermo mechanical modeling of
multiphase steels (classical and modern engineering analysis). Chapter 7 provides
optimal real-time management automated production lines. Chapter 8 deals with
modeling optimization of mechanical systems and processes. Chapter 9 contains
information on implementing STEP-NC (exploring possibilities for the future
advanced manufacturing) and Chap. 10 is dedicated of optimum CNC free-form
surface machining through design of experiments in CAM software. Chapter 11
describes modeling of micromachining and Chap. 12 is dedicated of micromilling.
Chapter 13 provides digital image processing in machining. Chapter 14 describes
formability and simulative tests in modern sheet metal forming education. Finally,
Chap. 15 is dedicated to multimedia resources in engineering education.

With a great usefulness, this book can be used as a research book for final
undergraduate engineering course or as a topic on mechanical engineering at the
postgraduate level. It also can serve book can serve as a useful reference for
academics, researchers, mechanical, manufacturing, industrial and materials
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vi Preface

engineers, professionals in mechanical engineering and related industries. The
interest of scientific in this book is evident for many important research centers,
laboratories, and universities as well as industry. Therefore, it is hoped this book
will inspire and fill with enthusiasm others to undertake research in modern
mechanical engineering.

The Editor acknowledges Springer for this opportunity and for its enthusiastic
and professional support. Finally, I would like to thank to all the chapter authors
for their availability for this work.

Aveiro, Portugal, October 2013 J. Paulo Davim
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Chapter 1
Sustainability in Mechanical Engineering
Discipline

S. Vinodh, K. Jayakrishna and K. E. K. Vimal

Abstract Sustainable development is very much essential in the contemporary
scenario due to increasing environmental concerns, demand for energy, global
warming and end of life safe disposal of products. Engineering Professionals
possess a vital role to enable sustainable development. This situation necessitated
the engineers to understand the challenges and opportunities associated with
sustainable development. This chapter highlights the need for including sustain-
ability concepts in modern mechanical engineering curriculum. This chapter
provides the details about sustainability, three pillars and orientations of sustain-
ability, fundamental concepts and tools/techniques of sustainability. The insights
on challenges and recent advancements in sustainability are also presented with
the curriculum contents of sustainability in mechanical engineering education.

1.1 Introduction

In order to suit the needs of modern industries, the engineering education cur-
riculum need to be renewed. Sustainable development is the contemporary need
and mechanical engineering professionals are expected to understand the chal-
lenges and provide sustainable solutions. This section presents the fundamentals of
sustainability which includes the definition, pillars and orientations of sustain-
ability along with the emphasis for sustainability in Mechanical Engineering
discipline.
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1.1.1 Definition of Sustainability

Sustainable development is the development that meets the needs of the present
without compromising the abilities of future generations. Sustainable development
considers economic crisis, climatic changes, pressure from all levels of stake
holders and scarcity of materials [1]. The present world is facing problems like
rapid depletion of natural resources and undesired environmental changes on a
global scale. The manufacturing organizations are realizing the importance of
mitigating the present crisis and are adopting sustainable manufacturing principles.
Sustainability in general deals with reduction of consumption of resources
including material, energy and water resources and reducing emission of hazard-
ous and non-hazardous wastes into environment.

1.1.2 Three Pillars of Sustainability

Sustainability addresses Triple Bottom Line (TBL). Three pillars of sustainability
include environment, economy and society. They are alternatively referred to as
profitability, people and planet. These are the general core pillars of sustainability.
The improvement efforts need to be concentrated on these three pillars to cumu-
latively improve sustainability. Recent studies on sustainability focus on economic
and social issues on par with environmental aspects.

1.1.3 Three Orientations of Sustainability

Three orientations of sustainability include material, product design and manu-
facturing processes. It uses both technological and non-technological solutions, in
selection of materials, product design and production processes [2]. Material
selection for a product affects the amount of natural resources consumed and
recovery of the material at the end. Decision made during product design is a
major factor because it directly affects the resources consumption and waste
generation pattern throughout the product life cycle. Developing technologies to
transform materials with reduced emissions of greenhouse gases, reduced use of
non-renewable or toxic materials and reduced generation of waste. Sustainability
aspects can be incorporated at product and process levels. At the process level,
there exists a need to achieve optimized technological improvements and process
planning for reduced energy and resource consumptions, toxic wastes, occupa-
tional hazards, etc. At the product level, sustainability can be achieved by reducing
the energy of the product and recovering the waste generated.
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1.1.4 Need for Sustainability in Mechanical Engineering

Sustainability in mechanical engineering is necessary to design the processes and
systems in such a way that they use energy and resources sustainably. Sustain-
ability is very much important in mechanical engineering curriculum because it
provides a platform for sharing the latest thinking from research and practice
viewpoint. Mechanical Engineers have a critical role to enable countries to achieve
sustainable development. They must understand the challenges and opportunities
that arise from the needs to achieve sustainable development. It is necessary to
train students on sustainability for enabling them to be equipped with appropriate
knowledge and skills to meet client needs.

1.2 Fundamental Concepts of Sustainability

The term sustainable manufacturing was often referred to as eco-efficiency,
remanufacturing, green technology, cleaner production etc. To achieve sustain-
ability in manufacturing, materials used, product design, processes used for
product manufacturing need to be sustainable. In other means throughout the
supply chain starting from product design to End of life (EoL) activities needs to
be environmentally friendlier. In this section, various concept models and
frameworks to ensure sustainability, Sustainable materials, Sustainable product,
Sustainable processes, Sustainable supply chain, importance of sustainability
assessment will be discussed.

1.2.1 Concept Models of Sustainability

There have been numerous ways of representing sustainable development in a
model that captures this extremely complex concept and a new way of thinking. In
general sustainability models can be classified into five types namely Pictorial
Visualization Models, Quantitative Models, Physical Models, Conceptual Models
and Standardizing Models [3]. Among these conceptual models, gains much
importance as it can be directly used for practical applications like concept
selection, assessment and improvement proposal identification. Labuschagne et al.
[4] proposed a comprehensive framework of sustainability criteria that can be used
to assess the sustainability of projects, technologies, as well as the overall orga-
nizational sustainability. In this process, they reviewed existing frameworks
namely Global Reporting Initiative, United Nations Commission on Sustainable
Development Framework, Sustainability Metrics of the Institution of Chemical
Engineers and Wuppertal Sustainability Indicators. Based on the review they
proposed a modified framework for sustainability assessment which has criteria for
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economic sustainability, environmental sustainability and social sustainability.
They validated the appropriateness of the proposed model by measuring the sus-
tainability in South African process industry. Vinodh [5] proposed a conceptual
model for sustainability assessment. This model addresses three perspectives
namely environment, economy and society. This model has 12 indicators and 37
attributes. This model was used for assessing the sustainability level of the
organization using Multi grade fuzzy approach.

1.2.2 Sustainable Materials

In the past, energy use and content is one of the few quantifiable aspects of
environmental performance and could therefore be used in materials selection
exercises. However, with increased environmental awareness in all sectors of
industry, environmental data on the effect of material production and processing is
becoming more readily available. Although quantifying the amount of a single
pollutant, for example CO, emitted through production of a material is a complex
task. It is relatively simple when compared to the problems which can arise when
trying to assess the overall environmental effect. The environmental performance
of materials needs to be evaluated during their entire life cycle, encompassing
extraction and processing resources, distribution, use, recycling, and final disposal
[6]. Environmental impact of products is directly influenced by many factors but
environmental properties of the materials make significant contribution such as
energy costs, emissions involved in production and manufacturing phases, and
recyclability. The choice of materials therefore assumes strategic importance, and
requires an extension of the characterization of materials, integrating conventional
characterization aimed at defining physical cum mechanical properties, with a
complete characterization of environmental performance. For the designer to make
an optimal choice of materials, harmonizing performance characteristics and
properties of eco-compatibility, the selection process must take into account a
wide range of factors: constraints of shape and dimension, required performance,
technological and economic constraints associated with manufacturability of
materials, environmental impact of all phases of the life-cycle.

The optimal choice of materials, also in relation to environmental demands,
requires a complete environmental characterization, with particular regard to the
following aspects [7]:

e Environmental impacts associated with production processes (energy costs and
overall impact);

e Environmental impacts associated with end of life phases (recycling or
disposal);

e Suitability for recycling (expressed by the recyclable fraction).
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1.2.3 Sustainable Products

A sustainable product is a product, which will give as little impact on the envi-
ronment as possible during its life cycle. The life cycle in this simple definition
includes extraction of raw materials, production, use and final recycling (or
deposition). The material in the product as well as the material (or element) used
for producing energy is also included here. This definition is in fact not totally
defined according to the amount of impact on the environment or the nature. Hence
the impact cannot be zero, it must be reasonably minimized. This opens up the fact
that there will be similar products, which are more or less sustainable when they
are compared concurrently. The environmental impact can be reduced by mini-
mizing negative environmental impact during various stages of product develop-
ment. The environmental impact during usage and recycling can be measured in
terms of Carbon foot print, Water eutrophication, Air acidification and Total
energy consumption [8].

e Carbon foot print is defined as the total sets of greenhouse gas emissions caused
by an organization or product.

e Water Eutrophication is the ecosystem response to the addition of artificial or
natural substances, such as nitrates and phosphates, through fertilizers or sew-
age, to an aquatic system.

e Air acidification includes acid gases that are released into air or resulting from
the reaction of non-acid components of the emissions taken up by atmospheric
precipitations.

e Total energy consumption is the energy consumed in the process of converting
raw materials into finished products.

The above mentioned parameters need to be controlled to ensure product
sustainability.

1.2.4 Sustainable Processes

The prime orientations of sustainability are product, process and material. In this,
process sustainability gains more importance as it directly contributes the energy
consumption and negative environmental impact. The main factors contributing to
environmental impacts include material and energy consumption during machin-
ing operations. An integrated process covers various parameters such as Process
parameters, Machine type, Machine components (e.g. drives) and surrounding
machine equipment (e.g. filter concept, exhaust system). Manufacturing process
constitute major activity that contributes to the growth of the global economy.
Intensive research work in manufacturing process ensures the improvement in
manufacturing performance. But due to global warming issues, the focus has been
shifted towards the development of environmentally benign process. The
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environmental and health benign process and advanced technologies were devel-
oped for achieving cleaner, healthier, safer and also economic process. During the
manufacturing process electrical energy, compressed air, cutting fluids, and raw
material have to be considered as main inputs. Steps need to be taken to reduce or
eliminate the consumptions of input which are contributing to the environmental
negative impact.

1.2.5 Sustainable Supply Chains

A focus on supply chains is a step towards broader adoption and development of
sustainability, since the supply chain considers the product from initial processing
of raw materials to delivery to the customer. However, sustainability also must
integrate issues and flows that extend beyond the core of supply chain manage-
ment: product design, manufacturing by-products, by-products produced during
product use, product life extension, product end-of-life, and recovery processes at
end-of-life.

1.2.6 Sustainability Assessment

The concept of sustainability, or sustainable development, is clearly the basis of
sustainability assessment. Sustainable development was first described by
Brundtland Commission in 1987. Most of the sustainable assessment models were
developed on the basis of Triple Bottom Line (TBL). The theory of sustainability
assessment as currently expressed in the literature has largely evolved from work
undertaken by practitioners of environmental impact assessment (EIA), and more
recently strategic environmental assessment (SEA), which in turn has been
influenced by policy analysis techniques [9]. The literature reflects a widely held
belief that environmental assessment processes such as EIA and SEA can, and do,
make valuable contributions towards sustainability.

It is important to note at this point that sustainability is a difficult concept to
define in a way that is meaningful and sufficiently practical to allow it to be
operationalized. It has been suggested that the difficulty arises because sustain-
ability is a concept which remain ‘fuzzy’ until applied in a specific context. This
situation is not aided by the fact that many alternative theoretical formulations and
applications of sustainability have been developed [10].

At first, proper performance indicators are selected covering different aspects of
sustainability. Azapagic [11] emphasized that indicators should be quantitative
whenever possible; however, for some aspects of sustainability, qualitative
descriptions may be more appropriate (e.g. societal aspects). Each indicator
selected should be tracked periodically and equipped with symbol and unit of
measurement. The selected indicators are grouped according to main aspects of
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sustainability (economy, environment, and society). Economic group of indicators
concerns the impacts of the organization on the well-being of its stakeholders and
on economic systems at the local, national and global levels. Environmental group
of indicators cover impacts of the company on living and nonliving natural sys-
tems, including ecosystems, land, air and water. Societal group of indicators
reflects the attitude of the company to the treatment of its own employees, sup-
pliers, contractors and customers, and also its impact on society at large [12]. As
sustainability can be classified into three orientations namely material, process and
product, sustainability assessment needs to be done with respect to these three
orientations. Few researchers have done sustainability in case organizations with
respect to above mentioned three orientations. As the nature of assessment remains
fuzzy in nature, fuzzy based techniques namely Multi Grade Fuzzy, weighted
fuzzy approach, Fuzzy inference system and Fuzzy logic based Kano model were
already tested for sustainability assessment [5, 13-15].

1.3 Tools/Techniques of Sustainability

Sustainability is a strategy in the design, development and manufacture of new
products that is extensively acknowledged in principle, while not yet widely
adopted [16]. This subsection discusses tools/techniques majorly available in
design, development and manufacture of new products, based on a paradigm for
sustainable manufacturing.

1.3.1 Design for Environment

The conventional product development approach does not include any environ-
mental aspects in the development process. Environmental requirements are be
introduced to any one of the development stages by applying various tools and
methodologies so as to bridge the gap between product development and envi-
ronmental management. The design stage of product development is often
renowned as a significant stage for determining costs and profitability, also the
potential for infusing environmental characteristics into the product is more.
During the early design stage, the vital factors like materials, process, and energy
source needs to be clearly defined as the environmental impacts of the product for
its entire life cycle is based on these factors. Assimilation of environmental factors
into products design is known as design-for-the-environment (DfE), eco-design,
life-cycle design, sustainable product design (SPD) or design for sustainability
[17]. Design for environment is also defined as a system approach to design that
incorporates environmental, health and safety concerns over the complete product
life cycle. Design for environment principles and guidelines helps design engineers
to create greener products during the early stages of design when life cycle
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analysis is not completely feasible [18]. The eco designer (one designs by con-
sidering the environmental impact) must also be cognizant of changes throughout
the manufacturing sector, especially with respect to the environment, and at the
international level.

Following are the future needs with which the eco designer should design a
product [19],

Products should be designed for reuse.

Better reprocessing technologies must be developed.
Integration of financial and environmental systems.

Reuse/life prediction modeling.

Accounting system for the value in processing/design selection.

Ehrenfeld et al. [20] claims that DfE provides competitive advantages through

Reduction of manufacturing costs;

Reduction of wastes;

Satisfaction of consumers’ environmental demands;
Lightening of regulatory burden;

New sources of revenues and profits;

Creating a culture that encourages change.

1.3.2 Environmentally Conscious Quality Function
Deployment

Sustainable system tries to maximize resources efficiency for the production of
sustained components [21]. Also in the contemporary manufacturing scenario, the
environmental requirements must be treated with equal importance to traditional
product requirements [22]. The reduction of environmental problems for ensuring
clean and green atmosphere is the focus of contemporary manufacturing organi-
zations [23]. Environmentally Conscious Quality Function Deployment (ECQFD)
integrates environmental requirements into QFD methodology and extending it so
as to evaluate improvement concepts [24]. ECQFD consists of four phases. In
Phase I, Voice of Customers (VoC), Voices of the Environment (VoE) and quality
characteristics (QC) for traditional and environmental qualities are correlated,
while QC and components are also correlated in Phase II. Components can be
regarded as function units or part characteristics. The outputs of Phase I and II are
the identification of the QC and components that should be considered. Following
this, the so-called ECQFD team will examine design improvement options for the
product in a semi-quantitative manner in Phases III and IV. To do so, the team
determines a redesign target and those changes are expressed by a combination of
QC and component to be improved. Then, they evaluate the effects of the design
changes on the VoC and VoE using semi-quantitative information represented in
the two correlation matrices in Phases I and II [1]. The main advantage of ECQFD
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is that several technical attributes and environmental concerns can be prioritized so
that product design team can concentrate on their limited resources on critical
issues to develop customer oriented environmentally friendly products.

1.3.3 Life Cycle Assessment

There are two LCA standards created by the International Organization for
Standardization (ISO): ISO 14040 and ISO 14044. Life Cycle Assessment, as
defined by ISO 14040 and ISO 14044, is the compiling and evaluation of the
inputs and outputs and the potential environmental impacts of a product system
during a product’s lifetime.

LCAs are used by a variety of users for a range of purposes. According to ISO
standards LCA, can assist in:

e Identifying opportunities to improve the environmental aspects of products at
various points in their life cycle;

e Decision making in industry, governmental or non-governmental organizations
(e.g. strategic planning, priority setting, product and process design or redesign);

e Selection of relevant indicators of environmental performance, including mea-
surement techniques; and

e Marketing (e.g., an environmental claim, eco-labeling scheme or environmental
product declarations).

Life Cycle Assessment is conducted according to ISO 14040 and 14044 stan-
dards. LCA consist of four steps, namely:

. Goal and Scope Definition
. Inventory Analysis

. Impact Assessment

. Interpretation

B W =

These four steps are described in detail in the following sections.

1.3.3.1 Goal and Scope Definition

According to ISO 14040 standards, the first phase of an LCA is the definition of
the goal and scope. In this step, all general decisions for setting up LCA system are
made. The goal and scope should be defined clearly and consistent with the
intended application. An LCA is an iterative process and this allows redefining the
goal and scope later in the study based on the interpretation of the results.

During the scope definition, the product or process system under study is
characterized, all assumptions are detailed and the methodology used to set up the
product system is defined.
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1.3.3.2 Inventory Analysis

Inventory Analysis is the LCA phase that involves the compilation and quantifi-
cation of inputs and outputs for a given product system throughout its life cycle or
for single processes. The inventory analysis includes data collection and compi-
lation of data in an Life Cycle Inventory (LCI) table.

1.3.3.3 Life Cycle Impact Assessment

Life Cycle Impact Assessment (LCIA) identifies and evaluates the amount and
significance of the potential environmental impacts arising from the LCI. The
inputs and outputs are first assigned to impact categories and their potential
impacts are quantified according to characterization factors.

1.3.3.4 Interpretation

In the interpretation phase, the results are checked and evaluated to see that they
are consistent with the goal and scope definition and that the study is complete.

1.3.3.5 Use of LCA

Large companies use LCA as a way of identifying environmental hot spots and to
develop and advertise their environmental management strategies. LCA studies are
often conducted by industry associations and environmental concepts and tools
research. Governmental departments around the world are active promoters of
LCA. Government use LCA for data collection and developing more effective
environmental policies related to materials and products. There are many uni-
versities researching and developing LCA methodology and data. Software
packages for conducting LCA studies are available namely GaBi5, Eco-Invent,
Simapro etc.

1.3.4 Environmental Impact Assessment

The International Association for Impact Assessment (IAIA) defines an environ-
mental impact assessment as “the process of identifying, predicting, evaluating
and mitigating the biophysical, social, and other relevant effects of development
proposals prior to major decisions being taken and commitments made” [25]. EIA
is often regarded as a synonym for a local, point-source oriented evaluation of
environmental impacts, which takes into account time-related aspects, specific
geographic situation, and existing background pressure on the environment. Thus
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EIA is a procedure that has to support decision making with regard to environ-
mental aspects of a much broader range of activities. The effects of a project on the
environment must be assessed in order to take account of concerns to protect
human health, to contribute by means of a better environment to the quality of life,
to ensure maintenance of the diversity of species and to maintain the reproductive
capacity of the ecosystem as a basic resource for life.

1.4 Recent Advancements and Research Issues
in Sustainability

The advancement and research issues on sustainability in modern scenario are
presented in the following subsections.

1.4.1 Recent Advancements in Sustainability

The performance indicators for sustainability include Financial health, Economic
performance, Potential financial benefits, Trading opportunities, Air resources,
Water resources, Land resources, Mineral and energy resources, Internal human
resources, External population, Stake holder participation, Macro social perfor-
mance, Market potential, End of life (EoL) disposal policy and Customer orien-
tation. Several new indicators are also under development by the researchers. The
assessment of sustainability was done using approaches namely multi grade fuzzy,
fuzzy logic, neural networks, expert systems, grey relational approaches, fuzzy
multi attribute decision making (MADM) approaches and several outranking and
compromising multi criteria decision making (MCDM) methods. The assessment
was done from environment, economy, society and business perspectives. The
selection process in the context of sustainability is a MADM problem involving
several attributes. Applications include concept selection, supplier selection, EoL
alternative selection, design selection and alternate material selection. Sustainable
material selection considers the environmental impacts associated with the
materials and type of manufacturing process employed. Sustainable material
selection enhances the product life and provides better EoL options.

1.4.2 Challenges in Sustainability Research

The contemporary manufacturing enterprises are facing the challenges towards
developing eco friendly products. The development of performance indicators for
sustainability is challenging as the developed indicators must reflect the exact
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measurement of entities. Sustainability assessment is a complex yet a challenging
task as the approach must address environment, economy, society and business
aspects. Decision making in the context of sustainability has diversified applica-
tions starting from material selection, product development, process alternatives,
supply chain practices, technology selection, EoL disposal policy selection etc.,.
The effectiveness of the decision making process in the viewpoint of sustainability
depends on the selection of appropriate criteria, analysis of interdependency
between them and choice of appropriate MADM method. LCA of manufacturing
processes gains much importance to assess the environmental impacts associated
with them.

1.4.3 Research Centres Involved in Sustainability Research

As the research studies on sustainable development expands, number of research
centres have grown up around the world. Environmental Sustainability Research
Centre (ESRC) concentrates on innovative and interdisciplinary research con-
cerning the environment, sustainability and social-ecological resilience. Sustain-
able Europe Research Institute (SERI) supports decision makers in the areas of
sustainable development with information relevant to their goals within the
framework of national, regional and European sustainable policies. International
Research Institute in Sustainability (IRIS) is known for its state of art research and
for participatory research methodologies which support change for sustainability.
IRIS focuses on people’s responses to sustainability. Science and Technology can
assist in defining problems and identifying solutions but ultimately changes
towards sustainability are dependent on people’s decisions, choices and actions.
Institute for Sustainability Solutions Research (ISSR) mainly focuses on solutions-
based research and outreach in sustainability, involving students wherever possi-
ble, through their studies and most especially through involvement in opportunities
in social and sustainable enterprise. Centre for Sustainable Manufacturing and
Reuse/Recycling Technologies (SMART), Loughborough University. United
Kingdom focuses on advanced technologies related to sustainable manufacture and
to promote effective end-of-life product retirement strategies in the wake of
European legislation and Corporate Social Responsibility. Centre for Sustainable
Development in Cambridge University Engineering operates on a multi-disci-
plinary approach to focus on the context and complexity in which engineering
products and services are delivered. Centre for Sustainable Technologies (CST),
Indian Institute of Science (IISC), Bangalore, India focuses on inter-disciplinary
research and technology development centre for providing sustainable solutions,
primarily dealing with energy, buildings and environment. CST focuses on pro-
moting sustainable technologies tailored to suit local conditions of resource
availability and habitation. Innovation, Design Study and Sustainability Labora-
tory (IDeaS Lab) under Centre for Product Design and Manufacturing (CPDM)
located at Indian Institute of Science (IISC), Bangalore, India has pioneered
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research in the areas of design creativity, design methodology, sustainability,
collaborative innovation, knowledge and life cycle management, and design
research methodology.

1.4.4 Sustainability in Mechanical Engineering Education

The meaning of sustainable development needs to be discussed well to understand
its significance in contemporary scenario. The concept of TBL needs under-
standing from profitability, people and planet perspectives. Tools/Techniques of
sustainability require in-depth understating among the students. Vital tools/tech-
niques include Environmentally Conscious Quality Function Deployment (EC-
QFD), Life Cycle Analysis (LCA), Design for Environment (DfE), Design for
disassembly, R3 (Reuse, Recycle and Reduce), R6 (Reuse, Recycle, Recondition,
Recovery, Reduce and Repair) cycles etc. Environment Impact Assessment (EIA)
methods such as Institute of Environmental Sciences, University of Leiden (CML),
Eco Indicator (EI) deserves proper attention from the viewpoint of theory and
selection criteria. Various EoL disposal methods such as R6 require proper
understanding so as to select the best alternative. Industrial applications of sus-
tainability and Corporate Social Responsibility issues also need to be highlighted
in Mechanical Engineering Curriculum.

1.5 Conclusions

Efforts are required to improve curriculum to suit the engineering education for
sustainable development. The modern mechanical engineers are required to focus
on sustainable solutions to enable positive impact for the benefit of society. In this
context, this chapter provides the insights on sustainable development from the
perspective of sustainability orientations, Sustainability pillars, sustainable con-
cepts, tools/techniques of sustainability. The challenges faced from Sustainability
viewpoint, recent advancements, research centers involvement in sustainability
research is also being highlighted. The principles being discussed in this chapter
will provide a transition in mechanical engineering education to suit sustainable
development.
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Chapter 2
Application of Solar Distillation Systems
with Phase Change Material Storage

S. K. Shukla

Abstract This chapter presents the analysis of a solar distillation system with phase
change material storage system. There is always a scarcity of clean and pure
drinking water in many developing countries. Water from various sources is often
brackish (i.e. contain dissolved salts) and/or contains harmful bacteria and therefore,
cannot be used for drinking purpose. In addition, there are many coastal areas where
seawater is abundant but potable water is not available in sufficient quantity. Apart
from drinking purpose, pure water is also useful for health and industrial purposes
such as hospitals, schools and batteries etc. Many parts of India, particularly, rural
areas, coastal areas and many urban areas too, have a major drinking water problem.
Sufficient drinking water, at accepted purity level, is just not available.

2.1 Introduction

Contaminated drinking water is one of the reasons of major health hazards
responsible for almost 90 % of the health problems in rural areas. Women and
children are mostly affected because they are quite vulnerable to water borne
diseases. Generally, women are responsible for fulfilling the requirement of water
in their household and thus, spend their large chunk of time for procuring the
same. Out of 40-50 litres per capita per day (Ipcd) of water requirement for
domestic consumption, only 2 Ipcd is the drinking water. A total amount of
5-10 Ipcd water is needed for drinking and cooking purposes and thus, it is only
this quantity of water that needs to meet the stringent quality standards of pota-
bility prescribed by W.H.O. or other similar agencies, whereas the remaining
amount of water needed for washing and cleaning can be of intermediate quality.
Intensive use of chemical fertilizers in agriculture and enhanced Industrial
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activities cause the natural and inorganic pollutants to leach down to underground
sub surface water and hence, the drawing of water through Hand-Pumps may not
remain safe for drinking purpose. Keeping in view the poor paying capacity of
people, water supply to remote areas through pipeline could be uneconomical and
moreover, it also encourages wasteful use of high quality water in washing,
cleaning and toiletries. Therefore, for economical and sustainable water manage-
ment system, it is important to supply water at appropriate level of quality, which
is suitable enough for the kind of use for which it is meant [29-33].

Water and energy are two inseparable items that govern our lives and promote
civilization. Looking into the history of mankind one finds that water and civili-
zation were also two inseparable entities. It is not a coincidence that all great
civilizations were developed and flourished near large bodies of water. Rivers,
seas, oases and oceans have attracted mankind to their coasts because water is the
source of life. The transportation of drinking water from far-off regions is usually
not economically feasible/desirable, desalination of available brackish water has
been considered as an alternative approach. Conventional desalination processes
based on distillation involve phase change. These are multistage flash distillation
(MSF), multieffect distillation (MED) and vapor compression (VC), which could
be thermal VC or mechanical VC. MSF and MED processes consist of a set of
stages at successfully decreasing temperature and pressure. MSF process is based
on the generation of vapors from seawater or brine due to a sudden pressure
reduction when seawater enters to an evacuated chamber. The process is repeated
stage by stage at successively decreasing pressure. This process requires an
external steam supply, normally at temperature around 100 °C. The maximum
temperature is limited by the salt concentration to avoid scaling and this maximum
limits the performance of the process. On MED, vapors are generated due to the
absorption of thermal energy by the seawater. The steam generated in one stage or
effect is able to heat the salt solution in the next stage because next stage is at
lower temperature and pressure. The performance of the process is proportional to
stages or effects. MED plants normally use an external steam supply at tempera-
ture about 70 °C. On TVC and MVC, after initial vapor is generated from the
saline solution, this vapor is thermally or mechanically compressed to generate
additional production. On the other hand the membrane processes such as reverse
osmosis (RO) and electro-dialysis (ED) do not involve phase change. The first one
require electricity or shaft power to drive the pump that increase the pressure of
saline solution to that required. This required pressure depends on the salt con-
centration of the resource of saline solution, which is normally around 70 bar for
sea water desalination. Both of them RO and ED (membrane processes) are used
for brackish water desalination whereas distillation is applicable to the entire range
of salinities up to seawater. In fact it is the only process, which removes with
certainty any organisms (bacteria, viruses and also pyrogens) contained in feed
water. Theoretically distillation is capable of removing all non-volatile matter. In
practice, however, some carryover of dissolved and colloidal matter into the dis-
tillate may take place. End product purity expressed in specific conductivity is
between 4.0 and 0.066 pg/cm at 25 °C, depending upon the technique used.
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Since the cost of heat plays a decisive role in various distillation processes, viz.,
single stage, multistage distillation, flash distillation and vapor compression dis-
tillation; it seems advantageous to harness the heat of the sun for this purpose.
Over a period of 100 years several types of solar stills have been designed and
tested. There has been a significant progress in the field of solar distillation during
the past four decades, perhaps, due to the general increase of interest in solar
energy utilization. Because of cost free energy and low operating cost, as there are
no moving parts involved in these systems, the solar distillation shows a com-
fortable economic advantage over other seawater distillation processes. Further,
solar distillation requires simple technology and less maintenance so that it can be
used at any rural place. Thus, in order to capture this very advantage of distillation
process, cost effective Solar Stills have been designed and developed. And they
have proved their performance and cost effectiveness.

When drying foods, the key is to remove moisture as quickly as possible at a
temperature that does not seriously affect the flavor, texture and color of the food
[1]. If the temperature is too low in the beginning, microorganisms may grow
before the food is adequately dried. If the temperature is too high and the humidity
is too low, the food may harden on the surface. This makes it more difficult for
moisture to escape and the food does not dry properly. Although drying is a
relatively simple method of food preservation, the procedure is not exact.

For the preservation of these agricultural products, the convective hot air drying
using fossil fuels/grid-electricity is the most common technique employed in
commercial dryers around the globe. However, due to unreliable or too expensive
for the farmer to utilize them, more emphasis is being paid to solar energy as an
alternative source for such applications [2]. In addition, it has tremendous potential
especially in several regions of the world, where this source is abundantly avail-
able. In past four decades, various types of solar dryers have been designed,
developed and tested with the aim of achieving faster drying of food product at a
minimum cost. Ekechukwu and Norton [3] presented a comprehensive review on
design, construction and operation of different types of solar dryers. However, all
these dryers can be broadly grouped into three major types as direct, indirect and
mixed mode, depending on arrangement of system components and mode of solar
heat utilization [4]. The operation of these dryers is primarily based on the prin-
ciple of natural or forced air circulation mode. In many rural regions of developing
countries, the farmers have been preferably adopting natural convection over
forced mode operated dryer, since it is inexpensive to construct and easy to operate
without the need of grid connected electricity and supplies of other non-renewable
sources of energy. In addition, natural convection cabinet dryer of direct type has
been popular among farmers especially in India because of its ability for drying
10-15 kg fruits and vegetables at household level [5, 6]. Selection of solar dryer
for a particular food product is primarily governed by quality requirements and
economic factors. The common practice in predicting performance of solar energy
system is to solve a set of several inter-related steady state heat balance equations
representing various components [7-9].
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Fig. 2.1 Classifications of solar stills

2.1.1 Solar Distillation

Solar distillation uses the heat of the sun directly in a simple piece of equipment to
purify water. The equipment, commonly called a solar still, consists primarily of a
shallow basin with a transparent glass cover. The sun heats the water in the basin,
causing evaporation. Moisture rises, condenses on the cover and runs down into a
collection trough, leaving behind the salts, minerals, and most other impurities,
including germs. Although it can be rather expensive to build a solar still that is
both effective and long-lasting, it can produce purified water at a reasonable cost if
it is built, operated, and maintained properly. The classification of solar distillation
process is given in Fig. 2.1.

2.1.2 Basin Type Solar Still

A basin type solar still is a simple device for obtaining potable water from con-
taminated or saline water using solar energy. Such a solar still is shown in Fig. 2.2.
It consists of a blackened tray containing saline water, covered with a sloping glass
roof. The collection troughs are attached at the lower edges of the glass covers.
The water condenses on the inner surface of the glass cover, flows into the col-
lection troughs due to gravity. The pure water is removed as product.

The main energy flows in the basin type solar still have been shown in the flow
chart Fig. 2.3. Solar energy, which is transmitted by the glass cover and absorbed
by the water and the blackened tray, heats the water in the basin. This absorbed
energy conducted through the haze; radiated, or convected to the glass cover, or is
carried by evaporation of water to the glass cover. The cover is substantially
transparent to solar radiation and opaque to infrared radiation and serves as a
condenser for the saturated vapour within the still. The glass cover transfers heat to
the surroundings; by radiation to the sky and by convection to the ambient air.
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The basin type solar stills have been covered in the textbooks [9, 10]. The
constructional and operational features of still have been described in the technical
literature [9-20]. These features of the still are summarized by Dunkle [15]. A
basin type solar still may be erected directly on dry ground, or well insulated at the
bottom by a suitable insulating material. To cut down heat losses from sides and
edges suitable insulation may be provided around the basin. However, it has been
pointed out that the heat losses to the ground are small in case of larger basins even
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when uninsulated [10, 14, 15]. Cooper [16] has explained that for large stills most
of the heat conducted into the ground during the day is conducted back during the
night. Malik et al. [10] have carried out a periodic heat transfer analysis and
concluded that ground and edge losses are only 2 % of the incident energy.

2.1.3 Efficiency of the Still

If O, (in Joules/m? day) is the amount of solar energy incident on the glass cover of
a still and Q. (in Joules/m? day) is the energy utilised in vaporizing water in the
still, then the daily output of distilled water M, (in kg/m* day) is given by

o
T

where [/ (in Joules/kg) is the latent heat of vaporization of water. The efficiency of

M, (2.1)

the still is given by % An ideal still is considered to be a still with zero conductive

heat losses and with zero heat capacities of water, glass and insulation. Cooper
[16] has shown that efficiency of such a still as high as 60 % for high values of
solar insolation.

2.1.4 The Basic Heat Transfer Modes in a Solar Still

The physics of solar stills is mainly a superposition of heat and mass transfer by
molecular diffusion and buoyant convection and of radiative heat exchange
between the surrounding surfaces. The latter is practically independent from the
foregoing two, but these are very complex processes, whose components must not
be investigated separately.

The operation of a solar still is governed by various heat transfer modes, con-
vection and radiation being the prominent ones. Free convection accompanied by
evaporative mass transfer and radiation are modes of heat transfer between the water
surface and the glass cover inside the still. The coefficient of heat transfer is cor-
porated in Nusselt number which is related to the Grashof and Prandtl numbers as,

N, = £(G,.P,)

~ hewx
ok

N,

— P2 fAT 2.2
G, =x".p;.8.B.AT / iy (2.2)
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In the case of a still x, the characteristic dimension of the system is the distance
between the surface of water and the glass cover.

The steady state performance of a basin type solar still can be predicted fol-
lowing the solar energy textbooks (Malik et al. [10] Duffie and Beckman, [9]). The
textbooks have recommended Dunkle’s [15] heat transfer model which has been in
the technical literature for some time. This heat transfer model is described below.
The basic heat transfers in a still can be grouped into two categories:

(a) Inner heat transfer (between the water surface and the glass cover):

The basic heat transfer modes between the water surface and the glass cover are
convection, radiation and evaporation. The radiative, convective, and evaporative
heat transfer coefficient between water surface and glass cover (Dunkle [15]) are
given below assuming water surface and glass cover as two infinite parallel plates.

(i) The radiative heat transfer coefficient,

o|(T +273)'~ (T, +273)']
(i) -7
and rate of heat transfer by radiation is expressed as

Qrw = hrw (Tw - Tg)

hpw =

(i) The heat transfer between the water surface and glass cover is by free
convection. The convective heat transfer coefficient,

(P, — P,)(T,, +273)] "/
(268.9 x 10° — p,,)

hew = 0.884| (T — T,) + (2.4)

and rate of convective heat transfer is expressed as

ch = hcw(Tw - Tg)

Dunkle [15] made use of the relation between Nusselt number and Grashof
number for turbulent convection in a horizontal enclosed air space. The buoyancy
term in Grashof number is modified by the density effect due to composition (due
to evaporation) as well as temperature based in part on experiments with the
evaporation of water into quiescent air [19]. Malik et al. [10] have explained the
mathematical development. The correlation assumes that the air is saturated with
water vapour at the temperature of water in the basin and at the temperature of
glass cover.
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(iii)) The evaporative heat transfer coefficient,

L 915 10" 7 e, (Pyy — Pyg)hy
(Tw - Tg)

(2.5)

is based on the relation between mass transfer and heat transfer, assuming a Lewis
number 1.0.

(b) Outer heat transfer (between the glass cover and the environment):
(i) The radiative heat transfer coefficient between glass cover and the “sky”
(atmosphere) is given by,

ey = 02y (T2 4+ T2) (T, + T, (2.6)

where T is the apparent (effective) temperature of the atmosphere which acts as
the sink for radiative heat transfer.

(i) Bottom and Edge Heat Transfer

The heat is also transferred or loss from water in ambient through the insulation
and subsequently convection/radiation of the bottom or side surface of the box.
Hence the bottom loss can be written as

1 1 1
+—t

Up= |o— —
b Kl/L hcb + hrb hw

(2.7)

where L;, K;, h,p, hep and h,, are thickness, thermal conductivity of the insulation,
radiative and convective heat transfer coefficients from bottom to ambient and the
convective heat transfer coefficient between basin liner of the still and the water.
However last two terms in the above expression do not contribute significantly and
the heat loss can be considered only through conduction from bottom,

U, =Ky (2.8)
Similarly edge loss is also mainly by conduction through the insulation and can
be written as

Up.Ae
U, = 2.
" 29)

where Ay, A, are bottom and edge areas of the still.

(iii) The convective heat transfer coefficient due to wind,
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For calculating the convection losses from the glass cover to the ambient air,
wind heat transfer coefficient, may be expressed as a linear function of wind
velocity [9]. However, as pointed out by Shukla et al. [12, 13] the heat transfer
coefficient in natural environment can be larger by a factor of two or three.

2.2 Design of Solar Stills with Phase Change Material
Storage

2.2.1 Conventional Solar Stills

A schematic diagram and photograph of the solar still is given in Fig. 2.4., installed
at Renewable Energy Laboratory, Indian Institute of Technology, Banaras Hindu
University, Varanasi, India. The basin is fabricated from black painted 2 mm thick
mild steel having an area of 1 m? each. A vertical gap beneath the horizontal portion
of the basin liner is provided to upload and/or unload the PCM through a PVC pipe
which takes care of the volumetric expansion of the melting PCM as well. The
operational and melting temperature of PCM, in fact, governs the applicability of
different types of PCMs. The myristic acid relates to the class of fatty acids that
have superior properties, such as, melting congruency, better chemical stability
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non-toxicity and better thermal reliability over many other PCM [17-19] Schematic
diagram and photograph of the conventional single slope solar still are shown in
Fig. 2.4a, b, respectively.

2.2.2 Solar Still with Phase Change Material (Myristic Acid)
Storage

A photograph and a schematic diagram of the single slope solar still with phase
change material (PCM) as a storage medium, is given in Fig. 2.5. The basin,
fabricated from a black painted mild steel sheet of thickness 2 mm, has an area of
1 m? each.

A vertical gap (0.05 m) beneath the horizontal portion of the basin liner is
provided to upload and/or unload the PCM through a pipe which takes care of the
volumetric expansion of the melting PCM as well. The operational and melting
temperature of PCM, in fact, governs the applicability of different types of phase
change materials. The bottom and sides of the basin are insulated by 5 cm thick
layer of rock wool contained in an aluminium tray. The top cover of the still is
made up of 4 mm thick window glass which inclines at an angle of 25° with
horizontal, and has an average transmissivity (tr) of value 0.88. A U-shaped
channel is used to collect the condensate from the lower edge of glass cover and
carry it to storage. A temperature scanner (Altop Industries Itd, Sn.1005164, model
ADT 5003) with resolution 0.1 °C and HTC DT-8811Infrared thermometer range:
—20 to 450 °C Spectral response: 614 pm CE ASCO products had been used to
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record the temperature with k-type thermocouples in solar stills. The solar radi-
ation was measured by using the daystar meter Watts/m> ASCO products, the wind
speed was observed by HTC Instruments AVM-07 Anemometer vane probe CE.

2.2.3 Energy and Exergy in a Solar Still with PCM

The energy and exergy of solar still with PCM are:
The energy and exergy of solar still with PCM are:
The energy efficiency of the solar still is:

mewy = Zwﬁ mewy, (2.10)

mewy?

=————>——*100 2.11
Nen_n Ab Z I(t)*3600 * % ( )

mewyy

— I 100 2.12
Ten_d = 3,1(0) #3600 07 (212)

The exergy balance of solar still with PCM is

> EXiw =Y EX— > Exou+ » W (2.13)

The exergy input is represent the exergy from sun

4 (T,+273.15\ 1 (T,+273.15\"
Exiy = Ap % I(t |l -+ | o =% | 2.14
D Exin = Ay x ()*< 3*<Ts+273.15>+3*(Ts+273.15>) (2.14)
The last term is the exergy of mechanical work. This term is negligible because
no work in solar still.

> w=o0 (2.15)
The exergy output or energy useful is due to evaporation heat transfer.

> Exou = EXues = Y Exe (2.16)

The exergy lost in solar still water is given by

T, +273.15
E = Tw — T l———— 2.1
Z Xiosr = mw x Cw x (Tw — Ta) ( (Tw+273‘15)) (2.17)

The second law efficiency as follows:

Nex = EXoupur/ EXin = 1 — EXjo/ Exiy (2.18)
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2.2.4 Selection of Phase Change Material

The measurement of PCM was done in Netzsch Technologies India Pvt Ltd,
Chennai, India by using the deferential scanning calorimetry (DSC) technique. The
measurements were carried out under the following conditions for the evaluation
of melting and heat of fusion as shown in Fig. 2.6:

e Temperature range: 0—80 °C.
e Heating rate: 10 K/min.
e Atmosphere: Static Air.

The measurements conditions of heat capacity of Myristic acid are as follows as
shown in Fig. 2.7:

e Temperature range: 0—80 °C.
e Heating rate: 10 K/min.
e Atmosphere: Nitrogen.

The measurements were repeated to check the reproducibility of the results.
Therefore, myristic acid, a bye product of milk, has been used as a latent heat storage
material due its low cost and easy availability. Table 2.1 summarizes the thermo-
physical properties of myristic acid used in the experiment [19-23] (Table 2.2).
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Table 2.1 Thermo-physical properties of Myristic acid

S. No Properties Value
1. Melting point 50-54 [°C]
2. Latent heat of fusion 177 [kJ kg_l]
3. Thermal conductivity 0.25 [22] [Wm™' °C™!]
4 Specific heat
Solid at 35 °C 1700 [Jkg=' °Cc™
Liquid at 55 °C 2040 [Jkg~' °Cc™!
5. Density
Solid 990 [kgm™?]
Liquid 861 [kgm™>]

Table 2.2 Design parameters of solar still with and without PCM

S. No Parameter Values, units

1. Ay 1 [m’]

2. A, 1.1 [m?]

3. o 0.95

4. % 0.05

5. Oy 0.05

6. R, 0.05

7. h2 57 +3.8v, [Wm™'°C™]
8. K, 0.035 [Wm™2 °C™"]
9. L, 0.004 [m]

10. R. 0.05

11. & 0.95

12. Ew 0.95

13. my, 30-50 [kg]

14. Mpem 10-30 [kg]

15. Lins 0.05 [m]

16. L, 0.002 [m]

17. K, 43 [Wm™2°C™!]

2.3 Case Study of a New Design

Schematic diagram and photograph of the new design single slope solar still are
shown in Fig. 2.8a, b respectively. The new design solar still and conventional
solar still were designed based on the optimum inclination through the year for
Varanasi city in India. The major components of this solar distillation system were
evaporator, condenser and PCM chamber units. The two sides and back walls are
covered with aluminium sheet plate, so these walls serve as the internal reflectors.
This solar still forms three basins with saline water. Basin 1 was in the evaporator
unit while basins 2 and 3 were stacked inside the condenser unit to recover heat
from the first effect (Fig. 2a). Basin 1 of (1 x 1 m) of the test still (AR = 1) was
constructed from mild steel sheet (0.002 m thick), painted black on the inner
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Fig. 2.8 a Schematic diagram of new design solar still. b Photograph of a new design solar still

Table 2.3 Thermo-physical properties of Lauric acid

S. No Properties Value

1. Melting point 40-43.9 °C

2. Latent heat of fusion 180 kl/kg

3. Thermal conductivity 0.16 Wm™' °C~!

4 Specific heat
Solid at 25 °C 2.1 klkg~' eCc™!
Liquid at 44 °C 3 kJkg=! °C™!

5. Density
Solid 1007 kg/m*
Liquid 862 kg/m’

surface to optimize absorption of solar radiation. Basin liners 2 and 3 were made
from iron sheet (0.0015 m thick) but they were not painted to reduce resistance to
heat conduction. Basin 2 includes stepped basin with 5 steps, with area of 0.3 m?.
While basin 3 was inclined at 12° to enable distillate flow downward into the
collection channels. The fins were added in basin 1 of NDSS to decrease the
preheating time required for evaporating the still basin water. While using fins in
the solar still, the area of the absorber plate increased. Hence, absorber plate
temperature and saline water temperature increased. As the temperature difference
between water and glass increases, productivity increased. In this work, five cir-
cular fins with height and diameter 35, 155 mm, respectively were used. Slender
shaped fins were welded on the upper of PCM’s chamber. The operational and
melting temperature of PCM, in fact, governs the applicability of different types of
phase change materials. The lauric acid relates to the class of fatty acids that have
superior properties such as melting congruency, good chemical stability and non-
toxicity, good thermal reliability over many other PCMs [39, 40]. The Table 2.3
shows thermo-physical properties of Lauric acid. A temperature scanner (Altop
Industries Itd, Sn.1005164, model ADT 5003) with resolution 0.1 °C has been
used to record the temperature with k-type thermocouples in both system for
different location. The solar radiation passes through the glass cover to heat saline
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Fig. 2.9 Daily variation of ambient temperature and solar intensity

water in basin 1 (first effect). Then, vapour from the first effect flows upward and
condenses when it gets into contact with the inner side of the glass cover at lower
temperature while part of the vapour flows into the condensing chamber to heat
water in basin 2 (second effect) and basin 3 (third effect). The transfer of water
vapour from the still to the condenser could be done through one or more of the
following mass transfer modes: diffusion, purging, and natural circulation.

2.4 Result and Discussion

An experimental study during 5th June 2012—18th June 2012 days were carried out
to compare the thermal performance of NDSS and CSS. The mass water 10, 15, 20
and 30 kg are used for basinl. The mass water of basin 2 and basin 3 is 4.3 and
7.4 kg respectively. The mass of PCM is varies between 10 to 30 kg for NDSS.
The mass water 10, 15, 20 and 30 kg are used for the CSS. Figure 2.9 shows the
solar intensity and the hourly yield produced on 9th June 2012.

2.4.1 Temperature of System Components

Figure 2.10 shows the variation of the observed temperature of glass cover (Ty.),
saline water (Typ1), condenser cover (Teo npss), glass cover (Tqc css), saline water
(Tyw.css) on a 9th June 2012. It is observed that the values of T, for the CSS
(Tgc,css) are higher than those of the NDSS (Tg npss) from about 10:00 to
18:00 h, with maximum values of Ty css =57 °C and Ty npss = 50 °C.
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Fig. 2.10 Variation of experimental temperature of saline water in basinl of CSS and NDSS on
9th June 2012

In addition, the temperature of water in basin for the CSS (T, css) is higher than
that of the NDSS (Tybinpss) from about 8:00 to 13:00 h. But after that the
temperature of water in basin for the CSS (T, css) is lower than that of the NDSS
(Twb1 nDss)- It should be mentioned that part of the heat from the evaporator basin
flows into the condenser chamber by purging, diffusion and circulation which
would tend to lower the glazing temperature of the NDSS [24, 25].

2.4.2 Sunny and Entirely Cloudy Day

An experimental study in sunny and partially cloudy 8th June 2012 and entirely
cloudy 7th June 2012 days were carried out to compare the thermal performance
of NDSS and CSS. Figure 2.11a, b illustrates the daily productivity of NDSS and
CSS in typical sunny and cloudy days, respectively. The mass water of CSS is
20 kg, but for NDSS water masses are 20, 4.3 and 7.4 kg for basinl, basin2 and
basin3 respectively.

Figure 2.11a indicates that hourly productivity in NDSS at morning is higher
because NDSS has more area of water surface evaporation. But when the height of
solar radiation about 9—11am the CSS is reading are higher than NDSS because,
some of the absorbed solar energy is used to increase the PCM temperature and the
solid fins of basin1, the absorber temperature is higher than the PCM and this trend
is inverted in the low solar radiation intensity. It is clear from Fig. 5a, b that the
hourly productivity at night is significant for NDSS because of using the stored
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energy. Total productivity for NDSS and CSS is 5710 and 4295 ml/m* day for
sunny day (8th June 2012) and 1675 and 1095 ml/m* day for entirely cloudy day
(7th June 2012), respectively. It is also observed that there is a significant dif-
ference in the total productivity for the sunny day and entirely cloudy day.

2.4.3 Daytime Productivity

Figures 2.12, 2.13, 2.14 and 2.15 reveals the variation of the daytime productivity
with variation the mass of the mass of water 10, 15, 20 and 30 kg for basinl in the
NDSS and for the basin of CSS with 10 kg of PCM. The daytime productivity of
CSS is higher than NDSS with 10 kg of water (see Fig. 2.12). The reason of this
higher readings of CSS is because the little mass of water (2 cm depth of basin
water), thus water immediately is heated and evaporated. But with NDSS the
system is gradually heated; part of vapour will circulate inside the integrated
condenser. These higher readings of CSS get reduced with mass of 15, 20 and
30 kg, see Figs. 2.12, 2.13 and 2.14. Figure 2.15 shows higher performance of
NDSS. Furthermore NDSS yields better results in all figures after 2 pm.
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2.4.4 Variation of Daytime Productivity with Altered Mass
of PCM

Figures 2.16, 2.17 and 2.18 present variations of the daytime productivities with
My, for different masses of basinl water m,, ;,; for NDSS. Assessment of Figures
indicated that daytime productivity increases with time. Also the productivity of
NDSS of myem = 10 kg with my, ,; = 20 kg is higher value as shown in figures.
The reason may be that when the mass of PCM increases, the energy absorbed
from basin liner by the PCM increases. Another reason may be the diffusion,
purging and circulation inside the integrated condenser increase the convection,
evaporating and condensation of vapor water, with the help of the cooler tem-
perature of integrated condenser. The low glass temperature will increase the
condensation of water vapor.

2.4.5 Variation of Productivity on Night with Altered Mass
of PCM

The key point of using PCM is to increase the productivity at night. Figure 2.19
depicts the influence of adding mass of PCM on the productivity during night time;
Productivity increases with the increase of the mass of PCM.

The fluctuation in curves is because the difference in the solar radiation and the
cloudy day. Table 2.4 depicts the productivity of 10, 20 and 30 kg of PCMM with
20 kg of water. The difference in productivity for 30 kg PCM with 10 kg PCM is
nearly 193 ml/m” kg. This value if we compared with the daytime productivity of
NDSS that has 20 kg of basinl water with 10 kg of PCM. But the daytime pro-
ductivity of NDSS that has 20 kg of basinl water with 10 kg of PCM is greater
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Fig. 2.16 Variation of
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Fig. 2.17 Variation of
daytime productivity of
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Fig. 2.18 Variation of
daytime productivity of
NDSS for my,e, = 10, 20 and
30 kg with my, = 20 kg
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Table 2.4 The daytime and on night productivity of NDSS of 10, 20 and 30 kg of PCM with
20 kg of water

Mass of PCM kg Mass of water kg Productivity on night, Daytime productivity on

kg/m2 day kg/m2 day
10 20 887 4.823
20 20 980 3.132
30 20 1,080 2.484

2.339 kg/m* day compared with 20 kg of basinl water with 30 kg of PCM. Thus
10 kg of PCM is suitable for storage system. However the price of 30 kg of PCM
is costly if compared with 10 kg of PCM.

2.4.6 Variation of Daily Productivity with Altered Mass
of PCM

The daily productivity is represented in Figs. 2.20, 2.21 and 2.22. It is clear that
the highest productivity within 20 kg of water basinl with 10 kg of PCM fee
Fig. 2.16.

In order to have a comparison, amounts of total productivity of the designed
stills and other still configurations are provided in Table 2.5.

2.5 Statistical Analysis

The productivity of NDSS was optimized using response surface methodology
(RSM) provided by STATISTICA 8 software. A standard RSM design tool known
as Central Composite Design (CCD) was applied to study the parameters affecting
the performance of NDSS. The central composite experimental design (CCD) is a
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Table 2.5 Comparison between total productivity of the designed still and other still

configurations

Still type Date Productivity (kg/m* day)
Designed NDSS (present work) 08/06/2012 5.71

Designed still with LHTESS [26] 23/05/2009 4.85

Designed still with a separate condenser [26] 2009 4.59

Inclined type with black fleece [12] May, 2004 2.995

Basin type only [27] 16/08/2006 1.88

Basin type with sponge [27] 13/08/2006 2.26

Basin type with wick [27] 06/04/2006 4.07

Basin type with fin [27] 28/08/2006 2.81

Table 2.6 Independent variables and levels used for experimental design

Independent variables Codes  Variable levels

-1 0 +1
Temperature difference between water and glass cover (°C) X, 6 13 20
Ambient temperature (°C) X5 20 35 50
Solar radiation W/m?> X3 260 630 1,000

suitable design for sequential experiments to obtain appropriate information for
testing lack of fit (Table 2.6).

2.5.1 Optimization of Parameters

The response surface methodology was used for the optimization of parameters.
Among the models that can be fitted to the response (linear, two factor interaction
(2FI) and quadratic polynomial), the quadratic model was selected as it is the best
model due to its highest order polynomial with significance of additional terms.
The model equation based on the coded values (X;, X, and X3 as temperature
difference between water and glass cover, ambient temperature and solar radiation
respectively) for the productivity of NDSS was expressed by Equation below.

Y = 378.97 + 84.99X; — 50.65X] + 38.7X> — 31.9X; + 171.1X5 — 18.7X3
— 6.8X1X, + 30.6X1X3

The result of statistical analysis of variance (ANOVA) was carried out to
determine the significance and fitness of the quadratic model as well as the effect
of significant individual terms and their interaction on the chosen responses. The
p value (probability of error value) is used as a tool to check the significance of
each regression coefficient, which also indicates the interaction effect of each cross
product. The smaller the p-value, the bigger is the significance of the corre-
sponding coefficient [28] In the case of model terms, the p-values less than 0.05
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indicated that the particular model term was statistically significant. From the
ANOVA results, the main model terms suggested that variables with significant
influence on productivity of NDSS response were temperature difference between
water and glass cover (X;) ambient temperature (X5), solar radiation (X3), and the
interaction terms were found to exist between the main factors (X; X, and X; X3),
while the significant quadratic terms were temperature difference between water
and glass cover (X%), ambient temperature (X%) and solar radiation (X%). The lack
of fit test with p-value of 0.0521, which is not significant (p-value > 0.05 is not
significant) showed that the model satisfactorily fitted to experimental data.
Insignificant lack of fit is most wanted as significant lack of fit indicates that there
might be contribution in the regress or-response relationship that is not accounted
for by the model [38]. The predicted values versus actual values for productivity of
NDSS with adjusted R? value of 0.95 indicated that the predicted values and
experimental values were in reasonable agreement Fig. 2.23. It means that the data
fit well with the model and give a convincingly good estimate of response for the
system in the range studied. The developed second-order regression model is
complex with many variables. It is difficult to understand the effect of different
independent variables from the regression model, but graphical representations are
easier to interpret. Contour and response surface plots were drawn (not shown in
the paper) to observe the effect of solar radiation, ambient temperature, difference
temperature of water and glass on productivity of NDSS. These plots were gen-
erated by holding one of the variables at its mid-point and varying the other two
variables to obtain the response. The elliptical shape of the curves indicated a
strong interaction between the variables. Therefore, it is concluded that the gen-
erated model showed reasonable predictability and sufficient accuracy for the
productivity of NDSS in the experimental conditions used.

2.6 Conclusions

Two solar stills, NDSS and CSS were constructed for comparing the performance
of the stills productivity in sunny and cloudy days. The effect of mass water and
mass of PCM were also investigated on the total productivity of stills. The
experiments were conducted in typical days under weather conditions of Varanasi,
India. The concluded results are presented as follows:

Using integrated condenser will reduce the glass temperature. The saline water
in basinl and basin 2 will also be heated and evaporated to increase the produc-
tivity of the solar still because the temperature of integrated condenser is lower
than evaporator. The shielded condenser will keep the outer wall of condenser
cool. To get benefit from circulation of the water vapor inside integrated con-
denser, the stepped basin 2 is housed in the condenser from left and right side and
free from other side to let the mixture to circulate.
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Fig. 2.23 Predicted versus experimental productivity of NDSS

e The daily productivity of NDSS is slightly higher than the CSS in all days
5.71 kg/m? day for NDSS and 4.295 kg/m?* day for CSS. Thus, NDSS is favored
for sunny and partially cloudy days due to the higher productivity.

e The productivity during night time of NDSS is mostly higher than the CSS in all
days. This increase is due to the increase of the mass of PCM. Thus it is
necessary to consider using it in solar still system. Furthermore, the transferred
heat from the PCM to the saline water during discharge process is enough to
produce high amount of distillated water because of decreasing in operating
temperature which is compared with low ambient temperature at night
condition.

Appendix

Acronyms

SSWLA  Solar still with lauric acid

SSWMA  Solar still with myristic acid

LA Lauric Acid

MA Mpyristic Acid

UNEP United Nations Environment Programme
WHO World Health Organization

WMO World Meteorological Organization

Nomenclature
A Area, m
C, Specific heat, J/kg °K
dt Time interval, s

2
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Gr Grashof number

h Heat transfer coefficient, W/m? °K

hey Convective heat transfer coefficient from water surface to the glass cover,
W/m? °K

h.,  Evaporative heat transfer coefficient from water surface to the glass cover,
W/m? °K

h,,  Radiative heat transfer coefficient from water surface to the glass cover,
W/m? °K

h; Total heat transfer coefficient from water to glass cover, W/m? °K

h, Convective heat transfer coefficient from glass to ambient, W/m? °K

h3 Convective heat transfer coefficient from basin liner to water, W/m? °K

i Current, ampere

1(t) Solar flux on an inclined collector, W/m?
m Mass, kg
mew  Productivity, ml/m’hr

P Partial pressure, N/m?>
Pr Prandtl number

q Heat transfer, W/m?
Ra Rayleigh number

T Temperature, °C

Uy,  Overall heat transfer coefficient from inner glass to ambient, W/m?
U, Overall bottom loss coefficient, W/m?
U; Top loss coefficient, W/m?
Ur Overall heat transfer coefficient, W/m?
K Thermal conductivity, W/mK
Lx Thickness, m
l Liquid
Solid
Wind speed, m/s

Greek symbols

Absorptivity

Fraction of solar energy absorbed

€ Emissivity

0 Incremental rise, °K

o Stefan-Boltzmann constant, W/m? °K*
T Transmittance coefficient

ni Instantaneous efficiency (%)

AT  Effective temperature difference (°K)
Yy Latent heat of vaporization J/kg

R

Subscripts
a Ambient
b Basin

c Convective
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cond Conduction

e Evaporative
eff Effective
f Film temperature
g Glass
in Inner
ins Insulation
mt Melting
o Outer
pcm  Phase change material
r Radiation
w Water
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Chapter 3
Magneto-Rheological Fluid Technology

Ali A. Alghamdi, Ruben Lostado and Abdul-Ghani Olabi

Abstract Increasingly, Magneto-rheological (MR) fluid technology has been
successfully employed in various applications across various fields. This tech-
nology has received significant attention due to its adaptability in the operation of
semi-active control systems requiring small power sources. It can potentially
deliver highly reliable mechanical operations, managed by a magnetic field as the
external operating power. To summarize current magneto-rheological technology,
MR fluid can be described as a controllable material that is included in the group
of smart materials that have the unique ability to change yield stress. This property
can be used in MR devices to generate and control force. The aim of this chapter is
to review recent research into MR fluid technology by describing the important
factors affecting MR devices design, such as MR fluid properties, operational
modes, magnetic materials, and magnetic circuits.

3.1 Introduction

Developments in science and technology have generated a new family of materials
call smart materials. These kinds of materials have remarkably improved the
design of devices by joining mechanical and electronics effect. Intelligent mate-
rials have the ability to change their shape, size, or state from liquid to solid, are
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Table 3.1 Main properties

‘ . Property Typical value
of MR fluids [8] -

Yield stress 50-100 kPa
Magnetic field strength ~250 kA/m
Viscosity 0.1-1.0 Pa-s
Operation temperatures range —40-150 °C
Response time Milliseconds
Density 3-4 g/cm3
Power supply 2-25V @1-2 A

controlled by external power and can be used in many applications [1]. Their
properties can be dramatically altered and controlled by means of external influ-
ences such as temperature, and electric or magnetic fields. Individual types of
smart material have a property that can be significantly altered, such as conduc-
tivity, volume, or viscosity. This property that can be changed influences the type
of applications for which the smart material can be used. There are different types
of smart materials such as piezoelectric materials (PZT), electro-rheological fluids
(ERF), and magneto-rheological fluids (MRF) [2]. This chapter focuses on MR
fluid material. MR fluid can be included in two general subjects areas: in the
scientific area of conventional Magnetism, and also in the engineering area of
Rheology. The relationship between MR fluids and a magnetic field is that the
magnetic field can change the rheological properties of an MR Fluid [3]. MR fluids
are suspensions of micron-sized magnetizable soft particles suspended in a carrier
fluid such as silicon oil, mineral oil, or hydrocarbon oil. The carrier liquid acts as a
dispersant medium and ensures the homogeneity of the particles in the fluid.
Important characteristics of the magnetic dynamically diffused particles are par-
ticle shape, size, density, saturation magnetization, particles suspension and dis-
tribution [4, 5]. Therefore, a variety of additives are added to MR fluids such as
those that affect the polarization of the particles, and those that stabilize the
particles suspension in the MR fluid and stabilize the MR fluid structure by pre-
vented gravitational settling and reduction of friction between particles [6, 7].
These additives are used in order to keep the particles suspension in the fluid
stable. Table 3.1 shows the main properties of MR fluids.

A common problem in MR fluids technology applications is the inclination of the
active magnetic particles to settle down, which disturbs the homogeneity of the MR
fluid and could influence its properties. This is important in MR fluids technology
because the magnetic particles can be denser than the liquid, and they can settle
under gravity to form a hard “cake”, which makes them difficult to redistribute.

This chapter presents a state-of-the-art review on MR fluid technology, and
focuses on the following:

e MR fluid technology, in particular MR fluid modes as well as models.

e Magnetism and magnetic materials, in particular the fundamentals of electro-
magnetism and types of magnetic materials.

e MR fluid technology, in particular the effect of different additive techniques.
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Fig. 3.1 Illustrate off-state and on-state

3.2 Magneto-Rheological Fluid

The MR fluid effect was discovered in the 1940s by Jacob Rabinow at the US
National Bureau of Standards. In 1948, Rabinow applied MR fluids as a new
material to clutch technology [9]. MR fluids contain magnetizable particles, non-
magnetizable suspending fluids, and additives. The most popular materials used as
particles are carbonyl iron, or iron powder, because they have a high level of
saturation magnetization [10]. An MR fluid is a fluid that exhibits rheological
behaviour. Rheology is the study of flow and deformation that responds to an
applied magnetic field and has the ability to change reversibly from a free flowing
linear viscous fluid to a semi-solid state. The behaviour of MR fluid can be
described by elastic and plastic deformation. When a magnetic field is not present,
an MR fluid behaves like a Newtonian liquid. This state is called off-state as shown
in Fig. 3.1. It accepts low viscosity as shown in Fig. 3.2, and is characterized by
Newton’s law:

T =1 (3.1)

where 7 is shear stress (units: N/m?), n is dynamic viscosity (units: Pa. s), and } is
shear rate (units: 1/s). Water and oil examples of Newtonian fluid. The dynamic
viscosity in newtonian fluid has a constant value.

When MR fluid behaves like a Newtonian fluid, the most important property is
the viscosity as shown by Newton’s law. The viscosity changes with temperature.
Because of this, temperature would normally be considered as an uncontrollable
feature. There are two ways of expressing the viscosity-dynamic and kinematic
viscosity. Dynamic viscosity is defined by:

=- 2
n 5 (32)
Kinematic viscosity is express as:

v=-— (3.3)

where p is density (units: kg/m’)
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Fig. 3.2 Shear stress versus Shear-stress
speed for Newton and T
Bingham model of MRF
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Figure 3.2 represents the relationship between shear stress and shear rate for a
Newtonian and a Bingham fluid. The Bingham plastic model is used to describe
the rheological characteristics of an MR fluid [8]. The Bingham plastic model can
maintain a certain quantity of yield stress without having the corresponding shear
rate as shown in Fig. 3.2.

The MR fluids deform with a shear rate unitell shear stress goes beyond the
highest yield stress of MR fluid material [11, 12]. The maximum yield stress can
be applied without causing continuous movement of the magnetizable particles.
The yield stress can be controlled, increasing, or decreasing through the strength of
the magnetic field applied to MR fluid, the fluid under an applied external mag-
netic field shows a characteristic of the Bingham plastic model [13] and is called
on-state as shown in Fig. 3.1. If the stress has reached its maximum value, the
chains are going to break and the fluid will flow even if the magnetic field is still in
effect on the MR fluid [14]. The maximum value of yield stress can be controlled
through the value of the magnetic field applied to the MR fluid [8] as:

T=1,H+ny (3.4)

where 7, is yield stress at zero shear rates (units: N/m?), H is the magnetic field
intensity (unit: A/m).

In a magnetic field each metal particle of the MR fluid becomes a dipole and
their ferromagnetic properties attract the neighbouring particles to make chains
that are called the MR fluid structure [12]. Since they aligned in this manner, the
particles are restrained from moving away from their respective “fluxes” lines,
and act as a barrier opposing any external force [15].
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3.2.1 Shear Yield Stress

There are two ways of expressing the yield stress, the dynamic and the static yield
stress. The dynamic yield stress of an MR fluid is usually described as the zero-rate
intercept determined through a linear regression curve fitted to the flow data as
shown in Fig. 3.2. The static yield stress identifies to the shear stress essential to
zero flow of shear-rate. The shear yield stress [16] can be calculated from
Eq. (3.3):

1, = Fy/nr’ (3.5)

where, ty is shear yield stress, r is radius of the pipe where the MR fluid under
magnetic flied effect (units: m), Fy is the press force (units: N).

3.3 MR Fluid Modes

MR fluid devices can be operated in several modes depending on the function and
the type of deformation employed. Usually they are designed to operate either in
Valve mode, Shear mode, or Squeeze mode [8, 17].

3.3.1 Valve Mode

In valve mode, as shown in Fig. 3.3, the MR fluid flow is located between two static
plates forming an orifice. The force generating through the MR fluid is created by a
pressure drop. The magnetic field, which is applied perpendicular to the direction of
the flow, is used to change the viscosity of the MR fluid in order to control the flow.
This pressure drop is fundamentally in a device, which resists an output force
attacking the device. The pressure drop developed in a valve mode device can be
created by two independent viscous components, i.e.: APy as the pure rheological
component, and AP,,, as the magneto-rheological component that is dependent on
the magnetic field [18]. The pressure value drop can be expressed as:

n 12 APmr
AP = AP, + AP, =L |== . .
n + mr 12 Lz] |:AP,7:|er (3 6)

where 7 (units: Pa-s) is the dynamic viscosity, T, (unites: N/mz) is the yield stress
variable in response to an applied magnetic field, Q (unites: m>-s) is the volumetric
flow rate of the MR fluid, while L, g, and w (unite: m) are the length, fluid gap, and
the width of the flow orifice as shown in Fig. 3.3 [19, 20]. f (no unit) is an
empirical factor that is indentified experimentally. This is dependent on the ratio of
the pressure drop relating to the magneto-rheological response factor, and the
pressure drop relating to the natural viscosity state of the fluid. The value of
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Fig. 3.3 Valve mode with an
applied magnetic fluid

Flow
N

§§§§§§§§%§§§:)

MR-fluid

Pressure

applied magnetic field

constant franges between 2 and 3 depending on the value of the AP,,/AP, ratio for
the device. If the AP,,,/AP, ratio is equal or less than 1, the value of f is likely to be
2, and for a AP,,,/AP, ratio equal or larger than 100 the value of fis likely to be 3.
An MR fluid device designed to operate in valve mode can be described by
Eq. (3.6) [8]. This equation can be considered in terms of volume, and can be
rewritten in terms of the minimum volume, V (unit: m3), of an active fluid:

n [12] [AP,,,
V=Lwg= = LTZ] {AP,? } Q.AP,, (3.7)

Equation (3.7) stands for the minimum volume of an activated fluid required to
reach the MR effect at a given flow rate Q, for a given pressure drop. The valve
mode as an operational mode is used in many applications, particular in dampers.
They have been studied and developed for commercial applications [18].

3.3.2 Shear Mode

Shear mode can also be referred to as direct shear mode, and is shown in Fig. 3.4.
In shear mode the MR fluid flows is located between two surfaces moving in
relation to each other, with the magnetic field flowing perpendicularly to the
direction of motion of these surfaces. The magnetic field is used to change the
viscosity of the MR fluid in order to control the flow and to generating force
between the two surfaces [14]. Shear mode can generate force from two inde-
pendent viscous components, APy as the pure rheological component, and AP,,, as
the magneto-rheological component that is dependent on the magnetic field,
similar to valve mode [8]. The total force in shear mode can be expressed as:

SA
F=F, +F, = [’7—} F 1A (3.8)
g

where S is the relative speed of the two surfaces, 7 is the dynamic viscosity, g is
gap size of the flow channel, 7,,, is the yield stress developed in response to an
applied magnetic field, and A is the surfaces area of the activated fluid and can be
define as shown in Fig. 3.4. The surfaces area can be expressed as:
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Fig. 3.4 Shear mode with an
applied magnetic fluid
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A=Lw (3.9)

where L and w, are the length and width of the flow channel as shown in Fig. 3.4.
Equation (3.8) can be used for the design of MRF applications that operate in
shear mode. The AF,,,/AFn ratio indicates the range of force adjustability inherent
in the MR fluid device in shear mode [8]. A larger ratio indicates that the device is
capable of considerable changes of force from off-state to on-state, as shown in
Fig. 3.1. By rewriting Eq. (3.8), the minimum volume, V, of activated fluid can be
calculated as

Fmr
V=Lwg= T% [F—} Fy.S (3.10)
n

3.3.3 Squeeze Mode

Squeeze mode is shown in Fig. 3.5, and operates when a force is applied to the
plates in the same direction as the magnetic field to reduce or expand the distance
between the parallel plates, causing a squeeze flow. The magnetic field flowing
perpendicularly to the direction of MR fluid motion is used to change the viscosity
of the MR fluid in order to control the flow and to generating force. In this mode
the acting force is in line with the magnetic flux lines and the particle chains [18, 21].
MR fluid devices in squeeze mode usually have little or no flow of MR fluid
depend on the devices structure. In squeeze mode, the force is dependent on the
mechanical properties of the carbonyl iron particles chains, rather than the vis-
cosity changes of the MR fluid. This mode has been used in the control of small
amplitude vibration isolators’ application [22]. Larger displacement applications
designed to operate in squeeze mode have yet to be investigated, and there may be
some novel device designs that are currently being explored to develop this type of
squeeze mode operation. Few squeeze mode studies were found investigating
squeeze mode operation that is capable of producing compression and tensile
stresses at same time. This would create more force compared to valve and shear
operational modes [8, 21].



50 A. A. Alghamdi et al.

Fig. 3.5 Squeeze mode
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3.4 MR Fluid Modeling

One of the challenging aspects in developing devices to achieve high performances
is the development of models that can accurately describe their unique charac-
teristics. Models of MR fluids play an important role in the development of MR
fluid devices. A wide variety of nonlinear models have been used to characterize
MR fluids. Three kinds of models were established for MR devices. These are the
Bingham plastic model [17], the bi-viscous model [23], and Herschel-Bulkley
model [24] for MR fluid applications.

3.4.1 Bingham-Plastic Model

The Bingham plastic model is normally used to describe MR fluid flow behaviour,
particularly in damper design [25]. The MR fluid material can absorb a certain
level of shear stress without any change in viscous behaviour in the Bingham
plastic model. The MR fluid begins to flow when the generating stress level is
higher than the yield shear stress [26] as illustrated in Fig. 3.6. The MR fluid flows
in the case of a post-yield of viscosity. The yield stress is a function of magnetic
field, and can be increased if the magnetic field is increased. The Bingham plastic
model of the stress—strain constitutive relationship can be expressed as [17]:

4y o>y
r—{o <1, (3.11)

3.4.2 Bi-viscous Model

The Bi-viscous Model has two viscosities. The first viscosity is called the pre-yield
viscosity, 7, The second viscosity is called the post-yield viscosity, #,,. Also,
there are two yield stresses. The first yield stress is called the dynamic yield stress,
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Fig. 3.6 Bingham plastic Shear-stress
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7y4. The second yield stress is called static yield stress, t,, [27]. The bi-viscous
model is demonstrated in Fig. 3.7. The shear stress equation is expressed as:

L { j:ry.d(B) F 1,7 T > Ty (3.12)
Npy) TS Tys

3.4.3 Herschel-Bulkley Model

The Herschel-Bulkley model is similar to the Bingham plastic model [28].
However, Herschel-Bulkley’s post yield property of material exists in two states as
illustrated in Fig. 3.8. The first state is shear thickening, (m > 1), and the second
state is shear thinning, (m < 1) [29]. Herschel-Bulkley can be expressed as:
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Fig. 3.8 Herschel-Bulkley Shear-stress
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3.5 Types of Magnetic Materials

Magnetic materials can be classified as diamagnetic materials, paramagnetic
materials, and ferromagnetic materials. The classification criterion of magnetic
materials is based on the variation between the external applied magnetic field, H,
and the internal induced magnetic flux density, B [30]. In general, the magnetic
materials’ characteristics can be obtaining from a graph of the magnetization curve
of magnetic flux density B, versus magnetic field strength H. This is called the BH
curve, and the slope of the curve is the magnetic permeability of the material.

The behaviour of diamagnetic materials, paramagnetic materials, and ferro-
magnetic materials under the influence of a magnetic field is illustrated in
Table 3.2 for each class of magnetic materials, with the magnetic behaviour,
magnetic susceptibility, and examples of the materials.

The rheological effect of a magneto-rheological fluid is mainly attributed to the
carbonyl iron particles. Iron is a type of ferromagnetic material, so MR fluids
properties can be controlled and managed like any other material with ferro-
magnetic properties [8, 21].

Ferromagnetic materials under the influence of a magnetic field show that this
influence is concentrated inside the materials. That creates strong attractions
between the ferromagnetic material and the magnetic field, which acts in all
magnetic field directions, and the magnetic permeability and the magnetic sus-
ceptibility are very large. The magnetization curve of the material reaches satu-
rations when the magnetic field reaches a certain value, as illustrating in Fig. 3.9
showing the behaviour of ferromagnetic materials under a magnetic field.
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Table 3.2 Different of magnetic behaviour

Type of Magnetic behaviour Magnetic susceptibility Examples
magnetism
Diamagnetic Small and negative Capper, silver, gold,
and alumina
Paramagnetic Small and positive Aluminum, titanium
KA/\A M f]/\ and alloys of
copper
AN ¥ PalA "
ALY AL NE 4
A (f DA~
Ferromagnetic Very large and positive, Iron, nickel and
f f f f f f f function of applied cobalt
field, microstructure
? f ? ? * f f dependent
(@) (b)
M A

Applied magnetic filed

Fig. 3.9 Ferromagnetic materials behaviour under magnetic field. a Magnetization curve for
ferromagnetic materials. b The schematic diagram about the field difference between the external
and internal of the ferromagnetic material under magnetic field
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Fig. 3.10 Magnetic circuit
design for MR device

annular flow
steel core channel
—
v == o= S .
¥ T o magnetic flux
f
I 1 coil
S SRS E
steel flux ring

3.6 Magnetic Circuit

Magnetic circuit plays an important role in MR device design, in order to generate
sufficient force and improve MR device performance. Certain structural charac-
teristics are important, such as the path of the magnetic flux lines in the fluid
resistance space, geometry of flow area, selection of the materials in magnetic
circuit structure, and effective surface area of the magnetic field in the device [31].
Figure 3.10 shows a typical Magnetic circuit design for MR device. The
Magnetic circuit design usually contains a magnetic flux lines board, a magnetic
core, an electromagnetic coil, and an MR fluid flow channel located between the
outside of the magnetic core and the inside of the magnetic board [32].
The magnetic circuit design guides and focuses the magnetic flux lines through the
active surface magnetic area of the MR device to control the viscosity of MR fluid,
and in turn, the dynamic yield stress of the MR Fluid is changed by the magnetic
field intensity generated by the electromagnetic coil. As a result, the force of MR
device is activated and aligned with the MR fluid motion, which is under the
control of the magnetic field intensity value. Without the magnetic field, the MR
device force is solely due to the viscosity of the MR Fluid itself [33]. Good
magnetic circuit design has a small cross section of steel to keep the magnetic field
in the steel very low, and also minimizes the total amount of steel in the magnetic
circuit design and in the MR device. It is usually composed of low carbon steel, as
it has a high magnetic permeability and saturation boundary. This gives an
opportunity to guide magnetic flux line into the MR device’s magnetic area.
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3.6.1 Electromagnetic Circuit Design Calculation

The mathematical calculations of the magnetic flux lines ¢ in a magnetic circuit is
based on the Eq. (3.14) and is similarity to Ohm’s law [34]:

F
IR

where F is a magnetic movement force in the circuit, and > ¥ is the summation of
the magnetic reluctance of each material used as part of magnetic circuit. The
electromagnetic circuit is usually designed with a low reluctance flux conduit by
using steel to guide and to focus the magnetic flux density into the MR Fluid of the
cylinder of the MR device. Therefore, any magnetic circuit design for an MR
device has two reluctances as shown in Fig. 3.11, where R; is the reluctance of the
steel and R, is the reluctance of the MR fluid.

Equation (3.15) can be used to calculate the reluctance in each material utilized
in the magnetic circuit:

¢ (3.14)

[

R A (3.15)
where [ is the length of magnetic path for each material used in the magnetic
circuit, A is the cross-sectional area of the flux path for each material used in the
magnetic circuit, and p is the permeability of each material used in the magnetic
circuit.

The permeability u, of each material can be found out through BH curve and
calculated by Eq. (3.16) for each material of the magnetic circuit.

The saturation point is shown in the BH curve for each material of the MR
damper design.
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3.7 Magneto-Rheological Fluid Properties

The most important properties of MR fluids are the particle density and size. These
play an important role in the capability of the MR fluid. Jolly and Carlson [19]
studied the magnetic properties of MR fluids, and their theoretical model results
indicate that these fluctuates significantly depending on the particle density loading
in the MR Fluid. The study examined three different samples with iron loadings,
10, 20, and 30 % by volume. The magnetic induction increased with field strength
until the saturation boundary of the fluid was reached. Also, their results indicated
that when the iron particles loading by volume was increased, the inherent
induction of the magnetic flux density also increased due to the permeability being
high due to the high volume [35]. The intrinsic induction or the polarization
density of an MR fluid at complete saturation was equal to ¢ x J, Tesla, where ¢
is the percentage volume of the particles in the fluid (unitless), and J, is the
saturation polarization of the particles’ material (Tesla). For instance, with an MR
fluid containing 40 % iron and J; equal 2.1 Tesla, it is expected to become satu-
rated at about 0.40 x 2.1 = 0.84 Tesla.

Chiriac and Stoian [36] identified a relationship between particle size and yield
stress. This relationship could explain the greater magneto-static interaction
between larger magnetic particles. Increasing the particles’ dimension contributes
towards improving the MR fluid yield stress in a magnetic field [36]. The conclusion
of that study was that greater yield stress corresponds to bigger particles size.

MR Fluids usual utilize micrometer scale carbonyl iron particles as solids, with
contents by weight of up to (80 %), with a high yield stress domain range of
(50-100 kPa). The higher the solids contents by weight, the higher the yield stress,
which can be attributed to the higher magnetic field density at saturation.

However, the problem of high density and large particles size becomes apparent
in the absence of a magnetic field or without constant motion of the particles in
MR fluid. Over time suspended micro-particles slowly sediment, due to gravita-
tional forces acting on the particles that have a higher density compared to the
carrier fluid, and have a larger particle size. This problem leads to the particles
suspension becoming no longer effective because the particles collect in lumps on
the bottom of the device container. High density and large particles size leads to
the difficulty of keeping the particles in a state of suspension.

3.8 Additives

Additives are used as a solution for alleviating sedimentation of particles and
keeping particles in suspension. There are two additive techniques using synthe-
sized particles and syntheoil carrier fluid. The synthesized particle method
involves mixing micro-particles with nano-particles in the MR fluid [37].
Nano-particles in MR fluid result in thermodynamic forces which tend to
neutralize gravitational forces, thereby delaying the onset of the sedimentation
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problem. Sedimentation rate, R, can be determined by placing MR fluid in a
vertical cylindrical container at room temperature [37]:

R=Ah/h (3.17)
where Ah is the length of the turbid fluid and 4 is the whole length of the fluid.

3.8.1 Synthesized Particles Additives

Carbonyl iron nano-particles additive is synthesized and then added to the MR
fluid to improve sedimentation stability. There are different synthesized particles
suspensions in MR fluid, such as pentacarbonyl [38] mixed with kerosene [37].

3.8.1.1 Pentacarbonyl Compound

Pentacarbonyl is a compound with the formula Fe(CO)s and its formulation is
shown in Fig. 3.12. This compound is synthesized from iron metal heated in the
presence of carbon monoxide (CO), at a pressure of greater than 50 bars, and at
temperatures in the range of 100-200 °C. The highly volatile organo-metallic
compound, iron pentacarbonyl, Fe(CO)s is formed by the reaction:

Fe + 5CO — Fe(CO),

3.8.1.2 Oleylamine

The oleylamine is an amine of the fatty acid, oleic acid, and its formulation is
shown in Fig. 3.13. It is a reagent in the chemical synthesis of nano-particles, and
functions as coordinating agent to stabilize the surface of the particles. Most
commercially available oleylamine is technical grade, with only 70 % clarity. The
oleylamine is formed by the reaction:
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Fig. 3.13 Construction of H H
oleylamine —
NH,CH,(CH,),CH, CH,(CH,)CH,
N
HN

3.8.1.3 Synthesis of Carbonyl Iron Nano-Particles

Carbonyl iron can be synthesized for use as magnetic nano-sized particle additives,
as follows. Oleylamine (Tokyo Chemical, Japan) and kerosine (Yakuri Pure
Chemical, Japan) are mixed in a 3-neck flask and heated about 150 °C. Then
pentacarbonyl (Aldrich, USA) is added to the flask while stirring vigorously. After
3 h, the mixture is cooled to 20 °C. The magnetic particles are precipitated by
adding ethanol to the flask. The supernatant is removed by centrifugation. For
dispersion stability, the mixture is resuspended in hexane with oleylamine. After
resuspension in hexane, the mixture is dried in a vacuum oven [37, 39].

3.8.1.4 Synthesized Effecting

Ngatu and Wereley [40], studied the MR fluid density effect on sedimentation and
yield stress by mixing micro-particles and nano-particles. The results indicated that
mixing reduces sedimentation and improved particles suspensions in MR fluids with
a small reduction in yield stress. The study examined four different samples with
solids contents loadings by weight of 50, 60, 70, and 80 %. Table 3.3 shows the
approximate sedimentation velocities for all the MR fluid samples. For instance, for
70 wt% particles load in MR fluid, the sedimentation rate dropped from 0.07 to
0.006 m/s with partial substitution of 10 wt% of the total micro-particles with nano-
particles. Table 3.4 shows the yield stress for the MR fluids. There was a significant
decrease in yield stress as wt% of the nano-particles increased. Therefore, results
from the two tests show that sedimentation can be mitigated with a relatively small
yield stress penalty by substituting 10 wt% of the total micro-particles with nano-
particles at higher iron particles loading of 70 and 80 wt%.
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Table 3.3 Sedimentation velocities for all the MR fluids samples

Synthesized particles size composition Iron particles loading by %wt
50 60 70 80
Sedimentation rate (¢ m/s)
100 % micron particles size 10 8 0.07 0.03
90 % micron mixing with 10 % nano particles size 0.02 0.01 0.007 0.003

85 % micron mixing with 15 % nano particles size 0.006 0.005 0.006 -

Table 3.4 The yield stress for all the MR fluids samples

Synthesized particles size composition Iron particles loading by %wt
50 60 70 80
Yield stress (KPa)
100 % micron particles size 15 20 35 55
90 % micron mixing with 10 % nano particles size 11 17 26 47
85 % micron mixing with 15 % nano particles size 5 13 24 -

3.8.2 Synthetic Oil

Some researchers have tested various additive techniques. Materials were added to
the formulation of the MR carrier fluid, in order to improve the stability of MR fluid,
and reduce sedimentation of particles. There are three types of carrier fluids usually
used in MR fluid composition, silicone oil (Oks 1,050), synthetic oil (Oks 352), and
mineral oil (Oks 600), and these are mixed with carbonyl iron particles. In order to
reduce sedimentation, Arsil 1,100, Arabic gum, and Aerosil 200 and 972 are
materials added to stabilize the MR fluid.

3.8.2.1 Synthetic Oil Effect

In a study carried out by Turczyn and Kciuk [41] of the sedimentation of the
carbonyl iron particles, additional components were added to the fluid of between
1 and 2 % of the carbonyl iron particles content. Depending on the carrier med-
ium, different stabilizers, such as Aerosil 200 and 972 (Degussa AG) and Arsil
1,100 (Rudniki S.A.), were used for silicone and mineral oil, and Arabic gum
(Sigma-Aldrich GmbH) was chosen for synthetic oil suspensions.

These additives have a most important effect on the magneto-rheological
properties of the MR fluid. They stabilise the MR fluid, and create a more
homogeneous suspension of iron particles in the carrier fluid. This improves the
MR fluid technology as it results in faster response times to changes in magnetic
field at lower magnetic field value [6].

Turczyn and Kciuk’s study showed that the properties of such substances are
very important. In case of Arsil 1,100 the sedimentation rate was higher, which can
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be explained by the state of the silica surface and its modification [42] and it can
be consider as ordinary stabilizer. However the Aerosil 972 showed a lower
sedimentation rate, decreasing below 60 % after 35 h in the case of low viscosity
mineral oil OKS 600 (only 7.3 mPa-s) containing 20 % of iron carbonyl particles
[41].

3.8.3 Others Technique

Finally, various researchers have introduced other techniques, such as polymer
coating the magnetic particles, in order to overcome sedimentation problems.
Coating of polymeric shells onto the surface of iron carbonyl particles to reduce
the density mismatch has been reported to be a complex process in practice
because of various factors affecting the coating thickness such as temperature,
molar ratio among reactive agents, and reaction time [43, 44]. For this reason,
introduction of additives into iron carbonyl suspensions has been reported as the
more usual method employed as it can prevent the physical contact of the magnetic
particles, thus preventing hard baking [45].

3.9 Conclusion

MR fluid technology has been widely investigated, is employed in many appli-
cations, and has rapidly entered the marketplace. This chapter has clarified the
reasons for the extensive use of MR fluid material technology. The studies dis-
cussed above evaluated the parameters at the centre of MR fluid technology such
as, MR fluid properties, operational modes, magnetic circuit, and additives. These
parameters can been summarised as follows:

Knowledge of MR fluids can be gained through understanding MR fluid modes
and models. These modes and models describe motion in a fluid that changes
viscosity, and can provide solutions based on MR fluid technology. This knowl-
edge can be used to design and develop MR device functionality.

The fundamentals of electromagnetism and types of magnetic materials should
be understood, leading to electromagnetic coils that can generate a magnetic field
of sufficient strength so that the saturation boundary of the MR fluid is reached.
These coils can also control levels of yield stress by generating different values of
magnetic field strength.

MR fluid properties of a material is dependent on particles size and density, and
these parameters are used to increase yield stress by increasing the magneto-static
force between the particles and the permeability of iron particles in the MR fluid

There are two additive techniques, these are synthesized particles and syntheoil
carrier fluid. They have been investigated and are used to improve MR fluid
properties and to reduce the particle sedimentation effect.
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Chapter 4
Tribological Behaviour of Rare-Earth
Lubricating Qils

Tianxia Liu, Xianguo Hu, Enzhu Hu and Yufu Xu

Abstract Exhaust gas recirculation (EGR) is being used widely to reduce and
control the NO, emissions from internal combustion engines. However, the use of
EGR leads to rise in soot emission and contamination of lubricating oil. Soot-con-
taminated lubricating oil has been shown to accelerate engine wear. At the same time,
zinc dialkyldithiophosphate (ZDDP) which is widely used in lubricating oil as highly
active extreme pressure and anti-wear additive may harmfully affect the internal
combustion engine and its exhaust gas purifying installation. It is an important for the
engine lubricating oil to look for new type lubricating oil additives without or low
phosphorus. Rare-earth is the general name of 17 elements, including scandium,
yttrium and lanthanide series. It is potential for the rare-earth compounds as new type
and efficient lubricating oil additives because most of rare-earth compounds have
hexagonal crystal layer structure. Current research results showed that the applica-
tion prospects of some rare-earth compounds in the tribology field were extremely
vast, such as oil, grease, water and coating lubrication systems etc. This chapter will
mainly focus on the recent developments on the tribological behaviour of lubricating
oils containing rare-earth elements, including the preparation and lubricating
mechanism of rare-earth nanoparticles, surface modification for the rare-earth
inorganic compound, rare-earth additives with potential application, synergistic
effect of the rare-earth compounds and other additives, and the research tendency on
the rare-earth lubricating additives, especially the influence of rare-earth elements on
the tribological performance of carbon films and its friction-reduced catalyst func-
tion etc. which will be helpful to understand and develop the lubrication role of the
rare-earth elements as additives in the lubricating oils.
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4.1 Introduction

Diesel engine is the most widely utilized chemical energy conversion device
owning to its high energy conversion efficiency and fuel economy. But its effect on
the environment has become an increasing concern, especially its exhaust emis-
sions such as NO, and particulate material. In order to meet more and more
stringent vehicular exhaust emission norms worldwide, several exhaust pretreat-
ment and post-treatment techniques have been employed in modern engines. EGR
is being used to reduce and control the NO, emissions from internal combustion
engines. However, the use of EGR leads to rise in soot emission and contamination
of lubricating oil. Soot-contaminated lubricating oil has been shown to accelerate
engine wear. At the same time, the engine and lubricant manufacturers are
expecting to lengthen service intervals and oil life in order to reduce lifetime
vehicle costs for the customer.

On the other hand, ZDDP that is extensively used in lubricating oil as highly
active extreme pressure anti-wear additive may generate harmful effects on the
particle trap of diesel engine, because it might produce ash content blocking
filtration system. ZDDP also loses its antioxidant and extreme pressure antiwear
property due to rapid decomposition above 160 °C working condition [1]. The
combination of mixed ZDDP and carbon black (used as soot surrogate) is strongly
antagonistic in terms of wear [2]. In addition, the phosphor from ZDDP can poison
the catalytic agent in the diesel engine tail gas after treatment system [3]. At the
same time, the phosphor atom from ZDDP may form Ca(PQO,),, Cas(PO4);0H and
Cas(POy4, CO3)30H nanocrystalline particles that might mechanically embed or
chemically bond with the turbostratic soot structure in the lubricating oil during
the friction process. The trapped diesel soot particles or agglomerates between two
rubbing surfaces experiences repeated extreme local temperature and high contact
pressure which might be responsible for particles harder under the engine opera-
tion conditions. The harder nanocrystalline particle might promote higher wear,
abrasive in some cases [4]. Therefore, it is an important development direction for
the engine lubricating oil searching for new type lubricating oil additives without
phosphorus or low phosphorus, which may substitute for ZDDP.

In periodic table of the elements, rare earth is a total name including lanthanide
and scandium, yttrium which are closely related to lanthanide, altogether 17 ele-
ments. Lanthanide include 15 elements: lanthanum (La), cerium (Ce), praseo-
dymium (Pr), neodymium (Nd), promethium (Pm), samarium (Sm), europium
(Eu), gadolinium (Gd), terbium (Tb), dysprosium (Dy), holmium (Ho), erbium
(Er), thulium (Tm), ytterbium (Yb) and Iutetium (Lu). There are abundant rare
earth resources in China. The largest rare earth reserve is also in China all over the
world, which takes up 80 % of the world’s rare-earth resources. More and more
scholars pay close attention to rare earth compound applied research in the field of
lubricating material in recent years. In especial, the researchers in the field of
materials science and technology keep a widespread watchful eye on its
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mechanism of tribology action and application study. Their research and devel-
opment possess vital theoretical significance and application value [5, 6].

Rare-earth and their compounds possess a lot of specific property because of 4f
electron. Rare-earth element was named as “industry gourmet powder”. It is
potential for the rare-earth compounds as new type and efficient lubricating oil
additives because most of rare-earth compounds have hexagonal crystal layer
structure. The chemical activity of rare-earth element is better, its atomic radius is
large and its electronegativity is low as well. Solid solubility is very low on the
rubbing surface. Adsorption capacity is quite powerful at crystal boundary. It is
easy to enrichment on the friction surface. The Bell Telephone Laboratories and
Lewis centre of NASA firstly researched the friction and wear and adhesiveness of
rare-earth in USA. The results showed that adhere coefficient of rare-earth was low
(<0.4), hardness was also low. It was easy to be oxidized and produced rare earth
oxide with certain lubricity at high temperature compared with other metal ele-
ments with same crystal structure. Thus it is of possibility for the rare-earth as high
temperature lubricating additive. In vacuum and air circumstance, rare-earth
friction coefficient and wear rate have obvious difference, which are resulted from
4f orbital electron of rare-earth that influences its chemisorption activity [7, 8].

Current research results showed that some application prospects in the tribology
field were extremely vast, such as in oil lubrication, grease lubrication, water
lubrication and coating lubrication etc. Rare-earth compounds can obviously
prolong the using life of oil, enhance the antiwear ability of machine by 2—4 times,
and improve load carrying capacity of lubricating grease 10-100 %. Moreover, the
synergistic lubrication effect of the rare-earth compounds and other additives is
more outstanding. This chapter will mainly focus on the recent developments and
future tendency on the tribological behavior of engine lubricating oils containing
rare-earth elements.

4.2 Preparation of Rare-Earth Nanoparticles

Main preparations of rare-earth nanoparticles include mechanical method, thermo-
physical method and chemical method. The most popular preparation method is
chemical method. Chemical method is to mix with ion or molecule from liquid
phase or gaseous phase of feedback and let the rare earth elements disperse highly
in the final product. Thus it may be prepared nanoparticles at lower reaction
temperature or under mild chemical environment. There are several common
methods, such as sol-gel method, microemulsion method, precipitation method,
hydrothermal method, supercritical fluid desiccation, gaseous phase chemical
synthesis and solid phase method etc. The preparation of rare-earth nanoparticles
hold vital important role. When taking consider into the rare-earth nanoparticles as
lubricating oil additives, suitable preparation method should be selected carefully
based on the production cost, production condition, yield capacity, quality
requirements and so on [9].



66 T. Liu et al.

4.2.1 Sol-Gel Method

To prepare nanometer rare earth compound by sol-gel method includes two steps
reactions of hydrolysis and polymerization. Basic process includes to select the
suitable rare earth inorganic salt or rare earth metal alkoxide which is apt to
hydrolyse gradually gelation by hydrolysis and polycondensation, then go through
drying, sintering and other treatment processes and finally gain the requested
material. Next clipping and controlling the materials microstructure can be com-
pleted in quite small size scale by ways of low-temperature chemical methods,
which may carry out the uniformity with nano-sized level.

Compared with others, this method can synthesize inorganic material at low
temperature, and carry out the destinations of design, control uniformity and
particle size of materials in a molecular level, and finally obtain the nanoparticles
with high purity. Using the sol-gel method, the fluorescence materials Eu-dope
La,CaB (0,9 were prepared by Li [10]. The single crystal phase Eu:La,CaB (09
were obtained after the precursor were sintered at 700 °C for 12 h. The phosphors
with grain sizes about 100 nm were obtained after the precursor were sintered at
800 °C for 12 h. The intensity of emission of phosphors prepared by above sol-gel
method was as much as the phosphors with 395 nm prepared by the solid-state
reaction. The results also indicated that the sintering temperature had marked
influence on the phase of the final powders.

4.2.2 Microemulsion Method

Microemulsion relatively recognized definition is two kinds of mutual exclusive
liquids (for example: water and oil) spontaneous formative isotropy, low viscosity
appearance transparent or translucence and thermodynamics stable disperse sys-
tem [11]. Preparation nanometer rare-earth compound by microemulsion method
included the following four steps.

e Firstly, one kind reactant solubilizes in water intranuclear, another reactant
mixed with the former in aqueous solution form.

e Secondly, aqueous phase reactant permeated microemulsion interfacial film and
entranced water intranuclear, reacted to another reactant.

e Thirdly, the crystal nucleus was forming and growing. The final product particle
size was determined by the water nuclear size.

o Finally, after the formation of the nanoparticles, the system is divided into two
phases. It can separate the nanoparticles from the microemulsion phase which
contains generated particles through centrifuging separation or adding other
solvent to the microemulsion system.

This method has several advantages: particle size uniformity, simple laboratory
equipment, operation facility etc. Liu et al. [12] based on the investigation of the
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influence factors, such as surfactant, co-surfactant and water phase, on the system
containing base oil, span-80, cetyl trimethyl ammonium bromide, isobutanol and
water phase, the optimum reaction conditions for forming a micro-emulsion sys-
tem were proposed. LaF; nanoparticles were synthesized in the formed micro-
emulsion system. They obtained the fine nanoparticles with uniform diameter of
10-20 nm. Zhang et al. [13] prepared LaF; nanocluster modified by the compound
containing nitrogen by using microemulsion method. The particles size distribu-
tion is in the range of 10-30 nm.

4.2.3 Precipitation Method

Precipitation method includes direct precipitation, coprecipitation method,
homogeneous precipitation and rare-earth alkoxide hydrolysis.

Direct precipitation prepares nanoparticles via a certain cationic chemical
precipitation. Its advantage is easy to prepare high purity rare earth oxide
nanoparticles.

Coprecipitation method is to add precipitating agent to multicomponent system
solution containing two or more cationic and get precipitation product of ingre-
dient uniform. This method is of slow reaction speed, easy control, more economic
and suitable for mass production.

Homogeneous precipitation is a process in a homogeneous phase solution, in
which it generates the precipitation ion and then precipitates slowly dense and
heavier amorphous precipitation or granular crystal precipitation in the whole
solution with the help of appropriate chemical reaction.

Rare-earth alkoxide hydrolysis is a preparation nanoparticles method to use
some organic alkoxide characteristics that can dissolve in organic solvents, and as
well take place hydrolysis and generate hydroxide or oxide. Because the reaction
process only involves aqueous phase, the possibility of impurity is small. At the
same time, alkoxide hydrolysis method separate and prepare the nanoparticles
from the solution directly. Thus, the particles are of high purity, fine granularity
and narrow particle size distribution. Jing et al. [14] prepared the rare earth oxides
and hydroxide by using alkoxide hydrolysis method. The grain size of final product
is 10-50 nm and its dispersion degree is high.

4.2.4 Hydrothermal Method

The hydrothermal method is an effective method which needs a specially-made
reactor in which the aqueous solution is selected as reaction medium, and heats it
to critical temperature and obtains a high pressure environment in the reaction
system. The inorganic synthesis can be taken place in the above system and
produced the material with nano/microstructure. The advantages of hydrothermal
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method are easy to control the reaction condition, using the most cost-effective
reaction medium, a typical environmentally friendly solution approach for the
efficient and convenient preparation of various inorganic materials with diverse
controllable morphologies and structures.

Jia et al. [15] synthesized nano/microstructure lanthanum borates and oleic
acid-capped nano/microstructure lanthanum borates (OANLBs) by hydrothermal
route. At the same time, the friction and wear properties of OANLBs as additives
in poly-alpha-olefin (PAO) were measured for AISI 1045 steel and laser treated
AISI 1045 steel. The results showed that the PAO containing OANLBs possessed
much better tribological properties for steel/steel and steel/laser treated AIST 1045
steel sliding pairs than pure PAO.

Liu et al. [16] successfully synthesized CeF5; nanocrystals with plate-like and
perforated morphologies via a facile hydrothermal route. Meanwhile, they also
prepared the nanocrystals of CeF;@silica (SiO, doped CeF;) which could be
dispersed in aqueous solution. They investigated the effects of fluoride sources on
the morphology and microstructure of the nanocrystals. The results also indicated
that the morphology of the rare earth compound nanocrystals could be tuned well
by selecting proper fluoride sources.

4.2.5 Supercritical Fluid Desiccation

Supercritical fluid is a kind of material state without difference of gas-liquid
interface and with gas and liquid properties in which both temperature and pres-
sure are over the critical points. Supercritical fluid has special solubility, easy
modulation density, low viscosity and high mass transfer rate. It has a unique
advantage and practical value as a solvent and drying medium. Depending on the
medium difference, the supercritical fluid desiccation technology can be generally
divided into high temperature supercritical fluid organic solvent desiccation, low
temperature supercritical CO, desiccation, low temperature supercritical CO,
extraction desiccation and so on.

Supercritical fluid desiccation technology can effectively overcome the surface
tension effect that may cause the gel particle aggregate. The as-prepared aerogel
powder is often constituted by ultrafine particle. Ye et al. [17] prepared several
nanometric borates (lanthanum borate; cerium borate; nickel borate and copper
borate) with a particle size 10-70 nm by using CO, supercritical fluid desiccation
technique. They also tested the conventional tribological behaviors of nanometric
borate. The results showed that nanometric borate had little difference with ZDDP
in the general tribological tests. But in the test specially designed by researchers,
they found that the nanometric borate additives could increase base oil antiwear
and load bearing ability obviously, which demonstrated the special tribological
behavior of nanometric borate.
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4.2.6 Gaseous Phase Chemical Synthesis

Gas phase chemical synthesis method is to use volatile rare earth compound steam
by chemical reaction synthesis nanometer particle. This method usually used the
raw materials such as rare-earth chloride, oxygen chloride, hydrocarbon com-
pound, alcohol salt and carbon compound, and so on, which were easy to obtain,
high vapour pressure and reactivity. This method is suitable for preparation some
nanoparticles of rare earth nitride, carbide and boride, oxide and so on.

4.2.7 Solid Phase Method

The most common preparation method of rare earth nanometer lubricating grains
is mechanical pulverizing among solid phase. It is a method that utilizes medium
and material grind and impact to let material pulverize by using a variety of mill,
such as ball mill, agitating mill, tower mill, etc. This method is of simple and easy
operation, low cost, high yield, and can prepare high melting point metal or alloy.
But its energy consumption is large, the distribution of particle size is uneven, the
powder is not fine and the impurity content is high. The product performance can
be greatly improved after reasonable control surface modification treatment and
process conditions, so it is still a major method of preparation nanometer lubri-
cating material. Ye et al. [18] used home-made ball mill machine and prepared
some nanoparticle additives through controlling processing conditions. The
nanoparticle additives had more excellent friction reduction effects than conven-
tional additives. The antifriction mechanism of nanoparticle additives is attributed
to the formation of a transferred film playing a role of rolling micro-bearing.

4.3 Lubrication Mechanism of Rare-Earth Nanoparticles

When the structure of materials in nanometer scale modulation range, it will show
special effect, mainly including the quantum size effect, surface effect, small size
effect, macroscopic quantum tunnel effect and dielectric limit field effect [19].
Compared with the traditional materials, nanometer material has special physical
and chemical properties because of its special structures. At present nanometer
materials applied in the lubrication system is a brand new research field. When
adding the nanometer lubricating material as additive to the lubricating oil, it has
different antiwear and friction reduction effect than the traditional lubricant
additives in the tribological system [20].

Gu et al. [21] tested the tribological properties of SAE 40 CD lubricating oil
containing Cu and La,;03;—Ce,03 nanoparticles by MRS-1 J four-ball tribometer.
They also carried out a 300 h contrastive experiment in KDE5S000E diesel engine.
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The results showed that lubricating oils containing nanoparticles had optimal tri-
bological properties, when W(Cu):W(La,03-Ce,03) = 2:1, W(Cu")(La,O3—
Ce,03) = 0.8 %. The wear volumes of friction pair using SAE 40 CD lubricated
with Cu and La,;03;—Ce,O3 nanoparticles were decreased by 88.6-100 %, com-
pared with using pure SAE 40 CD lubricating oil. The consumptions of diesel fuel
could be reduced by 9.29 %.

The mostly main principles which have been proposed to explain the lubrica-
tion mechanism of rare-earth nanoparticles can be summarized in the following
sections.

4.3.1 Permeation and Tribochemical Reaction Film
Mechanism

For the traditional organic compound AW/EP additives such as zinc dialkyl (or
diaryl) dithiophosphate (ZDDP), tricresyl phosphate (TCP), trixylyl phosphate
(TXP) and dilauryl phosphate, usually contain “active” elements such as sulphur,
phosphorus or chlorine as well as polar group for strong adsorption. Under mild
sliding conditions, they can orientate perpendicular to the rubbing material surface
and thus form a film to withstand the local contact pressure. On the other hand,
under harsh condition, those additives could react with the rubbing material sur-
face to form so called “reaction film” providing good protection for tribopair. In
other words, there occurs a continuously “corrosive wear” during these EP
additives in which it took action to prevent further severe wear.

4.3.2 Deposited Film Mechanism

On the lubrication surface, borate additives can move to the surface, deposit on the
friction surface and form amorphous state or no qualitative film because of its
carrying electric charge. The film plays a role of antiwear and friction reduction.

Li et al. [22] studied the tribological properties of the nanoparticles as lubricant
additives and found that the addition of nanoparticles as additives reduced wear
and increased load-carrying capacity of base oil remarkably, indicating that the
nanoparticles could be used as anti-wear and extreme-pressure additives with
excellent performances. The boundary lubrication mechanism of nanoparticles was
discussed that probably an extreme thin film was formed by the melting and
elongation of nanoparticles under tribological heat and shear force, which was
attributed to good tribological performance of nanoparticles as additives.

When the lubricant film between tribo-pairs becomes thinner and mixed
lubrication or boundary lubrication occurs, the nanoparticles may carry a pro-
portion of load and separate two rubbing surfaces to prevent their adhesion, thus it
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Fig. 4.1 Schematic representation of the mechanism of nanoparticles as lubricant additive (from
Li [22])

is of benefit from the anti-wear properties. When the shearing is strong, the
nanoparticles with core/shell structure may be destroyed, the surface capping layer
desorbed and decomposed, the inorganic core may be melted and welded on the
shearing surface, or adhered on the surface (adherent, laminar material such as
lanthanum trifluoride), or reacted with rubbing surfaces to form a protective layer
to provide good AW and EP properties. This process is illustrated in Fig. 4.1.

Accordingly, the nanoparticles in lubricants as additives could generate a tribo-
film through an in situ deposition mechanism under mixed lubrication and
boundary lubrication conditions.

4.3.3 “Rolling Ball” Mechanism

“Rolling ball” viewpoint thinks that the nano-lubricant owning good lubrication
effect is due to the following three roles:

e The spherical nanoparticles can play a similar “micro bearing” role to improve
the lubrication performance.

e Under heavy load and high temperature conditions, the spherical nanoparticles
on the rubbing surface are flatten and form sliding system to reduce the friction
and wear.

e The ultrafine nano-powder can fill the micro-pits and damaged place on the
rubbing surface and play a repairing role.

The antiwear mechanism of hard powder as lubricating oil additives belongs to
this idea [23].

4.3.4 Recombination Action, Mechanism

There are two or more factors playing a lubrication role. For example, the
mechanism of nanometer lanthanum borate enhancing the antiwear property of
lubricating oil includes two aspects. On the one hand, the nano-powder generates
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physical deposited film on the cores or defects of frictional surfaces. On the other
hand, the nanometer lanthanum borate takes place tribochemical reaction under
rigor conditions and forms the special chemical reaction film [24].

4.4 Surface Modification for Rare-Earth Inorganic
Compound

Some rare-earth inorganic compound nanoparticles have good tribological prop-
erties, but they could not be used widely because of their poor dispersion stability
in lubricating oil. After the rare-earth nanoparticles by surface modification, its
surface activity may be enhanced and its lipophilicity may be also improved, and
rhen its dispersion stability may be increased as well. For example, it was effec-
tively prevented the LaF; agglomerating between nanoparticles, the dispersion
capacity of lanthanum oleate capped LaF; nanoparticles in low polar or nonpolar
organic solvent was also improved effectively after surface modification of lan-
thanum oleate surface capped LaF; nanoparticles, because the modification agent
lanthanum oleate reacted with the LaF; nanoparticles. The lanthanum oleate
capped LaF; nanoparticles were distributed uniformly with average diameter of
about 10 nm [25].

He et al. [26] synthesized surface-modified Sm, (CO;3); nanoparticles in the
mixture solvent of water—ethanol with the help of the surface modification agent of
dialkylphosphate.The results indicated that the surface-modified nanoparticles of
Sm,(CO3)3 could be dispersed in organic solvent and had lower friction factor,
better antiwear and higher load-carrying capacity. Surface modification Sm,
(COs); nanoparticles used as lubricating oil additives was mainly organic fat chain
antiwear in low load. When the load increases, the rare earth compound nano-
nucleus and friction surface film formed by active element sulfur and phosphorus
via tribochemical reaction on the friction surface acted as antiwear and extreme
pressure. Therefore, it may achieve continuous lubrication from the low temper-
ature and load to the high temperature and load.

The surface modification methods for the nano rare-earth inorganic compound
are mainly divided surface physical modification method and surface chemical
modification method.

4.4.1 Surface Physical Modification

Nanoparticles surface physical modification is a method that surface modification
agent adsorb on the nanometer particle surface by physisorption in order to prevent
nanoparticles agglomerating effectively. The nanoparticles prepared by this
method are vulnerable to desorption under the condition of strong stirring and
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agglomeration again, because the surface modification agent adsorption effect is
not very strong. The surface physical modification method includes the following
two factors:

4.4.1.1 Surface Active Agent

The surfactant molecule contains polar groups and nonpolar groups. When the
surface modification nanoparticles disperse in the lubricating oil, the polar groups
of surfactant interact with nanoparticles, and lipophilic groups dissolve in lubri-
cating oil. Conversely, when the surface modification nanoparticles disperse in
aqueous solution, the nonpolar groups of surfactant interact with nanoparticles,
and the polar groups dissolve in water. Thus the inorganic nanometer particles can
be dispersed in the lubricating oil well.

4.4.1.2 Surface Sedimentation

Surface sedimentation refers to a process bringing a kind of inert matter sedi-
mentation to the nanometer particle surface and forms a cladding layer. It is
required that the sediment can not take place chemical bonding with particles.

4.4.2 Surface Chemical Modification

The surface chemical modification plays a very important role in the surface
modification of nanoparticles. In order to improve the dispersion stability of
nanoparticles the nanoparticles surface structure and state are changed because
adding the surface modification agent may modify the surface property due to the
effect of chemical bonds. The surface chemical modification can be divided into
the following three aspects:

4.4.2.1 Surface Grafting Modification

Surface grafting modification method is the macromolecule material through the
chemical reaction to link to the surface of inorganic nanoparticles. This method
can be divided into three types: particle surface polymerization growth grafting
method, polymerization and surface modification synchronization method and
coupling and grafting method.
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4.4.2.2 Esterification Reaction

Metal oxide and alcohol reactions can make the surface of nanoparticles changed
from the hydrophilic oleophylic property to oleophylic hydrophobic property.

4.4.2.3 Coupling Agent

When the inorganic nanoparticles with higher surface energy were mixed with the
organic compound with lower surface energy, their compatibility was very poor.
After the nanoparticles surfaces were disposed by the coupling agent, the dis-
persity in organic solvent would be greatly improved. This is often referred to as
coupling agent technology. In view of its special properties, both ends of the group
in the coupling agent molecules should play different roles: one organic functional
group is able to react or dissolve with organics, and the other group is able to react
with inorganic surface.

4.5 Typical Potential Rare-Earth Additives

In order to reduce friction and wear of mechanical parts to improve the mechanical
efficiency, reduce energy consumption and prolong the machine life, the lubri-
cating oil needs to add kinds of additives, like clearing agent, dispersing agent,
viscosity index improver, extreme pressure and anti-wear agent, antioxidant,
friction improver, pour point depressant and so on. Among them, the extreme
pressure and anti-wear agent acts as a core role in the lubricating oil additives
because it can generate lubricating film in machine part surface through the
physical or chemical mechanism to reduce friction and wear, prevent sintering and
abrade effect [27]. The research achievements of rare earth compounds in the field
of tribology application shows that rare earth compounds in tribology has great
application potential, especially as extreme pressure and anti-wear additives is
promising.

Because rare-earth elements easily implement “in situ friction chemical pro-
cessing” process, so the extreme pressure agent containing rare-earth elements
possess the characteristics of extreme pressure antiwear and material surface
modification. At present, it is paid more attention to the lubricating oil additives
containing rare-earth including rare-earth inorganic compounds and rare-earth
organic compound. The rare-earth inorganic compound mainly includes fluoride
and borate. The rare-earth organic compound can be divided into rare-earth
organic compound with and without phosphorus. The rare-earth organic com-
pounds containing phosphorus mainly include rare-earth dialkldithiophosphate and
rare-earth dialklphosphate. The rare-earth organic compounds without phosphorus
mainly include rare-earth naphthenates, rare-earth dialkyldithiocarbamate,
rare-earth isooctoate, rare-earth alkyl salicylate, etc.
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4.5.1 Rare-Earth Fluoride

4.5.1.1 Antiwear Mechanisms of Rare-Earth Fluoride

The rare-earth fluoride in the base oil has good extreme pressure, antiwear and
friction performance, but its dispersion stability in the lubricating oil is not ideal as
inorganic particles. The present studies mainly focus on the surface modification
nanoparticles of rare-earth fluoride. Its antiwear mechanism is taking place
tribochemical reaction in the friction process. The friction surface formed organic
physical adsorption film and chemical reaction film which may contain rare earth
oxide, ferrous fluoride, ferroferric oxide and so inorganic compounds.

4.5.1.2 Typical Potential Rare-Earth Fluoride Additives

The researchers from Lanzhou Chemical Physics Research Institute of Chinese
Academy of Science firstly investigated on the LaF; tribological properties in
lubricating oil. They prepared succinic acid imide modified lanthanum fluoride
nanocluster by using microemulsion method and found that the modified LaF3
nanocluster in liquid paraffin had good extreme pressure, antiwear and friction-
reduction performance. The friction surface could take place tribochemical reac-
tion in the friction process and formed the carbon, nitrogen organic physical
adsorption film and tribochemical reaction film which might contain lanthanum
oxide, ferrous fluoride, ferroferric oxide and so inorganic compounds [13]. Liang
et al. [28] prepared the LaF; nanoparticles via the coprecipitation surface modi-
fication in alcohol-water hybrid system, which was LaF; nanocrystal for nuclear,
organo-phosphorus compound for surface modification agent, good dispersion in
organic solvent. It has been found that the LaF; nanoparticles had high load-
carrying capacity and good antiwear and friction-reduction properties because a
firm adsorption film was formed on the friction surface during friction process.

The scholars from East China University of Science and Technology make
series of researches on the nano-LaF; liquid additives. The surface modified LaF;
nano-particles were prepared in a water—ethanol system with NH4F and LaCl; as
the raw materials, dioctyl dithiophosphoric acid di (f-ethoxyl) stearamine salt
(DOPA) as surface modifier. A nano-LaF; powder additive and a liquid additive
containing LaF; nanoparticles were then obtained by different post-treatment
methods.

In one method, LaF; nano-powder was prepared by means of washing and
drying. In another method, a liquid additive containing 10.2 % LaF; was prepared
by the phase transfer method in which LaF; nanoparticles were moved from the
aqueous phase to the oil phase by a solvent washing method with cetyl trimethyl
ammonium bromide for coating agent. The dispersion stabilities of the two nano-
LaF; additives in S00SN base oil were measured respectively by the centrifugal
setting method and temperature-increasing method. The tribological properties of
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Fig. 4.2 TEM images of nano-LaF; powder and liquid additives. a powder; b liquid (from Zhou
[29D

DOPA, nano-LaF; powder and liquid additives were investigated by four-ball
tribometer. The wear scars on the steel ball surfaces were observed by scanning
electron microscope (SEM). Figure 4.2 showed that the average size of LaF3 nano-
particles was 10 nm; The dispersing stabilities of nano-LaF; liquid additive at
room temperature and high temperature were both better than those of nano-LaF;
powder additive [29]. And the dispersing stability of LaF; nanoparticles in the base
oil has an important impact on their tribological properties [30]. Compared with
DOPA and nano-LaF; powder additive, the nano-LaF5 liquid additive had the best
tribological properties. When the nano-LaF; liquid additive was added in 500SN
base oil with LaF; mass fraction of 0.8 %, the extreme pressure (Pg value) of the
oil sample was increased from 510 to 1069 N, and the wear scar diameter (WSD)
was reduced to 0.352 mm.

Besides the amorphous rare-earth fluoride particles, the morphology controllable
synthesis of nanoparticles also showed a good tribological property. The surface
modified LaF; nanorods were prepared in a mixture solution of water—ethanol with
dioctyldithiophosphoric acid di (f-ethoxyl) stearamine as a surface modifier by an
ultrasonic method. The oil-soluble nano-LaF; additives were obtained by a phase
transfer method. The diameter of LaF; nanorods was 4—7 nm, and its length was
20-30 nm. LaF5; nanorods had a good dispersing stability and high temperature
stability in SO0SN base oil. Compared with 500SN base oil the maximum non-seizer
load with the liquid additive was increased by 109.61 %, and the WSD was
decreased by 39.13 %. According to the AES analysis, a complex film was formed
by LaF; deposition and other friction elements (such as sulphur, phosphors) on the
friction surface of steel balls, and LaF; was penetrated to the sub-surface, which
jointly improved the tribological properties of S00SN base oil [31].

CeF; nanocrystals synthesized via ultrasound assisted route showed that the
shape and size of products were strongly depended on the ultrasonic time. The
morphology of the CeF; nanocrystals changed from “lantern” particles to uniform
disk-like particles with the ultrasonic time. The ultraviolet absorption peak and the
hand-edge of the CeF5 nanocrystals exhibited a pronounced blue shift as the size of
particles decreasing. The photoluminescence spectrophotometer intensity of CeF3
nanocrystals was related to the crystalline extent [32]. Ma et al. [33] prepared
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surface oleic acid modified hollow LaF; nanoparticles in an oleate/cetyltrimeth-
ylammonium bromide micellar emulsion. The LaF; nanoparticles with diameters
of 17.5 nm exhibited excellent antiwear and friction reduction properties.

Chen et al. [34] prepared oil-soluble calcium-doped LaF; nano-particles and
LaF; and CaF, mixed nano-particles in a mixture solution of water—ethanol with
dioctyl dithiophosphoric acid di (f-ethoxyl) stearamine as a surface modifier, and
calcium chloride and lanthanum chloride as reactants. The results showed that the
nanoparticles were the mixture of LaF; and CaF, crystals when the molar ratio of
La and Ca was 1:1, the crystalline phases of the nanoparticles were dopant
structures when the molar ratio of La and Ca was 1:2. The morphology and particle
diameter of the two nano-particles were the same, and the average diameter was
about 10 nm. The two nano-particles had good dispersing stability and high
temperature stability in S00SN base oil. The tribological properties of the dopant
nano-particles were higher than that of the mixture nano-particles. Compared with
500SN base oil the maximum non-seizer load value of the oil sample with the
dopant nano-particles was increased by 1.15 times, and the WSD was decreased by
42.6 %.

Yu et al. [35, 36] prepared four kinds of LaF3 nanoparticles in the mixture
solvent of water—ethanol by using surface modifiers with different lipophilic chain
lengths, such as lauric acid diethanolamine, myristic acid diethanolamine, palmitic
acid diethanolamine and stearic acid diethanolamine. The diameter of four kinds of
LaF; nanoparticles was among 20-30 nm. The surface modifiers were adsorbed on
the nanoparticles surface in chemistry adsorption and formed organic modified
layer. The results showed that the tribological properties of LaF; nanoparticles in
the base oil were improved as the lipophilic chain length of surface modifiers
increased. The longer the lipophilic chain was, the better the susceptibility of the
nanoparticles to liquid paraffin wax was. This was mainly because that the lipo-
philic chain length influenced the interface activity of the nanoparticles. Moreover,
for homologous organic acid soaps, the longer the lipophilic chain was, the better
its friction reducing performance was. The properties of base oils also influenced
the interface activity of the nanoparticles.

Tong et al. [37] in situ synthesized the LaF; nanoparticles which the size was
about 5-25 nm in Tween-80/n-C;oH,;OH/H,0 lamellar liquid crystal and studied
on the friction and wear behaviors of LaF; nanoparticles as an additive in lamellar
liquid crystal. The results indicated that the LaF5; nanoparticles could improve the
lubrication performance of lamellar liquid crystal and the worn surfaces formed
tribochemical reaction film containing fluorine during the friction process. In
addition, the polarity groups from amphiprotic molecule Tween-80 and n-
C,0H,0H quite easily adsorbed to the steel ball surface during the friction process
and played a friction reduction and antiwear role. The synergistic effect of formed
inorganic reaction film and organic adsorption film made the mixed system of
LaF; nanoparticles and lamellar liquid crystal possessed excellent lubrication
performance.

Gao et al. [38] synthesized the surface modified rare-earth fluoride nanoparti-
cles whose surface was modified by DDP-18(PyDDP-18) in water—ethanol solvent
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by using coprecipitation surface modified method. The test results indicated that
the surface modified rare-earth fluoride nanoparticles lubricating oil additive could
be well dispersed in organic solvent and had better antiwear and friction reducing
capacity.

4.5.2 Rare-Earth Borate

4.5.2.1 Antiwear Mechanisms of Rare-Earth Borate

Rare-earth borate which is a typical inactive, non-toxic, odorless and non-polluting
environment lubricating oil additive has excellent tribological properties. The
antiwear mechanism of rare-earth borate as lubricating oil additive mainly exist
two ideas: sedimentary film and boriding. It was thought that borate might form
deposited film on the friction surface to generate the antiwear and friction
reduction effect.

At the same time, hydration borate microspheres could melt and become sticky
and sliding particles lubricating layer to generate the friction reduction effect.
Adams [39] put forward the point of electrophoresis film. Qiao et al. [40] found
that surface modification of borate lubricating oil additive could form mixed film
which was mainly composed of adsorption film and tribochemical reaction film on
the contact frictional surfaces. The elements chemistry state and content in the
tribochemical reaction film were relevant to test load in a fixed speed, and changed
along with the depth of the reaction film. The content of inorganic compounds
which mainly formed by Fe and B, N and O gradually increased along the depth
direction. The mechanism was shown in Fig. 4.3.

The key points of boriding viewpoint are following aspects: there is solid and
continuous surface film on the wear surface which is formed by B interstitial
compound Fe,By which can dissolve the B in free state and form solid solution;
Finally, on the friction surface a complex coating (B/Fe,B,/Fe,O,) was formed.
Thereby, borate lubricant additives can reduce shear stress, improve the load
bearing capacity and had the effect on the antiwear and friction reducing [41].
Chen et al. [42] put forward “rare-earth friction diffusion” and “rare-earth friction
speed up boriding” ideas from the essence of tribochemical treatment in situ and
chemical heat treatment. These viewpoints think that the rare-earth elements can
promote boron element in the rare-earth borate lubricant additive to diffuse into
metal friction pair material in the friction process, increase the thickness and
hardness of friction boronizing layer.

4.5.2.2 Typical Potential Rare-Earth Borate Additives

The oil soluble rare-earth borate lubricating oil additive has both good load
bearing capacity and antiwear property, but also it can be dissolved in feedstock oil
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Fig. 4.3 Formation of mixed film on contact surface of frictional pair under the lubrication of oil
containing borate lubricant additives (from Qiao [40])

well without any disperser. It overcomes the weakness of poor dispersion stability
of inorganic borate. It represents the development direction of borate lubricating
additive. For example, cerium isooctoxyborate, lanthanum dodecoxylborate, cer-
ium bodecmercapborate, lanthanum cyclohexoxyborate can form permeable layer
in the friction process, carry out in situ friction chemical modification on the
friction surface, produce lubrication film including Ce,03, CeO, and B,0O;. The
rare-earth elements have sped up permeability function to boron, carbon, nitrogen
and so on [43-45]. The amorphous lanthanum borate nanoparticle additive also
has good antiwear and load carrying capacity [46].

Rare-earth borate is a kind of lubricating oil additive which is of high efficient,
multi-function, non-toxic and tasteless. It has special extreme pressure and anti-
wear property, good oxidation stability, anticorrosion performance and good
sealing performance. It has more advantageous than additive with phosphorus or
sulfur. It has be applied in the industrial gear oil, two-stroke lubricating oil and
vehicle gear oil, and has obvious effect on the aspect of energy saving. But the
borate storage stability and resistance to emulsifying ability need to improve.
There are still a large number of problems to be further researched on the syn-
thesis, tribological properties and mechanism of nanometer additive.

4.5.3 Rare-Earth Dialkyldithiophosphate

4.5.3.1 Antiwear Mechanisms of Rare-Earth Dialkyldithiophosphate

The rare-earth dialkyldithiophosphate (REDDP) is a kind of rare-earth compound
which is based on the molecular structure of commonly used extreme pressure and
antiwear additive ZDDP. Its excellent antiwear and friction reducing performance
mainly come from two aspects: it takes place firstly tribochemical reaction on the
friction surface and forms the multiphase surface lubrication film including RE or
RE,O3;, Fe, 03 or FeS, organic sulfide, sulfate and phosphate etc. which may
improve antifriction performance; On the other hand, it forms rare-earth friction
diffusion layer on the friction sub-surface, change the surface crack propagation
resistance and surface compressive stress, increases the metal friction pair material
hardness, improves the antiwear performance [47-51].
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Jiang et al. [52] studied on the tribochemical characteristics and the tribological
mechanism about the new oil-soluble lanthanum dialkyldithiophosphate (LaDDP)
additives under boundary lubrication conditions. They simulated the tribological
decomposition reactions through mass spectroscopy. The experimental results
indicated that LaDDP possessed better lubrication ability than ZDDP. The reason
could mainly be attributed to the formation of boundary film containing La, La,03,
FeS, sulphate, phosphate and lanthanum diffused layer. Through the analysis the
main mass spectrum fragments and relative intensity (Table 4.1), they speculated
that LaDDP decomposition process may be shown as follows:

LaDDP 20 | 03 4 S 4P+ O+ S, Hy + ...

La’" + 3e trg)}o La

2La+30 T80 140,

Fe + s MO peg

Fe + P + 40 M2 gepo,

Fe + O "0 FeO/Fe,05

CyHp trg)}o Friction polymer

4.5.3.2 Typical Potential Rare-Earth Dialkyldithiophosphate Additives

The rare-earth elements (La, Pr, Sm, Eu, Gd) dialkyldithiophosphate (REDDP:
RE[S(S)P(OR),]5) as lubricating oil extreme pressure and antiwear additives, their
antiwear ability are obviously superior to ZDDP. REDDP lubrication performance
may be related to the species of rare-earth elements. Their change rule is as
follows: Sm > La > Pr > Gd > Eu, which may be related to the rare-earth metal
lattice structure. For the rare-earth metal with hexagonal crystal state, the antiwear
performances of rare-earth compounds become better and better with the
increasing of hexagonal crystallographic axis ¢ [47-51].

Feng et al. [53-55] synthesized four kinds of oil-soluble lanthanum (neodymium)
dialkyldithiophosphate, LaDDP-3, LaDDP-8, NdDDP-3, NdDDP-8, from P,Ss,
isopropanol or isooctyl alcohol and lanthanum chlorid or neodymium chloride.
Tribological behavior was evaluated and compared with that of commercial zinc
dialkyldithiophophate. The results indicated that REDDP synthesized for this study
showed more excellent tribological characteristics than ZDDP and antiwear prop-
erty of LaDDP was superior to NdDDP. The rare-earth elements can diffuse into the
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Table 4.1 Main mass

Main mass Mass number Relative
specFrun'l fragments and spectrum fragments intensity
relative intensity

CsHie 112 74.29

CgHy7 113 100

OCsH,7 129 17.93

O(CgHi7)2 242 17.29

P(CgH;7)>» 289 19.41

SP(CsH,7)» 321 12.9

S(S)P(CgH,7)2 353 63.52

LaSP(CgH,7), 400 17.61

LaS;P,04CgHe 806 34.81

La[S(S)P(CsHi7)]5 1198 14.51

From Jiang [52]

wear spot surface under the tribological condition and form a rare-earth rich layer,
which might be the main reason for the better extreme-pressure and antiwear
properties of REDDP.

He et al. [56] prepared ten kinds of LaDDPs with different alkyl chains and
studied the structure-behavior relationship of LaDDP. The properties of antiwear
and extreme pressure of LaDDPs as lubricating oil additive in 500SN base oil were
investigated by four-ball machine, and the effects of the length of alkyl chain and
the structure of primary or secondary alkyl of LaDDP additive on the properties of
friction-wear and extreme pressure were explored. The results showed that for
carbon numbers in alkyl in a range of 3-8, the additives exhibit excellent prop-
erties of antiwear and extreme pressure. The antiwear abilities are improved
obviously with the increase of carbon number in alkyl. Moreover, the properties of
friction antiwear of secondary alkyl LaDDPs have advantages over that of primary
alkyl LaDDPs. It is suggested that extreme pressure abilities decrease with the
increase of carbon numbers in alkyl and the alkyl construction has little effect on
the extreme pressure property.

Zhang et al. [57] tested two kinds of rare earth complexes of LaDDP and
lanthanum dialkylphosphate (LaDP) as lubricant additives in liquid paraffin for the
untreated 60Si,Mn steel and laser-cladding NizsA coating on 60Si,Mn steel
sliding pairs. The results showed that treated laser cladding coatings of steel can
improve their hardness and strength and the coated steel possess higher load-
carrying capacity than that of 60Si,Mn. Figure 4.4 indicated that the rare-earth
complexes of LaDDP and LaDP possess good oil-solubility, friction-reducing and
wear resistance properties. The antiwear reason is that those rare earth complexes
can form a protective film containing rare-earth oxide, sulfate and sulfur com-
pounds during the friction process when they acted as additives in liquid paraffin.
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Fig. 44 The evolution of friction coefficient (a) and wear rate (b) with during a load test
LaDDP, LaDP and ZDDP of additives concentration and pure liquid paraffin at room temperature
for the laser-cladding coatings treatment of 60Si,Mn steel (from Zhang [57]). Experimental
conditions: frequency: 20 Hz, stroke: 1 mm, load: 100 N and duration: 30 mm

4.5.4 Rare-Earth Naphthenates

4.5.4.1 Antiwear Mechanisms of Rare-Earth Naphthenates

The main reason of this kind additive with excellent tribological performance is
that the rubbing surfaces are of high levels of iron oxide catalytic oxidate rare-
earth nanoparticles and form the rare-earth rich boundary film including iron
oxide, organic acid, rare earth oxide, rare-earth compound during the friction
process [58].

4.5.4.2 Typical Potential Rare-Earth Naphthenates Additives

Liu et al. [58] evaluated the tribological behavior of rare-earth naphthenate (REN)
as lubricating oil additive in ISO VG26 white oil. The average grain diameter of
as-prepared nanoparticles was less than 30 nm. The results showed that the REN
exhibited good antiwear behavior and load-carrying capacity in the base stock.
Moreover, REN also showed the synergistic extreme pressure and antiwear
functions when it was complex with sulfurized isobutylene, while it had no such
synergistic action with TCP. The excellent antiwear and extreme pressure prop-
erties of REN additive were attributed to the formation of a boundary lubricating
film mainly composed of rare-earth compounds on the rubbing steel surface [59].
Besides above mentioned rare-earth compounds, both of rare-earth alkylsali-
cylate [60] and rare-earth carboxylate [61] are also of excellent tribological
properties and may become new lubricant additives containing rare earth.
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4.6 Synergistic Effect of Rare-Earth Compounds
with Other Additives

The synergistic effect of rare-earth compounds together with other additives is one
of the important properties. The rare-earth diakyladithiophospate (LaDDP,
SmDDP, EuDDP) combined with boric acid ester (OB) as a complex additive has
excellent synergistic lubrication effect in ISO VG68 machinery oil. The complex
additive of the REDDP and OB is more effective to increase the friction-reducing,
antiwear, and extreme-pressure properties of the base stock, compared with the
individual additive. It is attributed to the formation of an outstanding boundary
lubricating and protective film composed of iron oxides, rare-earth oxides, FeS,
FeSO,4, FePO,, B,0;, organic boron compound and B by way of tribochemical
reactions. On the other hand, it is because the tribochemical reaction products of
REDDP acted to catalyze the decomposition of boric acid ester and promote the
diffusion of the resulting B-containing products into the sub-worn-surface, and
formed RE-B common friction permeation layer on the sub-worn-surface. As a
result, the material hardness increased and wear resistance reinforced [62—-64].

In ISO VG26 white oil, it has synergistic effects for the REN naphthenates and
stannous naphthenate (SN) in the anti-wear and friction-reducing capabilities. The
complex of REN and SN possesses better lubrication abilities than that of ZDDP.
Especially this sort superiority is more obvious under high load condition. The
excellent performance of the complex can be attributed to the formation of a
boundary lubricating film mainly composed by rare earth and tin on the friction
surface. It may be possible for the complex to be used as a novel and efficient and
multifunctional lubrication additive in industries [65, 66].

It was found that the rare-earth organic compound additives had excellent
friction-reducing property, and had good synergism with the additive dialkyl
dithiocarbamate in case of studying on the tribological properties of rare-earth
dialkyldithiocarbamate (La and Ce), REN (La and Ce) in hydrotreated lubricating
oil. The lubricating mechanism of rare-earth organic compound is that the surface
layer formed by the additives is composed of organic film, oxidation film,
chemical reaction film, which improves the tribological properties of lubricating
oil [67].

The research results on the tribological performance and tribochemical mech-
anisms of lanthanum cyclo-hexoxylborate (LaCHOB) and calcium iso-octoxylb-
orate (CalOOB) and their mixture as additives in HVI5S00 mineral oil indicated
that the two additives showed good friction-reduction, antiwear and extreme
pressure properties in the base stock. They showed a synergistic effect in
improving the extreme pressure behavior but no such effect for friction-reduction
and antiwear ability. The worn steel surfaces lubricated with LaCHOB-CalOOB/
base stock had higher atomic concentration of Ca as compared with the surface
lubricated with CalOOB/base stock. The reason may be that La in LaCHOB
additive acts to promote the permeation of Ca in CalOOB during the friction
process [68].



84 T. Liu et al.

In a word, the research on the synergism about the rare-earth compounds with
other extreme pressure and antiwear additives is still in the stage of exploration.
The mechanism of synergistic effect also needs to be further investigated.

4.7 Conclusions

The rare-earth compounds are expected to become new and efficient lubricating oil
additives in the future, but there are many aspects that need to be further inves-
tigated, such as

e In-depth studying the change rule of tribological properties and the tribo-
chemical nature of rare-earth materials.

e Clarifying the action mechanism of rare-earth elements.

e Developing the rare earth nanometer lubricating material combining with the
development of nanotechnology.

e Solving the dispersion of nano rare-earth compounds in base oil.

e Carrying on the synthesis new rare-earth organic compounds and researching on
the synergism about the rare-earth organic compounds with other additives.

e The synthesis researching on nano rare-earth inorganic compound modified by
different organic compounds.

e Because the soot particles increase the wear of diesel engine, it is necessary to
explore the effect of rare earth elements on the tribological performance of
carbon film and friction-reduced catalytic function in order to find the ways to
reduce soot-induced wear problem.
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Chapter 5
Structural Dynamics and Viscoelastic
Passive Damping Treatments

R. A. S. Moreira

Abstract Viscoelastic damping treatments are an interesting solution for the
vibration control of light and large structures. Despite the simplicity of the
damping mechanism that characterizes this vibration control system, the design of
these treatments is complex and requires some specific strategies to handle
properly the description of the material behavior, to represent accurately the
kinematics of all the layers of the damped structure and to apply optimization
procedures to improve the damping efficiency. This Chapter presents a review on
viscoelastic damping treatments, and those important issues related to the material
characterization, numerical modeling and optimization are thoroughly analyzed
and explored.

5.1 Introduction

Structural engineering is a research field where a continuous evolution of the
applied materials and manufacturing methods has provided the instruments for the
development of lighter, efficient and optimized structures that fill our landscape.
From airplane fuselages and aerospace structures to the tallest skyscrapers, all
these remarkable engineering productions were only possible due the continuous
evolution of the research and experience-based knowledge of the structural
engineering field.

The trends of the structural engineering are focused onto the ability to construct
the most efficient structure using light and tailored materials, by employing
cost-efficient manufacturing methods. The use of aided design and optimization
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methods based on numerical simulation tools provide most of the required
resources to aim this goal; but the development of more efficient materials plays
also an important role in this structural progress.

5.2 Structural and Material Damping

When dealing with light and stiff materials, currently considered as the first choice
for the structural engineer, an immediate outcome comes towards the designer
attention: these efficient materials do not provide an evident and valuable energy
dissipation mechanism. These dissipation mechanisms, or structural damping
sources, are easily found in old structures made of timber and cast iron using
riveted or bolted joints. In fact, these materials possess an interesting material
damping capability able to mitigate the undesired levels of vibration caused by
internal or external sources. Likewise, the presence of joints using rivets and bolt
connections provides an effective dissipation mechanism within the vibration
energy path.

Nowadays, more efficient materials are used—Ilike aluminium and titanium
alloys, carbon and aramid composites, polymeric and metal foams—providing a
valuable structural strength in combination with a very low mass. However, the
material damping characteristic of these materials is quite reduced and unable to
provide a valuable dissipation mechanism. Therefore, a workaround for this
missing feature has been driving the attention of the structural engineer, in order to
design and apply in those critical structures the most effective way to recover the
lost damping capacity. Add-on devices and mechanisms, often named as damping
treatments, have been designed, tested and implemented for this purpose. These
damping mechanisms are designed as additions to the base structure and have been
strategically tailored to promote a simple and cost effective vibration control
solution, while maintaining the high stiffness-weight ratio that characterizes the
trends of the contemporary structural engineering.

5.3 Damping Treatments: Active and Passive Devices

Damping treatments can be implemented using passive or active-based mecha-
nisms. Passive devices rely on the addition of tailored mechanisms based on
materials, fluids or electrical systems able to dissipate a significant amount of the
deformation energy that is absorbed by the damping treatment when the host
structure vibrates. Shunted-piezoelectric ceramics, shape-memory alloys and
viscoelastic material (VEM) layers represent interesting forms of passive damping
implementation and signify an important on-going research effort.

Active damping, often called active control, classifies a set of devices that
actively react against the vibration motion to mitigate it. These devices include
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those mechanisms based on piezoelectric patches, electro-rheologic and magneto-
rheologic fluids, and shape-memory alloys and polymers.

While the active devices provide an efficient control mechanism able to reduce
the undesired levels of vibration within a low frequency range, it requires power,
vibration transducers and control hardware. On the contrary, passive devices are
effective when working within a medium-high frequency range, can operate with a
minimum set of external hardware or even in an autonomous fashion, and do not
rely on external power sources and control circuit with the associated potential
failures.

5.4 Viscoelastic Damping Treatments

Damping treatments using the viscoelastic effect apply soft polymers having a
significant material damping capability. These materials are formed by long
reticulated molecular chains, which are responsible for the high-energy dissipation
effect when cyclic deformed. This molecular arrangement is also responsible for
the important dependence of the viscoelastic materials upon frequency and
temperature.

Viscoelastic materials are applied as layers deposited onto the surface of the
host structure following two different treatment configurations: free-layer damping
(FLD) and constrained layer damping (CLD) treatments.

The FLD configuration (Fig. 5.1a) is formed by a layer of viscoelastic material
laid directly onto the surface of the host structure. The dissipation effect provided
by this configuration relies on the continuous and cyclic extensional deformation
of the viscoelastic layer as a result from the flexural motion that the adjacent
structure undergoes during vibration.

The CLD treatment (Fig. 5.1b) uses a viscoelastic layer, also laid onto the host
structure surface, covered by a stiff and thin constraining layer. The presence of the
constraining layer promotes the shear deformation of the viscoelastic layer during
the flexural deformation of the host structure. This configuration is effective even
when using very thin viscoelastic layers, whereas the FLD treatments require the
use of relatively thick layers to attain valuable levels of structural damping.

5.5 Viscoelastic Materials: Properties
and Characterization

Viscoelastic materials present a viscous-elastic behaviour evidencing a high
dependence upon the room temperature and frequency of the applied cyclic load.
Therefore, it is important to correctly characterize these materials in order to select
and tailor the material according to the conditions of the treatment application.
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Fig. 5.1 Viscoelastic damping treatment configurations a free layer damping (FLD) b con-
strained layer damping (CLD)

The viscoelastic nature of these materials is evidenced by a phase lag between a
cyclic harmonic load imposed to a VEM specimen and the resulting strain
response. This relation can be described by the complex modulus approach, where
the extensional or shear modulus, relating the stress and strain fields during uni-
axial harmonic deformation of a VEM sample, is a complex entity as:

E'(0,T) = E'(,T) +JE"(0,7) (5.1)

where E (w, T) and E' (w, T) represent, respectively, the real component or storage
modulus and the imaginary part or loss modulus. The ratio between the imaginary
and the real parts represents the damping capability of the VEM and is designated
as loss factor (). As indicated, both components of the complex modulus are
frequency and temperature dependent.

The practical characterization procedure for VEMs uses an experimental setup
where a sample of material is subjected to a harmonic excitation and both load and
response are measured and correlated to obtain the complex modulus data. These
experimental characterization procedures can be performed on beams with special
FLD or CLD configurations, as indicated by the related standard ASTM E756-98
[1]. Other experimental setups, excitation methods and response measurement
techniques, as well as sample configurations, can also be used. Direct methods,
such as Dynamic Mechanical Thermal Analysis (DMTA), impose directly a har-
monic load to a small sample of material using a tension, compression, bending or
shear deformation configuration. DMTA is usually performed in special testing
devices equipped with a small thermal chamber with controlled temperature, and
complex modulus data is obtained for predefined pairs of temperatures and exci-
tation frequencies.

The characterization of viscoelastic materials over a large range of temperatures
and frequencies results in a large set of data. Fortunately, simple rheologic VEMs
evidence a frequency—temperature correlation called frequency temperature
superposition principle—a principle stating that the effect of a frequency variation
onto the modulus of the VEM is inversely proportional to the effect promoted by a
well-defined variation in temperature. This superposition principle is often applied
to reduce, extrapolate and represent the complex modulus data. The nomogram
representation [2] takes advantage of this superposition effect in order to provide a
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Fig. 5.2 Nomogram of 3 M ISD112 [3]

simple and expeditious representation of the complex modulus data for several
isothermal conditions over a large range of frequencies. Figure 5.2 depicts the
nomogram for a commercially available VEM, the 3 M ISD 112 [3].

5.6 Numerical Simulation of Viscoelastic Damping
Treatments

Despite the simplicity associated to the damping mechanism and application of
VEM treatments, the correct design and simulation of these damping treatments is
not simple and requires special workarounds. The prime issues related to this
design difficulty are: the correct representation of the strain field imposed to the
VEM layer, the proper modelling of the VEM properties and the use of the
adequate solution method able to deal with the selected viscoelastic constitutive
model and to provide the solution in the desired domain.

5.6.1 Spatial Model of a VEM Damping Treatment

Contrary to the FLD configuration, which can be easily represented by an
Equivalent Single Layer (ESL) approach or a model based on the Classic Laminate
Plate Theory (CLPT), the CLD treatment requires a good representation of the
shear strain pattern induced inside the VEM layer. In fact, the damping mechanism
developed inside the VEM layer is proportional to its shear strain field, and
therefore it is important to select a spatial model able to represent it accurately.
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Fig. 5.3 Layered models: a beam-plate, b brick-plate with rigid link, ¢ brick-plate with offset,
d layered brick

Literature review indicates several approaches that can be divided into: layered
models and discrete layer models.

Layered (or combined) models are commonly applied when commercial finite
element software is used. This approach uses a spatial model obtained as a layered
scheme of standard finite elements, such as beams, plates and hexahedral elements.
Figure 5.3 illustrates four modelling approaches using a layered combination of
standard finite elements.

The beam-plate model, initially proposed by Killian and Lu [4], uses four
beams to represent the shear and compression behaviour of the VEM layer, while
two plates (QUAD4) sharing the nodal positions of the beams represent the host
structure and the constraining layer. The second (Fig. 5.3b) and third (Fig. 5.3c)
models also apply two plates to represent the outer stiff skins, the host structure
and the constraining layer. However, they use a hexahedral/brick finite element
(HEXAZS8) to represent the VEM layer. The difference between the two models
relies on the mechanism use to connect the degrees-of-freedom of the brick of the
core to the adjacent external plates. While the first uses rigid link connections
(RBE) to interconnect the degrees-of-freedom of the adjacent nodes, the former
modifies the nodal location of the outer plates by introducing an offset constrain
into the plate formulation.

The last model uses three layers of bricks sharing nodal locations to represent
the entire set of physical layers of the CLD treatment. It is an expeditious approach
able to be used in any finite element package but requires spatial attention to avoid
numerical locking duo to the aspect ratio of bricks of the stiff outer layers [5].
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Despite the straightforward use of these layered models, it requires a time-
consuming and laborious modelling task, especially when the structure has a
complex and three-dimensional shape. Furthermore, this modelling approach also
presents significant limitations when used inside an optimization procedure
requiring continuous update of the spatial model of the damped structure. To
overcome this difficulty, discrete layer models have been proposed and success-
fully applied. These discrete layer models rely on a partial [6] or full layerwise
theory [7], and have the benefit of a simple and general spatial model with a single
set of four nodes (Fig. 5.4), while the entire definition of the out-plane geometry is
externally defined by a tabular data file.

A simple, yet efficient, discrete layer model can be constructed using a partial
layerwise formulation where each layer is represented by a Mindlin or first-order
plate formulation [6, 8]. The displacement field is defined ensuring the continuity
between the layers and mixed formulations can also be employed to impose
additionally the continuity of stresses at the layers’ interfaces [7, 9].

5.6.2 Viscoelastic Constitutive Model

The definition of a reliable, accurate and cost-efficient constitutive model for
VEMs is still an open challenge for both experimental and numerical researchers.
While the experimental characterization procedure requires a simple, yet repre-
sentative, constitutive model able to describe the material properties with a limited
set of data parameters, a numerical simulation calls for a simple model able to be
used in a standard manner inside a numerical algorithm.

VEMs present a significant dependency upon temperature and frequency. The
temperature dependency is usually disregarded from the usual VEM constitutive
models since isothermal conditions are assumed. Nevertheless, even for structures
working at specific and constant temperature conditions, the temperature parameter
can interfere in the material properties. In fact, the damping obtained from VEM
treatments is a result of a thermodynamic mechanism related to an energy transfer
process—vibration energy is transferred to deformation energy and subsequently to
thermal energy radiated to the surrounding medium. Therefore, the efficiency of the
damping mechanism and the maintenance of isothermal conditions inside the VEM
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layer are strongly conditioned by the way that generated heat is rapidly dissipated;
otherwise, temperature may change modifying significantly the material properties.
This temperature dependency is often included into frequency dependent models
using the frequency—temperature superposition principle [10-12].

5.6.2.1 Complex Modulus

The complex modulus approach is a simple and accurate model, but requires the
storage and direct use of a long tabular data file comprising the storage and loss
modulus values defined or measure for a long set of frequency—temperature pairs.
The superposition principle is often used to extrapolate and interpolate data.

Considering a generalized damped system, its equation of motion in time
domain can be written as:

(M]{3(0)} + [CI{x(0)} + [KH{x(D} = {f(O} (5.2)

where matrices [M], [C] and [K] represent, respectively the mass, viscous damping
and complex stiffness matrices of the dynamic system.

Complex stiffness matrix [K] is subdivided into a real matrix characterizing the
stifftness of the elastic elements of the sandwich, i.e. the stiffness of host structure

and constraining layer, and a complex matrix [K,(w)] representing the stiffness of
the VEM layer. This complex stiffness matrix includes terms related to extensional
stiffness and terms associated to the transverse shear component, as:

Keéfo) +Go() Ky(Go) (5.3)

Ko@) = Ey(0) =

where K, (Ey) and K;(Gy) represent, respectively, the extensional stiffness matrix
calculated for a predefined real extensional modulus Ey and the transverse shear
stiffness matrix calculated for a predefined real shear modulus Gy.

Assuming stationary harmonic motion, where both excitation and response are
harmonic functions, the equations of motion can be rewritten as:

(—o?[M] +jo[C] + K(0)){X(0)} = {F(w)} (5.4)

5.6.2.2 Golla-Hughes-McTavish Model

The Golla-Hughes-McTavish (GHM) [13] model introduces the frequency
dependency through a series of mini-oscillators. The shear modulus of a VEM is
thus defined, in Laplace domain, as:

_ §* 4+ 2L w;s
G(s)=G°( 1 " 5.5
() ( i Zi M 2w+ a)f) (5:3)
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where G is the low frequency shear storage modulus and o;, {; and w; are model
parameters—real positive constants—that define each mini-oscillator i. The same
model can be applied to the extensional modulus E(s), which approximately shares
the same model parameters, i.e. the two low frequency shear and extensional
storage moduli can be related using a constant and frequency independent Pois-
son’s ratio. This equivalence between both moduli is not true [14, 15] but can be
used as a simplification without significant error.

The model is introduced into the equations of motion written in Laplace domain
as:

(s*[M] + s[CT + K(s)){X(s)} = {F(s)} (5.6)

where X(s) and F(s) represent the Laplace transform of the response and load
vectors, respectively. Complex stiffness matrix K(s) can be divided into the elastic
stiffness matrix of the outer layers and the viscoelastic stiffness matrix [K,(s)] that
represents the stiffness of the VEM core. This last matrix can be decomposed as
described in Eq. (5.3) where E,(s) and G,(s) are replaced by the GHM model
described in Eq. (5.5).

5.6.2.3 Anelastic Displacement Fields Model

The Anelastic Displacement Fields (ADF) model, initially proposed by Lesieutre
and co-workers [10, 16], represents the shear modulus of a VEM as:

+ Q;

where A; and Q; represent the model parameters.
Following the same procedure presented for the GHM model, the ADF model
can be introduced in the equations of motion.

5.6.2.4 Fractional Derivative Model

Initially proposed by Bagley and Torvik [17, 18], the fractional derivative model
relates the stress and strain fields through the relation:

o(t) + > _ biDlo(t) = E%(t) + Y _ a/D¥e(t) (5.8)

where aj, b;, a; and f; are the fractional derivative model parameters.

When using a single series of parameters it is possible to define several simple
yet accurate fractional derivative models, such as the 5-parameter model proposed
by Bagley and Torvik [17]:
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G(s) = G F + “ﬂ (5.9)

1 + bsP

written in Laplace domain, and the four and seven parameters presented by
Schmidt and Gaul [19-21].

5.6.3 Analysis Method

The analysis method not only depends on the desired solution domain but the
selected constitutive model also dictates it. In fact, this last relation is so imper-
ative that often literature does not dissociate the analysis method from the VEM
model. Several methods are available and the commonly used ones are presented
in what follows.

5.6.3.1 Direct Frequency Analysis

The complex modulus approach is a frequency domain model and therefore it can
be straightforwardly used by a frequency domain analysis method such as the
Direct Frequency Analysis (DFA). The DFA can be regarded as a discrete fre-
quency analysis method where the equation of motion written in the frequency
domain is solved for each frequency step. If isothermal conditions are assumed,
then frequency dependency of the VEM can be considered since the stiffness
matrix of the VEM layer is updated for every frequency step. This solution method
can be directly performed using several commercial software packages available in
the market, where the complex modulus is simply introduced into the code as a
tabular data file comprising the real and imaginary parts of the frequency
dependent complex modulus of the selected VEM.

5.6.3.2 Numerical Integration in Time Domain

Parametric models described in time domain, like the GHM and ADF, can be
introduced in the equation of motion written in the time domain. The resulting
equation can be reorganized to permit a straightforward resolution by using a
numerical integration scheme, but this reorganization increases the dimension of
the problem; at least it doubles the system of equations dimension if a single series
of parameters is used in the model.

The fractional derivative model can also be introduced in a time domain
analysis applying directly a numerical integration procedure when using the
Griinwald definition [22], as suggested by Schmidt and Gaul [19-21] and Enelund
[23].
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5.6.3.3 Complex Mode Analysis

Assuming a free response model of a dynamic system with viscoelastic damping,
its complex eigenvalue problem is described by:

K(0){§},= 2M){d}, (5.10)

The real part of the complex eigenvalue A, corresponds to the natural frequency
of the damped system , and the ratio between the imaginary and real parts
determine the modal loss factor #,.

This analysis method can be applied directly onto the equation of motion
written in frequency domain, allowing the use of the complex modulus approach to
introduce the VEM modulus. However, this procedure assumes a constant storage
modulus and loss factor within the frequency band used in the analysis [24]. Some
solutions to this limitation have been proposed, like the procedure suggested by
Kung and Singh [25] where each mode is analyzed separately allowing the use of a
constant but more realistic modulus, which is defined for the narrow frequency
band around the selected mode. This solution can also use an iterative process
where the stiffness matrix of the VEM layer is updated continuously following the
real complex modulus value for the calculated natural frequency.

5.6.3.4 Modal Strain Energy Method

The Modal Strain Energy (MSE) method, as originally proposed by Johnson and
Kienholz [26], determines the loss factor of a damped structure based on a strain
energy contribution analysis. The method assumes that the real modes of the
undamped structure can represent the modes of the damped structure. This
assumption can only be considered for low damping structures, otherwise, the
modes for the damped structure may differ significantly from the modes calculated
for the real part of the complex stiffness matrix.
If the eigenvalue problem defined in Eq. (5.10) is written as:

[Ke(0)[{d},= o}[M]¢, (5.11)

where Ky is the real component of the complex stiffness matrix of the entire
dynamic system and ¢, is the real mode shape for natural frequency w,.
Equation 5.10 can be algebraically arranged as:

] ~{e] K.}
" {o] Ko}

where K; is the imaginary part of the complex stiffness matrix, and real modes ¢,
are used replacing the complex ones.

Numerically, the MSE method is introduced in a finite element analysis as a
strain energy analysis defined by:

(5.12)
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where the sum is performed over the entire set of finite elements k, and I1y, is the
strain energy calculated at an individual finite element k for a selected mode r.

The method is easily used in a commercial finite element package but is limited
to lightly damped structures. Another drawback of the MSE method is related to
how the representative mode shapes are calculated. For CLD damping treatments,
the real eigenvalue problem is usually solved considering merely the host struc-
ture. If the damping treatment does not introduce an important modification onto
the mass and stiffness of the complete structure, the approximation provide by the
analysis is satisfactory. However, when using this method for the analysis of
symmetric CLDs with high damping levels, the VEM layer alters significantly the
stiffness of the entire composite due to the decoupling effect promoted by the soft
core. An iterative procedure can then be used to solve this issue, where the VEM
properties are iteratively updated according to the calculated natural frequency and
the real eigenvalue problem is performed considering the real part of the updated
stiffness matrix for the entire sandwich structure.

Other analysis methods were proposed and used with success, like the pertur-
bation method [27, 28], where the complex eigenvalue problem solution is esti-
mated by a stiffness and mass perturbation to the initial set of undamped natural
modes of the pristine structure, and the modal projection method [29, 30], where
the equations of motion of the system are projected onto a truncated and modified
modal base to reduce the problem dimension.

5.7 Optimization of Viscoelastic Damping Treatments

The design of structures is often ruled by a set of constraints following an intended
goal. Low cost and high efficiency lead the list of desired goals of an optimized
design. Optimization procedures are often applied during the design of structures
to attain the required qualities while reducing the cost, weight or maintenance
needs. The design of viscoelastic damping treatments is also a task where the use
of optimization techniques may provide a significant benefit, enabling the defi-
nition of an efficient configuration of the treatment with lower weight and cost.
Low mass and treatment cost are usually regarded as two important characteristics
for lightweight structures where such damping treatments are the primary choice
among the available vibration control strategies.

The optimization of FLD treatments is mainly established by a redesign of the
coverage area and treatment location. This treatment configuration requires the use
of thick VEM layers and thus the reduction of the coverage area along with a proper
location of the treatment patches, while maintaining its effectiveness for the selected
frequency range or target natural modes, represents a significant and valuable effort
to reduce the cost of the damping treatment and specially the additional mass.
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The constrained configurations, CLD treatments, can also be optimized seeking
for optimum locations and area coverage of the damping patches. Additionally,
since the damping mechanism of this treatment configuration relies on the shear
strain that the host structure imposes to the thin VEM layers, some exploration can
be performed towards the definition of a set of geometric parameters that maximize
such shear deformation energy. Experimental and numerical studies [5] reveal that
the symmetric configuration of a CLD treatment, also designated as integrated layer
damping (ILD), represents the most effective configuration when the total thickness
of the whole structure is maintained constant. In this configuration both the con-
straining layer and host structure have the same thickness and the VEM layer is thus
located on the neutral plate of the structure where the shear strain presents its
maximum value. Further, multiple layer configurations [31] can also be investi-
gated in order to promote the shear deformation inside the VEM layers. In these
multiple layer configurations the VEM layer is subdivided into several thinner
layers separated by thin constraining layers. This configuration provides the ability
to introduce VEM materials with different transition temperatures, thus enlarging
the effective temperature range of the treatment. It also improves the treatment
efficiency since thinner VEM layers can offer higher shear deformations levels.

Contrary to the FLD configuration, where a direct relation between the VEM
layer thickness and the damping efficiency of the treatment exists, the CLD con-
figuration does not present such direct relation. It is true that the damping effi-
ciency of the CLD treatment is proportional to the shear deformation energy stored
inside the VEM layer during the vibration of the host structure. However, this
energy depends on the volume of material contributing for this energy storage and
also on the shear strain level imposed to this layer of material. Unfortunately,
while the relation between the VEM layer thickness and the shear strain level is
opposite, i.e. thinner VEM layers are subjected to higher shear strain for the same
deformation of the host structure, the volume of VEM material contributing for the
total strain energy is directly proportional to the thickness of the layer. This
opposing relation can also be explored for optimization purposes.

A recent study [32] demonstrates that this opposing relation may be used to
design very thin and efficient damping treatments for relatively thick host beams,
since for these conditions the relation between the treatment efficiency and the
VEM layer thickness is not described by the conventional monotonic and
asymptotic curve given by the books on this subject, but rather presents a peak.
This interesting feature is explained by the graphical representation of the two
counterparts of the shear energy stored inside de VEM layer—the layer volume
(Fig. 5.5—subcurve A) and the shear strain (Fig. 5.5—subcurve B)—whose
combination in the form of strain energy may evidence a peak (Fig. 5.4). The main
conclusions gathered from this study are enumerated as:

o this feature only occurs for relatively thick host beams in comparison to its
length;

e contrary to the common sense, thicker beams correspond to thinner optimum
VEM layers—peaks move to lower VEM layer thicknesses;
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e thicker constraining layers evidence pronounced peaks of the efficiency curve
and correspond to thinner optimum VEM layers;

e higher modulus ratios, i.e. the ratio between the host structure modulus and the
VEM storage modulus, lead to thinner optimum VEM layers;

e mode shapes and boundary conditions leading to more complex and border
restricted displacement fields of the host structure, which correspond to more
complex shear strain fields of the VEM layer, move the efficiency peaks to lower
values of the VEM layer thickness.

Another controversial issue related to the optimization of CLD treatments is
related to the best location of the damping patches. While some authors state that
the best location for the damping treatment is near the antinodes of the vibrating
structure, corresponding to the location with highest out-plane displacement, others
indicate the nodes as the location where shear strain reaches its maximum value
and thus correspond to the best treatment spots. Experimental observations and
numerical results reveal that both situations occur for different configurations of
the CLD treatment. As revealed by the images depicted in Fig. 5.6, while the FLD
configuration presents the maximum strain deformation energy near the antinodes
of the first flexural mode, this maximum location is located near the nodes for the
symmetric CLD treatment (or ILD configuration). The non-symmetric CLD con-
figuration can be regarded as a damping treatment in between the FLD and ILD
configurations, i.e. despite being a damping treatment mostly ruled by the shear
strain imposed to the VEM core of the laminate, the best locations for the damping
patches depend on the relative thickness of the constraining layer in respect to the
host structure. For thick constraining layers, close to the symmetric configuration,
the best treatment spots are located near the nodes; but for thinner constraining
layers these locations move towards the antinodes regions. Additionally, it is also
observed that the treatment borders, as well as cross sectional cuts deliberated
made to the VEM layer, promote high shear strain locations and, when correctly
located, can provide significant improvements to the treatment efficiency.



5 Structural Dynamics and Viscoelastic Passive Damping Treatments 103

Fig. 5.6 Strain energy
distribution inside the VEM FLD
layer for FLD, CLD and ILD
(free—free beam—first mode)

The use of spacers intercalated between the host structure and the VEM layer is
another optimization strategy to improve the damping efficiency of FLD and CLD
treatments [33]. The spacer, usually a light and stiff substructure, amplify the
bending deformation of the host structure, increasing thus the shear strain imposed
to the adjacent VEM layer.

As evidenced in the above lines, the optimization of VEM damping treatments
can explore several approaches, including materials, relative thickness ratios,
coverage area, treatment location and even additional elements, such as the spacers,
or special enhancement strategies, like the cuts in selected locations of CLD.

The manipulation and selection of the best combination of these intervening
variables is not straightforward and requires the use of optimization strategies. The
Genetic Algorithm (GA) method and Topological Optimization are two available
optimization strategies with potential use for the design of highly effective
damping treatments based on VEMs.

GA methods are based on an evolutionary scheme where a family of initial and
random treatment configurations is evaluated and combined according to the fit-
ness of each individual of the family to create a new and improved set of offspring.
The optimization procedure ends with a set of offspring with the best performance
within those evaluated inside the selected search domain.

Topological optimization procedures initiate with a predefined treatment con-
figuration, which is evaluated in terms of its damping efficiency. The contribution
of each subdomain—if the finite element method is used the subdomain corre-
sponds to the domain of each finite element—is determined, providing direct
information on the importance of the subdomain for the damping efficiency of the
entire structure. According to this contribution, the VEM is redistributed, removed
or introduced depending on the topologic strategy. Figure 5.7 illustrates the initial
and final configurations of a Topological optimization analysis of a CLD treatment
applied to a host beam with free—free boundary conditions; this optimized VEM
layer configuration was obtained considering the first natural mode.
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(a) (b)

Fig. 5.7 Topological optimization of a free—free beam for the first mode a initial configuration
b final configuration

5.8 Recent Trends and Future Directions

Active control mechanisms domain the majority of recently publish studies on the
vibration control theme. This huge interest results from the recent advances in
materials, especially those with piezoelectric effect or shape-memory character-
istics, compact and light sensors and controllers using MEMS technology, and new
and efficient control strategies. Nevertheless, passive-damping treatments, espe-
cially those based on VEMs, maintain a strong and irreducible position among the
vibration control strategies for light and large structures, from aerospace structures
to common household appliances.

Viscoelastic damping treatments provide a valuable and interesting solution for
vibration control of light structures simply because they are identically light, do
not introduce a significant modification to the host structure and can perform well
within a narrow frequency and temperature ranges. Furthermore, its efficiency
does not depend on complex control networks and power sources, and therefore is
immune to the potential fails that may affect the active devices.

Since the efficiency of VEM-based damping treatments depends on the amount
of vibration energy transferred to the VEM layer as stored strain energy, this
vibration control mechanism can only perform satisfactory when the strain field
imposed to the VEM layer is effectively able to transfer an important portion of the
vibration energy. This energy storage mechanism does not depend only on the
geometric parameters of the damping treatment but is also dictated by the shape of
the vibration mode and how it deforms the VEM layer, i.e. the more complex is the
mode shape higher will be the damping efficiency. This is the main reason why
passive damping treatments based on VEMs are usually regarded as a good
solution for medium/high frequency ranges while, for the low frequency range,
active control devices perform better. The contrary also applies—active control in
the high frequency range requires fast control devices and reliable control strat-
egies, which may limit the efficient use of this damping solution for high frequency
applications.

Due to simplicity of the treatment application and the increasing level of know-
how on these solutions, the use of viscoelastic damping treatments is gaining more
interest in the structural engineering, from high-tech applications to common day-
to-day appliances.

One of the key issues impelling the use of these passive damping solutions is
the current development of effective design tools based on numerical methods.
Tailored finite elements along with simple and representative constitutive models
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able to describe accurately the behavior of VEMs is a constant contribution of
authors from the four corners of the world in recent technical journal issues.
Generalized models able to describe accurately the displacement, strain and stress
fields of single or multiple viscoelastic damping treatments is currently one of the
most interesting developments and the scope of the papers being published in this
particular subject. Recent contributions are divided between those models based
on full layerwise theories, able to describe completely the strain field of the
sandwich, and those based on equivalent layer theories for general use in the
design of large damped structures. Further, mixed formulations working directly
onto the stress and strain fields are able to impose directly the required stress and
strain interface conditions.

The research for effective constitutive models able to easily represent the real
behavior of VEMs is still an open interest. These models are required to represent
accurately the properties of the VEM while providing a straight and cost-effective
numerical implementation. The ability to introduce the temperature dependency is
also a required feature, especially when analyzing critical structures subjected to
important and variable thermal gradients (like satellite panels or aeronautic
fuselages) or when the energy dissipation mechanism is not efficient enough to
avoid the temperature modification inside the damping treatment (an issue for
damping treatments applied onto polymer composite or ceramic host structures).

Recently, the huge interest on micro-size and nano-size reinforcements for
composites and polymers has been driving the attention of the researchers for the
development of more efficient damping solutions, taking advantage of the asso-
ciated potential benefits. The application of fibers inside the VEM layer [34]
provides a way to improve the damping efficiency of FLDs, since the fibers pro-
mote the localized shear deformation of the VEM. Following this idea, the
inclusion of nano-size reinforcements such as carbon nanotubes (CNTSs) inside a
soft VEM material seems to be a promising solution for the development of
oriented and efficient damping treatments. These modified VEMs would be applied
as thin FLD solutions providing efficiency levels similar or even higher that those
obtained from CLD configurations, while taking advantage of all the design and
application benefits of the FLD configuration.

The viscoelastic-based damping treatments have been successfully applied
since the 1960s. Currently, this vibration control strategy is just around the corner
and fits inside almost every critical and light structure, from airplanes and cars to
simple washing machines. Despite the constant research done to this damping
solution, there is still a lot of work to be done, specially on efficient simulation and
optimization methods, material characterization and constitutive models, and
material formulations.
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Chapter 6

Thermomechanical Modeling

of Multiphase Steels: Classical
and Modern Engineering Analyses

A. Andrade-Campos, P. Vasconcelos, J. F. Caseiro and J. A. Oliveira

Abstract This chapter presents the thermodynamic foundations for the analysis of
multiphase steels and some conventional approaches used in the analysis of these
materials, including classical constitutive equations. Afterwards, the standard
strategies for modeling multiphase metals are introduced as well as some
examples. The new assumptions and today’s modeling strategies, that include
complex numerical simulation methods such as the finite element method, finite
volume, finite differences and phase-field methods, are also presented and com-
pared with the previous approaches, with the aid of examples and research results.

6.1 Introduction

Nowadays, steel plays a major role in our lives. It is one of the most important,
versatile and adaptable material available. Although other materials replaced steel in
many applications, it still remains very successful and cost-effective, with millions of
tons consumed throughout the world. The research associated with these metal alloys
still provides very interesting and stimulating discoveries such as, for example,
multiphase steels (TRIP, dual-phase steels, etc.), which have gained a relevant role
due to their complex microstructure and properties. Multiphase steels have excellent
mechanical properties, combining good formability properties with high strength
and have become an important construction material, mainly in the automotive
industry. Additionally, with the improvements in the heat treatment process during
production, phase distribution in these alloys can be adapted resulting in different
mechanical behavior. In multiphase steels, heat treatments are usually applied to
achieve a desired metallurgical composition in order to obtain the expected
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mechanical properties. The metallurgical composition of these materials, including
the quantity and distribution of each phase, is achieved during the manufacturing
process and depends directly on the thermal path undergone by the material.

A special case of multiphase steels are the dual-phase (DP) steels which contain
low carbon phase and exhibit increased strength but inferior ductility and formability
when compared with plain carbon steels. The microstructure, consisting in hard
martensite particles in a softer ferrite matrix, is obtained by the intercritical heat
treatment of low carbon steels. The rule of mixtures and other classical analytical
techniques have been employed in the past to determine the behavior of this kind of
materials. However, due to the complexity of the deformation process, such tech-
niques could not realistically represent the material behavior in terms of stress—strain
tendency and mechanical deformation. In order to predict the multiphase steel
material behavior, different multiphase model approaches can be used. These
approaches can be classified as classical or modern engineering analyses. The classical
approaches consider the material as homogenous and use empirical knowledge to
reproduce the behavior of the material. The modern engineering analyses use com-
putational resources to calculate the thermomechanical and metallurgical behavior of
the material, not only at the macroscopic scale but also at the micro- and nano-scales.
These last approaches rely on multiscale numerical material models to obtain accurate
results. These models must contain information concerning the evolution of the
metallurgical, thermal and mechanical state of the material. In recent years, the
developments in numerical modeling in material science and engineering also enabled
the simulation of phase changes using, for example, the phase-field method which
allows to have a quantitative perspective of the phase transformation.

In this chapter, initially, a brief review on phase transformation in metals and
alloys including metallurgy thermodynamics (as well as solidification, nucleation
and growth, diffusion and other solid-state transformations) is presented. Then, a
brief study of phase transformation in steels is conducted. Afterwards, classical
and modern engineering approaches, based on numerical analyses, are presented
and compared. This chapter ends with some considerations regarding the future of
thermomechanical models for steels.

6.2 Phase Transformation and Microstructure in Metals
and Alloys

6.2.1 Thermodynamics of Phase Transformations

Phase transformation is a key subject to understand microstructure evolution and,
therefore, properties in metals. Phase transformations' can be divided into three
categories [1]:

! The changes of the microstructure in metals and alloys.
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e diffusion-dependent transformations, in which there is no change in the phase
composition or in the number of phases present. These include solidification
of a pure metal, allotropic transformations, and recrystallization and grain
growth;

o diffusion-dependent transformation, with changes in the phase compositions
and in the number of phases presented; the final microstructure ordinarily
consists of two phases;

e diffusionless solid-state phase transformations do not require long-range
diffusion during the phase change; only small atomic movements (over
usually less than the interatomic distances) are needed.

Phase transformation in metals is due to the instability of the initial state of the
alloy. The stability of a system can be evaluated by calculating its Gibbs free
energy, G. The Gibbs energy of a system is defined in terms of its enthalpy, H,
entropy, S, and temperature, 7, according to

G=H-TS. (6.1)

At constant temperature and pressure, the system moves toward the equilibrium
state which minimizes G. When a system reaches the steady state, it is said to be in
equilibrium. A key consequence of the thermodynamic laws is that, in a closed
system, at constant temperature and pressure, the equilibrium phase i is reached if
the lowest value of the Gibbs free energy is achieved, i.e. dG = 0. When the
temperature and pressure varies, the change in the Gibbs free energy is obtained by
a system of fixed mass and composition (closed system) by

dG = —SdT + VAP + ) _ dn;, (6.2)

where (; is the chemical potential for the phase i composed by n mols of i. For the
case of constant pressure, it can be showed that G decreases with increasing 7 at a
rate given by —7. A single-component system contains a pure element that does
not dissociate the temperature range. Considering only liquid and solid states
(where numerous allotropic and polymorphic forms of the solid state are consid-
ered), the liquid and solid states co-exist in equilibrium when

AGp =0 — Gy = G, (6.3)

At pressure P, this equilibrium occurs at the temperature 7, which is the
equilibrium melting temperature, defined as T,, = AH/AS,,. It is known that the
liquid phase has a higher enthalpy and entropy than the solid. Consequently,
the Gibbs free energy of the liquid decreases more quickly with the increasing
temperature than the solid. For temperatures up to T, the solid phase has lower
energy, leading to equilibrium. For temperatures above T, the equilibrium of the
system is reached in the liquid phase. At T;,, both phases have equal value of
G and both coexist in equilibrium. The phenomenon of phase transformation is
frequently related with the difference in free energy between two phases at a non-
equilibrium temperature. For a pure metal, if the liquid temperature is decreased
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(e.g. T = Ty,—AT), the liquid will solidify and the Gibbs free energy will also
decrease, providing the driving force for solidification. The driving force is pro-
portional to the undercooling AT, considering that the latent heat and the entropy
of fusion are almost constant with the temperature.

In systems containing two or more components, the Gibbs free-energy for a
given phase is P, T and composition dependent. The development of a solid
solution phase or a compound phase involves atomic level mixing of several
component elements. The Gibbs free energy of each phase is related with the
elements involved before mixing and the change in free energy related with the
mixing process. Considering an alloy with two constituents A and B, the free-
energy of a binary solution is a solution of the mass or mole fractions X, and Xg
and can be written as

G= XAGA —|-XBGB + RT(XA IHXA +XB lnXB), (64)

where the last term is related with the mixing process. Figure 6.1 shows the Gibbs
free energy as a function of composition and temperature.

6.2.2 Liquid-Solid Phase Transformation

For the liquid-to-solid phase transformation, the temperature at which both phases
have equal free energy is the melting temperature Ty,. As temperature decreases
toward T, the liquid phase becomes more ordered and the free energy increases.
Below T, the free energy becomes negative and the metal solidifies. A schematic
representation of the solidification process for a pure metal is illustrated in
Fig. 6.2. It shows the formation of stable nuclei (nucleation), crystal growth and
the grain structure.
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Fig. 6.2 Nucleation and growth of crystalline structure: a nucleation, b solid-liquid interface,
¢ impingement and d solid grains [35]

As the metal cools, solidification begins on a small scale (Fig. 6.3a) with
several moving atoms bonding each other to form clusters (Fig. 6.3b). As the
temperature decreases, the thermal kinetics of the atoms is lower in the liquid,
allowing random aggregations of atoms to form small crystalline regions called
embryos. An embryo is a cluster of atoms that has not yet reached a critical size to
become stable and grow. Therefore, embryos are continuously developing and
remelting [2, 3]. Eventually, as the temperature decreases, some of the embryos
will reach a critical size and become stable nuclei capable of growing into crystals.
These crystals then continue to grow until they impose on each other and even-
tually become grains in the final solidified structure. The crystalline structure
within each grain is uniform. However it changes abruptly at the interfaces (grain
boundaries) with adjacent crystals. This process of forming nuclei in the freezing
melt and their subsequent growth is known as a nucleation and growth process.

Two types of nucleation can be found: homogenous and heterogeneous. When
the solid particle forms within its own melt without the interaction with the mold
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Fig. 6.3 Solidification steps: a Solid precipitate in a liquid matrix, on a microscopic scale;
b Clustering, ¢ Crystalline nucleus and d Growth of the crystalline phase [5]

walls or with the help of external materials, it’s called homogeneous nucleation.
This form of nucleation requires a large driving force due to the important con-
tribution of surface energy. The heterogeneous nucleation, the most general type,
occurs when nuclei form on the mold surface wall.

The next step after nucleation is crystal growth, defined as the increase in size
of the particles after nucleation. The significant physical processes dictating
growth are solute diffusion (in alloys), capillarity (the Gibbs—Thomson effect on
interface curvature on phase equilibrium) and thermal diffusion. In the growth of a
pure solid, there are two categories of solid-liquid interface: a rough or diffuse
interface related to metals and a flat interface associated with non-metals. The
growth of a rough interface is called continuous or normal growth since the
interface can spread normal to itself in a continuous manner due to the large
number of sites for easy atom attachment. The solidification on metals is a dif-
fusion controlled process.

A certain supercooling is previously necessary for nucleation to occur. The
primary solid particles grow into the supercooled liquid and the latent heat of
solidification is conducted away into the liquid. The initial spherical particle
develops tips in numerous directions. As the tips extend their surfaces, these
become unstable and break into secondary and tertiary tips. This grown solid,
which can be seen in Fig. 6.4, is called a dendrite? [4]. In pure metals, dendrites
are named thermal dendrites to differentiate from those in alloys. In alloys, spe-
cifically in single-phase alloys, the way in which the material solidifies depends on
temperature gradients, cooling rates and growth rates. This is also the reason why
the mechanical properties of a material depend strongly on the solidification.

Several processes and reactions which are significant in heat treatment of
metals and alloys are dependent of the mass transfer within a solid. This is
achieved with a phenomenon called diffusion. The diffusion that occurs in pure
metals is called self-diffusion, considering that all atoms exchanging position are
of the same sort. In alloys, when atoms from one metal alloy diffuse into another,
the process is named interdiffusion or impurity diffusion [1]. The two most usual
diffusion mechanisms in solid metals are interstitial diffusion, where the interstitial

2 From the Greek, Dendros means tree.
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Fig. 6.4 Dendritic solidification in a pure metal

small atoms migrate by forcing their way between the large atoms, and substitu-
tional or vacancy diffusion, where atoms diffuse by vacancy mechanisms. Inter-
stitial diffusion is generally faster than vacancy diffusion due to the fact that
bonding of interstitials to the neighboring atoms is normally weaker and there are
many more interstitial sites than vacancy sites to jump to. The classical equations
governing diffusion processes are the Fick’s laws, also widely employed in clas-
sical modeling approaches. The mathematical theory of diffusion in isotropic
materials is hence established on the hypothesis that the rate of transfer or the flux
of diffusing atom per unit area is proportional to the concentration gradient, i.e.,

J = —-DC/dx, (6.5)

where J is the diffusion flux and D is the diffusion coefficient. In the previous equation,
the concentration varies with distance in a straight line. However, the gradient of
concentration is constant. If the diffusion flux does not change with time, a steady-state
condition exists. The generalization of the Fick’s equation can be written as

aa—f = V.DVC = div(D gradC). (6.6)

The solution for the diffusion equation can be obtained for a number of initial
boundary conditions if the diffusion coefficient is considered constant. There are
several factors which influence the diffusion phenomenon, such as temperature,
diffusing species and pressure. Temperature has a significant influence in the
diffusion rate and diffusion coefficient. As temperature increases, the coefficient
of diffusion increases exponentially. An expression, of the Arrhenius type, can
mathematically quantify the diffusion coefficient as

D = Dy exp (;—%> , (6.7)

where D, is the frequency factor and Qy is the activation energy.’

3 The activation energy is the necessary energy to move an atom over a barrier from one lattice
site to another. The barrier is related with the assumption that the atom must vibrate with
adequate amplitude to break the adjacent neighboring bonds in order to move to a new position.
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6.2.3 Phase Transformation in Multiphase Metals

Specifically for solid-state steels, phase changes take place when one or more
initial phases produce a product phase (or phases) during a cooling process.
Nucleation, growth and diffusion are the main processes in solid state transfor-
mations. Although diffusion is an important mechanism in this type of transfor-
mations, not all are diffusional. As example, the martensitic transformation is
diffussionless.

The general characteristics of nucleation and growth transformations are time
and temperature dependence, irreversibility of the transformation, effect of the
plastic deformation, atomic volume, chemical composition and shape of the
product/new phase and orientation relationship [2]. Most of the solid state phase
transformations are thermally activated atomic movements. Diffusional phase
transformations can be divided in eutectoid reactions, precipitation reactions,
ordering reactions, massive transformations and polymorphic changes [4]. The
eutectoid reaction is described by the transformation of the solid phase 7 in two
new solid phases,  and B, i.e. y — o + f. An example of eutectoid reaction is the
decomposition of austenite into ferrite plus cementite in (metastable) iron-carbon
alloys. Polymorphic transformations arise when there is a change of crystal
structure of the metal, affecting all the atoms in the alloy and having an important
capacity for changing the alloys microstructure [2, 5]. The most familiar of these
in metallurgy are the transformations between y-Fe and o-Fe. In precipitation
reactions, to change the microstructure it is necessary to add elements to the alloy
that are soluble in the base metal at high temperature but that come out of solution
at lower temperatures. The particles of the new phase are called precipitates [1]. In
massive transformations, the parent phase transforms into the new phase rapidly,
maintaining the composition as the original phase [2, 6].

The nucleation theory in solid-state transformation (including steels) is based
on the formation of a new phase within a pre-existing (parent) phase. The sepa-
ration between these two phases is known as interface. In phase transformation
controlled by diffusion, the new phase is different from the parent phase in crystal
structure and/or composition.

In solid-state phase transformation, a variation in volume accompanies the
general phase changes. This volume change has to be adjusted elastically leading
to a strain energy effect, which is an important parameter in the phase transfor-
mation and in the development of models. When a cluster forms in a solid, a misfit
strain energy appears due to the volume difference between the solid and the new
phase. The contribution of this energy must be added positively to determine the
expression of the total free-energy. Along with the interfacial energys, it is a barrier
to nucleation, despite of the type of the crystal/matrix interface. The misfit strain
energy of the P phase in the o matrix can be classically determined assuming the
following steps [4, 7]:

1. The o and B phase are linearly elastic continua, therefore, removing the
cluster (modeled as an elastic inclusion) from the o matrix, leaving a void
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and leading to a relaxation of the stresses in the matrix and in the inclusion.
The inclusion B will have a different shape than the hole. The transform
strain is the homogeneous strain necessary to convert the hole shape to the
inclusion shape;

2. Apply surface tractions to the inclusion to return it to its initial shape and
insert it into the hole in the matrix again;

3. Join together the inclusion and the matrix along the o/f interface in a way
that reflects the interface type that previously existed between them;

4. Allow the B cluster and o matrix to relax: remove the tractions by applying
equal and opposite tractions. This step reestablishes the initial state. The final
B crystal and o matrix are in a self-stress state. The tractions that act on the
system at the contact surface will create “constrained” displacements and
therefore strains in the o an [ which can be computed employing strain-
displacements relationships of elasticity. The misfit strain energy will be
calculated from these stresses and strains.

Nucleation, in steels (in solid phase), is heterogeneous. The preferential
nucleation sites are non-equilibrium imperfections, dislocations, grain boundaries,
stacking faults, free surfaces and inclusions. Nucleation in grain boundaries is
analogous to nucleation in solidification on a mold wall. If the misfit strain energy
effects are neglected, the nucleation on the grain boundary may be considered as
an extension of the heterogeneous nucleation. The expression for the heteroge-
neous nucleation rate is given by

—AGy, —AG*
Nhet:wCIexp< T >exp< T ), (6.8)

where C; is the concentration of nucleation site per unit volume. The preferential
sites which provide major nucleation rates will be influenced by the driving force
(AGy). When the activation barrier has a higher value, the higher nucleation rates
will be provided by the grain corner nucleation. As AGy increases, grain edges and
then grain boundaries will determine the transformation process.

The described process is related to nucleation during isothermal transformations.
However, if the nucleation process develops during a continuous cooling, the
driving force will rise with time. Assuming these conditions, the early transfor-
mation steps will be governed by the nucleation sites which give rise to a mea-
sureable volume nucleation rate [4].

In the growth process of a solid state metal where the two phases have distinct
crystal structures, an important difference arises from the existence or absence of a
good atomic fit through the interface. If the atomic fitting is inadequate as pre-
dictable, then simple atom transfer can be expected through the incoherent interface
by a thermally active jump process. This form of growth can be categorized as
civilian or reconstructive process. Examples of this type of growth, for solid-state
transformations, are the growth of two-phase eutectoid structures, such as pearlite
in a steel alloy, and discontinuous precipitation. All of the processes nucleate, or
appear to nucleate, at the pre-existing grain boundaries. In a coherent interface,
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where there is a good atomic matching through the interface, growth is stimulated
by the necessity of decreasing the interfacial energy barrier to nucleation [8].

During the growth of the precipitate, the critical nuclei which prevail are those
with the small critical volume, meaning they have the minimal nucleation barrier.
The nuclei will be surrounded by coherent or semi-coherent facets and smooth
curved incoherent interfaces. For the precipitate to grow these interfaces must
migrate. Throughout the growth process, the developing shape will be controlled
by the migration rates.

Diffusion-controlled growth occurs when most of the driving force is dissipated
in diffusion and the interface moves at a rate controlled by diffusion. In precipitation
from a supersaturated solution, precipitate growth requires long-range transport of
solute to the growing particle and the particle growth kinetics can be modeled as a
diffusion problem. In processes like grain growth that do not involve composition
changes but only interface mobility, the boundary migration kinetics involve local
atomic rearrangements as atoms jump from one grain to its neighbor. Such process
is said to be interface controlled growth.

It is also worth mentioning the types of phase transformation in metals (and
specifically in steels) considering that these types affect the subsequent modeling
formulation. In the quenching process, at the transformation temperature, the o
phase will have numerous heterogeneous nucleation sites. Figure 6.5 shows the
possible events. For example, when the nuclei forms throughout the transformation
so that a wide range of particles sizes exists at any time (Fig. 6.5a) and when all
the nuclei form right at the beginning of the transformation (Fig. 6.5b). If all
potential nucleation sites are depleted in the process this is known as site satu-
ration. Figure 6.5c shows the cellular transformation, where all the parent phase is
used by the transformation process. In these cases, transformations finish with
impingement* of adjacent precipitates growing with constant velocity and not
because of the gradual reduction of growth rate [1, 4].

6.2.4 The Classical Model of Johnson, Mehl,
Avrami and Kolmorogov

The kinetics of nucleation and growth in solid state transformations is generally
described by the classical theory of Johnson, Mehl, Avrami and Kolmorogov
(JMAK) [9-11]. The JMAK theory considers isothermal transformation kinetics of
the nucleation, growth and impingement of a product phase in the matrix of the
parent phase until the entire parent phase is transformed. In isothermal transfor-
mations, in order to model this type of change it is necessary to determine the
nucleation and growth rate. However, to estimate the volume fraction, the

* The restriction of the transformed region growth by other transformed region.
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Fig. 6.5 a Nucleation at a constant rate during the transformation process; b site saturation and
¢ a cellular transformation [4]

impingement between precipitates must be considered. This is achieved by the
JMAK extended volume concept.

The JMAK theory is based on fundamental assumptions such as (i) nucleation
occurs randomly and homogeneously and (ii) with constant isotropic growth rate
with an infinite volume available for transformation. Other simplifying assump-
tions have been taken in consideration about geometry and kinetics of nucleation
and growth, in order to derive analytical solutions for particular cases, such as
zero-nucleation rate (pre-existing nuclei), linear growth velocity, diffusion-limited
growth, and growth of crystals in needle- or plate-like configurations [6, 12]. There
are several main concepts in the JMAK classical model: (i) the model does not
considering impingement and (ii) it considers a “phantom” nucleus which is
formed in the volume fraction that has already been transformed.

Consider two particles at a given time ¢. After a short period of time At, new
regions (a, b, ¢ and d) are formed assuming that they are able to grow unrestricted
in extended space whether or not the region into which they grow is already
transformed, as illustrated in Fig. 6.6 [12]. However only those elements of a, b, ¢
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time =t time =t + At

Fig. 6.6 Extended volume definition: nucleation and growth of two particles. The new regions ¢
and d are created as the initial particles grow. The new precipitates a and b, in which particle b
has been created in a previously transformed region

and d which lie in formerly untransformed parent phase can contribute to a change
in the real volume of the product phase, here identified by o. Therefore, the Avrami
equation is written as

v = <1 - V—“) av? (6.9)
|4 e’ '

where it is assumed that the particles are located randomly in the space. The dVZ
term is the extended, V* is the volume of o and V is the total volume. The
probability that the extended regions in Fig. 6.6 will fall into untransformed
regions, is given by (1 — V*/V).

Considering that the growth rate is constant, the particle has an isotropic
growth, and an interval of time 7 and 7 + Art, the extended volume change can be
written as

Ve 4 4 3
av, = (1 -v) = gnG (t — 1) IyVdr, (6.10)

where the particle has a sphere shape, the nucleation rate per unit volume is 7, and
the time ¢t = 7. Considering & = va, assuming a constant nucleation and growth
rates and random nucleation, Eq. 6.10 can be integrated leading to the following

JMAK equation:
& =1—exp(—kat"), (6.11)

where k, and n describe the reaction as a function of time, temperature and other
parameters. The Avrami exponent n is a numerical value obtained from experi-
mental data. If there is no change in the nucleation process, n can be independent
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of the temperature. However k,, which can be also obtained by experimental data,
is sensitive to temperature because of nucleation and growth rates dependence.

Typically, and depending on the assumptions made concerning the nucleation
and growth process, a variety of analogous expressions can be obtained with this
form [12].

Recently, numerical and analytical kinetic models have been proposed. These
identify the three following processes: nucleation, growth and impingement of
particles as entities that can be modeled separately. Also, the JIMAK parameters
can be expressed concerning individual nucleation and growth parameters. The
Avrami exponent can be given by n = a + bc, where the empirical nucleation
index a controls the time dependence of the number of particles per unit volume of
untransformed material as a function of time. The parameter b is the dimension-
ality of growth: b = 1, 2 or 3 for one-two or three dimensional growth, namely
when the particles of the new phase grow like needles, disks or spheres, respec-
tively. Finally, c is the growth index: ¢ = 1 for interface growth and ¢ = 0.5 for
diffusion-control growth [2].

6.2.5 Steel and Transformation Kinetics

Steel are defined as alloys consisting mainly of iron and carbon and other alloying
elements.

The chemical element iron (Fe) is one of the most common on Earth, however it
does not occur in nature in a usable form but in mineral ore such as hematite or
magnetite. It is the least expensive and most widely used metal. There are three
allotropic forms of pure iron: faced centered cubic (fcc) austenite (y), body cen-
tered cubic (bcc) ferrite () and the hexagonal compact structure(e). The ferrite or
a-iron is characterized by unit cells and belongs to the cubic system, where the
three axes of the unit cell have the same length and are reciprocally perpendicular
[13]. The lattice spacing of a-iron is body-centered cubic. The austenite crystal-
lizes in the cubic system. The unit cell has a cubic geometry with the iron atoms
located at each cube edge and an atom on each face of the unit cell, i.e., a face
centered cubic structure [1]. The fcc structure, although more closed packed than
the bec structure, has larger “holes” or intertices, which are located at the center of
the cube edges and are enclosed by six atoms in the form of an octagon (octahedral
interstitial sites) and tetrahedral interstices. (Fig. 6.7)

The majority of steels depend on just two forms of iron: y and «. The trans-
formation y — o has associated a volume change, which may contribute to the
formation of internal stresses during the phase transformation. The geometry of
o-and y-phase is important to the solubility of carbon or nitrogen in the two-
phases, in the diffusivity of the alloying elements and in the plastic deformation
behavior [14].

Carbon content in steels ranges between 0.03 % and 2.0 % by weight and
containing other elements like Si, P, Mn. The ferrous alloys with carbon content
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Fig. 6.7 a Ferrite and b Austenite crystal structure

exceeding 2.0 wt% are called cast irons [13, 14]. There are several products with
varied chemical composition, shapes and sizes that are manufactured with iron and
steel by casting, rolling and forging. Of all metals and alloys operated and pro-
duced worldwide, iron and steel represent more than 90 % of the annual pro-
duction and it is by far the most affordable metal. In some applications, such as
steel frames for large buildings, steel is the only material specified due to strength
requirements.

Steels can be classified by different forms such as based on chemical compo-
sition, manufacturing methods, structural, tool applications, heat resistance, fin-
ishing methods (hot rolling, cold rolling, casting); product shape (plates, sheets);
oxidation employed; microstructure (ferritic, austenitic, etc.); heat treatment and
thermomechanical processing. However, chemical composition is the most widely
used basis for designation. The most relevant codes defined by international
institution to classify steels are the American Iron and Steel Institute (AISI) and
the German Deutsches Institut fiir Normung (DIN).

The performance of steels are dependent of the properties associated with their
microstructure: structural arrangements, volume fraction, grain size and mor-
phology of the phases that constitute them. The study of the development of iron
and steel starts in the equilibrium diagram Fe-C, as shown in Fig. 6.8, which
provides an important basis on the knowledge of different types of alloy steels. The
carbon content in the steel deeply alters the phase relationship between the
microstructure and properties in the steel. The solid phases present in the phase
diagram of Fe—Fe;C (Fig. 6.8) are:

e Austenite (), an interstitial solid solution of carbon in the CFC iron crystal
lattice. The solubility of carbon is much higher when compared with ferrite;

e Ferrite («), an interstitial solid solution of carbon in BCC iron crystal
structure, reaching the maximum solubility at 727 °C;

o JS-ferrite, with a crystal structure similar to alpha ferrite, but stable between
1394 and 1530 °C;

e Cementite (Fe3C), a intermetallic compound which has a carbon content of
6.67 % by weight.

There are important temperatures or critical points in the Fe-Fe;C phase diagram.
The first one is the A temperature, at 727 °C, where the eutectoid reaction occurs.
Other temperature is Az, where o-iron transforms in p-iron. In pure iron, this
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Fig. 6.8 Fe-Fe;C phase diagram [3]

transformation happens at 910 °C, however, with the carbon addition, the temper-
ature is lowered. The A, is the y-iron transformation in y 4+ Fe;C boundary.

The ferrite-cementite mixture is called pearlite and is formed during cooling.
The pearlite structure consists in alternating ferrite and cementite lamellae.

The Fe-Fe;C phase diagram has three invariants reactions: the peritectic, the
eutectic and the eutectoid. However, only the eutectoid reaction occurs below
900 °C. Generally, eutectoid reaction occurs at 727 °C and is given by
y (0.77 wt.%C) = ferrite-a + Fe;C.

An important cause of the wide variety of microstructures in steels is the
allotropic transformation which can occur with a variety of forms, where the atoms
can move to achieve the change in the crystal structure. The transformation can
happen either by breaking all the bonds and atomic rearrangement into another
pattern (reconstructive transformation) or by homogeneous deformation of the
initial pattern into a new crystal structure (displacive or shear transformation). All
phase transformation in steels can be considered within these two mechanisms.

The understanding of phase transformations is decisive for the development of
the microstructure of a material for a specific application. This implies a fully
understanding of the phase transformation kinetics, i.e. the time and temperature
dependences, including the transformation rates. To determine the reaction rate, it
is necessary to measure the degree of transformation as function of time. The
overall transformation kinetics strongly depends on the nucleation and growth
rates and the impingements effects [15]. The isothermal phase transformation
evolution (isothermal transformation kinetics) as a function of time and temper-
ature for a metal alloy is given by the temperature—time-transformation (TTT)
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Fig. 6.9 a General temperature-time-transformation (TTT) diagram and b a TTT diagram for a
steel. The formation of an isothermal transformation curve generated from a transformation
versus logarithm of time measurements. Adapted from [1, 36]

diagram, illustrated in Fig. 6.9. The curves have a C shape due to the driving force
for transformation, which is small at higher temperatures. However, the diffusion
coefficient has a smaller value at lower temperatures. At intermediated tempera-
tures, the combination of these two variables gives a maximum in the reaction rate.
The start curve signalizes the beginning of the transformation (e.g. 1 %) and the
finish curve indicates the end of the transformation (99 % curve) [16, 17].

Therefore, in steels, the transformation of austenite can be studied during
continuous cooling, where physical measurements are applied (thermal analysis,
dilatometry, etc.), although the results are sensitive to the applied cooling rate. The
isothermal transformation shows a particular time-temperature-transformation
(TTT) curve, with a defined C-shape for each specific steel.

In practice, steel is rarely quenched to a constant temperature and have an
isothermal transformation. Most of the heat treatments of steel include continuous
cooling of a specimen. Continuous-cooling-transformation (C-C-T) diagrams
represent the transformation, temperature and time relationships during continuous
cooling. Figure 6.10 shows a moderately rapid and slow cooling superimposed on
a C-C-T for a eutectoid steel. The transformation begins after a period of time that
corresponds to the intersection of the cooling curve with the start transformation
curve and finalizes upon crossing the end transformation curve. The microstruc-
tures for these conditions are fine and coarse pearlite.

The hardening of steel through quenching is one of the most important techno-
logical processes. If the steel has a rapid quenching from austenite, there is no time
for the eutectoid transformation by diffusion—controlled to occur and a martensitic
structure will develop. Martensitic reaction is diffusionless. Therefore, the product
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phase composition is similar to the parent phase. The martensitic transformation
depends on several variables such as time and temperature. The transformation has a
very fast velocity and starts at a fixed temperature M (Martensite start temperature).
With a continuous variation of temperature, more material will transform until it
reaches a temperature M; (Martensitic finish temperature), where the transformation
is completed. Another characteristic of the martensitic reaction is the reversibility of
the transformation because the initial atomic configuration can be obtained con-
tinually. The reversibility is related with a temperature hysteresis and the reverse
reaction begins at a temperature above M; [2, 6].

The effect of the stress is also a factor in the martensitic transformation since
the plastic deformation plays an important role in this type of reaction when
compared with nucleation and growth transformations. At any given temperature,
the use of plastic stress in the reaction range generally increases the amount of
transformation. The deformation above M, could result in the generation of the
product phase. In general, the reverse transformation can be promoted in a similar
form and an appropriate stress-state will produce a transformation below the
temperature at which it begins spontaneously. If the parent phase has been sub-
mitted to cold-work in a temperature where it is stable (above M), the subsequent
deformation inhibits the transformation. In that case, and if the deformation
temperature is not high enough to allow self-annealing, the M, temperature
decreases and the volume of the reaction obtained at any temperature is reduced.

The composition and the shape of the product phase in the martensitic trans-
formation are other characteristics of these reactions. Although the parent crystal
and the new crystals formed have the same chemical composition, the volume
changes are regular. The crystals of martensite are flat plates, which became
thinner at the end and develop a lenticular cross-section. The martensitic plates
orientation follows the original lattice; the plane of the lattice on which they are
developed is named habit plane. In martensitic transformation, there is a fixed
relation between the orientation of the parent phase and the product phase. A single
martensite plate could be a single crystal or could have two twin orientations [2, 6].

There is a critical rate for quenching, for the continuous cooling of a steel, that
characterizes the minimum value of quenching rate that forms a complete mar-
tensitic microstructure. When this rate is included in C-C-T diagram, it will fail the
nose of the curve at which the pearlitic reaction starts, as shown in Fig. 6.10b. It is
also possible to observe that, for rates greater than the critical rate, only the
martensitic microstructure occurs. Pearlite develops for low cooling rates.

It is the knowledge of this transformation phenomena (including temperature
rates, etc.) that allow to perform heat treatments with the aim of retrieving specific
microstructures and, consequently, specific properties. Heat treatment in steels is
referred to the heating and cooling operations to modify the material properties.
Heat treatments can be applied in casting, welding and other processes. The main
objectives of a heat treatment are: relive internal stresses set up during hot-
working, cold-working, welding and casting processes; to increase the resistance
to wear, heat and corrosion in an alloy by softening to improve the machinability;
to improve the hardness of a tool steel by modification of grain structure after a
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Fig. 6.10 Continuous cooling transformation (C-C-T) diagrams for a eutectoid iron-carbon

alloy: a for a moderately rapid and slow cooling, b dependence of the final microstructure on the
transformations during cooling (adapted from [1])

hot-working and eliminate former heat treatment procedures; to remove strain
hardening developed into cold-working, improving its ductility; to refine a steel
microstructure after hot-working; to create a single phase in stainless steels, etc.

The most common heat treatments processes are annealing, normalizing,
spheroidizing, quenching and tempering.

In annealing, the alloy steel is maintained at an elevated temperature for a
period of time and then slowly cooled. This process is used to increase ductility,
softness or to produce a specific microstructure.

The normalizing is used as a final treatment for carbon steels adding more
strength to the steel, when compared with annealing, due to the faster cooling rate
produced. This is a type of annealing treatment which is employed to refine the
grains and create a uniform size distribution.

The spheroidizing heat treatment improves the machinability. The process
requires several hours at approximately 30 °C below A;, where the Fe;C micro-
structure is changed into large spherical particles.

The quenching process is referred to cooling from the temperature range at such
rate that the transformations in the primary and bainite ranges are overcome and is
martensite formed. This induces a high strength and hardness in steels. To obtain
the desired cooling rate during quenching, several cooling methods are used and,
as a cooling medium, water, air or oil can be employed.

The principal objective of tempering is to obtain a disperse structure at a degree
of cooling. In low carbon steels, quenching acts as tempering. When specific steels
are quenched in oil, the microstructure is developed during transformation within
the bainite range that is more disperse than the one formed after cooling in air.
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6.3 Thermomechanical Modelling of Steels Through
Classical Engineering Approaches

The classical engineering approach to model a material, even when it shows a
heterogeneous microstructure, is to consider it macroscopically. Therefore,
numerical models prepared for full thermomechanical processes at large defor-
mations can be applied to simulate the macroscopic behavior of the material.
Nowadays, these models can be found in the large majority of simulation software
by the finite element method. These models considers a mathematical formulation
based on a hypoelastic model and an additive decomposition of the rate of
deformation tensor is assumed, i.e.,

D = D¢+ D" + D", (6.12)

where DS, D" and D'? are the elastic, thermal and viscoplastic parts of the rate of
deformation tensor D, respectively. The thermal part of the rate of deformation
tensor is defined by

. do
D" = o' TS with o =« +5(T —To), (6.13)
where o is the coefficient of thermal expansion (CTE) of the material, T is the
temperature rate and Ty is a reference temperature. Considering the thermal effects,
the elastic part of the rate of deformation tensor can be defined as

v .oc™!
D°=C'o+T—— 6.14
o +T 770, (6.14)
where C is the temperature-dependent elastic isotropic tensor
C=2uN)S+AT)1®1 (6.15)

and X is an objective rate of the Cauchy stress tensor ¢. < is the fourth order
identity tensor. The constitutive equation for D', i.e., the flow rule, is given by
w_ 3

D’ = 25" (6.16)
where ¢’ is the deviatoric stress tensor, & is the von Mises equivalent stress and &P
is the equivalent plastic strain rate, considered to be dependent on (i) the equiv-
alent stress, (ii) the temperature and (iii) an evolutive internal state variable s that
attempts to model some phenomena derived from the microstructure. The use of
internal variable(s) is a stratagem to include some microstructure information
without modeling the microstructure. Consequently, the computational effort can
be acceptable. However, it should be mentioned that the majority of the classical
models do not include internal variables that intend to introduce microstructure
information. Generally, these internal variables define some macroscopic infor-
mation (that is the case of, for example, the backstress tensor).
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Data from thermomechanical tests suggest that the behavior of some steels can
be accurately represented by a power law, while others are better represented by an
exponential dependence. In order to accommodate both dependencies the adopted
specific form for the equivalent plastic strain rate can be [18, 19]

P — Aexp (- Rg%) {sinh (5%)} " (6.17)

In the previous constitutive relation, A, m and ¢ are material parameters and R,
is the universal gas constant. The previous equation is an example of a macro-
structural model prepared for thermomechanical problems. Other simpler model is
the Norton model

(6.17a)

pr - [5 —-Y - Q[l}\7 exp(_bgp)]]n’

where Y is the yield stress and b and N are constants of the material. The activation
energy term can also be considered to be dependent of the temperature, i.e.,

_ [ o t+log(®H)] if T<T;
0= {Qo T i TST (6.18)

Qo is the activation energy in steady-state conditions and 7y is a behaviour
transition temperature. The internal state variable s and its evolution are generally
defined by the universal following relation

§ =&h(a,s,T) — i(s,T) (6.19)

where h(a,s, T) is associated to micro structural phenomena such as hardening and
dynamic recovery, whereas (s, T) is related to static restoration effects. The
classical models represent a full thermomechanical solution to the problem. The
solution of the temperature field is given by the heat transfer equation

oT .
pca +div(qy) = ¢ + g1, (6.20)

where p and ¢ represent the density and the specific heat, respectively. qx =
—kgrad(7) is the conduction heat flux governed by the Fourier law and ¢; and ¢,
define the plastic heat generation rate and other heat sources, respectively. k is the
thermal conductivity tensor. In the case of heat treatments, the thermal problem is
driven by the surface boundary condition of convection.

These classical models can be implemented in a finite element code. Due to the
strong non-linearities caused by the thermal and mechanical properties, the solu-
tion of the problem can only be achieved slowly. For that reason, generally the
previous equations are implemented in an implicit formulation, where iteration
cycles are performed in order to guarantee a final equilibrium solution. There are
simulation codes that use numerical prediction/correction algorithms. The pre-
diction stage, which uses a semi-implicit or explicit integration scheme, provides a
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first estimation for the temperature, strain and stress fields. The correction stage,
performed with a Newton—Raphson implicit scheme, improves the solution until a
satisfactory result is found. Due to high computational effort, the thermome-
chanical coupled problem can be solved with a staggered approach. In this stag-
gered approach the information between the thermal and mechanical problem is
passed at each increment. This solution has demonstrated to be very efficient in
different kinds of thermomechanical problems.

6.3.1 Water Spray Quenching: Example of a Classical
Approach

An example of application of such classical approach is the simulation of the
quenching heat treatment. Three-dimensional models were employed in the sim-
ulation of spray water quenching of both cylinders and spheres of an austenitic
stainless steel [20].

Figure 6.11 shows the evolution of the temperature and the axial stress for
selected points of the sphere specimen radius, including the points at the center and
the surface. As expected, it can be seen that cooling is faster for the points closer to
the surface in contact with the quenching fluid. The compressive stress revealed at
point 1 at the start of the process (0-2 s) transformed into tensile stress at sub-
sequent stages. Points 1 and 2 followed qualitatively similar evolutions. Point 4, at
the surface, presented the higher compressive stress of the solid sphere. However,
this point presented tensile stresses of & 50 MPa at the early stages of the process.

It can be seen in Fig. 6.11 that at the beginning of the quenching process tensile
stresses were produced on the outside of the sphere and compressive on the inside.
For t > 2 s stresses were reversed. This phenomenon is due to the fact that initially
the temperature gradient between the center and surface increases and the outside
zone tends to contract more quickly. Then, the regions next to the surfaces are in
tension and the inside in compressive, as indicated in Fig. 6.11. After 2-3 s of the
process, when the temperature field becomes homogeneous and the inside tends to
cool more quickly, the stress distribution is inverted. These stresses correspond to
the situation where the inside tends to contract but it is opposed by the involving
region. Consequently, resulting stresses are tensile in the center and compressive
on the surfaces.

Figure 6.12 shows the resulting residual stress fields across radial line (z = 0)
after the process of spray water quenching. The results obtained by the classical
model confirm the experimental results measured using neutron diffraction [21]
and the analytical model [22] also presented in Fig. 6.12.

The simulation of the quenching process described in this text proved to be in
accordance with the principles and physical phenomena that describe the heat
treatment processes. It also demonstrates the suitability of the classical models.
The results achieved are in good agreement with the results obtained by experi-
mental and analytical methods.
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Fig. 6.11 Evolution of the temperature and the axial stress during the quenching process

6.4 Modeling Steels Through Modern Analyses: The Use
of Microstructural Information

In the last few decades, several phenomenological theories have been developed in
order to describe the mechanics and thermodynamics of thermomechanical pro-
cesses on the macroscopic level, as presented in the previous section. Neverthe-
less, these classic models have reached their limits in various aspects. Extensions
of these models should take into account the formation of microstructures and the
microheterogeneity of the underlying multiphase materials. The macroscopic
response functions should be determined by appropriate averages of microscopi-
cally associated field quantities over evolving microstructures.

Scale-effects play a major role in modern micromechanical applications.
Microstructure is indeed crucial, since thermomechanical behavior typically is the
result of the interaction of complex substructures on several length scales. To
understand some heat treatments and subsequent forming phenomena in high
performance steels, models which are more closely related to physics and material
science and able to take into account the microstructural behavior of the material
are needed. These models rely strongly on variational formulations for which
effective mathematical and numerical concepts have been developed only recently
[23, 24].

Modern engineering applications require the reduction of structure weight while
improving safety properties. Therefore, advanced high strength steels play an
important role since they offer solutions to these demands. Due to their micro-
heterogeneity, high strength steels pose outstanding challenges with respect to
material modeling.
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Fig. 6.12 Calculated residual stresses in a 30 mm diameter quenched steel solid sphere
compared to experimental [21] and analytical [22] solutions

Prospects for manipulating microstructure to achieve enhanced performance
demands models that distinguish between nucleation, migration, absorption/
desorption, trapping, and bypass or annihilation of dislocations at various material
length scales that manifest work hardening behavior. Most of these phenomena
cannot be considered in isolation, which is a hallmark of plasticity—it is a highly
coupled phenomenon, in general, with important effects of both short and long
range character attributed both to the physics of dislocation cores and long range
interactions of dislocation arrays.

Considering that the mechanical behavior of high performance steels (such as
multi-phase steels) is attributable to their microstructure, the modeling of the
mechanical behavior of these steel materials has to be done based on microstructural
levels. Nevertheless, macroscopic properties are also required for industry engineers.

Due to large advances in computational power, both in hardware and software, it
is nowadays possible to use the microstructural information in the modeling of
steels. Diverse methodologies are generally used to reproduce the behavior of
multiphase steels. One of them, known as homogeneous strategy, uses the micro-
structural information as an average value. For a multiphase steel, the different
phases are considered as volume fractions of a homogeneous material in which its
behavior is a weighted average of the behavior of the constituent phases [25]. This
kind of models can consider all sort of phases and grain size representation.
However, in simulation codes, the phases and grain size are not discretized and,
consequently, grain and phase boundaries are not considered. The thermal and
metallurgical phenomena, such as phase transformation kinetics, are defined ana-
Iytically in the model but the distributions of the phases and residual stresses due to
different material thermal expansion coefficients are not represented [26].
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Other options are available concerning the model of the microstructural phe-
nomena. In this decade, crystal plasticity based models [27] and the so-called self-
consistent models [28] have proven to be very useful and accurate reproducing
valuable properties such as grain orientation and anisotropy. However, grain
boundaries, phase distribution or transformation and occurrence of local hetero-
geneities cannot be represented in these models. The prediction of the creation,
growth and role of grain boundaries is of the utmost importance for the micro-
structural behavior of the polycrystalline material in heat treatments and sub-
sequent forming behavior. It should be highlighted that grain boundaries may act
either as barriers for dislocation glide, or conversely as sources for bulk
dislocations.

Only recently, multiphase transformations have been considered in finite ele-
ment (FE) simulations of large deformation processes. There are now models that
explain macroscopically the observed plasticity induced by the volume change
between the hard and soft phases and models that use the preferred orientations
and microscopic observations to explain the volume mismatch between phases
[26].

In opposition to this kind of models are the multiscale homogenization models
type. For instance, the asymptotic expansion homogenization method is an
excellent methodology to model physical phenomena on media with periodic
microstructure and a useful technique to study the mechanical behavior of struc-
tural components built with these kinds of materials.

The detailed numerical modeling of the mechanical behavior of multiphase
material structures, considering the full micrometallurgical representation of the
constituent phases, often involves cumbersome computational costs. Conse-
quently, the use of homogenization methodologies can lead to significant reduction
in computation efforts. These techniques allow the substitution of a heterogeneous
medium for an equivalent macroscale homogeneous medium allowing the use of
macrostructural behavior laws obtained from microstructural information. On the
other hand, multiphase steel materials typically have heterogeneities with char-
acteristic dimensions much smaller than the dimensions of the structural compo-
nent itself. If the distribution of the heterogeneities can be described as periodical,
it can be approximated by a periodical repetition of volume cell, representative of
the microstructural details of the multiphase material. In this approach the mul-
tiphase material can be considered approximately as a composite material. These
models can represent grain size and grain boundaries. When using with the finite
element method (FEM), it is possible to analyze the different phase boundary
effects. Nevertheless, the transformation kinetics phenomena are very difficult to
take into account. Additionally, these models require specific numerical boundary
conditions in order to fulfill the requirements of microscale periodicity.

In recent years, phase-field models [29] were able to simultaneously simulate
nucleation, grain growth and coarsening and provide a visual impression of the
development of a structure. However, these methods only take in account the
phase kinetic and energetic equations discarding the mechanical issues. Although
these methods are able to compute quantitative aspects of the evolution of
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microstructure without explicit intervention, there are some assumptions which are
inconsistent with practical experience [30]. Additionally, these only model the
microstructural information. Therefore, they should be used coupled with the finite
element method in order to simulate real technological thermomechanical pro-
cesses. The phase-field model can be used to reproduce the transformation kinetics
phenomena which is very difficult to calculate by FEM.

Examples of modern thermomechanical models are presented in the following
section.

6.4.1 Homogeneous Multiphase Transformation Models

For models that consider microstructural phenomena, including volume expansion
due to phase transformation, and where the different phases are considered as
volume fractions of a homogeneous material in which its behavior is a weighted
average of the behavior of the constituent phases, the thermal properties must be
also written as volume fractions of its constituents. Therefore, the enthalpy
changes of phases need to be accounted for due to the temperature increase by
latent heat generation. The density and the specific heat, which are defined as
weight average of the n, constituent phases, use the information of the volume
fraction of each phase, i.e.

ﬂp

p
Z Z Pi

p = - Xipi and Cp = X,'CPJE. (621)
i=

i=1

The generated specific internal energy (per unit of volume) is given as

L& 0X;
g= ;AH S (6.22)
where AH; is the enthalpy change of phase i during the phase transformation
process. However, in these models, the general heat transfer equation (Eq. 6.20) is
usually used.

The kinetics of phase transformation must provide the equations that define the
rate of nucleation and growth of new phases. The Avrami equation [31] is gen-
erally used to describe the rate of nucleation and growth of a newly formed phase
decomposed from the austenite grain boundaries. However, the equation, origi-
nally proposed for isothermal conditions, must be applied in non-isothermal
transformation kinetics by assuming that the temperature evolution is divided into
small time steps. Therefore, the thermo-kinetics can be considered as isothermal
(isokinetic reaction). The classical JMAK approach (see Egs. 6.9-6.11) covers
isothermal diffusional transformations and uses the thermodynamical equilibrium
fraction (X°?) for each phase as a parameter. This value is determined from the
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equilibrium phase diagram with known temperature and chemical composition
(see Fig. 6.8). The equation is then extended to non-isothermal transformation
kinetics considering the cooling curve as a combination of a sufficiently large
number of isothermal reaction steps.

The equation for the transformed fraction X; of phase i at the current time step
n + I can then be defined as
] — g hitean™) (6.23)

_ v
Xint1 =X (

from an equivalent transformation time #°4, which defines the phase fraction X; , of
the previous time step, and time increment At. The thermodynamical equilibrium
fraction of phase i evolves with the process and it is dependent of the material’s
chemical composition and temperature. Numerically, the parameter X1 | works as
a boundary for the fraction of the phase i and can be determined from continuous
cooling diagrams, as the one seen in Fig. 6.12. The parameters k; and n; are
empirically obtained constants that also depend on the nature of nucleation and
growth, chemical composition and temperature. The temperature dependence of
these parameters minimizes the errors that can arise by the use of an extension of
the JMAK equation for continuous cooling. The equivalent transformation time is
calculated by

1/n;

1 X;
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kit X ’
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(6.24)

that should be used for the diffusion phase fraction that is increasing, such as
ferrite, pearlite or bainite. During processes of autenitization, a similar equation is
used for the volume fraction of austenite.

As mentioned, the martensite phase transformation is difusionless. Therefore,
the martensite transformation can be described using the Koistinen-Marburger
relationship [32], where the martensite volume at a given temperature 7 below the
martensite starting temperature M, is given as

X = ra(l - e—C<Ms—T)), (6.25)

where X, is the volume fraction of retained austenite and c is a material parameter
that is considered as 0.01 for steels. As the difusionless equation does not take time
into account, it can be considered as an increment of the martensite volume
fraction until all the remaining retained austenite is transformed.

The temperatures at which the phase transformations start are dependent of the
chemical composition and grain size. The values for these temperatures can be
found in diagrams as Fig. 6.8 or can be calculated analytically using empirical
functions of the chemical composition and grain characteristics.

The transformations in steel do not occur in isolation. However, as a simpli-
fication, homogeneous models generally consider sequential transformations. For
simultaneous transformations there are some works based in the Avrami theory
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such as the works of Jones and Bhadeshia [33] (model for simultaneous trans-
formations of austenite) or Rios and Villa [34] (a kinetic methodology suitable for
the case in which transformations take place simultaneously or sequentially and
that are able to deal with position-dependent quantities and not relying on
extended volume).

The homogeneous transformation models use thermomechanical models not so
different of the macroscopic models used in classical approaches. However, these
use the phase transformation information coming from the microstructure and
defined in the previous equations. In viscoplasticity, the strain decomposition is the
same as for the elasto-plastic model. Nonetheless, due to the phase transformation
phenomenon, the strain decomposition must account for the volumetric strain
increment coming from the transformation itself. Therefore,

E= i P4 (6.26)

This tensor, which also includes the thermal expansion of the material, is a
linear mixture of strain increments of existing phases. Consequently, it can be
written as

11 1 1
& = —pirei | — = — | |1, 6.27
; 3 el Pin+1 pi,n ( )

where p; is the density of the phase i and I is the identity tensor. Due to the
presence of multiple material phases, the isotropic macroscopic stress can be
expressed as a function of all existent phases by

XiGiso(2.T). (6.28)

p
Oiso =

i=1
In this global model, different models can be used for each microstructural
phase, from the pure elastic to more complex thermoelastic-viscoplastic models. In
these models, the equivalent strain € and the temperature must be taken in account.

It is usual to consider the martensite material as elastic material considering that its
yield stress is very high relatively to the other phases’ properties.

6.4.2 Dilatometer Simulation, Austenitization
and Annealing: Examples

A continuous cooling rate of 5 °C/s and subsequent autenitization was applied to a
dilatometer with initial temperature of 900 °C. In a second example, a continuous
cooling rate of 50 °C/s followed by an annealing treatment is applied to the
dilatometer. The behavior of a homogeneous material model presented in the
previous section is analyzed and compared with experimental results [34].
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Fig. 6.13 Transformed phase fraction for a continuous cooling rate and autenitization.
Dilatometric curve

Figure 6.13 shows the phase transformations and dilatometric curve, respec-
tively, for the first example considered. The slope change at about 720 °C shows
the thermal expansion due to phase transformation. As can be seen, the numerical
results are in agreement with the experimental ones showing the good results
obtained by this type of modern engineering analysis.
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Fig. 6.14 Tranformed phase fraction for the continuous cooling and annealing. Dilatometric
curve

In Fig. 6.14 the predicted and experimental transformed phase fraction and the
dilatometric curve for the second example are shown. Although the model does not
accurately predict the transformed phase fraction, it presents a good approximation
in terms of shape and slope of the curves.
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Fig. 6.15 Final microstructure composition for the heat treatment cases

6.4.3 Heat Treatments for Metal Forming Operations:
Examples

For industry engineers, the benefits of having an accurate model prepared for
multiphase steels are not valid if the model cannot be used in the simulation of
thermomechanical technological process, such as warm metal forming. Therefore,
in this example, the presented model will be used in complex simulation involving
contact, friction, springback phenomena, etc. Simulation of stamping processes
does not create major difficulties, i.e. geometry of products and forming defects
like wrinkles or ruptures can be predicted with good accuracy. However, FEM
simulations encounter problems when complex constitutive models are used.
Additionally, the calculation of final displacements due to springback when using a
multiphase model is used is a complex task.

In this example, different homogeneous heat treatments were considered in
order to obtain different multiphase steels. These heat treatments consist in
quenching and subsequent annealing. However, different cooling rates were con-
sidered (50-16 °C/s). Figure 6.15 depicts the volume fraction for each heat
treatment. The material volume fraction after the constant cooling are represented
as cases 3a and 4a for cases 3 and 4, respectively. As can be seen, the subsequent
annealing in these cases lead to the transformation of the martensite volume
fraction and, therefore, demonstrating the metastable behavior of this phase.

The heat treatments analyzed are applied to model the material of the blank in
the deep drawing of a cylindrical cup. The punch force versus displacement for
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Fig. 6.16 Punch force versus punch displacements for the diverse heat treatments. Geometry of
the drawing tool

each case is depicted in Fig. 6.16. The difference of the punch force—displacement
curve between 3a and 3b is small due to the small content of martensite that is
transformed in the annealing treatment, not changing significantly the overall
stiffness of the material. However, the 4a—b transformation has led to a significant
change in the highest observed punch force. In this case, the martensite was also
transformed into pearlite due to the higher annealing temperature and, conse-
quentially, a softening of the material. The higher punch force was registered in
case 4a. This result can be attributed to the higher martensite and bainite volume
fraction which leads to a higher global hardness of the material. Figure 6.17
present the stress distribution in the formed part before and after the springback
stage.

6.4.4 Multiscale Models Using Homogenization and RVEs

The mechanical properties of multi-phase (MP) steels are the result of their
microscopic structure. Therefore, micromechanical analysis of MP steels allows
the study of the overall behavior of the material based on the known properties of
its constituents. However, the constituents of a MP steel can only be observed and
analyzed in a micro-scale and, generally, they show a random distribution.
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Fig. 6.17 Stress field of the von Mises equivalent stress after the deepdrawing and the
springback stages

Fig. 6.18 Homogenization
and localization in multiscale
models

Homogenization

Localization

Therefore, it is possible to consider a volume element of the material as repre-
sentative of the material.

In micromechanical approaches, different length scales are considered (the
microscale and the macroscale) and each of these scales contributes to the stress
and strain field in an inhomogeneous material. The scales are assumed to be
sufficiently different so that the stress and strain fields in the microscale only
influences the macroscale behavior through their volume averages. Additionally,
the gradients of the stress and strain fields and compositional gradients of the
macroscale are not significant at the microscale.

In Periodic Microfield Approaches or Representative Volume Elements (RVE)
models, the inhomogeneous material is approximated by an infinitely extended
model with a periodic phase arrangement which is under the action of far field
mechanical loads or uniform temperature fields. These approaches can be used to
perform the material characterization of inhomogeneous materials in the nonlinear
range and allow to obtain detailed information on the local stress and strain fields.
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T

Fig. 6.19 Representative Volume Element or representative unit cell obtained with a micrograph

In the RVE models, each volume element contributes the same increment of the
displacement vector, leading to a linearly varying homogenized displacement. To
allow a realistic representation of the microgeometries, it is necessary to choose
and generate a suitable volume element and appropriate boundary conditions.
(Fig. 6.18)

It should be noticed that the use of these models requires that specific boundary
conditions are prescribed to assure the perfect tilling between adjacent volume
elements. The periodic boundary conditions make use of the translatory symme-
tries of a geometry to handle any physically valid deformation state of the cell. By
pairing and linking the corresponding degrees of freedom in opposite faces, one
can assure that the cells fit into each other, both in deformed and undeformed
shape.

6.4.5 Cooling Tests Using Multiscale Models: Example

In this example, a dual-phase (DP) steel with 30 % of martensite is used. As shown
in Fig. 6.19, a DP Steel consists of a ferrite matrix containing a hard second phase,
usually islands of martensite. In this thermomechanical test, a constant cooling was
applied to a RVE model, with a starting temperature of 150 °C. This initial
temperature was chosen because the martensite starting temperature was defined as
157 °C and, being a metastable phase, higher temperatures would dissolve the
martensite phase.

In Fig. 6.20a, it can be seen that the higher values are located in the martensite
ramifications reaching a maximum of ~21 MPa. Fig. 6.20b and c represent the
stresses along the x and y directions, respectively. It can be seen that the higher
compressive stresses are located in or close to the martensite, while most part of
the ferrite in under tensile stress.
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Fig. 6.20 a o, b gy, ¢ 7y, and d equivalent stress in the cooling of the microstructure of the
multiscale model

6.4.6 Other Modern Models

The previous models do not reproduce both grain boundary and phase transfor-
mation effects. In order to include both phenomena, the previous multiscale model
can couple a formulation that is able to calculate phase transformation in each
finite element. However, the structure of finite element method (FEM) is not well
suited for simulation of diffusion phenomena. Other numerical methods, such as
phase-field methods (PFM), are more suitable for this kind of calculations.
Therefore, some models couple FEM with PFM in the microstructural scale.

In a FEM-PFM model, and within the microstructural representation as rep-
resentative volume element (RVE), the material grains (particles) are explicitly
discretized by finite elements. Therefore, each finite element is considered as a
fraction of a grain. Thermomechanical, metallurgical (including transformation
kinetics, grain size, etc.) and diffusion equations are implemented at the microlevel
as FEM and PFM in order to reproduce these phenomena. (Fig. 6.20)

A finite element representing an elementary part of the material has also an
energetic (thermodynamics) evolution equation attached given by the PFM
(thermodiffusion equations that reproduce grain dynamics including recovery,
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recristalization and grain growth). This energetic evaluation (including tempera-
ture and thermal gradients, Gibbs free energy, activation energy, etc.) defines the
metallurgical phase-change during the heat treatment (not only considering phase
starting temperatures). Finite element surfaces are used, when defined, as grain
boundaries allowing grain regrowth.

These models also allow the study of non-uniform deformation within the
individual crystals of a polycrystal of steels. For this case, even anisotropy levels
can be analyzed microstructurally and used macroscopically. Such approaches are
also used to study grain-scale heterogeneous deformations that lead to the for-
mation of macroscopic shear bands in plane strain compression.

6.5 Trends in Thermomechanical Modeling
of Multiphase Steels

Although there were significant developments in the numerical modeling of
thermomechanical processes of multiphase steels, there are many challenges yet to
be solved. Here, some are presented.

In the field of heat treatments several issues should be addressed in order to
reproduce the real process numerically. The aim of heat treatments is to achieve
material properties and microstructures that could not be obtained otherwise. It is
due to heat treatments that new impressive materials, such as multi-phase steels,
can be manufactured. However, strain and microstructural morphology control
during heat treatment processes still resorts, almost exclusively, to empiric
experience. This is also due to the large difficulty of following experimentally all
phenomena (micro and macro) of the thermomechanical process and to assess the
resultant residual stresses without destructive testing techniques. It is true that this
fact stresses out the need for numerical analyses of heat treatment processes as
well as thermomechanical and metallurgical models that are able to accurately
predict the phenomena and evolution of the behavior of the material. However,
without more experimental information it is very difficult to develop more accurate
numerical models. Additionally, the thermal boundary conditions of these pro-
cesses are not fully understood. The temperature-dependent surface heat transfer
coefficient during heat treatments and steel manufacture processes is a function of
the geometry, slope and roughness of the material, temperature and temperature
rate, etc. Without the precise knowledge of these parameters, the heat treatment
processes will not be precisely reproduced by numerical simulation.

Other challenge is the use of multiple micro and macro scales depending on the
phenomena one wishes to analyze. One of the problems of multiscale analyses is the
selection of the appropriate scale. The mechanical behavior of MP-steels is attrib-
uted to their microstructure. Consequently, modeling the mechanical behavior of the
MP-steel materials has to be done based on microstructural levels, which are many,
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but only at the phase level the material can be considered almost as an isotropic
continuum. Phenomena related to dislocation are analyzed at an atomic scale.
However, grain boundaries phenomena are addressed at grain size scale. Never-
theless, macroscopic properties are also required for industry engineers. In multi-
scale approaches, the automatic selection of an appropriate scale is a challenge.

Predictions for manipulating microstructure to attain enhanced performance
demand models that distinguish between nucleation, migration, absorption/
desorption, trapping, and bypass or annihilation of dislocations at various material
length scales that manifest work hardening behavior. Most of these phenomena
cannot be considered in isolation, which is a hallmark of plasticity. These are
extremely coupled phenomena, in general, with important effects of both short and
long range character attributed both to the physics of dislocation cores and long
range interactions of dislocation arrays. Therefore, a challenge would be the
development of a model that could address all these phenomena in a totally
coupled structure.
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Chapter 7
Optimal Real-Time Management
for Automated Production Lines

Joao Figueiredo

Abstract Today manufacturing is highly decentralized from the company
headquarters to local Production sites, taking advantages from local resources such
as labor costs, raw materials, infrastructures, etc. Economic scale factors motivate
the implementation of large scale plants. These huge plants imply great number of
distributed production lines. The decentralized environment increases the need for
complex management tools that enable the complete on-line system supervision
and control. This chapter presents an optimal real-time management system for
automatic production plants, that incorporates low-level communications between
processes—PLCs (Programmable Logic Controllers), a centralized optimization
and supervisory tool that manages the entire system and remote communication
between system’s administrator and production processes (internet, GSM mobile
communications, ...). This concept is a two layer management architecture where
inner loops are performed by PLC networks and the outer optimization loop is
performed by a SCADA system (Supervisory Control And Data Acquisition),
combined with complex mathematical tools that enable the system to run real-time
complex computational algorithms to optimize the hourly target production.

7.1 Introduction

Today with the worldwide communication development, the need for decentralized
system management is increasing tremendously. This strategy reaches different
fields, from agriculture, to industry, building automation [1-9].

In the economic field the big companies locate plants in low-cost lands and
research and commercial activities close to customer industrialized lands.
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In engineering, especially in the industrial field, the motivation to optimize
resources forces the communication between decentralized systems in order to
reach better allocation of resources, minimizing the waste of raw materials,
reducing production costs, etc.

In this context the communication between remote systems is increasing
tremendously, not only in new built systems but also when reengineering is
brought to old systems. The reengineering of old plants brings new intelligence to
these systems by introducing automation solutions in their processes. These new
instrumentation systems (intelligent sensors and actuators) allow the plants to
communicate their actual state to centralized control units, allowing a real-time
decision process [10, 11].

In this chapter a two-level hierarchical control strategy is developed and applied
to a manufacturing unit. In this strategy the first control loop is assigned to locally
independent PLCs (Programmable Logic Controllers) connected in a network,
exchanging control signals with an upper level control loop, managed by a
SCADA supervisory system (Supervisory Control And Data Acquisition) [12].
The SCADA application performs an optimal allocation of production resources,
taking into account the minimization of the assembly costs that are being on-line
monitored.

The developed strategy is internet available allowing the remote management
of the entire plant. Additionally to the internet remote access, each process can be
connected independently through the GSM mobile network.

7.2 Plant Setup

The industrial plant studied in this chapter is composed by several automatic
production lines.

This structure provides flexibility to the plant manager as he can quickly adapt
to different production volumes. Figure 7.1 shows an automatic plant composed by
n production lines (L1-Ln) where each line is composed by several automatic
machines with own processes, controlled by independent PLCs.

Each automatic line is connected to a general management platform through a
typical PLC master—slave network. The master PLC communicates with a SCADA
system that enlarges the system communication capabilities, allowing on-line
monitoring and control, events recording, alarm management, etc. [12].

The set of machines in one production line constitutes an autonomous assembly
unit. In each assembly unit there exists an industrial master—slave network con-
necting all PLCs from the several automatic machines. The EOL (End-Of-Line
machine that runs the final tests) is configured as the master PLC, for each
assembly unit. All other machines, in the same production line, are configured as
PLC slaves (see Fig. 7.2).

To complete the overall management of the production plant, a second network
layer has to be added in order to allow the communication between the different



7 Optimal Real-Time Management for Automated Production Lines 149
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independent lines. This communication channel is implemented through the
connection of all EOLs (End of Line machines) in a second Profibus hub, as
illustrated in Fig. 7.3.

7.3 Control Strategy
7.3.1 Description of the Control Strategy

The strategy developed in this chapter is commonly known as a two-level hier-
archical control as it integrates a first control loop that is managed by local PLCs
with a second loop that is performed by a SCADA supervisory system monitoring
globally the several distributed assembly lines. Figures 7.4 and 7.5 illustrate this

control strategy: The inner control loop (first loop)—Fig. 7.4—and the outer
control loop—Fig. 7.5.
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Applying this strategy to a complex Production Plant that is instrumented and
monitored through a SCADA supervisory system, one can manage globally the
entire net of automatic lines that control locally each own assembly unit.

The upper level control law, having a global system overview, generates the set
of references for each automatic line avoiding possible conflicts in the logistics of
pre-manufactured parts. The input functions for the upper control loop are men-
tioned as global inputs (FI(t), ...,Fj(t)), which are worked out through the pre-
optimization of a functional, in order to allocate the proper quantities to each
Production Line, assembly machine, etc., regarding the constraints of the available
resources (see Sect. 7.3.3).
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7.3.2 PLC Network and SCADA Supervisor

The developed strategy is implemented through a 2-layer PLC network.

The first network layer is composed by the Plant master PLC and by the set of
EOL-PLCs from each Production Line (Fig. 7.3).

The second network layer is composed by all other PLCs from each Production
Line connected to the correspondent EOL-machine, as it was previously illustrated
in Fig. 7.2, referring Production Line 1.

The complete Plant network includes a SCADA system connected to the Plant
master PLC, through an Ethernet communication interface, which is illustrated in
Fig. 7.6.

Each EOL hosts several control programs whose selection is made either
locally, via an HMI (Human Machine Interface) or remotely, via the Plant Master
PLC. The Plant Master PLC is connected to the server PC, where the SCADA
application is running, via Ethernet protocol.

The server PC is simultaneous a SCADA server and an internet server, as the
implemented SCADA application is web enabled. All process variables are
available at the SCADA PC as these variables are on-line available through a
Profibus/DP connection protocol (see Fig. 7.6).
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7.3.3 SCADA Application Development

A Supervisory Control and Data Acquisition (SCADA) System is used as an
application development tool that enables system integrators to create sophisti-
cated supervisory and control applications for a wide variety of technological
domains, mainly in the industry field. The main feature of a SCADA system is its
ability to communicate with control equipment in the field, through the PLC
network. As the equipment is monitored and data is recorded, a SCADA appli-
cation responds according to system logic requirements or operator requests.

In the developed control strategy, the SCADA application performs the outer
loop of the operational plant management. At this outer loop several complex
control structures can be used to manage the overall system dynamics.

In this study an optimal allocation of production resources is performed taking
into account the minimization of the assembly costs, that are being on-line
monitored.

A traditional production allocation is made off-line, on a planning level, con-
sidering standard costs and standard capacities. Following this planning concept
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the usual optimization process to allocate the best quantities to each line and shift,
follows the minimization of the typical static functional:

Z c1iwy; + Z Cowai + Y c3wsy
min J = ! !

7.1
FTotal ( )

Subjected to:
Z wii + Z woi + szz = Frota (7.2)
i j 1

where:

i = number of lines working on Ist shift;

number of lines working on 2nd shift;

1 = number of lines working on 3rd shift;

cy; = Ist shift production cost, associated with line i;
wi; = number of parts produced in line i—1st shift;
Coj = 2nd shift production cost, associated with line j;
w,j = number of parts produced in line j—2nd shift;
c31 = 3rd shift production cost, associated with line I;
w3 = number of parts produced in line 1—3rd shift;
Froral = total demanded parts from customers.

—
Il

This traditional process can lead to very poor results when quality costs, or
unexpected line downtimes occur. Actually both of the previous referred problems
occur very frequently and they are not taking into account on the traditional
production planning. In order to improve the traditional methodology it is needed
an automatic on-line output production monitoring, in order to reflect the line
efficiency on the optimization process.

In order to solve this problem, this study follows a two step approach. On a first
step, one uses the previous off-line method (Egs. 7.1-7.2) to allocate the total
production quantity per shift (Eq. 7.3):

> wi=F, (7.3)

On a second step, one uses the potential of the SCADA supervisory platform to
integrate the monitoring of the real production costs on the optimization problem.

The selected functional to allocate the proper hourly quantities to each pro-
duction line is presented below (Eqs. 7.4—7.9). The minimization of the functional
Ji allocates the optimal hourly number of production parts to each line, for each
shift (8 h shift production). Considering a shift o, the on-line optimization problem
becomes:

Z Cail W],
i

min J,, = 7
o

(7.4)

li
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with the constraints:

Wyl X (cPyi + cl; + cM)
Cai‘k E Imnax o (75)

W‘xi‘kfl

Zwai\k = Foci\k (76)

fo (o)

k=1

F%i\A = H, (77)
H —8—H, (7.8)
Woci\k S Wou‘\mux (79)

where:

i = number of lines working on « shift;

Coil, = Production cost of line i, «-shift, hour k;

Wail, = Production parts allocated to line i, a-shift, hour k;
Wyil,_, = good parts produced by line i, a-shift, in the previous hour (k-1);
wyj), = max. production capacity for line i, a-shift,

cP,; = Personal costs for line i, a-shift/part,

cl; = Infrastructure costs for line i/part,

cM = Material costs/part,

H, = remaining production hours,

Hp = produced hours,

F, = Total production required for shift a,

F,, = number of parts to be produced in hour k,

Analysing the minimization criterion, it is clear that the change in the hourly
line production costs depends mainly on the number of good parts produced in the
previous hour (wy ).

This value informs the algorithm about the production level of each line, with
1 h time-delay. This time-delay can be changed by the system administrator (1 h,
30, 15 min).

This model simulates actually what happens in real production plants, where the
unexpected rising of the production costs is directly dependent on the quantity of
good parts produced. The greater the scrap level, the line downtime, the non-
availability of assembly parts, etc., the more the production costs rise.

The optimization algorithm implemented for the on-line allocation of line
production, that runs on the SCADA outer loop, cannot be implemented directly
on a usual SCADA system, as this complex controller needs mathematical oper-
ations that are not present at available SCADA systems. In this chapter it is
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Fig. 7.7 Architecture of the plant-prototype

developed a strategy to couple the SCADA system [12] with the MATLAB
software [13], where the optimal line hourly production is continuously
recalculated.

So it was necessary to develop a communication channel between the SCADA
[12] and the Matlab software [13], where the optimization algorithm runs.

The used communication channel is the OPC protocol (Object Linking and
Embedding —OLE- for Process Control) [14]. This protocol is based on standard
specifications developed in 1996 by a task force from industrial automation [15].
This standard specifies the communication of real-time data among several control
devices from different manufacturers. This protocol provides the exchange of data
between two independent software programs (Server and Client) running simul-
taneous at the implemented platform. In this paper the Matlab software initiates the
communication, as it is the Client and the SCADA software responds to Client’s
requests (Server attributions) [14, 15].

Figure 7.7 illustrates the communication flow that was developed to implement
the optimization algorithm at the Outer loop control (Egs. 7.4—7.9). In this figure
we see the coexistence of four different communication protocols (LAN, OPC,
Ethernet, PROFIBUS) working simultaneously at different levels of the developed
platform.
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7.3.4 PLC Application Development

At the inner loop of the developed strategy (PLC level), several algorithms have
been developed. These algorithms were built using the Grafcet methodology—
Sequential Function Chart [16]. The designed algorithms were implemented using
the Ladder Diagram language [17]. Two main process algorithms were developed:
Weight measurement and Dimension measurement. As an application example,
Fig. 7.8 shows a simple process for selecting parts having a weight greater then K
[N]. The Variable “Pos” informs that a part is available on the weighing-machine.

7.4 Experimental Setup

The developed application to monitor and control automatic Plants had been
implemented on an experimental setup with the following software and hardware
requirements.

The PLC network implemented had four PLCs: one PLC for each Line. Lines 1
and 3 measure Weight. Lines 2 and 4 measure Dimension. Figure 7.9 shows the
architecture of the built Prototype.

7.4.1 Software Requirements

The Scada system was developed over the platform Siemens Simatic WinCC V7.0
[12]. The optimization algorithm runs on the MATLAB Optimization Toolbox
[18].
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Fig. 7.9 Plant prototype architecture

The software used for the PLC programming was the Siemens Simatic Step 7
[17], with the Simatic S7 Prodave V5.5 [19] needed for the communication
between the Scada system and the PLC network.

7.4.2 Hardware Requirements

Referring hardware characteristics each PLC (Plant Master and EOL slaves) was
composed by the following Siemens modules:

Slotl = Power supply PS 307 2A

Slot2 = Processor CPU 315

Slot4 = Communication module CP 342—5
Slot5 = Digital card DI8/DO8xDC24 V/0,5A
Slot6 = Digital card DI8/DO8xDC24 V/0,5A
Slot7 = Analogue card AI4/AO2x8/8bit

Additionally, the Plant Master PLC has a modem for GSM communication that
provides the system capacity to communicate through the mobile phone network.

Figure 7.10 shows an overview of the implemented prototype. Figure 7.11 shows
the GSM modem used for the system communication through the mobile phone
network. Figure 7.12 shows the implemented architecture for the establishment of
the communications: Plant Master PLC—GSM Modem—Mobile phone.

The sensors used were standard industrial sensors for weight and dimension.
Their main technical characteristics are shown below:
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Fig. 7.10 Plant prototype with two production lines (EOL 1 and 2)

Fig. 7.11 GSM modem for mobile phone communications

weight sensor: Burster Ring Load cell 8438E (0...2000 N);

dimension sensor: Burster Gaging Transducer DC-DC 87350 (0...50 mm);
position inductive sensors: Festo SME-8-K-LED-24;

position inductive sensors: Festo SMEO-4U-K-LED-24.

The actuators used were standard industrial pneumatic actuators. Their main
technical characteristics are shown below:

e Cylinders type A: Festo ADVU 12-50-PA;
e Cylinders type B: Festo DSNU-10-80-P-A
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Fig. 7.12 Designed architecture for the communication GSM-EOL (PLC)

All PLCs responsible for dimension and weight measurements, communicate
through an industrial Profibus-DP network [20]. This network was established
through a dedicated communication module (Siemens CP 342-5), as mentioned
earlier.

The two measurement systems (weight and dimensions) implemented in the
present prototype are shown in Fig. 7.13.

7.5 Results

In this section two types of results are illustrated: Optimization Results and
Operational Results. Each one has proper objectives to be fulfilled.

With the Optimization Results one tests the ability of the on-line management
tool to integrate the low level information coming from the EOL-PLCs about the
production output, and evaluating the minimization of the functional described in
Sect. 7.3.3 (Egs. 7.4-7.9), performing the optimal resources allocation of a dis-
tributed production Plant.

In these tests we evaluate also the compatibility of the several communication
protocols present in the developed application (LAN, OPC, Ethernet, PROFIBUS).

The Operational Results show mainly the information made available at the
several developed Graphical User Interfaces (GUI) of the application.
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7.5.1 Results from the Optimization Algorithm

The optimization problem described in Egs. 7.4-7.9, was solved through the
MATLAB Optimization Toolbox, using the standard algorithm “fmincon” [18].

The tested assembly plant was composed by 4 automatic production lines,
grouped in two sets of different processes (Weight and Measurement). A good part
produced had to be processed by both processes (Weight and Measurement)
without any prescribed sequence.

The main parameters considered for the field test are shown in Table 7.1.
Table 7.2 illustrates the events considered to evaluate the performance of the
developed on-line optimization system.

The obtained results for the 6 h test performed are illustrated in Tables 7.3 and
7.4 and in Figs. 7.14 and 7.15.

Observing the results we can assure the good performance of the developed
methodology. These results illustrate the important role of on-line management of
production processes in order to minimize production costs. In fact, taking only in
account the traditional off-line planning methodology, we came easily to the
wrong production allocation, which would lead to allocate the maximal production
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Table 7.1 Experimental parameters

EOLL1 EOL2 EOL3 EOL4
Weight Dimension Weight Dimension

Wilmax 1800 2200 1600 1500

cP,; (€/part) 0.20 0.18 0.35 0.26

cl; (€/part) 0.15 0.07 0.10 0.06

cM (€/part) 0.42 0.42 0.42 0.42

F, 13200

mean F,/hour 2200

Table 7.2 Experimental events

EOL1 EOL2 EOL3 EOL4
Weight (%) Dimension (%) Weight (%) Dimension (%)
Real efficiency (%)*; H, =1 99 98 99 99
Real efficiency (%)*; H, =2 55 99 99 99
Real efficiency (%)*; H, =3 34 99 99 99
Real efficiency (%)*; H, =4 99 46 99 99
Real efficiency (%)*; H, =5 99 99 99 99
Real efficiency (%)*; H, =6 99 99 99 99

*Real efficiency = produced parts/allocated parts

level to lines EOL1 and EOL3 (Weight 1 and Measurement 2) which have the best
nominal efficiency values (see Table 7.1). But, when we consider the real plant,
with technical problems (line downtimes) and quality costs (scrap level), then
those theoretically more efficient lines become worst than the other lines that are
running normally. The rise of the production costs in lines EOL1 and EOL2,
motivated by the less effective produced parts, turns Lines EOL3 and EOL4 to be
more efficient at different time intervals, as it is illustrated in Figs. 7.14 and 7.15.

7.5.2 Operational Results

The SCADA system used to implement this monitoring and control strategy
permits the selective access of the application, depending on the user’s responsi-
bility degree. In this study we developed three user levels: Operators, Supervisors
and Administrators.

The Scada main interface between the system and the user are the application
images. The image building is a functionality of all SCADA systems and its main
function is to allow the user a quick visual identification of all system functional
characteristics. An easy identification of the system Inputs and Outputs permits the
user an effective monitoring and a quick actuation on the process when it is
necessary.
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The developed application used important features that we named animated
images. These images change geometry characteristics and colours when their
digital variables change the state (on/off).

Several SCADA menus were built. The main characteristics of a Scada Menu is
to be simple, explicit and quick on transmitting the information to the operator or
to the Production Line manager.

Some of the developed Graphical User Interfaces (GUI) are shown in Figs. 7.16
and 7.17.

As this SCADA platform is web enabled, all the GUI displayed data is also on-
line accessible through the internet.

In Fig. 7.16 it is shown an overview of the complete Plant production, with the
cumulative information regarding the two production lines (EOL1-Weight mea-
surement and EOL2-Dimension measurement). The on-line available information
referring statistical data from both production lines is: number of total produced
parts, number of good parts, number of bad parts, measurement average value.
This menu presents additionally the last measurement value, indicating the quality
criteria (good/bad part).
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Fig. 7.16 Main graphical user interface

Fig. 7.17 Graphical information of the cumulated produced parts
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In Fig. 7.17 it is shown the cumulative produced data from both measurement
systems (weight and dimension) in a graphical format. This Menu identifies also
the quality criteria for accepted or rejected parts.

7.6 Conclusions

Modern production plants imply great number of production lines that are dis-
tributed along big surfaces. This decentralized environment increases the need for
complex management tools that enable a complete on-line overview about the
system.

This study presents a concept for an industrial operational management tool that
incorporates low-level communications between processes—PLCs (Programmable
Logic Controllers) and remote communications between system administrators
and production processes (internet, GSM mobile communications, etc.). This
concept is a two layer management architecture where inner loops are performed
by low level PLC Master—Slave networks and the outer loop is performed by a
SCADA supervisory system.

At the SCADA supervisory level an optimal allocation of production resources
is performed taking into account the minimization of the assembly costs that are
being on-line monitored.

This model simulates actually what happens in real production plants, where the
unexpected rising of the production costs is directly dependent on the quantity of
good parts produced. The greater the scrap level, the line downtime, the non-
availability of assembly parts, etc., the more the production costs rise.
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Chapter 8
Modeling and Optimization of Mechanical
Systems and Processes

Ramon Quiza, Gerardo Beruvides and J. Paulo Davim

Abstract This chapter reviews the most commonly used techniques used for
modeling and optimizing mechanical systems and processes. Statistical and arti-
ficial intelligence based tools for modeling are summarized, pointing their
advantages and shortcomings. Also, analytic, numeric and stochastic optimization
techniques are briefly explained. Finally, two cases of study are developed in order
to illustrate the use of these tools, the first one dealing with the modeling of the
surface roughness in a drilling process and the other one, on the multi-objective
optimization of a hot forging process.

8.1 Empirical Modeling of Mechanical Systems
and Processes

8.1.1 Introduction

A model is an idealized representation of a real system. Models can be either
physical, such as architectural scale models (Fig. 8.1a), maps (Fig. 8.1b) and
nomograms (Fig. 8.1c), or logical-mathematical such as computer-based geo-
metrical representations (Fig. 8.2a), mathematical equations or systems of equa-
tions (Fig. 8.2b) and algorithms (Fig. 8.2c).
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Fig. 8.2 Logical-mathematical models. a Computer-based geometric model. b System of
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Of course, this representation can be achieving only by disregarding the non
important features of the studied system. For example, in modeling the behavior of
beam under flexion, information about the color of the surface is completely
irrelevant and can be excluded from the model.

Every model is composed by a set of inputs, a set of outputs and a set of
relationships between them. By considering the nature of these inputs and outputs,
models can be classified as qualitative and quantitative. For example, the Piispa-
nen model of the chip formation in the orthogonal cutting process (Fig. 8.3) is a
well-known qualitative model. On the contrary, the Oxley predictive machining
theory is a quantitative model for the same purpose.

Another way for classifying a model is by considering the source of the rela-
tionships between inputs and outputs. If these relationships are based on natural
laws the model is called phenomenological. An example of this kind of model is
the equation describing the position, s, of a body freely falling from an initial
height, A:
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h(t) =ho—%; (8.1)

where ¢ is the time and g is the gravitational acceleration. The before-mentioned
expression can be obtained directly from the universal gravitation law and second
Newton law.

On the other hand, a model is considered to be empirical if the relationships
between the inputs and outputs in based on experimental data. An example of
empirical model is the Johnson—Cook equation:

o= (A+Bs”)<1 —|—C1n%> {1 - (%)} (8.2)

with describe the thermoviscoplastic behavior of metals. The coefficients of the
model, A, B, C, n and m, must be determined from experimental data.

Although the classification into phenomenological and empirical is useful from
the theoretical point of view, practical applications, especially in engineering
fields, usually combine both classes models.

8.1.2 Foundations of the Empirical Modeling

A mathematical empirical model relates a nonrandom n-input variable, x € R”,
with a random variable scalar output variable, Y(x). As in a multi-output model the
outputs can be separately handled, and, therefore, it can be considered as multiple
single-output models, the previous definition is general enough [5].

The model is said to be true if it verifies the expression:

Y(x) = &(x) + &(x); (8.3)
where @(x) is a parameterized function:
®(x) = {f(x,),x € R", B € R7}; (8.4)

and &(x) is a random variable with zero expectation.
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The values of the parameters of the model, B, are estimated from a dataset of
N input—output pairs {x(k), y(k)} ¥ = 1...N» Where y(k) are measured values (realiza-
tions) of the random variable Y(x).

The goal of the modeling procedure is not only to estimate the regression ®(x),
but also to compute the value of a confidence interval for the regression, that is the
value of a random interval with a chosen probability to contain the regression [12].

8.1.3 Linear Regression Models

The simplest regression models are represented by the linear equation:
o(x) 2 {x"B,x € R",B € R}, (8.5)
In this case, for the whole data set can be written as [3]:

y=[x|p+eg (8.6)

(2), o X(N)]T 2)’

is the nonrandom input matrix; y = [y", y¢
D, &2, ..., ™" is a random

where [x] = [x'V, x
ey YT is the random output vector and & =
vector with zero expectation, also known as residuals. The values:

y = [x]p; (8.7)

are known as predicted values of the model.
The values of the model parameters, B, are estimated by using the least squares
method, which minimizes the quadratic cost function:

5 .

J(0) = 3(v — [XIB)" (v — [xIB); (8:8)
obtaining the estimations, ﬁ through the expression:
b= (x"[x) ' [xly. (8.9)

The (1-2)100 % confidence interval for the predictions of the linear regression
model can be expressed as:

X'B £ (1 — /2)1/ 2T (x]"[x]) 'x; (8.10)

where fy_, is the inverse of the Student cumulative distribution with N-n degrees
of freedom, and s? is an unbiased estimator of the variance of the residuals, &:

§ = : (8.11)
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In order to know the goodness of fit of a model, some analyses must be carry
out. The first one, and probably the best known, is the coefficient of determination,
R?, which can be determined by:

SS
R=1-_—7, 8.12
S (8.12)
where:
SSerr = (v — [XIB)" (v — [x]P) (8.13)
is the sum of squares of residuals, and:
SSior = (y — y)T(y =) (8.14)
is the total sum of squares. Here:
Lm0
< k
= 8.15
y N;y (8.15)

is the average of the observed output values.

The coefficient of determination can be interpreted as the amount of variation in
the response (output variable) that can be explained by the fitted model. Never-
theless, it cannot be assumed that a regression with a high coefficient of determi-
nation is automatically a good model. For example, models based in high noisy data
(Fig 8.4a) often have a low R-squared even if they properly describe the rela-
tionship between the variables. On the contrary, a model can have a high coefficient
of determination but its trend does not match with the observed data (Fig. 8.4b).

Another important test in the statistical significance of the model. In this test the
null hypothesis is that all the model coefficients are equal to zero:

Ho: p;=0,Vie{l, 2, ..., n}
{ Hi: Jie{l, 2, ..., n}|f#0 (8.16)

This hypothesis can be rejected, with a (1-)100 % of statistical confidence, if
the value of the cumulative probability of the statistic:

o (S8 = SSew)/(n = 1)
O T SSer/(N—n)

(8.17)

in a Fisher distribution with (n — 1), and (N — n) degree of freedom, is greater than
1—o:

F oy (Fo)<1—u (8.18)

This test is often presented in a tabular form in the so-called analysis of vari-
ance (ANOVA) (Table 8.1).
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(a) “’}.

X X

Fig. 8.4 Goodness of fit with high and low noisy data. a Good fitted model for high noisy data.
b Poorly fitted model for low noisy data

Table 8.1 ANOVA of a regression model

Source Sum of squares Degrees of freedom F p

Model SSyv =S8Sr—-SSg DFy=n-1 Fo = (SSM/DF\D/(SSWDFy) 1 — F - (Fo)
Error SSg (Eq.8.13) DFg=N-n

Total  SSt (Eq. 8.14)

A third analysis is the significance of each coefficient of the model. This test
allows to known which input variables have not a significant influence on the
variability of the output variable and, consequently, can be removed from the
model. The hypothesis for this test considers that the given coefficient is equal to
Zero:

H() : ﬂ =0
! 8.19
{Hl t Bi #0 ( )
The test of this hypothesis is carry out by computing the statistics:
B
o = ; 8.20
o (8.20)
where C;; are i-th diagonal elements of the matrix:
Tro\ !
[C] = (X" [x])~ (8.21)

If the cumulative probability in a t-Student distribution, with N — n degrees of
freedom, is greater than 1 — o/2:

£ (o) > 1 —a/2; (8.22)

then the null hypothesis can be rejected with a (1 — «)100 % of statistical confi-
dence and this coefficient can be removed from the model.
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Finally, the last important aspect that can be analyzed in a regression model is
the distribution of the residuals. If the model is true, it can be expected than the
residuals will be normally distributed. It is also important to analyze the unusually
large residuals. In order to do that, the residuals are transformed by :

r=—— (8.23)
s*(1 — Hj)
where H;; are the i-th diagonal elements of the matrix:
~1
H] = [x](x]" [x]) " [x]. (8.24)
The values r; are known as internally studentized residuals. On the contrary, if
the standard error is determined by excluding the i-th point:
t = S (8.25)
52(1 — Hy)
where:
32 _ SSE — 812/(1 —H,',‘) .
N-n—1 ’

(8.26)

then, the values residuals, ;, are called externally studentized.

As the studentized residuals must have a normal distribution with zero mean
and standard deviation equal to one, the 99 % of the points must be contained in
the interval (-3, 3). Therefore, any point outside this interval (Fig. 8.5) can be
considered as a possible unusual residual and must be carefully analyzed in order
to determine if this behavior is purely random or if it has another cause (for
example a wrong experimental execution).

Finally, it must be pointed out that some data, although not being intrinsically
linear, can be transformed in such a way that can be described by a linear
regression. This process is known as linearization.

For example, if the relationship between an input variable, x, and an output
variable, y, is expected to be modeled in the form:

y = Cx"; (8.27a)

where C and n are specific constants (which is a very common behavior for a lot of
natural phenomena), by applying a logarithm to both sides of the equation, the
following linear model is obtained:

Iny=1InC + nlnx; (8.27Db)

which can fitted as explained.
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8.1.4 Nonlinear Regression Models

Although most of the models used in science and engineering are linear or can be
linearized, some of them are strictly nonlinear. In these kind of models, the amount
of parameters, g, can be different than the number of input variables, n, but always
less than the number of input—output pairs in the dataset, N, in order to prevent
mathematical indetermination [15].

For this models, some numerical methods are used, instead Egq. 8.9, for
determining the values of the model parameters. Some of the most common are the
Gauss—Newton algorithm, the gradient descendent and the Levenberg—Marquardt
algorithm [5].

In order to determine the confidence intervals for the predictions, in the non-
linear models, the following equation, resulting of a first order linearization by
using Taylor expansion, is used [12]:

F(x,B) £ ty_g(1 — 0/2)\/ 5227 ([2]" [2]) 'z (8.28)

where [z] is the Jacobian matrix of the nonlinear function f(x, B), whose elements
can be computed by:

—

. _xP)
by aﬁj

(8.29)

=B

An important issue in the use of nonlinear models is the overfitting, which take
place when the model fits not only the relationship between the input and output
variables but also the noise present in the data. This unwanted phenomenon causes

a lack of generalization capability of the model and takes place, mainly when the
number of parameters becomes too large (Van der [1]).
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Fig. 8.6 Overfitting y

overfitted model

For example, Fig. 8.6 shows a dataset (points) which is a realization of a linear
relationship (dashed line) between the variables x and y, plus some noise.
Nevertheless if a nonlinear regression with an excessive number of parameters
(solid line) is fitted, the model, although passing through all the points does not
reflect properly the nature of the relationship. Avoiding overfitting is an important
aspect in highly complex intelligent models, such as neural networks.

8.1.5 Artificial Intelligence-based Models

Artificial intelligence (Al) refers to a wide group of tools and paradigms aiming to
understand and simulate the human intelligence and other complex natural sys-
tems. Although far from these final objectives, [A-based techniques have found a
wide spectrum of applications in several knowledge branches.

For modeling purposes, the most used Al techniques are the neural networks, the
fuzzy logic and neuro-fuzzy systems, and the probabilistic methods for uncertain
reasoning. These topics will be briefly reviewed in the following paragraphs.

8.1.5.1 Neural Networks

Artificial neural networks are the most popular and well-established Al paradigm.
This technique, inspired in the network structure of the biological brains, has been
extensively used for classification tasks and function approximation.

The whole idea of the artificial neural network is based on the concept of
artificial neuron, which is a rough mathematical simulation of the biological
neuron. The McCulloch-Pitts model (Fig. 8.7) is a typical neuron model. It can be
considered as a computing unit with a input n-vector, x € R", which are weighted
and linearly combined (Eq. 8.30) and them transformed by some transfer function,
usually a sigmoid (Eq. 8.31a), an hyperbolic tangent (Eq. 8.31b), or simply a
linear function (Eq. 8.31c) to give a scalar output, y
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Fig. 8.7 McCulloch-Pitts
neuron model

{=b+ En:wkxk; (8.30)
k=1
1
¥(&) = 1ot (8.31a)
(&) = tnh(6) = S5 (8.310)
y(&) =< (8.31c)

To the linear combination is often added a scalar term, b, which is called bias or
threshold, representing the predisposition of the neuron to be activated.

Neurons are combined to form a network, in such a way that the outputs of
some networks are the inputs of other ones. Neurons are topologically arranged in
layers (Fig. 8.8). The input layer just takes the input values without any mathe-
matical processing; actually, this layers is conventionally included only for
hardware implementation purposes. The hidden layers receive this name because
neither their inputs nor their outputs are gives in the training dataset. Finally the
output layer give the response of the network.

If neurons in some layers only receive inputs from neurons located in previous
layers the networks is called feed-forward (Fig. 8.9a). Examples of this structure
are the multilayer perceptron (MLP) and the radial basis function networks
(RBEFN). On the other hand, if connections exist from any layer to previous ones,
the network is called recurrent (Fig. 8.9b). Examples of this architecture are de
Hopfield network and de Elman networks.

The process of select the values of the free parameters (weights and biases) of
the network is known as training or learning process. There are two main
approaches for training a neural network: if the whole set of input—output pairs are
known, a supervised learning is carried out. The most popular supervised learning
algorithm is the error backpropagation, which is used for training MLP’s and is,
actually, a generalization of the delta rule, a gradient descent algorithm. On the
contrary, when the output information of the training dataset is not completely
known, unsupervised learning algorithms must be used. This king of learning is
used principally for classification task and is widely used in self-organized maps
(SOM) and adaptive resonance theory (ART) networks.
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Fig. 8.8 Neural network topology
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Fig. 8.9 Feed-forward versus recurrent architecture. a Feed forward architecture. b Recurrent
architecture

8.1.5.2 Fuzzy and Neuro-Fuzzy Systems

Fuzzy logics, unlike traditional or Boolean logics, deals with uncertain relation-
ships. In this approach, an statement can have a degree of truth ranging from zero
to one, while in Boolean logic this degree of truth can be just zero (false) or one
(true). The so-called membership functions determines the degree of membership
of some element to some fuzzy subset. For example, for three membership
functions called “LOW”, “MODERATED” and “HIGH” (Fig. 8.10) a cutting
speed of 150 m/s will have degrees of truth of 0.75, 0.25 and 0, respectively.

A fuzzy inference system is a set of [IF-THEN fuzzy rules, assembled together
to offer some response to a given input. A fuzzy inference system (Fig. 8.11) is
composed by a fuzzifier that converts the crisp inputs into fuzzy values. Then the
inference engine applies the IF-THEN rules to produce a fuzzy output repre-
senting the response of the system and, finally, this fuzzy set is transformed back
into a crisp value by the defuzzifier. The membership functions used in the three
steps form the fuzzy knowledge base.

Although fuzzy inference systems have been successfully applied for solving
many control and modeling problems, their main drawback is the selection and
tuning of the membership functions.
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An approach for solving this problem is the adaptive neuro-fuzzy inference
system (ANFIS) which is an inference system organized by layers, some of them
using fuzzy rules and other being tuned by an adaptive learning process, like a
neural network.

8.1.5.3 Probabilistic Methods for Uncertain Reasoning

This group of techniques deal with uncertainty. Although they seem to be similar
to fuzzy logic, both approaches are fundamentally different. On the first hand,
probability theory makes predictions about events from a state of partial knowl-
edge. On the other hand, fuzzy logic deals with situations where vagueness is
intrinsic. In probability theory the truth is unknown but absolute while in fuzzy
logic it is relative by nature.

The most widely applied probabilistic techniques, in the fields of modeling
mechanical systems are the Bayesian networks and the Hidden Markov models.
A Bayesian network is a directed acyclic graph consisting in a set of nodes,
representing random variables, and a set of directed edges, representing their
conditional dependencies [10].
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The dependencies in a Bayesian network can be adaptively determined from a
dataset through a learning process. The objective of this training is to induce the
network with the best description of the probability distribution over the dataset,
and can be considered as an unsupervised learning because the values of the
attributes are not supplied in the dataset [4].

Hidden Markov models consist of a set of hidden states that form a chain
described by a transition probability distribution over these states and an associ-
ated set of emission probability distribution for the observed symbols [6]. Unlike
Bayesian networks, hidden Markov models can be represented as cyclic graphs
and they have the ability to model the temporal evolution of signals [9].

The learning process in a hidden Markov model aims to find, for a given a set of
output sequences, the corresponding best chain. Although there is not a known
suitable algorithm for solving this problem exactly, several approaches have been
proposed for obtaining local solutions in an computationally efficient way [7].

8.2 Multi and Single-Objective Optimization
of Mechanical Systems and Processes

8.2.1 Basic Concepts on Optimization

Optimization is the problem of, given some scalar function, f(®) (called objective
function), of a vector variable, x € Q C R" (called decision variable), finding the
value x* such that fix*) < fix) for all x € Q, and also fulfill the conditions
g8(x) <0, i=1,...,m (called inequality constraints) and h;(x) <0, i
=1, ..., p (called equality constraints).

Actually this definition refers only minimization but it is not a limitation as any
maximization problem can be transformed into a minimization one just by mul-
tiplying the objective function by minus one.

Some practical problems, however, require the simultaneous minimization (or
maximization) of several objective functions. This is called multi-objective or
multi-criteria optimization.

There are two main approaches for solving a multi-objective optimization. The
first one, called a priori approach, is carried out by supplying information about the
preferences between the objectives before executing the optimization. In this
group are included the linear and nonlinear aggregation of objectives, the lexi-
cographic method and the goal programming.

In the second approach, called a posteriori, no information is supplied about the
preferences between the objectives. The optimization process is carried out and
then the decision maker choose the most convenient solution from a set of non-
dominated solutions that are optimal in the wide sense that there is no other
solution in the considered search space that improve at least one objective function
without detriment of another function [8]. The methods of this approach are based
on obtaining of the so-called Pareto front, which contains these non-dominated
solutions [16].
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Fig. 8.12 Stationary points. a Scalar decision variable. b Vector decision variable

8.2.2 Analytic Optimization Techniques

Analytic are the oldest and the most exact optimization methods. They are based
on determine the stationary points, i.e., the points where the first derivative of the
objective function is zero (Fig. 8.12a):

af
2 —0
dx
When the decision variable is not scalar but vector, stationary points exists
where all the components of the gradient of the function are zero (Fig. 8.12b):
of of

(8.32)

Vf

As this condition is necessary but not sufficient, the second derivative (or the
Hessian matrix, for vector decision variable) must be checked in order to known if
the given stationary point corresponds to a maximum, a minimum or a saddle
point.

Analytic techniques has a strong mathematic foundation but only work fine in
relatively simple problems. Another limitation is in constrained optimization,
although some methods such as the Lagrange multipliers have been developed
with this purpose.

8.2.3 Numeric Optimization Techniques

Numeric optimization techniques are also based on the gradient of the objective
function, but unlike analytic methods do not require the computation of the roots
of derivatives, which are often transcendental equations.
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Fig. 8.13 Iterative X3
optimization method

Xy

Numeric techniques start from some point, X,, and computes iteratively new
points, X;, from previous point, X;_;, by following the gradient until some stop
condition is reached (Fig. 8.13).

Into the numeric optimization techniques two major groups exists: those that
uses the Hessian matrix (such as the Newton’s method) or those that uses the
gradient (for example, the conjugate gradient and the gradient descent). Often the
derivatives are not directly evaluated but approximated using finite differences.

Two main drawbacks have the iterative methods. In the first place, the selection
of the start point heavily influences the convergence of the method. The other
shortcoming is that the found solution may be a local optimum instead a global
one. Furthermore, for a successful application of most of the iterative methods, the
objective function must be continuous and differentiable.

8.2.4 Heuristic Optimization Techniques

Many optimization problems in engineering, especially on mechanical and man-
ufacturing systems, do not fulfill the conditions of continuity, differentiability and
unimodality, required for applying the analytical or numeric methods. For solving
this kind of problems, a group of techniques, known as heuristics, have been
developed.

Heuristics, unlike analytical or numeric methods, do not rely on a solid
mathematic foundation; they are inspired on natural systems, either physical or
biological, and try to find near-optimal solutions, which although being different
from the actual optimum, are good enough to be applied in practical situations.

Currently there are a lot of heuristics for optimization; however, the most
popular are the following:

e Simulated annealing: Is based on the annealing processes in metals and other
lattice structures, where the systems is conduced to a minimum energy state.
The method starts from some point and, in each iteration creates and evaluates
some neighbor points. If the objective function is lower in the new point than in
the actual one, this is replaced. However, this replacement is not deterministic
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buy random, depending on some prescribed parameter called temperature by
analogy with the physical annealing process [14].

e Evolutionary optimization: Is inspired in the natural evolution of biological
organisms. This methods carry out parallel searches which start from an initial
solution set (called population) and create, in each iteration, a new “child”
population that “inherits” the characteristics of the best “parents”. Both the
selection of the “parents” and the creation of “children” include random pro-
cesses. Evolutionary algorithms include two main branches, evolutionary
strategies (European school) and genetic algorithms (American school) [13].

e Swarm intelligence: Is based on the behavior of natural decentralized systems,
composed by a group of individuals which work together to achieve some
common goal. This paradigm comprises a lot of algorithms, including as the
most popular, but not limited to, ant colony optimization, cuckoo search and
particle swarm optimization [2].

It must be remarked that all these methods have some random behavior, which
tries to avoid the finding of a local minimum instead the global one. For this
reason, these approaches are often referred to as stochastic optimization.

8.3 Cases of Study

8.3.1 Modeling of the Surface Roughness in a Drilling
Process

8.3.1.1 Problem Statement and Experimental Setup

This case of study deals with a drilling process of a Ti-6Al-4 V alloy with a
hardness of 265 HV and a tensile strength of 993 MPa. 6 mm-diameter DIN 6537
carbide (grade GC 1010) drills were used.

The objective of the study was to determine the model relating the surface
roughness of the elaborated holes with the cutting speed, v, the feed rate, f, and the
used amount of lubricant, L. Experiments were carried out considering three levels
of cutting speed (20, 40 and 80 m/min), four levels of feed rate (0.015, 0.030,
0.060 and 0.120 mm/rev) and three levels of lubrication (0: without lubrication,
0.5: minimum quantity lubrication [MQL], and 1: abundant lubrication). For
abundant lubrication an emulsion of 10 % of mineral oil was used, with the flow
rate defined by the machining center. For MQL biodegradable vegetable oil with a
flow rate of 50 mL/h.

The roughness, Rz, was measured as established by ISO 4287, by using a wave
system roughness tester. Experimental results are shown in Table 8.2.
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Table 8.2 Experimental data of roughness

Lubrication v [m/min] f [mm/rev] Rz [pm]
1 2 3

0.0 20 0.015 10.1 11.6 12.5
0.0 40 0.015 8.1 7.1 8.3
0.0 20 0.03 10.2 10.6 9.6
0.0 40 0.03 9.3 5.7 7.7
0.0 80 0.03 6.8 5.2 8.3
0.0 20 0.06 6.1 6.4 6.6
0.0 40 0.06 4.7 4.6 5.5
0.0 80 0.06 9.7 7.1 6.9
0.0 20 0.12 4.4 4.7 4.4
0.0 40 0.12 9.1 9.3 8.4
0.0 80 0.12 8.8 7.3 8.3
0.5 20 0.015 3.7 3.6 4.6
0.5 40 0.015 5.5 5.2 6.1
0.5 80 0.015 49 4.9 5.6
0.5 20 0.03 11.3 12.0 13.6
0.5 40 0.03 5.3 59 5.9
0.5 80 0.03 9.3 7.7 10.4
0.5 20 0.06 4.1 4.2 4.6
0.5 40 0.06 4.8 4.2 35
0.5 80 0.06 8.0 5.7 5.0
0.5 20 0.12 5.6 5.1 5.1
0.5 40 0.12 5.9 7.0 7.2
0.5 80 0.12 10.3 10.6 11.0
1.0 20 0.015 4.9 3.8 5.0
1.0 40 0.015 6.0 6.7 9.0
1.0 80 0.015 7.2 4.5 5.4
1.0 20 0.03 2.8 39 4.6
1.0 40 0.03 10.0 8.4 11.9
1.0 80 0.03 5.1 11.9 12.2
1.0 20 0.06 4.4 5.5 8.5
1.0 40 0.06 6.9 6.5 9.6
1.0 80 0.06 8.9 6.7 7.3
1.0 20 0.12 6.1 5.2 4.3
1.0 40 0.12 5.9 59 8.2
1.0 80 0.12 9.8 11.2 8.8

8.3.1.2 Regression Models

Three statistical models were tried in order to describe the relationship between the
experimental factors (lubrication, L; cutting speed, v; and feed rate, f) and the
maximum roughness, Rz. The first fitted model was a linear regression, obtaining
the equation:
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Table 8.3 Analysis of variance of the lineal regression of Rz

Source Sum of squares DoF Mean square F-ratio P-value
Model 14.65 3 4.88 0.940 0.4354
Residual 161.9 31 5.22
Total 176.5 34

Rz = 6.363 — 0.7018L + 24.19 x 1073y — 0.4310f; (8.34)

The R? statistic has a value of 0.083, indicating that the model as fitted explains
only the 8.3 % of the variability in Rz. The standard error of the estimate is 2.285
and the mean absolute error is 1.706.

Table 8.3 shows the analysis of variance of the linear regression of Rz. Since
the P-value is greater than 0.05, there is not a statistically significant relationship
between the variables at the 90 % or higher confidence level. Finally, analyzing
the significance of the model coefficients (Table 8.4) it can be noted that all the
terms are not statistically significant at the 90 % or higher confidence level.

Considering all the above mentioned aspects, it can be concluded that the linear
regression models does not properly describe the relationship between the studied
variables.

Other tried model was a quadratic regression which includes not only the linear
term but also their second order interactions. The obtained equation has the form:

Rz =11.15 + 2.889L7 + 8.194 x 107%? + 155.1f2 + 0.05842Lv + . ..

. (8.35
... +20.54Lf + 0.8290vf — 7.349L — 0.05471v — 69.88f ( )

The R* has a value of 0.338, meaning that the model as fitted explains the
33.8 % of the variability in Rz. The standard error of estimation for this model is
2.161 and the mean absolute error is 1.460.

The analysis of variance for the quadratic regression (Table 8.5) shows that
there is not a statistically significant relationship between the variables at the 90 %
or higher confidence level, because the P-value is greater than 0.1.

The analysis of coefficient significance (Table 8.6) shows that only the
parameters vf and L are statistically significant at the 90 % confidence level; so, all
the other parameters can be removed from the model.

It can be concluded that, although a bit better than the linear regression, the
quadratic regression is also unsuitable for describing the relationship between the
studied variables.

Finally, a general linear model was used for describing the relationship between
the variables. In this model, the lubrication, L, was considered as a categorical
factor while the speed, v, and feed, f, were considered as quantitative factors. The
obtained expression has the form:
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Table 8.4 Coefficient significance in the linear regression of Rz

Parameter Estimate Standard error t-statistic P-value
Constant 6.363 1.079 5.899 0.000
L -0.702 0.955 -0.735 0.468
v 0.024 0.016 1.540 0.134
f -0.431 9.631 -0.045 0.965

Table 8.5 Analysis of variance of the quadratic regression of Rz

Source Sum of squares DoF Mean square F-ratio P-value
Model 59.74 9 6.638 1.420 0.232
Residual 116.8 25 4.671

Total 176.5 34

Table 8.6 Coefficient significance in the quadratic regression of Rz

Parameter Estimate Standard error t-statistic P-value
Constant 11.14 2.798 3.984 0.000
L2 2.889 3.090 0.935 0.359
v 8.194 x 107° 9.772 x 107° 0.008 0.993
2 155.1 332.961 0.466 0.645
Lv 0.05842 0.0374009 1.562 0.131
Lf 20.54 22.6906 0.905 0.374
vf 0.8290 0.373655 2.219 0.036
L —7.349 3.81585 -1.926 0.065
v -0.05471 0.104771 -0.522 0.606
f -69.88 51.1926 -1.365 0.184

Rz =6.012 + 0.6297¢; — 0.5315¢; + 0.02465v — 0.6521f;

1 L=0 1 L=0.5
(8.36)
where ¢; =< —1 L=1 ;oand ¢ =< —1 L=1
0 otherwise 0  otherwise

This model has an R” statistic equal to 0.113, so the model as fitted explains
only the 11.3 % of the variability in Rz. the standard error of estimation is 2.287
and the mean absolute error 1.648.

From the analysis of variance (Table 8.7 it can be concluded that there is not a
statistically significant relationship between Rz and the independent variables at
the 90 % confidence level. A second ANOVA (Table 8.8) tests the statistical
significance of each of the factors. Since all the P-values are greater than 0.05,
there are no any statistically significant term at the 95 % confidence level.

As in the other cases, neither the general linear model is capable to properly
describe the relationship between the studied variables.
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Table 8.7 Analysis of variance of the general linear model of Rz

Source Sum of squares DoF Mean square F-ratio P-value
Model 19.65 4 4913 0.940 0.454
Residual 156.9 30 5.229

Total 176.5 34

Table 8.8 Coefficients significance in the general linear model of Rz

Source Sum of squares DoF Mean square F-ratio P-value
L 7.819 2 3.910 0.75 0.4820
A% 12.85 1 12.85 2.46 0.1274
f 0.02392 1 0.02392 0.00 0.9465
Residual 156.9 30 5.228

Total 176.5 34

It can be concluded that the statistical-based models are not able to deal with
the studied data, due to the strong non-linearity and, probably, the high noise
levels.

8.3.1.3 ANN-based Model

As an alternative, a neural network based model was fitted for the maximum
roughness, Rz. For this purpose, a radial basis function network (RBFN) was
selected, because it can model any nonlinear relationship, provided an enough
number of neurons in the hidden layer and it can be trained very fast.

The selected network uses Gaussian transfer functions for computing the out-
put, a;, of the i-th neuron in the hidden layer:

ZN: ()2
i
- 5/0.8326)2
a; :f[(h)(x) —e A (5j/0.8326) ; (8.37)
where X = [xq, ..., xy]" is the vector of inputs; u; = [u;, ..., u;y]" are the weights
of the i-th neuron; and ¢; is the so-called spread of this neuron. In the studied
cases, the same value of spread, ¢ = ¢, = ... = g3, = 0.35, was selected for all
the neurons in the hidden layer.

On the contrary, in the output layer uses linear transfer function for computing
the output, y, of the single existing neuron:

M
y=£@) = via; +b; (8.38)
i=1

where v = [vy, ..., vM]T are the weights and b the bias of this neuron.
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In order to verify the generalization capabilities of the model, the data were
randomly divided into a training set (31 elements) and a validation set (4
elements).

The training process was carried out iteratively, adding one neuron at a time,
until reaching a prescribed sum squared error (SSE). In the analyzed case, a target
SSE of 0.023 was used. The process stopped after 14 iterations (see Fig. 8.14).

The fitted model can be conveniently represented as a MATLAB function,
which is shown in Code 8.1. As can be seen, the input values (lubrication, L;
speed, v; and feed, f) are normalized in the interval [0, 1] by linear interpolation:

x; — min(x)

%= max(x) — min(x) (8:39)

Code 8.1 Implementation of the neural model for Rz

function Rz = rzann(LT, v, f);
v = (v - 20)./(80 - 20);
f = (f - 9.015)./(0.12 - 0.015);

bl = 2.3787;
b2 = -0.0468;
Wl =] 0.0000 ©0.0000 ©0.0000;
0.5000 1.0000 1.0000;
1.0000 0.3333 0.1429;
1.0000 1.0000 0.4286;
0.0000 1.0000 0.4286;
0.0000 ©0.3333 1.0000;
1.0000 0.3333 1.0000;
1.0000 1.0000 1.0000;
0.5000 1.0000 0.0000;
0.0000 1.0000 1.0000;
1.0000 0.0000 0.0000;
0.5000 0.0000 0.1429;
0.5000 0.3333 0.4286; ...
0.5000 0.0000 0.0000];
W2 = [ 0.8520 ©0.6102 ©0.8709 0.4905 ...
0.4459 0.5655 0.3846 0.4853 ...
0.3321 0.2943 -0.4325 1.4281 ...
-0.4826 -0.9994];
x = [L, v, f];
al = exp(-sum((W1."' - repmat(x.', 1, size(Wl, 1))).72).*(b1.72)).";
a2 = W2*al + b2;
Rz = 3.77 + a2.*(12.3 - 3.77);
end

The neural model of Rz has a R? statistic of 0.6757, meaning that the model as
fitted explains the 67.6 % of the variability of Rz. This value is significantly higher
than those computed for the statistical models. Furthermore, the standard error of
estimation and mean absolute errors were 2.862 and 0.912, respectively.

The analysis of variance (Table 8.9) shows that there is a statistically significant
relationship between the variables at the 90 % of confidence level.
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Table 8.9 Analysis of variance of the neural model of Rz

Source Sum of squares DoF Mean square F-ratio P-value
Model 112.0 15 7.46 2.07 0.0855
Residual 54.17 15 3.61

Total 166.2 30

In order to analyze the generalization capabilities of the model, a mean com-
parison between the residuals of the training and validation sets (Fig. 8.15), was
carried out. The analysis gave a value of the #-Student statistic equal to —0.05837,
with a corresponding probability value of 0.9538. Since the computed probability
value is not less than 0.1, the null hypothesis (both means are equal) cannot be
rejected with a 90 % of confidence level.

Finally, in Fig. 8.16, it is plotted a graphical representation of the obtained
neural model and the corresponding experimental points.

Comparing the performance of the statistical regression models and the neural
network, it can be concluded that the last one offers better predictions. This
conclusion is supported by all the statistic test performed.

8.3.2 Modeling and Optimization of a Hot Forging Process

8.3.2.1 Case Description

In the third case of study, the optimization of a hot forging process has been
carried out. The part to be forged is a disk (Fig. 8.17) of AISI 1045 steel.

Two dies (bottom and top) were designed as Fig. 8.18 shows. The goals of the
optimization process is to minimize simultaneously the billet forging temperature
and force, as they have a strong influence in the economy of the process. As
experimental factors, in this study were selected the forge temperature, T; the
forming speed, v, and the diameter of the cylindrical billet, D (as the volume is
given, the height of the billet is determined by its diameter).
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8.3.2.2 FEM-based Simulations

In Table 8.10 the levels for these experimental factors are shown. With this factors
and levels, a full factorial design was planned and finite element simulations were
carried out in order to obtain the corresponding forging forces.
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Table 8.10 Experimental factors in the hot forging process
Experimental factor Level
Low Medium High
T [°C] 900 1050 1200
v [mm/s] 10 30 50
D [mm] 100 150 200

The finite element-based modeling was established by considering the dies as
rigid bodies. The plastic behavior of the workpiece material was considered as
depending on the temperature, the strain and the strain rate (see Fig. 8.19). The
temperature of the piece was considered as constant thought all the process (iso-
thermal forging). The workpiece mesh included from 2,000 to 3,000 elements, in
every case. A friction coefficient of 0.25 was considered between the workpiece
and dies.

In Fig. 8.20 it is shown the stress distribution through the forming process, for
the medium levels of the factors (experimental point No. 14). Figure 8.21 plots the
values of the pressing force through the time, for this experimental point. As can
be seen, the maximum values of the pressing force are achieved at the end of the
forging process, which match with the stress distribution (see Fig. 8.20d).
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Fig. 8.20 Stress distribution through the process (experimental point No. 14). a Time: 0.09 s
(stroke 2.8 mm). b Time: 0.70 s (stroke 22.3 mm). ¢ Time: 1.38 s (stroke 4.6 mm). d Time:

1.50 s (stroke 45.0 mm)
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Table 8.11 Simulated pressing forces
No. T [°C] v [mm/s] D [mm] Frnax IMN]
1 900 10 100 45.0
2 1050 10 100 33.8
3 1200 10 100 18.2
4 900 30 100 54.6
5 1050 30 100 44.8
6 1200 30 100 19.8
7 900 50 100 64.0
8 1050 50 100 39.0
9 1200 50 100 23.7
10 900 10 150 51.6
11 1050 10 150 41.6
12 1200 10 150 19.0
13 900 30 150 59.4
14 1050 30 150 42.7
15 1200 30 150 23.8
16 900 50 150 58.6
17 1050 50 150 49.5
18 1200 50 150 274
19 900 10 200 55.7
20 1050 10 200 35.1
21 1200 10 200 19.1
22 900 30 200 55.2
23 1050 30 200 432
24 1200 30 200 24.0
25 900 50 200 60.8
26 1050 50 200 44.0
27 1200 50 200 26.8

In Table 8.11 the maximum values of the force, for each experimental point are
shown.
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Table 8.12 Preliminary sensibility analysis of the coefficients

Parameter Estimate Standard error t-statistic P-value
Constant 148.2 5.866 25.25 0.0000
T —11.23 0.005011 —22.40 0.0000
v 20.75 0.03758 5.521 0.0000
D 0.02333 0.01503 1.552 0.1343

Table 8.13 Analysis of variance of the model of F,x

Source Sum of squares DoF Mean square F-ratio P-value
Model 5414 2 2707 251.4 0.0000
Residual 528.4 24 10.8

Total 5672 26

Table 8.14 Sensibility analysis of the coefficients

Parameter Estimate Standard error t-statistic P-value
Constant 151.7 5.5724 27.22 0.0000
T —0.1123 0.005156 —-21.77 0.0000
v 0.2075 0.03867 5.366 0.0000

8.3.2.3 Modeling of the Maximum Force

In order to model the maximum force, a linear regression analysis was performed.
As can be noted from the sensibility analysis of the coefficients (Table 8.12), the
t-Student test for diameter has an associated probability value greater than 0.10, so
it is not statistically significant at 90 % or higher of confidence level.

After removing the diameter, a new regression analysis was carried out, giving
the model:

Foax = 151.7 — 0.1123T + 0.2775v; (8.40)

with and R-squared of 95.4 % and a mean absolute error of 2.36 MN.

From the ANOVA (Table 8.13) the probability values of the F-test for the
model was lower than 0.01, indicating that there is a statistically significant
relationship between the variables at 99 % of confidence level.

The sensibility analysis of the coefficient (Table 8.14) shows that all the
parameters are statistically significant at 99 % of confidence level.

The graphical representation of the predicted values (Fig. 8.22a) shows that
their confidence intervals contain the observed values in all the cases, indicating a
good matching with the experimental results. Moreover, all the studentized
residuals (Fig. 8.22b) are contained into the interval [—3, 3] and only one of them
are outside the interval [—2, 2].
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8.3.2.4 Optimization of the Forging Process

As the diameter has a significant influence on the process, as decision variables for
the optimization problems were selected only the temperature, 7, and the velocity, v.
The objective functions were the forging time, t:

Fmax .
S )
where S is the stroke (selected as 25 mm, corresponding the maximum diameter),

and overall energy required for the process, computed as the sum of deformation
work and thermal energy for heating:

T =

(8.41)

E = FuaxS + em(T — Tp); (8.42)

where ¢ is the specific heat of the workpiece material; m is the mass of the
workpiece and Ty is the room temperature. For this specific problem, m = 5.81 kg,
¢ = 486 J/(kg-K) and T, = 20 °C. Both objectives must minimized.

The only considered constraint was the maximum force, which cannot surpass
the allowable force by the forge machine:

Fnax < [FJ; (8.43a)

being [F] = 5 500 T = 54 MN. The constraints was rearranged, for efficiency
purposes, into the form:

F max
[F]

The optimization process was carry out by using a micro-genetic algorithm
[11]. The static population size was established at 250; the dynamic population

g(T,v) =—" _1<0. (8.43b)
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Table 815 Qutcomes from v [mm/s] T°C] E K] 7 [s]
the optimization
114 977 3811 2.18
12.2 1019 3816 2.06
14.0 1023 3825 1.79
15.0 984 3830 1.67
16.0 1085 3836 1.57
19.3 1057 3853 1.30
20.7 971 3859 1.21
23.5 971 3873 1.07
25.9 1020 3887 0.97
28.5 1160 3903 0.88
322 959 3918 0.78
37.8 987 3948 0.66
41.6 1004 3968 0.60
46.0 998 3991 0.54
50.0 977 4011 0.50
Fig. 8.23 Graphical 4050
representation of the Pareto
front E 4000 +
L‘J.
Q 3950 +
g
= 3900
&
3 38501
3 800

Forging time, 7[s]

size, at 100; and the mutation likelihood, at 10_4; The process was carried out for
20 evolutionary periods, each of them involving 50 epochs.

Table 8.15 shows the outcomes of the optimization process. As can be seen, all
the points are non-dominated and all fulfill the constraint (Eq. 8.43b).

These solution can be represented as the Pareto front (Fig. 8.23), which should
be used, by the decision-maker, to choose the most convenient combination. While
the point 1 represents the highest forging time and the lowest energy requirements,
point 15 includes the lowest forging time and the highest energy waste. All the
other points are intermediate combinations. Evidently, an economical analysis
based on the optimization results will help the decision-making process.



198 R. Quiza et al.

Acknowledgment The authors acknowledge the kind contribution of MSc. Rui Senddo and
MSec. A. Festas in the execution of the experimental work on surface roughness of the titanium
alloy drilling process.

References

1. Aalst WMP, Rubin V, Verbeek HMW, Dongen BF, Kindler E, Giinther CW (2010) Process
mining: a two-step approach to balance between underfitting and overfitting. Softw Syst
Model 9:87-111. doi:10.1007/s10270-008-0106-z

2. Bonabeau E, Dorigo M, Theraulaz G (1999) Swarm intelligence: from natural to artificial
systems. Oxford University Press, New York

3. Foster J, Barkus E, Yavorky C (2006) Understanding and using advanced statistics. SAGE
Publishers, London

4. Friedman N, Geiger D, Goldszmidt M (1997) Bayesian network classifiers. Mach Learn
29:131-163. doi:10.1023/A:1007465528199

5. Grafarend EW (2006) Linear and nonlinear models: fixed effects, random effects and mixed
models. Walter de Gruyter, Berlin

6. Lewis SG, Raval A, Angus JE (2008) Bayesian Monte Carlo estimation for profile hidden
Markov models. Math Comput Model 47:1198-1216. doi:10.1016/j.mcm.2007.07.002

7. Lyngsg RB, Pedersen CNS (2002) The consensus string problem and the complexity of
comparing hidden Markov models. J Comput Syst Sci 65:545-569. doi:10.1016/S0022-
0000(02)00009-0

8. Marler RT, Arora JS (2004) Survey of multi-objective optimization methods for engineering.
Struct Multidisc Optim 26:369-395. doi:10.1007/s00158-003-0368-6

9. Miao Q, Huang HZ, Fan X (2007) A comparison study of support vector machines and
hidden Markov models in machinery condition monitoring. J Mech Sci Technol 21:607-615.
doi:10.1007/BF03026965

10. Pernkopf N, Wohlmayr M (2013) Stochastic margin-based structure learning of Bayesian
network classifiers. Pattern Recogn 46:4640471. doi:10.1016/j.patcog.2012.08.007

11. Quiza R, Reis P, Davim JP (2006) Multi-objective optimization of cutting parameters for
drilling laminate composite materials by using genetic algorithms. Compos Sci Technol
66:3083-3088. doi:10.1016/j.compscitech.2006.05.003

12. Rivals I, Personnaz L (2000) Construction of confidence intervals for neural networks based
on least squares estimation. Neural Netw 13:463-484. doi:10.1016/S0893-6080(99)00080-5

13. Sarker R, Mohammadian M, Yao X (2003) Evolutionary optimization. Kluwer Academic
Publishers, New York

14. Schneider JJ, Kirkpatrick S (2006) Stochastic optimization. Springer-Verlag, Berlin

15. Sha W (2006) Comment on prediction of the flow stress of 0.4C—1.9Cr—1.5Mn-1.0Ni—0.2Mo
steel during hot deformation by R.H. Wu et al. [J. Mater. Process. Technol. 116 (2001) 211].
J Mater Process Tech 171:283-284. doi:10.1016/j.jmatprotec.2005.07.004

16. Utyuzhnikov SV, Fantini P, Guenov MD (2009) A method for generating a well-distributed
Pareto set in nonlinear multiobjective optimization. J Comput Appl Math 223:820-841.
doi:10.1016/j.cam.2008.03.011


http://dx.doi.org/10.1007/s10270-008-0106-z
http://dx.doi.org/10.1023/A:1007465528199
http://dx.doi.org/10.1016/j.mcm.2007.07.002
http://dx.doi.org/10.1016/S0022-0000(02)00009-0
http://dx.doi.org/10.1016/S0022-0000(02)00009-0
http://dx.doi.org/10.1007/s00158-003-0368-6
http://dx.doi.org/10.1007/BF03026965
http://dx.doi.org/10.1016/j.patcog.2012.08.007
http://dx.doi.org/10.1016/j.compscitech.2006.05.003
http://dx.doi.org/10.1016/S0893-6080(99)00080-5
http://dx.doi.org/10.1016/j.jmatprotec.2005.07.004
http://dx.doi.org/10.1016/j.cam.2008.03.011

Chapter 9

Implementing STEP-NC: Exploring
Possibilities for the Future of Advanced
Manufacturing

Kelvin Hamilton, Jean-Yves Hascoet and Matthieu Rauch

Abstract This chapter contains a summary of the current state of the ISO data
model ISO14649 for Numerical Controller also known as STEP-NC. It details the
reasons and need for an industrial STEP-NC paradigm shift by showing the
benefits that would be immediately realizable using currently available tools and
knowledge. Specific focus is given to the SPAIM application as it is one of the
most advanced STEP-NC enabling applications available today that allows real-
izing those benefits. In considering the future possibilities of STEP-NC and the
need for continued implementation, four important and complex topics are
addressed. These topics would enable an increase in: interoperability through
hybrid manufacturing environments, manufacturing supervision and traceability,
flexibility and efficiency with high knowledge and information transfer as well as
production optimization and simulation in multi-process manufacturing. Finally, a
brief synopsis of the systems and components necessary for machine migration to
STEP-NC using the SPAIM enabling application is given.

9.1 Introduction
9.1.1 STEP-NC, the Data Model

STEP-NC, known formally as the ISO 14649 standard, is an offshoot of the STEP
standard (ISO 10303) which is centered around automation systems, representation
of product data and exchange specifically between Computer Aided systems
(CAx). However, unlike STEP, the distinction of STEP-NC is that it focuses
primarily on the interaction between CAx systems and the numerical controller (NC).
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It aims to provide a seamless link with CAx systems while taking a strong per-
spective from the machine and machine-controller point of view. Using the defined
backbone of EXPRESS data modeling language, STEP-NC shifts the focus
towards a very important part of manufacturing, the machine-tools that are
responsible for making the carefully designed parts.

The birth of STEP-NC is attributable to the need from industrial manufacturers
as the revolution of the CNC machine continued. After having attained efficient
and low cost productions with the CNC, manufacturers seek to meet the needs of
the ever changing market by increasing flexibility, adaptability and improving
productivity. To this end, the research community has been invaluable in providing
new solutions, technological improvements related to cutting tools, machine-tools
and CNC performances. However, little focus was placed on the current pro-
gramming standard, which makes the link between the perfect CAD model and the
real machined product as well as supporting machining orders and intelligence of
CAM processing and simulations.

This current machine-tool programming standard is the ISO 6983 (G-codes)
dating back to the early 1980s [1]. This standard with low level information
describes elementary actions and tools moves, strongly reducing possibilities at the
CNC level. Its linearly sequential nature (Fig. 9.1) breaks the CAD-CAM-CNC
numerical chain and makes gathering feedback from the shopfloor difficult. The
G-codes standard is one of the main limitations to flexibility and interoperability.
To counter this limitation and to meet changing market needs, a new standard was
required as manifested in the form of STEP-NC [2, 3].
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STEP-NC provides new opportunities to support high level and standardized
information from the design stage to fabrication by an NC controller. It allows
bidirectional data flow between CAD/CAM and CNC without any information loss
(Fig. 9.2). ISO 14649 diverges sharply from its ubiquitous predecessor, the
G-code, because it does not describe the tool movements for a specific CNC
machine as G-code does but rather provides a feature-based data model. A wide
range of high level information is therefore made available such as feature
geometry, cutting tool description, operation attributes and workplan. STEP-NC as
a data model consists of several parts that contain information related to processes
in general (Part 10) as well as process-specific parts. At present several processes
have been defined including: Milling (Part 11), Turning (Part 12), and EDM (Parts
13 and 14). Other processes such as Additive Manufacturing are currently being
defined.

A STEP-NC file, generally used for exchange, is not machine-tool specific and
can be used on various machine-tool controllers. A new generation of intelligent
controllers can interpret STEP-NC information to generate, simulate and optimize
machining toolpaths among other things. The standard also includes a data model
for inspection, which aims to provide a closed loop CNC machining environment.
With the STEP-NC standard, the CNC controller becomes a central element in the
design/manufacturing data chain and some intelligence is transferred from CAM to
CNC. For example explicit toolpaths can be computed in the CNC controller itself
with the help of an embedded CAM system or trajectory generator. Equally, a
machine-tool functional model exists to provide critical information concerning
the machine-tool and its controller.
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Fig. 9.3 Three-stage evolution towards advanced STEP-NC programming

9.1.2 STEP-NC, Step-by-Step Evolution

Although STEP-NC does promise new opportunities for machine-tool program-
ming, a deep reorganization of the numerical chain at the CAM/CNC level as well
as the human element (operator, programmers, CNC developers etc.) needs to take
place. High level object-oriented information in STEP-NC has to be treated and
executed on the machine-tool which at first requires an interpreter. The interpreter
stands as a main part of the extended STEP-NC controller intelligence and carries
out toolpaths generation and machining operations scheduling. This is the premise
for STEP-NC migration and to realize it requires some new industrial mind shift
and training. To this end, three-stages of evolution for STEP-NC in Fig. 9.3 were
proposed as a way to gradually, with time and research, migrate the industrial
mindset to the STEP-NC paradigm.

The first level is called Indirect STEP-NC programming. The use of STEP-NC
with legacy NC controllers, that only read G-codes, is made possible. This level
combines a standalone application to manipulate STEP-NC, alongside an interpreter
embedded in the CNC. The behind-the-scenes STEP-NC is totally transparent from
the user and the traditional operations she currently performs. This Indirect level is
advantageous because it can very easily be spread on existing CNC equipment and
they can profit from some STEP-NC benefits.

The second level is Interpreted STEP-NC programming where axis command is
directly executed from STEP-NC. Tool and machine-tool functional model is
taken into consideration for toolpaths generation and simulations. Integrated
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bidirectional dataflow between CAD/CAM, as embedded systems, and CNC make
this possible. External data such as probing results can be integrated in the toolpath
generation process.

The third level is Adaptive STEP-NC programming where the NC controller
estimates online process data and optimizes machining parameters and toolpaths in
real time. This third level is the ultimate goal to achieve and relies on strong
STEP-NC programming and interaction with associated systems.

Today, the ISO 14649 standard [4] is built as the Application Reference Model
(ARM) of STEP-NC. It offers the opportunity to seriously think about the necessary
content to meet the requirement of advanced programming. Some experimental
controller platforms, demonstration tools and concept validation algorithms,
described in Sect. 9.1.3, exist today as a way to convince the actors of the numerical
chain of the interest of using STEP-NC.

9.1.3 Experimental STEP-NC Enabled Prototypes

Existing STEP-NC controllers can be sorted into these three categories of Indirect,
Interpreted and Adaptive programming following the evolution levels STEP-NC.

Within the Indirect category and STEP-NC interpreters for G-code machines,
(1) one of the first prototypes was realized within the context of the now termi-
nated European STEP-NC project Esprit [5]. In this project, a STEP-NC file is
generated by Catia (Dassault Systemes) and Open Mind CAD software. It is then
interpreted by a modified Siemens 840D controller. Similarly, a STEP-compliant
CNC interface (2) was proposed by the STEP Tools Company [6]. Their
ST-Machine software generates ISO 10303-238 files (STEP-NC Application
Integrated Model) and works as a front-end application on a current CNC con-
troller. However, despite the generic nature conveyed by the use of ISO 10303-
238 files, only a few capabilities envisaged by ARM (ISO 14649) are available.
Another STEP compliant interpreter (3), developed at Loughborough University
by Newman et al. was envisioned as an Agent-Based Computer Aided Manu-
facture system (AB-CAM) [7]. This prototype generates I[ISO 14649 part programs
translated to G-code for machining applications. For NC milling applications,
software-based CNC prototypes have been developed at the University of
Auckland (4) by Wang et al. [8] and (5) by Minhat et al. [9] respectively. The first
is an interpreter that stands as a front-end application to commonly used CNC
controllers, translating STEP-NC data into G-codes. Conversely, the second
prototype is an open CNC architecture based on STEP-NC and function blocks
performing the task as a STEP-NC interpreter.

Within the Interpreted category, prototype development has been limited. In this
category, the CNC controller does not require G-code as STEP-NC programming is
totally integrated. The first prototype (6) was developed at the University of
POSTECH in Korea [10]. The platform is based on several independent modules
(STEP-NC file generator, toolpath generator, toolpath viewer, machine-tool driving
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and control). The prototype enables direct control of the motion axes of a scale
machine-tool dedicated to laboratory applications. It has not been implemented on
an industrial machine-tool but proposes new solutions for axis command control. In
a separate development by Xu, a CNC controller prototype (7) was implemented on
a retrofitted CNC lathe and enables the realization of G-code free machining
scenario [11].

Within the Adaptive category there are no prototypes implemented on any
industrial machine-tool. As a first step to facilitate some of the expected features
within this category, some proposals and framework have been introduced to help
guide development. Shin et al. developed an interpreter for turning applications
that converts G-codes files into STEP-NC files [12]. As a result, the introduction of
STEP-NC standard for a company does not necessitate reprograming all the
existing machining files. Alternately, STEP-NC based machining optimization was
proposed by Xu to optimize the machining parameters at CNC level using the high
level information of STEP-NC data with explicit toolpaths [13]. Meanwhile,
Ridwan et al. introduced a machining optimization framework based on STEP that
enables feedrate optimization using process monitoring and control [14]. Strong
focus of development and prototyping is still needed to properly demonstrate the
mechanism and benefits of this advanced STEP-NC programing category.

One of the primary limitations for STEP-NC has been the lack of programming
platforms based on ISO 14649 (ARM) implemented on existing industrial
machining equipment. This is one of the key points, not only to demonstrate the
capabilities of STEP-NC programming, but also to validate the new models and
proposals for the standard. For the realization of this third category and provide an
ARM-based implementation on existing machine-tools, the software application
elaborated in Sect. 9.2 was proposed and developed. This application is showcased
and detailed here because it is one of the most mature systems and has become a
central piece in the demonstration of STEP-NC. Many of the future possibilities of
advanced manufacturing based on STEP-NC has been developed and validated on
this system and it serves as a platform on which future developments would be
based.

9.2 STEP-NC Application Showcase: SPAIM

The use of high-level information to communicate with CNC controllers calls for a
new organization of the different CAM and CNC modules (i.e. toolpaths genera-
tion module, workplan selection module, process parameterization module, etc.).
In the case of milling, manufacturing a part consists of removing some material
using a cutting tool driven by a NC controller. All the motions and actions such as
axis commands are controlled by low-level information generated at the CNC
level and all the information is totally transparent to the user. The electrical control
and algorithms are not easy to be understood by humans. G-code programming can
be seen as a relatively upper-level whose details can be understood by humans but
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Fig. 9.4 SPAIM platform at
IRCCyN institute

still remains quite difficult to interpret. The low-level G-code information is
directly translated by the CNC controller to generate elementary motions and
actions on the machine-tool. In a direct contrast, STEP-NC programming is based
on high-level information such as feature geometry or definition of the process
data. The STEP-NC format is object-oriented and can still be understood by
humans.

However, it is still necessary to communicate with the CNC controller and
actuate the different parts of the machine-tool. This means that a translation from
the high-level object-oriented information to well-adapted and accurate low-level
information is necessary. This job, as explained, is carried out by the interpreter.
Any STEP-NC interpreter is consequently machine-tool specific as it makes the
link between the STEP-NC file and the data required to control the machine’s axes.
The structure of a STEP-NC interpreter can be built in several ways by using
different technologies to compute the high-level information in STEP-NC files to
lower-level information for machining. An example of this is seen in SPAIM.

SPAIM (STEP-NC Platform for Advanced and Intelligent Manufacturing) is a
platform based on STEP-NC Interpreted Programming approach, which allows an
implementation on most industrial CNC controllers such as the one at the IRCCyN
laboratory in France (Fig. 9.4). Its implementation associates two main objectives.
First it stands as a demonstrator to showcase the benefits of STEP-NC and
secondly as a development platform for future STEP-NC research and validations.

STEP-NC object-oriented programming has helped to shift the toolpath gener-
ation to the shopfloor level. As a result, some intelligent and decision-making power
can be transferred into the CNC controller. By extension, self-learning algorithms
could be utilized to produce better quality parts by error compensating [15]. In the
SPAIM implementation, the interpreter module is a key part of the controller because
it translates STEP-NC manufacturing data into explicit toolpaths using manufac-
turing feature geometrical characteristics and programming parameterization of
each manufacturing step.
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Fig. 9.5 STEP-NC human/machine interface on the NC controller

Although it generates explicit machining toolpaths automatically, the interpreter
still calls for user validation before sending the toolpaths to the machine-tool. This
stage is considered compulsory because it alerts the user of the expected move-
ments that the machine-tool. Furthermore, the user can check whether proposed
toolpath meet the manufacturing constraints. If not, the user can make modifica-
tions as necessary. After validation, corresponding output file (G-codes, for first
level programming) is automatically executed by the controller.

This platform is composed of a Human Machine Interface (HMI) and several
computation modules. The HMI on the NC Controller displays a 3D visualization
of the manufacturing data (CAD model, toolpaths, cutting tools, etc.), the
machining parameters, and a tree-view of the STEP-NC data (Fig. 9.5). The user
can modify these data using the interface. After modification, CAD models and
explicit toolpaths are automatically regenerated and the STEP-NC file is updated.
Machining can then be executed directly from the interface following a visual
validation of the toolpath, machining parameters and modifications.

Following this implementation, the platform can enable any CNC to read and
handle STEP-NC data built according to the ISO 14649 standard. This has already
been implemented and validated on a high-speed manufacturing machine-tool with
parallel kinematics architecture. Designed by Fatronik, this machine called
‘VERNE’ is equipped with a Siemens Sinumerik 840D NC controller [16].

Another version of the platform has also been implemented for a 5-axis
machine again equipped with a Siemens 840D controller and it is used for the laser
cladding Additive Manufacturing process.
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9.2.1 SPAIM Architecture

SPAIM is composed of several modules controlled by Delphi applications
(Fig. 9.6). Some are installed directly on the CNC controller while others are on an
external computer to reduce the computation load on the CNC. However, all the
modules running on the external PC can be implemented in the CNC computer if
its computing capacity allows it. The external PC can be seen as an extension of
the capacities of the CNC hardware.

The main modules include:

e Human Machine Interface: the user can control the CNC platform using this
module. It displays the results of analysis and computations made by the
interpreter using data from the simulation module on the screen.

e Master module: implemented on the NC controller, this module is directly
linked with the HMI and sends the orders to other modules at the user’s request.
For parameter modification, it locates and replaces the corresponding elements
in the STEP-NC data.

e Execution module: distributes orders from the Master module via a local or an
Internet network. This module reads and analyses the STEP-NC file through the
master module and to send the requested information for processing to the
toolpath generation module and to the simulation module.
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e CAD reconstruction module: rebuilds the CAD geometry from the entity
description in the STEP-NC data. This automatic tool sends corresponding
commands to Delcam PowerSHAPE CAD software [17] for geometry recon-
struction. The CAD model is then used by the toolpath generation module to
generate common strategies. This module provides feedback from the STEP-NC
data to the CAD model as well.

e Toolpath generation module: is divided into two components running in parallel.
The first handles every common strategy defined in the ISO 14649 standard (e.g.
contour parallel, bidirectional, etc.). It uses the toolpath generation module of a
commercial software (i.e. Delcam PowerMILL [18]). The second, developed at
IRCCyN, handles pattern strategies such as those used for trochoidal and plunge
milling toolpaths. According to the manufacturing data, the execution module
collects the corresponding toolpath generation module for each machining
operation and merges the toolpaths results before sending the NC code to the
controller for execution.

e Simulation module: sends back the results of the different computations (e.g.
STEP-NC data analysis, 3D geometry and explicit toolpaths as a VRML file,
etc.) to the HMI for visualization.

The toolpath generation module is based on a vendor component for the gen-
eration of common strategies. The SPAIM platform can benefit from the skills and
performance of the CAM software. Moreover, it shows that even if the numerical
chain is redistributed, all the current knowledge is still needed contrary to the
belief of some CAD/CAM vendors. The strong interaction between STEP-NC,
CAD/CAM and the CNC is what allows some of the benefits to be obtained.

9.2.2 Benefits of a STEP-NC Enabled Controller

As stated, STEP-NC interpreted programming make it possible to use the STEP-
NC standard within existing machine-tools and NC controllers. SPAIM shows the
feasibility of this and can be used as a prototype for future implementations. At
this first level of the integration of STEP-NC, most of the advantages of STEP-NC
at the CNC level are already evident (Fig. 9.7):

(1) STEP-NC data can be read and executed directly on several machine-tools
equipped with an interpreter without any modification to the data. This
compatibility is enabled by the high-level description of geometry and process
data without any specificity to a single machine-tool. All machine-tool
information and functional models would be provided by the CNC platform.
For example, the execution of the same STEP-NC file on different machine
structures would use different spindle speeds, feedrates or toolpaths, because
each NC controller would compute the most suitable and efficient parame-
terization, according to the target equipment.
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Modifications of the geometry and the machining parameters can be achieved at
the shopfloor level directly on the CNC HMI. These modifications automatically
lead to regeneration of the toolpaths, geometry displays and STEP-NC model
tree update. The corresponding STEP-NC data and CAD model are updated as
well.

Feedback from CNC to CAD/CAM software is possible since the STEP-NC
data is always up to date. Modifications can be done at shopfloor level during
the first manufacturing phase of a part. This knowledge feedback enables
process planning level to learn and improve the future manufacturing phases.
Optimizing the machining parameters and the toolpaths is easier at the CNC
level. SPAIM allows new non-linear optimization based on the STEP-NC data.
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(5) STEP-NC data transfer file has a small size since it contains only high-level
data. This therefore would reduce transfer time making it well suited for
Internet-based collaborative manufacturing.

9.2.3 Advanced CNC Programming

The SPAIM platform opens the door for advanced programming methods. As a
demonstrator and development platform validation of the ISO 14649 standard, it
permits new simulation and optimization approaches to be implemented by taking
into account high-level STEP-NC data. Optimization developments previously
using g-codes such as a real feedrate simulation module and a tool deflection
module can also be included in the STEP-NC framework with some adaptation.
The implementation of these modules will be based on research works already
done at IRCCyN on 3D solid simulation [19] and tool deflection compensation
[20]. As illustrated in Fig. 9.8, SPAIM in its implementation makes each part of
the manufacturing numerical chain interoperable. It presents a comprehensive
environment dedicated to advanced programming.

Based on this integrated environment, implementation of Intelligent Computer
Aided Manufacturing (ICAM) methods is possible and some have already been
achieved. The ICAM method was developed to allow toolpath programming
optimization based on real-time process information to produce better and more
accurate parts. For example, toolpath regeneration based on on-machine inspection
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has been carried out with G-codes with promising results. The real-time adapta-
tions of machining parameters (i.e. feedrate) and toolpaths are possible by using
process data evaluation from the CNC controller (motor amperage, delivered
power, real feedrate, articular coordinates of the joints, etc.). The scope of future
possibility can and should be expanded further and having such a platform at the
center of development has many benefits most importantly in closing the loop
between once isolated manufacturing systems and sharing of knowledge and
experiences between systems and processes.

In fact, it is true to say that developments at IRCCyN on the STEP-NC standard
and advanced NC programming methods with SPAIM are not limited to milling.
Instead, they include other processes such as additive manufacturing, incremental
sheet forming, turning and additive manufacturing processes amongst others. The
development and integration of other processes such as wire electro discharge
machining is also an important consideration [21]. The development of the STEP-
compliant process models and platforms is essential to achieve the goal of inter-
operability as later discussed.

The long-term purpose of these efforts is aimed at the development of a
comprehensive STEP-NC multi-process supervision platform shown in Fig. 9.9. In
such an environment, the digital model of a part can reflect the modifications and
updates concerning each manufacturing process. Moreover, interactions between
two processes will be available and encouraged. In this sense, the manufacture of
industrial parts which need a combination of several manufacturing processes will
benefit by information sharing leading to part and process optimization. The use of
the STEP-NC standard will ensure interoperable and bidirectional data flow
between all stages of the product development process. As a result, STEP-NC
multi-process supervision concept optimizes the whole design and manufacturing
chain from a CAD model to the manufactured product.

All of the opportunities of STEP-NC promise to increase production flexibility,
process optimization and efficiency by harnessing the linking foundation that STEP-
NC enables as well as enjoying high knowledge and information transfer. Some
implementations have been accomplished to help showcase these opportunities
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Fig. 9.10 Aerospace STEP-NC test part ‘The Fishhead’

(Sect. 9.3). However there are areas that remain scarcely explored that hold tre-
mendous possibility to increase productivity, interoperability and flexibility beyond
current industrial capabilities. Some researchers have shown a glimpse into these
possibilities by defining frameworks and proposals as to how to best reach these
possible new heights [9, 14, 22, 23, 24, 25].

9.3 Current Possibilities with STEP-NC
9.3.1 Flexibility in Milling (+ Other Processes)

Two of the key benefits of STEP-NC highlighted were the ability to read and
execute the same part program on multiple machines by using the high-level non-
specific data; as well as modify part geometry and machining parameters directly
on the shopfloor. These benefits are important because of the increased flexibility
they add in terms of part and program modification. Two separate workpieces can
be used to describe these benefits. The first is the now famous aerospace testpart,
the Fishhead, used around the world for demonstrating STEP-NC (Fig. 9.10). The
second is a simple part with pockets, bosses and a hole with counterbore
(Fig. 9.11).

These workpieces and the associated scenarios would be applicable to any
current industrial CNC that have been made STEP-NC compatible with the
addition of the SPAIM application. This would allow them to be capable of
Indirect or Interpreted STEP-NC programming and benefit instantly of advanced
flexibility.
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The manufacture of the first part, the Fishhead shown in Fig. 9.10, is
straightforward: 3-axis milling for roughing operations followed by 5-axis fin-
ishing operations. Using SPAIM, the manufacture of this part is completely
flexible and adaptable to the current conditions on the shopfloor. This flexibility
involves the following scenarios: (1) a required cutting tool is not available,
damaged or broken. Solution: the operator finds a suitable replacement of similar
characteristics but of a different size, he or she modifies the associated tool or adds
a new one to the STEP-NC data; (2) an expert operator at the shopfloor recom-
mends a last-minute modification to a particular milling strategy due to changed
clamping locations, part reorientation, tool chatter etc. Solution: operator modifies
the associated strategies in the STEP-NC data.

For each of these scenarios and modifications, the STEP-NC data is updated
and the modifications archived for traceability. The new data is fed back to CAD/
CAM/simulation modules to accommodate changes, the updates are then simu-
lated, and new explicit toolpaths are generated for execution. All these activities
are performed without leaving the machine’s HMI. Each of these scenarios were
not originally envisioned in the process planning stage but are completely sup-
ported with the multidirectional STEP-NC programming.

In a series production environment, this flexibility is useful for the manufacture
and qualification of the first parts used to validate the process. After the validation
and the start of production, the ability to quickly and easily switch between similar
CNC machines becomes very useful again since STEP-NC is not machine-specific.
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The necessary modules used by SPAIM would be available within the CNC CPU
environment. The advantage would therefore be seen through increasing produc-
tion agility, reducing downtimes and delays as well as improving macro process
planning around damaged machines for example.

For non-series production, these benefits of flexibility and adaptability are
equally applicable, even essential, since variability and process/production
demands could be more significant. This would therefore necessitate high pro-
duction agility to meet these demands.

The manufacture of the second part, the pockets with bosses shown in Fig. 9.11,
is also straightforward: pocket milling with an appropriate strategy to accommo-
date the bosses. The true power of STEP-NC is evident and essential when one
considers the increased ability of a shopfloor or factory to adapt and optimize their
operation even as scheduling priorities and machine maintenance occur. This
second test part emphasizes how optimization and last-minute modifications could
enhance flexibility and adaptation to current shopfloor conditions [25].

The steps and computation necessary to manufacture this part with SPAIM is
shown in Fig. 9.11. From the part CAD model, the feature recognition module is
executed and the generic STEP-NC data are created. For each feature, the man-
ufacturing process parameters are selected according to the operator assisted by
process simulation tools. An initial part (#1) was directly machined from the input
of STEP-NC data into SPAIM. This initial part, conventionally machined, serves
as a reference to which flexibility possibilities would be judged.

Using SPAIM’s HMI, several tests were conducted with part geometry and
machining parameters modifications directly on the machine on the shopfloor. As
an added benefit, such modifications are not only limited to the shopfloor. Direct
modification can also be attained from distributed and distant computers that share
the SPAIM application modules. Two examples of modifications are presented in
Fig. 9.11, the first deals with geometry changes and the second deals with man-
ufacturing process change. For the first modified part, a rotation of a feature was
performed (#2) showing possible geometry modifications on the shopfloor or at the
final stages of production process planning. The new data is recorded and feedback
to CAD and simulation modules thus taking into account the modified data. The
toolpath generation module updates the strategies and the part is re-machined. For
the second modified part (#3), the manufacturing operation to produce the two
bosses was changed from milling to additive manufacturing (elaborated in
Sect. 9.4.4). The platform, which is distributed on both milling and additive
manufacturing machines tools, carried out the required operations automatically:
toolpath generation, validation and control. A feedback to macro process planning
data in CAD and inter-process simulation is also concurrently enabled from the
modified STEP-NC data before re-machining the part. Such scenarios are common
place in manufacturing and following the old G-code paradigm shown in Fig. 9.1
would require going back up the numerical chain to isolated CAD/CAM envi-
ronments and making the necessary modifications. The resulting changes would
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then be transferred to the CNC after post processing, all of which are time-
consuming activities. With STEP-NC and the SPAIM application, the constant
feedback and dialogue between the associate systems means that the previous
limitations can be circumvented resulting in unparalleled flexibility and a work
lose?: coming. The range of this application is certainly not limited to the milling
process as already explained but it could be adapted to numerous other processes
as well. As manufacturing conditions constantly change, higher level systems such
as Process Planning can also benefit by the increased agility of the shopfloor and
new optimized non-linear planning can be established as a result of this capability.

The illustration with the Fishhead and the ‘Pockets with bosses’ parts serve to
emphasize how current industrial CNC machines can exploit the Indirect and
Interpreted levels of STEP-NC. Manufacturers will instantly see increased flexi-
bility and agility as they are able to modify part geometry, machining parameters,
and even optimize processes and production with direct input from the shopfloor.
With the constantly changing manufacturing conditions, manufacturers are
searching for ways to be even more agile and flexible. These inherent benefits of
STEP-NC directly provide a solution to meet these higher demands of the factory
and the ubiquitous machine-tools that support it.

To understand how these capabilities can be obtained by manufacturers, a list of
necessary components is detailed in Sect. 9.7. Manufacturers are encouraged also
to visit the IRCCyN laboratories in France for a first-hand look and
demonstrations.

9.4 Advanced and Future Possibilities with STEP-NC

The many benefits of STEP-NC and the applications to exploit it are well docu-
mented as described above. The capability for higher flexibility and agility in a
single process is unparalleled using STEP-NC and they serve as a way to allow the
manufacturing industry to migrate to the STEP-NC framework in a step by step
manner. However, from the Authors point of view, despite these very useful
capabilities, it is the scarcely explored future possibilities of the STEP-NC para-
digm that are even more important and in need of serious attention. These pos-
sibilities understandably represent a shift in the mindset of the manufacturing
industry and the adoption of a different method of system interaction. This section
elaborates on these possibilities that are seen as the next frontier in the evolution of
manufacturing methods. The following topics are discussed:

1. Interoperability through hybrid manufacturing environments

2. Improved manufacturing supervision and traceability

3. Flexibility and efficiency with high knowledge and information transfer
4. Production optimization and simulation in multi-process manufacturing.
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9.4.1 STEP-NC in: Manufacturing Interoperability

It known that in the current global context, a major problem lies in data portability
between systems in a manufacturing data chain that is often distributed [10].

The ability of STEP-NC to support intelligent NC programming applications
has been explained and demonstrated. It offers a vendor-neutral solution with
numerous opportunities for improving manufacturing cohesiveness and production
collaboration. A general consensus is that STEP-NC can stand as a valid solution
to respond to current portability and interoperability needs. Numerous research
projects have proposed and elaborated this idea: the Universal Manufacturing
Platform developed at the University of Bath [23] and the UbiDM (Design and
Manufacture via Ubiquitous Computing Technology) of Pohang University of
Technology [24]. Despite current implementations of STEP-NC being limited to
research and feasibility demonstrations, they represent a solid foundation for future
developments that will be used to persuade the manufacturing industry and break
the current roadblocks to wider adoption.

9.4.1.1 SPAIM + IIMP

Extending the capabilities of STEP-NC as an interoperable solution, two manu-
facturing platforms (SPAIM and the I[IMP project from the University of Auck-
land) can be seen to fill this role adequately, either separately or integrated.

The framework of SPAIM, already explained, bridges the barrier between the
typical systems used in the manufacturing numerical chain (CAD-CAM-CNC)
with a particular focus at the shopfloor. Enabling interoperability amongst these
systems, SPAIM represents a comprehensive STEP-NC multi-process supervision
platform (Fig. 9.9).

Another system that has similar capabilities is the Intelligent and Interoperable
Manufacturing Platform (IIMP) [26]. This system augments the capabilities of
SPAIM by extending manufacturing efficiency and interoperability. Data porta-
bility between the heterogeneous proprietary formats of CAD/CAM/CNC systems
and process interoperability is also realized in the IIMP. Although IIMP and
SPAIM can be implemented individually, they collectively form a complete
framework that covers the whole manufacturing data chain. By interacting with
every link, this framework improves supervision and integration of the machining
systems (Fig. 9.12).

The focus of the IIMP is to foster a collaborative environment among existing
and future CAD/CAM/CNC systems. It relies on the high level information in
STEP-NC to make interoperable links between the associated systems within the
manufacturing data chain. Like SPAIM, it keeps commercial CAD/CAM/CNC
data and software as vital well-established knowledge and information sources.
IIMP does not try to link all systems and their data perfectly but provides a
mechanism via STEP-NC that allows it to convey only the small subset of
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Fig. 9.12 Complementarities of SPAIM and IIMP in for advanced CNC manufacturing

accurately defined data between systems. This allows homogeneity at the platform
level compared to the heterogeneity amongst the associated systems.

IIMP Architecture

The architecture of the IIMP is composed of three main element groups: an
orchestrator, an application module pool and an execution core (Fig. 9.13).

The orchestrator’s role, the main decision center of the platform, is to act as the
main HMI. It get user requests, generate a roadmap of their project and control
information flow between modules and the execution core via the event-driven
supervisor. Due to this central role, the orchestrator’s capabilities directly impact
the platform’s efficiency. The roadmap generator has a direct link to the appli-
cation module pool and it is used to translate the user’s request into a list of events
and tasks that each application modules will perform in a predefined order. To
fulfill the user’s request, the previously defined roadmap is followed. Template
scenarios and roadmaps also exist as a way to transfer knowledge from previous
requests and to optimize execution of repeated tasks and projects.

With the roadmap generated, the event-driven supervisor calls the application
modules according to the roadmap and the resulting information is stored in the
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Fig. 9.13 Overview of the intelligent and interoperable manufacturing platform

execution core. The supervisor controls the information flow within the platform
modules and the product data hub of the execution core. The execution core is
responsible for run-time data exchange and storage by utilizing two hubs. The
module data hub focuses on the application module pool and it stores all relevant
data for the orchestrator to generate the roadmap and control the information flow
during the process. The product data hub manages internal information during
project execution. The application module pool consists of different standalone
modules that perform specific tasks as directed by the supervisor, including
toolpath generator, CAD file converter, CAM functions etc.

Two key features of this platform are flexibility and robustness which are
obtainable though its modular design. It was designed to encapsulate existing
software tools with an event-and data-driven layer used to control their input and
output data. This results in no internal interactions between the modules and there
is no restriction concerning the number and the nature of the modules [9]. The
design (Fig. 9.14) follows the function block concept of the IEC-61499 standard
for distributing industrial-process measurement and control systems [27].

The primary goal of the IIMP is to gather and synchronize heterogeneous data
from CAD/CAM/CNC systems. It does have some limitations such as significant
dependency on the orchestrator’s efficiency as well as optimization trade-off for
flexibility. However, it does offer a viable solution, complimentary to SPAIM, to
the interoperability of distributed manufacturing with STEP-NC.

The issue of interoperability is an important one. It is a key motivation for the
proposal of hybrid manufacturing environments, such as these, which are able to
make existing software systems cohabitate with the new STEP-NC programming
approaches. This allows continual development and permits step by step migration
into the STEP-NC framework. Building on the knowledge obtained in imple-
menting these systems represents a strong resource for future developments.
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9.4.2 SPAIM + XMIS in a Digital Factory

Going even farther beyond the interoperability capabilities of the process-focused
standard SPAIM and IIMP frameworks, in 2011, Laguionie et al. proposed the
extension of STEP-NC from the process manufacturing-level to the higher enter-
prise-level systems so that a complete integration of the enterprise numerical chain
could be possible [25]. This would see the integration of applications from enterprise
level (PLM, Enterprise Resource Planning (ERP), etc.), plant level (Manufacturing
Execution System, Quality, Control, etc.) and low-level process automation and
controls (NC programming, monitoring, inspection, etc.). They proposed an
eXtended Manufacturing Integrated System (XMIS) for feature-based manufac-
turing with STEP-NC, integrating information from design to manufacture.

XMIS Architecture

The goal of the XMIS is to control the manufacturing process from design to
product, by integrating Manufacturing Engineering, Manufacturing Quality and
Validations and Manufacturing Production data (Fig. 9.15). XMIS is based on
several units managed by a Production Project Unit (PPU). A multi-directional
collaboration between the units allows their integration in an extended manufac-
turing numerical system. Feedback from each layer of manufacturing is enabled
for experience capitalization, process optimizations and process planning. It is
consequently adaptable to the specific needs and evolutions of the company.

XMIS is composed of the following main units:

Production Project Unit (PPU) Stores and manages high-level project data for
production. It makes the link with the PLM platform by including Design and
Development, Analyst, Prototyping, Marketing, Service and Support, Supplying,
Sales, etc. Relevant information is shared not only with different services within
the company but also with external actors (manufacturing partners, customers,
etc.). A main goal of the PPU is to control the visibility of data. While its objective
is to convey the right information to the right place for a specific need.
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Fig. 9.15 The XMIS in a PLM environment

Planning Unit (PU) Treats the CAD model of a part for process planning.
Several aspects are considered by linking with PPU. Manufacturing workplan and
features are selected according to available processes, facilities, resources and
manufacturing partners.

Process Analysis Unit (PAU) Runs part manufacturing simulation, optimization
and verification. This includes operation sequencing, tool and machining condi-
tions choices, toolpath (TP) generation, etc. This unit is linked with the manu-
facturing data warehouse and the manufacturing knowledge database in a
bidirectional way. Such a link allows for the inherent benefit of optimization from
experience and experience capitalization of the best solutions.

Process Control Unit (PCU) Executes process online control and monitoring. It
performs online compensations, optimizations, diagnosis and adaptive control.
Depending on the company structure, this unit can share applications at shopfloor
level, on manufacturing facilities level and at production management level.

Process Diagnosis Unit (PDU) Runs measuring and analysis tools for part
conformance, production quality and validation. It includes machining post-
diagnosis and corrections. Shopfloor experience capitalization can be implemented
and a feedback to other units is allowed, thanks to the Manufacturing Information
Pipeline (MIP) directly linked with the PPU.

Each of these main units make up the XMIS and they each gather tools and
modules that have to communicate together using industrial information and
communication standards. The communication standards supported by XMIS are
selected to facilitate interoperability. Consequently, to their limited range, pro-
priety vendor-specific pseudo-standards are used in a limited way when necessary.
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Open communication standards such as XML and MTConnect are used to facil-
itate reliable communication and interconnectability between heterogeneous
hardware and software applications. Meanwhile, the case to extensively use the
STEP-NC data model in XMIS is an important consideration. Although it is a
relatively young standard and in need of further development and implementation,
STEP-NC represents a compromise that bridges the gap between specific and
generic manufacturing data. It covers a very large range of manufacturing data to
suite different environments while at the same time enabling data feedback from
the shopfloor to CAx systems.

The STEP standard is also used within XMIS since it offers a unified standard to
describe all the aspects of a product during its life cycle. Defined STEP application
protocols are dedicated to different application domains from design to mainte-
nance. It is used widely in the industry and integrated in most CAD/CAM systems
for design data exchange. The XMIS concept proposes to combine STEP and
STEP-NC for internal and external data exchange between modules and units from
design to NC and inspection.

Within XMIS, two categories of STEP-NC data are identified: Generic STEP-
NC data and Optimized STEP-NC data. These two categories are influenced by the
scope (either Macro or Micro Process Planning) in which STEP-NC data is nee-
ded. Figure 9.16 describes the necessary inputs and units required to create both
the Generic and Optimized STEP-NC data.

In Macro Process Planning (MacroPP), the focus is on process choices based on
manufacturing features definition and work planning requirements. Performed by
the PU, MacroPP treats parts manufacturing in a multi-process context.

With the help of inter-process and intra-process planning simulation tools in the
PU, MacroPP gathers information to create manufacturing operations workplan by
using Generic STEP-NC data. In this scope, Generic data only depends on process
choices and therefore totally independent from any specific machine-tool or
manufacturing equipment.

In Micro Process Planning (MicroPP), all the activities related to particular
manufacturing resources and parameters are gathered together. Performed within
the PAU with the help of specific intra-process and inter-process simulation tools,
MicroPP is linked with the machine-tool functional models (MTFM) of the
selected manufacturing facilities. All the information generated is optimized for a
manufacturing resource within the PPU and supported by optimized STEP-NC
data. Links to other departments of the company can be made and the optimized
STEP-NC data can be directly executed on the CNC controller.

XMIS MIP

Facilitating the exchange of information within XMIS is the MIP shown in a 3D
representation in Fig. 9.17. The MIP makes a sharp departure from the traditional
top—down data flow of the current numerical chain. Instead is uses multi-direc-
tional data exchange, supported by standards, enabling data exchange horizontally
between modules (Mui) of the units, vertically between the units and radially
between all modules and the PPU.
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The modules are integrated in the units as ‘plug and play’ while the Unit
Interpreter links the computation results of the units with the PPU Databases.
Local Unit Databases store the internal unit computation data in the native module
standard and can be interpreted in vendor-neutral standards (STEP or STEP-NC)
for inter-modules data exchange. The PPU manages databases shared between the
different units (Manufacturing Knowledge Warehouse, TP database and MTFM).
Data visibility is controlled at the PPU level for units to have access to the relevant
information. PPU also manages visibility and security of manufacturing infor-
mation exchange with all the other stakeholders services of the company (design,
sales, supply chain, etc.) and partners (customers, collaborators, etc.). Machining
facilities at the shopfloor are totally integrated in the numerical chain.

The MIP supports machining control and monitoring from the PCU. From the
STEP-NC-specific data, PCU directly pilots the machining resources using a
STEP-NC compliant controller. The use of current industrial controllers is also
enabled by adapting TP and machining parameters for specific NC. Quality of the
production is measured and validated by the Production Diagnosis Unit. Online
and offline inspections are supported by ISO 14649 (Part 16) also called STEP-NC
inspection. Sensor feedback from machine-tool to Production Control and Diag-
nosis Units can be supported by open communication standards. Experience
capitalization and data management are allowed from design to machined part.
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Hence, the MIP supports common standards for improving interoperability at
every stage of the manufacturing numerical chain.

Given the structure and architecture of the XMIS units and the MIP, they could
be adapted to any enterprise according to their needs, requirements and capabil-
ities. This therefore completely supports the ‘Design anywhere, Build anywhere,
Support anywhere’ paradigm expected of manufacturers today in the evolution of
the Digital Factory.

To demonstrate and validate this XMIS concept, the capabilities of the standard
SPAIM application was extended (Fig. 9.18). A version exists that demonstrates
parts of the XMIS system, tailored to the needs at IRCCyN. Some XMIS units are
totally implemented and tested as part of the first demonstrator of the XMIS.
Extended CAD (CAD + PU) and CNC (CNC + PDU, PCU, PAU) environments
are defined and implemented to encompass milling and AM machines.

The concept of XMIS applied on industrial equipment is promising particularly
since its design is modular with multi-directional high-level data exchange. Using
both STEP and STEP-NC data to increase the interoperability between different
vendors-specific applications will result in significant reduction in the information
loss while at the same time improve knowledge capitalization. As technological
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capabilities in manufacturing continue to improve, the implementation of XMIS
will lead to the realization of feature-based manufacturing with STEP-NC, inte-
grating information from design to manufacture.

9.4.3 STEP-NC in: Open-Architecture CNC (Open-NC)

Within the scope of the FP7 European Commission funded project, FoFdation, the
development and extension of the STEP-NC framework into an open architecture
CNC has been proposed and developed. Centered around a vision of the Next-
Generation self-learning, intelligent and efficient CNC controller, the Consortium
defined the FoFdation Smart Machine Controller Open Architecture (FSMC-OA)
[28]. The resulting controller prototypes uses currently available tools and new
developments to build an Open-NC platform for showcasing CNC functionalities
that are expected even demanded, on future CNC machine-tool. It is also a way to
adequately showcase the inherent open-ness, portability, scalability and interop-
erability of new applications and processes (Fig. 9.19).

Efforts within this project have seen the transformation of an industrial CNC
(Cincinnati Milacron ‘Sabre’ milling machine with a NUM controller) into a unique
multi-controller Integrated Test Platform (ITP). Alongside the original NUM-750
numeric controller, two separate CNCs have been added: the LinuxCNC (formerly
EMC?2) open architecture controller and the legacy nC-12 controller from Fidia.
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They all co-exist within a single machine-tool, sharing the same physical config-
uration. This implementation allows selecting, via a physical signal switch, which
controller actuates the Sabre’s axes (spindle, linear machine axes and handwheel).

The ITP was created to realize and demonstrate the evolutionary steps and
benefits of STEP-NC. Furthermore, it serves as a unique all-in-one station to
concretely illustrate how current legacy CNC controllers can, in the short term,
benefit from and eventually migrate to the STEP-NC paradigm in the medium
term. It also sets the stage for long term future developments towards the Next-
Generation self-learning, intelligent and efficient CNC controllers. Using the three
physical controllers mentioned, the ITP can be operated within 4 different CNC
controller environments: NUM, LinuxCNC-ISO, LinuxCNC-STEP-NC and Fidia
(Fig. 9.20).

NUM: The NUM controller is capable of conventional 3-axis CNC machine
control and milling similar to any industrial vertical milling machine. The simple
controls and wide use makes this controller a good candidate for conventional
milling activities.

LinuxCNC (ISO + STEP-NC) The LinuxCNC controller possesses 2 separate
operational modes thanks to its Linux OS and Windows OS on-board computers. It
can be used as a conventional ISO-code driven CNC controller providing state-
of-the-art 3-axes control for the Sabre’s axes using its Linux based real-time
kernel. The Windows extension PC means that a host of software from CAD,
CAM to algorithms and in-house developed software can be used with this CNC.
This is an important point because testing new developments and algorithms is
either not possible or difficult to do on propriety CNCs. Therefore having such an



226 K. Hamilton et al.

Fig. 9.20 HMIs on ITP: NUM-750, LinuxCNC-ISO, LinuxCNC-STEP-NC and Fidia nC-12

open architecture CNC removes this limiting barrier. The LinuxCNC can also be
used as a STEP-NC compliant controller with the addition of the SPAIM platform
for advanced STEP-NC programming and control.

Fidia nC-12 CNC The Fidia controller is also a conventional CNC platform
based on Windows OS with Fidia-developed servo drives, PLC and other I/O
peripheries. It provides state of the art CNC functionalities and advanced control.
As it operates within the Windows “de facto” standard environment, implemen-
tation of third party software such as CAD/CAM is possible. This fact also makes
is a good candidate to demonstrate STEP-NC compliancy again with the addition
of the SPAIM platform.

The ITP focuses on addressing 3 main points:

(1) STEP-NC programming evolution in the three levels: Use the unique multi
CNC controller environment provided by the ITP to demonstrate the first
(Indirect) and second (Interpreted) STEP-NC evolution stages while contin-
uing the evolution of the third stage (Adaptive) in STEP-NC advanced
programming.

(2) Real-time process data: Combining the flexibility of STEP-NC provided by
SPAIM with algorithms and the ICAM methodology developed for toolpath
programming optimization based on real-time process to produce better and
more accurate parts.

(3) NC-Interpolation and trajectory planning: Develop smoother and more accu-
rately controlled toolpaths driven by optimization.

The IPT (Fig. 9.21) is seen as an important tangible demonstrator for manu-
facturers to understand how they can begin to benefit with STEP-NC. It will also
serve to show the steps necessary to make a legacy CNC machine-tool STEP-NC
compliant. Manufacturers will be encouraged to see and make use of some of the
many benefits of STEP-NC today on their existing machine-tools and NC con-
trollers allowing them to realize higher flexibility and process optimization.

Researchers can also benefit from this unique machine-tool with multiple
controller environments. It is well known that no two machine-tools or CNC
controllers, even from the same manufacturer, perform equally. This makes it
difficult to perform substantial comparison between different controllers and
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Fig. 9.21 The FoFdation integrated test platform

machines. Therefore, having a single machine configuration with multiple con-
trollers permits a more appropriate comparison that is not hindered by large
machine to machine variation. The ITP can allow this to happen and can be used
for tests and research activities ranging from comparing machine and controller
performance, to STEP-NC developments and milling process optimizations. All of
which are underpinned by extending the flexibility and efficiency of manufacturing
tools with high knowledge and information transfer.

9.4.4 STEP-NC in: Optimization and Simulation
Jor Multi-process

Optimization

Extending the STEP-NC standard to other processes is an important step in
making this paradigm shift widespread. Amongst the existing processes already
defined, the ISO 14649 part 13 [29] focuses on wire Electro Discharge Machining
(EDM) [30] and other works are done to build a STEP-NC data model for Additive
Manufacturing (AM) [31]. By supporting all these different kind of process data,
STEP-NC offers the ability to integrate, supervise, link and make interoperable all
these processes using a unified integrated manufacturing numerical chain. Each
process has its own specificities that result, if following the current G-code
numerical chain, in the isolation of their implementation. Information available in
G-code files cannot be exploited as it is too low level: only a small quantity of the
data linked to the machining process is included. As STEP-NC supports a large
field of object-oriented data from CAD to CNC, it allows integrating multiple
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Fig. 9.22 STEP-NC multi-process numerical chain

processes through a common standard for several machining processes. To support
such a configuration, the innovative concept described by Fig. 9.9 is essential for
comprehensive multi-process supervision. The part model can reflect the modifi-
cations and updates concerning every manufacturing process. When process
dependencies are necessary, STEP-NC is an appropriate standard to unify, support
and link various process data. Whereas the current numerical chain only relies on
expert users’ practices, STEP-NC offers new possibilities to integrate a compre-
hensive data support. It opens the way for a strong communication hub between
experts by using a common well-adapted language. It would also provide data
support for computational simulation and optimization of the multi-process
workplan. However, multi-process approach involves more and more complex
scenarios (Fig. 9.22) for which large efforts and continued research are needed to
developed and validate a totally integrated numerical chain.

With the interaction of multiple processes and experts, decisions can be made
not only by considering individual processes but by integrating the requirements of
the whole manufacturing numerical chain. This interaction has an implicit benefit
of allowing extensive part and process optimization throughout the factory.

Additive Manufacturing

A novel process that lends itself quite nicely to the STEP-NC framework as well as
to the multi-process capabilities is Additive Manufacturing. This process has been
defined in STEP-NC by researchers at IRCCyN and it opens a new range of
manufacturing possibilities. Since material is added instead of removed, compared
to other conventional processes, the types and complexity of new part creation that
can be produced is greatly increased. Even more useful is the possibility of part and
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manufacturing hybridization by combining multiple processes (Fig. 9.23). In the
figure, multiple features that would have been milled, for example, are redefined as
AM sub-workpieces to be created using a multi-process workplan. The main
advantage is therefore overall production simplicity. Furthermore, some features,
like conformal cooling channels for example, are more easily fabricated with AM
than conventional methods, so again production capabilities can be extended. The
addition of AM capitalizes from the use and reuse of previously defined manu-
facturing features for other processes in STEP-NC. For features not currently
defined, the researchers proposed the addition of new AM related features.
An illustration of this strength of AM in multi-process STEP-NC is shown below.

Experimental Validation Study

To emphasize this idea of optimization (process and production), an experimental
study was conducted to validate the efficiency of such a multi-process manufac-
turing approach. The test part in Fig. 9.24 is used. It is a drawing die for which
functional requirements calls for hardened steel at the top of the die.

Although this part is geometrically symmetric and would be more efficient in a
turning process, it would need to be machined by milling to accommodate for the
pyramidal shape at the top. Further processing such as thermal treatment would be
required to fulfill the functional requirement. With the multi-process capability of
STEP-NC within the SPAIM application, a different processing scheme presents
itself and the results are more efficient in terms of meeting production requirements
as well as utilizing each process efficiently. In this new scheme, three manufac-
turing processes were used: additive manufacturing (CLAD), turning and milling.
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A STEP-NC enabled CNC controller possesses workplans (micro process plan)
made of multi-process workingsteps. In this environment, the effectiveness of a
multi-process manufacturing application like SPAIM is evident (Fig. 9.24). This
scheme presents several situations that multi-process optimization (performance,
execution and general) is a natural conclusion and opens up new avenues for
production that were once considered too complex or even impossible.
Performance optimization: tailoring production for performance and functional
requirements such as strength, surface and hardness characteristics though multi-
material parts i.e. adding hardened steel via AM to a different substrate metal.
Execution optimization: creating new possibilities for part fabrication, this
optimization allows production execution sequences to be flexible and gives macro
and micro process planning more agility. One benefit is being able to decouple
manufactured features from any specific process e.g. creating bosses from AM
instead of by milling which would have resulted in excessive material waste. This
optimization opens a whole new direction in the way parts are produced, especially
in the advent of novel fabrication methods like AM.
General optimization: reducing manufacturing difficulty and complexity by
splitting or distributing production to other specialized processes. An example is
combining turning and AM instead of straight milling as was done with the
drawing die test part.

The manufacture of this drawing die, for example, satisfies all three optimi-
zations at once: simplicity, tailoring and flexibility. With a conventional
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manufacture of this part, there is little cohesion between the part and the processes
used to fabricate it. This means that if multiple processes were used to manufacture
this part without STEP-NC, each associated process would have its individual
process execution plan and they would be totally independent of each other. This
lack of cohesion makes is very difficult to share information and knowledge
between the experts and the processes. However, in STEP-NC, there are very
cohesive links which are magnified and allow more holistic and optimized part
production. There is a single process plan even for the multi-process manufacture
of this part. Features that are not involved in a particular process can be ‘frozen’ or
hidden from view and ‘unfrozen’ when needed. Knowledge is shared between
processes in this case which leads to improved optimization execution. Although
the added extra process could be considered an increase in complexity or pro-
duction time, the benefits of being able to create a unique multi-material com-
ponent for targeted applications outweighs those concerns depending on the sector.

Briefly explained in Sect. 9.3.1, multi-process optimization was also applied to
the manufacture of the simple part with pockets shown in Fig. 9.11. In this case,
the relative manufacturing difficulty is reduced by extending production to mul-
tiple processes, each with their own inherent advantages: straight pocket milling
with simpler toolpath for area clearance and AM to add the bosses using similar or
different materials compared to the base substrate material.

Embracing STEP-NC in a multi-process environment has significant advanta-
ges especially in the new possibilities it creates for part fabrication. Sharing
information between processes leads to performance, execution and overall opti-
mizations that are difficult or impossible to achieve by conventional methods.

Simulation

In order to progress the advance possibilities of STEP-NC use, Laguionie et al.
defined a proposal on how simulation could be approached in a multi-process
environment [22]. Three main simulation spaces (Fig. 9.25) are identified and
defined as well as their interaction zones. A simulation space is defined as a
boundless but structured set where simulations can be performed. The figure shows
schematized imaginary boundaries representing knowledge limits however the
boundaries can be infinitely extended. These simulation spaces can be distin-
guished by their respective objectives. They are complementary, interdependent
and closely linked.

The main input of the manufacturing numerical chain is the CAD model of the
part. This CAD model contains data for part geometry, tolerances, material, etc.
These characteristics must be respected and are a theoretical objective for man-
ufacturing process. However, every process has its own constraints that must be
taken into account when deciding the manufacturing workplan of the part.

Main Simulation Space

(1) From CAD to manufacturing features and process plan: the Multi-process
planning simulation space (Empp)
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Discretizing a CAD model into manufacturing features means more than rec-
ognizing usual geometrical entities. A lot of research works have been done on
manufacturing feature extraction [32]. It appears that the solution can hardly be
separated from the manufacturing process involved. In other words, the choice of
manufacturing feature geometry is linked to a process. Thus, a simple part can lead
to several feature decompositions depending on the process choice in a multi-
process environment, as the process is not fixed. In some cases, indecision of a
suitable process to machine a particular feature can lead to further simulations.
This is the exploration field for the Empp which objective is to find the optimal
machining features and process plan.

(2) Process simulation space (Ep)

The workplan is composed of several workingsteps associated with the man-
ufacturing features. The process simulation space (Ep) gathers all the computa-
tions and choices concerning process data and machining parameters selection. Ep
is involved for high level manufacturing data selection in STEP-NC but also
integrates shopfloor simulation in the interpreter. This shopfloor simulation can be
performed offline or online. Typically, an offline simulation will be privileged in
the STEP-NC interpreter for tool paths programming, tool paths optimizations,
machining parameters adaptation, etc. Real time optimizations, simulations from
sensors feedback in the CNC could also be done online and are part of Ep.

(3) Inter-process simulation space (Ei)

Relations between processes take a central position in a totally integrated multi-
process context. The Inter-process relationship and optimizations are fully inte-
grated in the numerical chain and are a large consideration of the Ei space, which is
new here. In the traditional G-code based numerical chain, a large part of the sim-
ulations concern the process (Ep), manufacturing experts choose the well adapted
workplan based on their experience and knowledge (Empp), but inter-process
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simulation (E7) is hardly possible due to different data standards and expert com-
munication languages. In the STEP-NC numerical chain, Ei is the missing link
between Empp and Ep when several processes are required. Relationship and
communication channels between the different processes are enabled with a direct
effect on the machining features, the workplan and the process data.

Interactions and Optimized Solutions
(1) Process and process planning interaction

The intersection between Empp and Ep spaces is the place for process simulations
in close link with process planning, and reciprocally. EmppNEp includes the
bidirectional relationship between CAPP and each selected process. The rela-
tionship between machining entities and process parameters are important. For
example, in pocket milling, the tool diameter is limited by the corner radius for
finishing operations. Similarly, characteristics of a process can also lead to the
selection of a feature over another. For instance, using a step drill to drill a hole
and the associated counter bore results in forcing the two features to be merged in
one workingstep.

(2) Process planning and inter-process relations interaction

The constraints of each process must be taken into account when creating machining
features and workplan. These interactions are simulated in EpNEi. For example, the
thermal effects of Direct Laser Manufacturing (DLM) with powder injection [33]
constrain the selected features to be manufactured very early in the workplan, before
the finishing operations of high speed milling. Conversely, machining features
sometimes constrain the choice of the process sequence and consequently of the
inter-process relations. For example, if a flat section must be milled after a turning
operation, inter-process interactions are ordered by process planning.

(3) Process and inter-process interaction

The process simulation space Ep, directly linked with the machine-tool functional
model, can provide the simulation results associated with a selected process. The
results can have consequences on the other processes machining parameters. For
example, the finishing cutting conditions in a milling process (feedrate, cutting
speed, etc.) can be adapted due to thermal effects after DLM machining a feature.
A multidirectional data exchange enables a workingstep associated with a process
to be performed in an intelligent multi-process context.

(4) A global, optimized solution in the comprehensive EmppNEpNEi space

The goal to reach is the simulation of a totally integrated manufacturing envi-
ronment that considers at the same time, relevant multi-process planning, inter-
process relationships and process attributes simulations. However, simulation in
EmppNEpNEi involves complex reasoning and simulation methods. Processing the
three presented simulation spaces at the same time is certainly not the best way to
initiate a solution. Future technological advances could allow this.
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The main emphasis here is that with the different simulation spaces identified,
this provides a roadmap on which the different experts along the numerical chain
can rely to help them make choices, again not only by considering their specific
area but by considering and integrating the requirements of the whole manufac-
turing numerical chain. It also allows STEP-NC developers to have complex sit-
uations that they must create solutions for. This is a challenge and one that should
be developed further by exploring the limits of the STEP-NC data exchange
standard supporting multi-process planning and process data.

9.5 Discussion

One aspect of STEP-NC that is often overlooked is how to enter into the STEP-NC
paradigm in the first place. Usually the entry point is a CAD part file supported
with manufacturing and resource information. Starting from this CAD part file, the
conversion to STEP-NC is currently a semi-automatic activity. Due to the feature-
based design of STEP-NC, there is an inherent need to be able to recognize the
features described. With the help of manufacturing feature recognition, based on
ISO 10303-AP224, some software systems have been developed to extract features
using CAD input files (e.g. STEP or parasolids files) [34]. The process is currently
semi-automatic because some features like holes are regular enough that they
could be extracted automatically. However for more complex features (even some
types of pockets or slots), a higher level of human interaction is required to
identify those features. The variability of opinion about features within manu-
facturing and the ambiguous nature of some features make it very difficult to have
complete automation. At present, no system exists that is capable of autonomous
feature recognition of manufacturing features. Part of the problem has to do with
the fact that not all manufacturing features are standardized and not all of the
intent behind the design of such features is transmittable without human interac-
tion/input. Even when the design intent could be transmitted, that does not always
provide useful information for manufacturing.

For simple features like pockets and holes, SPAIM as a STEP-NC enabled
application uses its bidirectional link with CAD to be able to create a part for
manufacture directly in STEP-NC format on the HMI. This method is similar to
the wizard-like capability of some industrial CNC machines that allow ‘Conver-
sational or Shopfloor Programming’ via software embedded on the controller’s
computer. The extent of this method is currently limited but represents another
starting point to enter the STEP-NC world.

It should be emphasized that the adoption of STEP-NC does not mean that the
current seemingly isolated departments (design, planning etc.) of an enterprise will
remain isolated or become obsolete. The exact opposite is true. Adopting STEP-NC
necessitates and facilitates the integration of these departments. The full flexibility
and optimization capabilities offered by STEP-NC are in fact realizable with such
integration. The bidirectional data flow between systems in the STEP-NC
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numerical chain is not limited only to the systems. The experts that are behind those
systems for designing, planning, programming and operating etc. are equally
essential. They make up a substantial knowledge source that process and multi-
process optimization relies on.

Therefore, the need for human knowledge and experiences in the STEP-NC
numerical chain should not be diminished or overlooked. Although many aspects
can be automated such as rules-based tools for simulation, cutting tool and
machining parameters selection, the need for human experience to optimize pro-
cess planning for example is essential. Decision making about what strategies are
available to manufacture a particular feature, the type of supporting manufacturing
resources available are all essential aspects for which a human STEP-NC pro-
grammer is currently required.

To develop such a capacity, the programmer(s) is required to have substantial
knowledge about manufacturing systems not only limited to CAM or CNC.
Current CAD/CAM/CNC programmers and operators collectively already possess
the requisite knowledge base. The challenge is to teach them how to think in the
non-linear manner that is required by STEP-NC and its applications. This step is
not unlike any training to learn and use new machines or software systems.

The leap forward is not as substantial as is often expected and one of the
opportunities for the promoters of STEP-NC (the Authors included) is to be able to
effectively communicate this both in print and with tangible demonstrations.

It should not be forgotten that STEP-NC and the framework, described in this
chapter, are adaptable. Depending on the needs and capabilities of an enterprise,
the extent of STEP-NC use and control can be scaled. In a serial production
environment for example, the need for shopfloor modifications during production
execution is extremely limited and could be completely removed as a capability. In
this case, experts would not be required directly on the shopfloor to manipulate
STEP-NC but they are expected at higher levels such as planning and validation.
Considering this, the cohesive link that STEP-NC enables for systems in the
numerical chain (design, planning and eventual optimization of the manufacturing
process) can be performed with the efficient use of enterprise resources.

In a non-serial production environment, the needs would again change
depending on the capabilities of the enterprise. The conclusion is however still the
same: only the aspects of STEP-NC that provide direct benefits and added-value to
an enterprise would be used. The very large range of manufacturing data within
STEP-NC can be totally tailored to suite different environments.

9.6 Future Focus

For the future, several areas including the advanced possibilities with STEP-NC
discussed in this chapter, will require continued development and implementation.
Some areas of focus should include:



236 K. Hamilton et al.

e improving the capacity of current systems by making them more comprehen-
sive, automated and autonomous.

¢ implementing and validating the advanced possibilities discussed, particularly
the interoperability aspects.

e defining and creating studies that highlight the economic impact as well as
quantitative advantages of STEP-NC and STEP-NC systems.

e properly defining industrial needs and qualitative objectives for manufacturing
programming.

e consideration of the human element in STEP-NC particularly as it relates to
enabling modifications and optimizations as well as improving decision-making
and validation at every step of a project.

For all of this to happen, the promoters of STEP-NC will be required to
effectively and convincingly communicate positive results to the industry by
providing more tangible industry-related demonstrations. Only with sufficient and
diverse support from both industrial and academic will this future of advance
manufacturing with STEP-NC be realized.

9.7 Adopting STEP-NC (Q&A)

One very important question that is often asked is “What is needed in terms of
software and hardware for an enterprise to migrate a machine to STEP-NC?”

As a first prototype used to demonstrate the STEP-NC paradigm, the devel-
opment of SPAIM required a few constraints. The most important of these is
software, which coincidently are currently used in the conventional CAD-CAM
chain.

For the moment, if an enterprise wants to adopt STEP-NC based on the SPAIM
application, the following items will be needed:

e CAD software: Delcam PowerShape
e CAM software: Delcam PowerMill (with post processor: Delcam DuctPost)
e and of course, STEP-NC programming and training support from IRCCyN.

Initially SPAIM was implemented only on a Siemens 840D controller, however
with continued development, it has been implemented on other controllers.

The benefits highlighted in this chapter are currently available through SPAIM
on the following legacy CNC controllers: Siemens 840D, Num 750, Fidia nC-12,
and Heidenhain. They are also available on the Open-NC LinuxCNC-based open
architecture controller. For all the legacy controllers mentioned, no hardware
modification is required which makes implementation a quick process. This is a
positive point for easing manufacturers concerns about implementation time.
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Question and Answer

Q: Could other CAD/CAM systems be used with SPAIM?

A: Currently, no since SPAIM was initially developed using Delcam products. It is
by no means limited to those products however. To be able to use other CAD/
CAM software systems with SPAIM, more development effort would be required
to make the adaptation and automation links.

Q: Could any machine’s CNC be made STEP-NC compatible?

A: Yes. Currently available on 4 major legacy industrial CNCs.

Q: Could an old machine-tool be hardware-upgraded or retrofitted and be made
STEP-NC compliant?

A: Yes. Having performed an upgrade of the 3-axis Sabre machine-tool by adding
LinuxCNC and Fidia controllers for example, the know-how, components and
efforts necessary for this adaptation are known and available to be used for future
implementations. The addition of SPAIM will allow it to be STEP-NC enabled.

9.8 Conclusions

The benefits of STEP-NC and the applications that support it have been discussed.
There are many opportunities for the manufacturing industry to adopt the paradigm
shift however continued demonstrations and industry targeted use cases will still
need to continue to facilitate a step by step migration to the cohesive possibilities
offered by STEP-NC.

With more implementation and validation of complex, integrated manufactur-
ing environments with STEP-NC, the manufacturing industry will be capably of
realizing the following benefits: interoperability through hybrid manufacturing
environments, improved manufacturing supervision and traceability, flexibility
and efficiency with high knowledge and information transfer as well as production
optimization and simulation in multi-process manufacturing. All of these benefits
will increase systems interoperability and portability, production efficiency and
above all flexibility and agility within an enterprise.

Currently, STEP-NC and its implemented applications are advanced enough to
allow current industrial CNCs to quickly be made STEP-NC compatible with the
addition of the SPAIM application for example. Immediately, they will be capable
of Indirect or Interpreted STEP-NC programming and benefit with flexibility and
agility. Manufacturers will be able to make modifications to toolpath and strate-
gies, part geometry, tools selection, process plans, optimize individual processes
and realize new capabilities with multi-process, all with direct links to the shop-
floor. This is undeniably a beneficial capability as manufacturers struggle to meet
the demands of a quickly changing competitive industry. STEP-NC at its current
state will allow them to be as adaptive and agile as possible as they plan, optimize
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and react to the conditions on the shopfloor. Additionally, the future potential of
STEP-NC enabled manufacturing is promising and more than capable of
addressing the eventual needs that will arise.
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Chapter 10

Optimum CNC Free-form Surface
Machining Through Design

of Experiments in CAM Software

N. A. Fountas, N. M. Vaxevanidis, C. I. Stergiou
and R. Benhadj-Djilali

Abstract Sculptured surface machining (SSM) is an operation widely applied to
several industrial fields such as aerospace, automotive and mold/die. The number of
the parameters and strategies involved to program such machining operations can
be enormously large owing to surface complexity and advanced design features. To
properly reduce the number of parameters, design of experiments (DOE) meth-
odology along with statistical analysis can be adopted. In this paper DOE and
respective analysis were used to conduct machining experiments with the use of a
computer aided manufacturing (CAM) software. Major goal is to investigate which
of process parameters are worthy of optimization through intelligent systems. Two
scenarios were considered to machine a sculptured part; one involving 3-axis
roughing/3-axis finish machining experiments and one involving 3-axis roughing/
5-axis finish machining experiments. Roughing operation was common for both
scenarios. The problem was subjected to discrete technological constraints to reflect
the actual industrial status. For each machining phase, two quality objectives
reflecting productivity and part quality were determined. Roughing experiments
were conducted to minimize machining time (#,,) and remaining volume (v,);
whilst finishing experiments were targeted to minimize machining time (z,,) and
surface deviation (s,,,) between the designed and the machined 3D model. Quality
characteristics were properly weighted to formulate a single objective criterion for
both machining phases. Results indicated that DOE applied to CAM software,
enables numerical control (NC) programmers to have a clear understanding about
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the influence of process parameters for sculptured surface machining operations
generating thus efficient tool paths to improve productivity, part quality and process
efficiency. Practically the work contributes to machining improvement through the
proposition of machining experimentation methods using safe and useful platforms
such as CAM systems; the application of techniques to avoid problem oversim-
plification mainly when large number of machining parameters should be exploited
and the evaluation of quality criteria which allow their assessment directly from
CAM software.

10.1 Introduction

10.1.1 Sculptured Surface Machining

Many of today’s modern products are designed with free form surfaces either to
attract consumers or to meet special functional requirements like those identified
to mould/die, aircraft and automotive industries. Sculptured parts are machined on
3-or 5-axis CNC machine tools with the aid of a CAM systems to model
machining operations need to be performed. The final product of CAM systems is
the generated NC code translated from CL (cutter location) data. The NC code
drives machine tools to perform cutting operations so as to efficiently remove the
unnecessary material from the rough stock producing the final product. Thus; the
main problem of Sculptured surface machining [1] is to:

e Produce the optimum sequence of machining operations to machine a sculptured
part.

e Produce the best sequence of NC blocks for each machining operation; and

e Select the optimum cutting parameters and conditions for each NC block.

10.1.2 Aims and Objectives

The research presented in this chapter is mainly concentrated to the application of
DOE methodology for determining machining parameters affecting both roughing
and finishing phases, to formulate the best machining sequence for optimized
sculptured surface machining. The ultimate goal is to use most important CAM
parameters identified from experiments in order to subject them to a loop of
evaluations which will be conducted by an intelligent optimization platform until
arriving at optimal solutions. Another goal is to introduce such an experimental
approach in practice, i.e. in machine shops and industries to facilitate machining
modelling by accelerating earlier planning stages for preparing and evaluating
machining operations. Such a methodology would require proper process planning
and modelling analysis of its studied tasks, as well as suitable determination of
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quality characteristics for their control and optimization, regarding the process
results. Since the study concerns both roughing and finishing stages three opti-
mization targets are assessed; the material’s volume after roughing, the machining
time and the surface deviation which is introduced as a novel parameter to reflect
surface quality in finishing. The overall study may substantially contribute to the
scope of interest on optimal Sculptured Surface Machining technology, through:

e The proposition, the development and implementation of a new optimization
strategy based on evolutionary techniques as practically viable;

e The efficient and robust processing of large numbers of optimization parameters;

e The proper treatment of multi objective optimization concept along with its
alternative regions of optimal solutions;

e The interaction of software modules with practical tools and computer aided
systems used in industrial practices such as CAM software.

10.2 Literature Review

It is a common industrial task to properly define major machining parameters and
their value ranges. The optimum definition of machining parameters has ques-
tioned a large number of researchers worldwide. Specifying optimum machining
parameters for a manufacturing process is now imperative to areas where pro-
duction cost is of paramount importance. Indicative machining parameters for
roughing and finishing that usually treated as independent variables for machining
optimization; are:

e Cutting tool geometry [2];

e Spindle speed of the CNC machine tool [3];
e Feed rate [4];

e Cutting speed [5].

For sufficient exploration of optimum machining parameters, quality objectives
should be determined to reflect problem’s responses. Regarding the machining
phase, quality objectives may vary considering the outcomes of both the machined
part accuracy and machining efficiency as well. Research works presented so far
specify one (single objective optimization) or more quality objectives (multi
objective optimization). Such quality objectives are the ones bulleted below:

e Minimum machining time (including part, or tool setup time, cutting time, rapid
traverse time, time needed for tool changes, etc. [6];

Maximum material removal rate (MRR) [7];

Minimum tool deflection [8, 9];

Surface roughness [6, 10];

Minimum cutting force components [11];

Maximum tool life [12].
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Resources needed to machine parts by material removal, impose the determi-
nation of technological constraints in order to ensure feasibility of manufacturing
processes. Several constraints are set with variations regarding the scope of
optimization. Such constraints are the following:

e Maximum available spindle power, maximum cutting force, maximum allow-
able cutting load and maximum allowable tool deviation [13].

Maximum spindle torque and maximum tooling feeds [14].

Ranges of cutting parameters [15, 16].

Cutting tool geometry [16].

Tool wear and yielded heat [17, 18].

Geometrical and/or technological configurations of machine tools, stability of
CNC machine tools, etc., [19].

Roughing and finishing constitute the most important machining phases for
milling operations. During the roughing process a high material removal rate
should be achieved. The outcome of rouging operation is a part geometry closed to
the ideally designed one. Finishing operation aims at removing the remained
material resulting thus; to the final product which should meet predetermined
requirements. Roughing is characterized by its ability to increase productivity,
whereas high surface quality and dimensional/geometrical accuracy should be the
main characteristics of finishing. As a machining sequence; both phases play key
roles to a successive manufacturing process.

To optimize roughing and finishing operations, algorithms for geometrical
calculations have been utilized. Such algorithms can be found in different opti-
mization methods like “contour map” [20], “Convex Hull Boxes’” [21] and
geometrical feature recognition methods [22] for roughing and “Z-Map” [1], 3D
point cloud data [23] and surface subdivision methods [3] for finishing.

Tool paths for roughing and finishing have also been investigated to facilitate
machining optimization studies. The most often used tool paths are summarized in
[24]. The work in [25] proposed a method for achieving the largest possible cutting
width in terms of optimum machining direction in each surface point, whilst the
work in [26] proposed a S-axis tool path generation approach which leads to a
constant “scallop” height, between parallel planes. Yang et al. [23] developed a
NURBS fitting algorithm to generate tool paths with fewer control points.

Many optimization algorithms appeared in the literature utilize mathematical
equations as fitness functions. Chang et al. [27] adopt process models for single
and multi pass machining operations. As a “fitness function” the processing time
“tp;” to machine a part is considered. “z,,” in their work, is calculated by Eq. 10.1:

tm
tor :t,n+th+t,(7) (10.1)
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where,

t,- the total machining time;

t,, the material handling time;

t,  the idle times for part clamping, orienting, fixturing and removal;

t,  the tool change time (idle time);

t the tool life, calculated by ‘Taylor’ equations and “(z,/t)~
parts that can be produced before the tool requires changing.

15

the number of

Equation 10.1 is adopted by many researchers. However, its major drawback is
that provides approximated results, at least in the case of cutting tool life esti-
mation. The rest components of processing time can be accurately calculated
except of the term °#,” which may vary regarding the part’s size and its probably
special fixturing alternatives on the machine table.

According to most research works, spindle speed, feed rate and cutting depth
are the investigated parameters, regardless of the part geometry; whilst quality
objectives are treated separately. Hence, one should expect to arrive at “partial” or
case oriented solutions. As machining parameter ranges for values are wide, their
combinations are theoretically infinite. To find the “elite” of parameter combi-
nations, several techniques are implemented to indicate only parameter combi-
nations that satisfy quality objectives. Such techniques are:

e Taguchi’s design of experiments [28].

e Artificial neural networks, which operate as predictive functions after suitable
training [29].

e Graphical techniques [30].

Machining optimization problems are perplexing due to the non linear depen-
dence of the parameters involved [31]. A wide range of methodologies have been
developed so far. An early and popular approach is to find the roots of the first
derivative for a cost function if such can be obtained, [32, 33]. The cost function
includes one or more quality targets. The roots correspond to local extrema of a
function, while the second derivative checks whether the local extreme is of a
minimum or maximum. To utilize this approach a function’s second derivative
must exist whilst its first derivative should be continuous. This is rare since such
optimization problems are complex. To address such difficulties, researchers have
used different techniques that enable the calculus when it comes to non continuous
fitness functions. Some of the major strategies have been proposed so far, are
integer programming, [34]; dynamic programming, [35] and geometric program-
ming, [36]; artificial intelligence (AI) approaches such as genetic evolutionary
algorithms, GAs EAs [36]; simulated annealing [37] and particle swarm optimi-
zation [38]; hybrid optimization systems such as GA SA [39]; optimization using
“Tribes”, [40]; heuristics and GAs, [41]; genetic algorithms coupled with artificial
neural networks (GAs ANNSs), [42]; GA quadratic programming [43]; simulated
annealing and ANNs [44], etc.
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Most of the research work been proposed so far aims at proposing mathematical
relations among studied parameters in order to express deterministic objectives.
More over, the process parameters investigated for optimization are few. Specif-
ically, the main cutting conditions (cutting speed, feed rate and depth of cut) are
usually processed; whilst others which are just as important are neglected. Such
approaches tend to downgrade sophisticated optimization strategies and introduce
them as impractical or inefficient despite the fact that some of their elements could
facilitate machining processes. Nevertheless, mach of the strategies presented for
machining optimization lead to partial problem solving and raise questions about
the very essence of their solution quality. Therefore, another approach able to
allow the problem’s investigation in its whole may be introduced for sculptured
surface machining optimization.

10.3 Introduction of CAM Systems to Sculptured Surface
Machining Optimization

In the case of sculptured surface machining, a vast number of process parameters
appear due to the complexity of parts’ surfaces. CAM software provides the safest
way of creating several machining scenarios and assessing generated results; while
it constitutes also a very useful tool when minimization of production cost is of
major importance. CAM software provides all the necessary entities to model
machining operations and build a manufacturing program to be executed by a CNC
machine tool avoiding thus problem oversimplification. The basic process plan-
ning flowchart when using CAM software is presented in Fig. 10.1.

CAM systems aim at facilitating all kinds of industrial tasks and they offer a
large suite of tools/options yielding thus the risk of the direct impediment to their
use. The number of parameters of sculptured models may be large enough and
vary depending on the complexity of their surfaces. Therefore, minimization of
process parameters is imperative and should be conducted through statistical
techniques. To achieve successful parameter elimination, it is important to
determine objectives associated to productivity and quality. Design of experiments
and analysis of variance (ANOVA) are low cost tools for identifying the most
influential parameters on a machining problem’s response and finding optimum or
near optimum values of sculptured surface machining strategy parameters.

10.4 Design of Experiments for Sculptured Surface
Machining in CAM Software

Taguchi’s DOE methodology was implemented to design machining experiments
in CAM software for a designed sculptured geometry. The major goal was to
identify the optimum machining program in terms of process productivity and



10 Optimum CNC Free-form Surface Machining

Fig. 10.1 Traditional
approach of machining
modeling operations in CAM
software
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resulted part quality. For this scope, three sets of experimental programming
scenarios were established. The first set involves roughing experiments; assessed
by an equally weighted combination among two quality objectives specified;
remaining volume, v, (mm3) and roughing time, t,,, (min). The second machining
set involves finishing experiments based on the 3-axis milling technology and
subjected again to an equally weighted combination among quality objectives
namely surface deviation, sg4., (mm) and finishing time, f,,r (min). The third set of
machining experiments involves finishing operations based on the 5-axis milling
technology and subjected to an equally weighted combination among the same
quality objectives as determined for the second set. Finally optimum programming
sequences for the two scenarios are formulated by coupling each of the best
finishing operations (3- and 5-axis) to the best rouging scenario. Surface deviation
is introduced in the study as a novel quality objective in terms of surface quality.
In order for the problem to be practically viable and reflect actual industrial state,
technological constraints were also taken into account. The following sections
present and explain all the basics involved to the design of machining experiments
with the use of CAM software. Further on, the DOE methodology is described and
the analysis of results is shown.

10.4.1 Identification of Strategies, Parameters and Quality
Objectives

Sweeping strategies were adopted to model both roughing and finishing processes.
During roughing, sweeping strategies maintain the material’s uniformity so as to
approach the final shape. Sweeping involves machining by vertical planes; whilst
in each vertical plane additional tool paths which remove the scallops formulated
by the axial levels are also incorporated. In the case of finishing operations,
sweeping strategies follow the sculptured part’s curvature to produce a finished
surface according to dimensional specifications and predetermined tolerances.

10.4.1.1 Sweeping Machining Strategy for Roughing and Related
Process Parameters

To prepare the roughing process for machining experiments three different tool
path types under sweeping strategy were identified. These tool path types are
presented below:

o 7 offset: Roughing process is achieved by applying peripheral milling on a
sculptured part’s regions, generated by offsetting the original roughing “slice”
(Fig. 10.2a).
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(c)

Fig. 10.2 Tool path styles for rough machining by sweeping strategies: a Z Offset; b Z Plane;
¢ Z Progressive

e Z plane: The part is machined plane by plane. The planes are perpendicular to
the tool axis (Z axis). The respective tool path type performs linear continuous
movements in the XY plane, (Fig. 10.2b).

e Z progressive: The part is machined by interpolating the tool path between the
part and the top of a theoretical rough stock (Fig. 10.2c).

The parameters related to sweep roughing strategy are as follows:

Radial cutting depth (Stepover): The distance joining two successive passes in XY
plane. The parameter can be adjusted by determining the total number of paths,
specifying a cutting depth ratio related to the tool’s diameter (%), or by defining
the maximum scallop height to be left between passes.

Axial cutting depth (Stepdown): The distance joining two successive passes in the
Z level. This parameter can be adjusted by determining the number of levels in Z
direction considering the total depth of cut, or by calculating cutting passes
through the tool height ratio, or by assigning specific arithmetic values for the
cutting passes.

Feeds and speeds: Feedrate in (mm/rev) and spindle speed in (rpm). The choice of
spindle speed determines the cutting speed which is equivalent to the surface speed
of the cutting tool. This not only depends on the spindle speed but also on the
cutter diameter (the higher the spindle speed and the larger the cutter diameter,
the higher the cutting speed). Feed is the movement of the milling cutter in the
machining direction.
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Cutting tool: Different types of cutting tools are existed regarding their dimensional
and geometrical configurations. The tools are selected according the part’s material
properties and special features. In the particular case of roughing operations, flat
end mills are usually programmed to remove the material from the raw stock.

10.4.1.2 Sweeping Machining Strategy for Finishing and Related
Process Parameters

Sculptured parts are machined on 3-, or 5-axis machine tools. In 3-axis machine
tools, ball end cutters are used for finishing by approximating the surface via small
line segments (facets). In 5-axis machine tools, finishing is performed with ball
end, corner radius, or flat end mills. The machining strategies and their process
parameters are presented below for the 3-axis milling mode and the 5-axis milling
mode for finishing:

3-axis finishing

The tool path strategies selected for 3-axis finishing are as follows:
Zig zag: The tool path alternates directions during successive passes (Fig. 10.3a).

One way next: This strategy produces a tool path that always follows the same
direction during successive passes and moves diagonally from the end of a pass to
the beginning of the next one (Fig. 10.3b).

One way same: The tool path always has the same direction during successive
passes and returns to the first point in each pass before moving on to the first point
in the next pass (Fig. 10.3c)

Radial cutting depth (Stepover): The distance joining two successive passes in XY
plane. The parameter can be adjusted by determining the total number of paths,
specifying a cutting depth ratio related to the tool’s diameter (%@), or by defining
the maximum scallop height to be left between passes.

Feeds and speeds: Feed rate in (mm/rev) and spindle speed in (rpm). The choice of
spindle speed determines the cutting speed which is equivalent to the surface speed
of the cutting tool. This not only depends on the spindle speed but also on the
cutter diameter (the higher the spindle speed and the larger the cutter diameter,
the higher the cutting speed). Feed is the movement of the milling cutter in the
machining direction.

Cutting tool: In 3-axis finishing, the tool axis is fixed thus; possible degrees of
freedom are restricted. Since these limitations are existed, tools having spherical
geometries (ball end mills) are used to finish sculptured parts due to their advantage
of moving over all surface regions and machining any point around the curvature.

Feed direction: The direction that the tool follows to cut the material regarding
feed (Fig. 10.4).
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Fig. 10.3 Tool path styles for 3-axis finish machining by sweeping strategies: a Zig zag; b One
way next; ¢ One way same

5-axis finishing

In 5-axis finishing, the strategy of tool axis orientation is determined regarding the
geometrical features of the tool and the part to be machined. The tool can be
rotated by an angle between its vertical axis and the surface (lead angle). This
angle is maintained by the tool along the milling direction. In addition, the tool can
be rotated by a side angle between its vertical axis and the surface (tilt angle).
These angles can be constantly or variably adjusted to ensure that the tool’s non
cutting tip does not contact the surface. Lead and tilt angles are computed for each
point regarding the normal vector of the sculptured surface and are shown in
Fig. 10.5a and b respectively.
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Fig. 10.4 Feed directions for the cutting tool: a 0°; b 45°; ¢ 90°

Tool path types are in such a way applied to avoid collisions between the tool’s
rear side and machined part. The values of these parameters were not considered as
an optimization issue at least for the time being; these were determined according
the literature and industrial considerations. The tool path types applied to model 5-
axis finishing operations for the experiments are as follows:

Fixed lead and tilt angles for milling: Two constant values are specified for these
angles (Fig. 10.6a)

Fixed lead and variable tilt angles for milling: a value range for 7ilt angle and a
constant value for lead angle are specified (Fig. 10.6b).

Variable lead and fixed tilt angles for milling: a value range for lead angle and a
constant value for filt angle are determined (Fig. 10.6c¢).

Same determinations to those of 3-axis finishing were applied to the rest of
process parameters (speeds and feeds, feed direction and stepover).
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(a) (b)
y 2

Fig. 10.6 Tool path styles for 5-axis finish machining by sweeping strategies regarding tool axis
orientation: a Fixed lead and tilt mode; b Fixed lead and variable tilt mode; ¢ Variable lead and
fixed tilt mode

Tool type: As in 5-axis machining more freedom degrees are existed, all types of
cutting tools can be implemented. Hence; to assess the different types of end mills
applied to 5-axis sculptured surface machining, three tool geometries of constant
diameter (@8), were tested; a flat end mill; (Fig. 10.7a), a ball end mill;
(Fig. 10.7b) and corner radius mill (Fig. 10.7c). Since the tool geometry in this
case was different, tool orientation issues to prevent collisions were carefully
investigated.
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Fig. 10.7 Types of typical
HSS end mills: a Flat end
mill; b Ball end mill;

¢ Corner radius mill

10.4.1.3 Quality Objectives and Objective Function Formulation

It has already been mentioned that three quality objectives were identified to
formulate the problem’s responses regarding the machining phase. Definitions for
these quality objectives are described as follows:

Machining time: The time needed to remove the material from a part. Its
magnitude is automatically calculated on CNC machine controls and CAM sys-
tems after the tool path calculation. Through its calculus, it is easy to observe
where productivity is decelerated and how it can be improved.

Remaining volume on the model after roughing: The uncut material of a
roughed or semi-finished part that remains to be removed at the finishing stage.
Lower remaining volume amount leads to quicker finishing operations, lower chip
loads and cutting forces thus; drastically reducing overall Machining Time while
maintaining high part quality.

Surface deviation: The maximum allowed deviation from the mean area
computed between the ideally designed and the machining simulated surface.
Mean area is computed using Eq. 10.2 as follows:

A —A
Sdev = | = 10.2
o= 2 (102)
where,
S4ev  the surface deviation in (mm);
As the area of the finished model’s surface;
A the mean area: A = ;Ad, (As: finish machined surface; A;: designed surface).

The objective functions were formulated as follows:
e For roughing operation

OC(Vyy tyr, W1, W) = Wi X Ve + Wo X Ly (10.3)
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Fig. 10.8 Machining modelling stages: a Sculptured part; b Setup; ¢ Rough machining tool path;
d Resulting roughed model; e Finish machining tool path; f Resulting finished model

where,

ocC the combination of the measured objectives;
v, the remained volume (normalized);

s the normalized rough machining time;

wy,wy, the weight coefficients of the above criteria (w; = 50 % for remaining
volume and w, = 50 % for rough machining time).

e For finishing operations (both milling technologies)

QC(Sdgv, iy W3, W4) = W3 X Sgey + W4 X L (104)



256

Table 10.1 Experimental design of rough and finish machining operations

N. A. Fountas et al.

Roughing

ala Factors Level 1 Level 2 Level 3

1 Machining strategy “Z offset” “Z plane” “Z progressive”
2 Tool diameter, @(mm) 8 10 12

3 Spindle speed, #(rpm) 1800 2200 2600

4 Feed rate, f (mm/min) 300 450 600

5 Stepdown, a, (%Q) 20 % 35 % 50 %

6 Stepover, a, (%0) 35 % 375 % 40 %

3-axis finishing

1 Feed direction (deg) 0° 45° 90°

2 Machining strategy “Zig zag” “1 way next” “1 way same”
3 Tool diameter, @(mm) 6 7 8

4 Spindle speed, n(rpm) 2800 3400 4000

5 Feed rate, f (mm/min) 150 220 290

6 Stepover, a, (%0) 5.625 % 8.125 % 10.625 %
5-axis finishing

1 Feed direction (deg) 0° 45° 90°

2 Machining strategy “Fixed L&T” “VL&FT” “FL&VT”

3 Tool type Ball end Flat End Corner Radius
4 Spindle speed, n(rpm) 2800 3400 4000

5 Feed rate (mm/min) 150 220 290

6 Stepover, a, (%0) 5.625 % 8.125 % 10.625 %
where,

ocC the combination of the measured objectives;

Sdev the surface deviation (normalized);

bnf the normalized finish machining time;

wswy, the weight coefficients of the above criteria (w3 = 50 % for surface

deviation and w, = 50 % for finish machining time).

Equations 10.3 and 10.4 actually turn multi objective optimization into a single
objective one to facilitate computations and simplify the problem’s perplexity. It is
essential to say that weight coefficients determine the influential importance for
quality objectives and may be specified according the user’s preferences. Hence,
quality objectives may be weighted differently thus; leading to different results in a
problem’s overall response. Thereby, equality among quality objective weight
coefficients was preferred to obtain more clear depiction of results it the current

study.
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-

Fig. 10.9 Machining simulations in CAM software: a machine setup; b roughing process
simulation; ¢ finishing process simulation
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Table 10.2 Rough machining results for machining time, f,,, (min) and remaining volume, v,
(mm*)

No Machining Tool n f (mm/ o o tonr v, (mmB)
strategy @) Gpm) min)  (%@) (%@) (min)
1 Z offset 8 1800 300 20 35 455 61941.792
2 Z offset 8 2200 450 35 37.5 166.23 63161.373
3 Z offset 8 2600 600 50 40 76.35  64501.283
4 Z offset 10 1800 450 35 40 98.55  69966.775
5 Z offset 10 2200 600 50 35 57.53  66447.247
6 Z offset 10 2600 300 20 37.5 2542 68213.631
7 Z offset 12 1800 600 50 37.5 50.18  73376.137
8 Z offset 12 2200 300 20 40 189.33  75966.469
9 Z offset 12 2600 450 35 35 92.6 71028.856
10 Z plane 8 1800 450 50 37.5 141.06  63200.537
11 Z plane 8 2200 600 20 40 199.06 64603.863
12 Z plane 8 2600 300 35 35 288.25 61992.238
13 Z plane 10 1800 600 20 35 153.01 66569.789
14 Z plane 10 2200 300 35 37.5 185.43  68329.643
15 Z plane 10 2600 450 50 40 87.22  70030.827
16 Z plane 12 1800 300 35 40 12543 76171.811
17 Z plane 12 2200 450 50 35 73.43  71077.830
18 Z plane 12 2600 600 20 37.5 102.33  73564.057
19 Z prg 8 1800 600 35 40 568.23 64488.924
20 Z prg 8 2200 300 50 35 895.38  61927.185
21 Z prg 8 2600 450 20 37.5 1440.31 63137.108
22 Z prg 10 1800 300 50 37.5 550.05 68200.859
23 Z prg 10 2200 450 20 40 851.9  69922.149
24 Z prg 10 2600 600 35 35 423.06 66416.966
25 Z prg 12 1800 450 20 35 687.3  71015.700
26 Z prg 12 2200 600 35 37.5 287.03 73336.818
27 Z prg 12 2600 300 50 40 380.15  75936.300

Since quality characteristics are of different magnitudes, an inherent bias may
appear owing to objective values’ order and results can be quite disorienting to the
problem’s response. Therefore, given that the volume is in mm®, machining time
in min and surface deviation in mm, a proper normalization of the results was
conducted [45].

10.4.1.4 Technological Constraints

In order to select the proper tools and meaningful machining parameter ranges, the
configurations and properties of the CNC machine tool were taken into account.
For the CNC machine selected to simulate the experiments in the CAM envi-
ronment, the following constraints were specified:
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Table 10.3 3-axis finish machining results for machining time, ,,r (min) and surface deviation,
Sqev (mm) based on optimum roughing as the first process

No Machining Tool n f (mm/ FD o, Luf Sdev
strategy D) (rpm)  min) (deg)  (%@) (min) (mm)
1 Zig zag 6 2800 150 0 5.625 729.32 0.00065
2 Zig zag 6 3400 220 45 8.125 374.38 0.00044
3 Zig zag 6 4000 290 90 10.625 233.18 0.00036
4 Zig zag 7 2800 220 45 10.625 247.25 0.00045
5 Zig zag 7 3400 290 90 5.625 375.21 0.00036
6 Zig zag 7 4000 150 0 8.125 435.01 0.00069
7 Zig zag 8 2800 290 90 8.125 228.23 0.00040
8 Zig zag 8 3400 150 0 10.625 293.13 0.00076
9 Zig zag 8 4000 220 45 5.625 409.13 0.00035
10 1 W next 6 2800 220 90 8.125 397.25 0.00042
11 1 W next 6 3400 290 0 10.625 199.4 0.00087
12 1 W next 6 4000 150 45 5.625 7924 0.00040
13 1 W next 7 2800 290 0 5.625 325.23 0.00062
14 1 W next 7 3400 150 45 8.125 47231 0.00044
15 1 W next 7 4000 220 90 10.625 262.13 0.00050
16 1 W next 8 2800 150 45 10.625 317.36 0.00052
17 1 W next 8 3400 220 90 5.625 434.26 0.00035
18 1 W next 8 4000 290 0 8.125 198.16 0.00069
19 1 W same 6 2800 290 45 10.625 217.33 0.00055
20 1 W same 6 3400 150 90 5.625 8425 0.00038
21 1 W same 6 4000 220 0 8.125 343.5 0.00075
22 1 W same 7 2800 150 90 8.125 502.11 0.00039
23 1 W same 7 3400 220 0 10.625 227.26 0.00078
24 1 W same 7 4000 290 45 5.625 353.23 0.00036
25 1 W same 8 2800 220 0 5.625 376.28 0.00062
26 1 W same 8 3400 290 45 8.125 215.04 0.00041
27 1 W same 8 4000 150 90 10.625 337.5 0.00040
e Maximum available motor power: P = 18 kW
e Maximum available spindle speed: n = 10000 rpm.
e Maximum available feed rate velocity: V; = 4000 mm/min (40 m/min).
e Machine tool rapid traverses: V, = 4000 mm/min.

The power demand is used as the major constraint and is defined applying
Eq. 10.5:
ap X Qg XV
Po=P2% 20T ok 10.5
CTB0x 105 % p (105)
where,
Pc  the demanded cutting power from the machine tool in kW;
a, cutting depth (in mm);
a, radial cutting depth (in mm);
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Table 10.4 Five axis finish machining results for machining time, #,, (min) and surface devi-
ation, sz, (mm) based on optimum roughing as the first process

No Machining Tool n (rpm) f (mm/ FD e Lf Sdev
strategy type min) (deg) (%@) (min) (mm)

1 Fixed L&T Ball 2800 150 0 5.625 619 0.00084
2 Fixed L&T Ball 3400 220 45 8.125 348.45 0.00039
3 Fixed L&T Ball 4000 290 90 10.625 327.7 0.00077
4 Fixed L&T Flat 2800 220 45 10.625 270.08 0.00043
5 Fixed L&T Flat 3400 290 90 5.625 330.8 0.00021
6 Fixed L&T Flat 4000 150 0 8.125 430.26 0.00091
7 Fixed L&T Radius 2800 290 90 8.125 226.13 0.00040
8 Fixed L&T Radius 3400 150 0 10.625 328.28 0.00019
9 Fixed L&T Radius 4000 220 45 5.625 507.31 0.00040
10 VL&FT Ball 2800 220 90 8.125 320.16 0.00015
11 VL&FT Ball 3400 290 0 10.625 230.11 0.00066
12 VL&FT Ball 4000 150 45 5.625 738.16 0.00087
13 VL&FT Flat 2800 290 0 5.625 324.48 0.00085
14 VL&FT Flat 3400 150 45 8.125 517.18 0.00036
15 VL&FT Flat 4000 220 90 10.625 230.11 0.00031
16 VL&FT Radius 2800 150 45 10.625 333.56 0.00031
17 VL&FT Radius 3400 220 90 5.625 430.26 0.00058
18 VL&FT Radius 4000 290 0 8.125 222.55 0.00039
19 FL&VT Ball 2800 290 45 10.625 202.05 0.00097
20 FL&VT Ball 3400 150 90 5.625 295.26 0.00018
21 FL&VT Ball 4000 220 0 8.125 293.35 0.00017
22 FL&VT Flat 2800 150 90 8.125 447.3 0.00036
23 FL&VT Flat 3400 220 0 10.625 223.56 0.00104
24 FL&VT Flat 4000 290 45 5.625 386.41 0.00132
25 FL&VT Radius 2800 220 0 5.625 422.03 0.00030
26 FL&VT Radius 3400 290 45 8.125 266.3 0.00013
27 FL&VT Radius 4000 150 90 10.625 344.26 0.00023

vy cutting speed (m/min);
n spindle motor efficiency;
k. cutting force per mm? depending on the material type.

10.5 Experimental

10.5.1 Machining Setup Preparation with CAM Software

The machining setup of a test sculptured part was prepared in commercial CAM
system. Figure 10.8 illustrates the stages involved to the initial part setup and its

machining processes.
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(a) Results Analysis for Machining Time
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Fig. 10.10 Results analysis for roughing: a rough machining time; b remaining volume and

¢ both quality objectives

10.5.2 Design of Experiments

Fractional factorial approach was adopted to design the machining experiments
since this approach investigates only the fraction that combines all possible rep-
etitions without losing important information. The machining parameters involved
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Fig. 10.11 Results analysis for 3-axis finishing: a finish machining time, b surface deviation and
¢ both quality objectives

to machining operations were assigned to an L,; orthogonal array (OA). The
factors and factor levels for roughing, 3-axis finishing and 5-axis finishing are
illustrated in Table 10.1.
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Fig. 10.12 Results analysis for 5-axis finishing: a finish machining time, b surface deviation and
¢ both quality objectives

10.5.3 Machining Simulation and Experimental Data
Collection

10.5.3.1 Roughing and Finishing Experiments

The results obtained after the experimental machining simulations were utilized to
compute the combinatorial objective function by applying the formulas presented
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Fig. 10.13 a Main effects
plot; b Interaction plot for
rough machining parameters
subjected to remaining
volume
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above (Eqgs. 10.3 and 10.4). Typical machining simulations for roughing
(Fig. 10.9a) and finishing operations (Fig. 10.9b) are illustrated below.

10.5.3.2 Experimental Results

The results obtained after the machining simulations are presented in Tables 10.2,
10.3 and 10.4 for roughing, 3-axis finishing and 5-axis finishing respectively.

10.5.3.3 Experimental Analysis of Results for Machining Experiments

Roughing operation

Analysis for roughing operation indicated that unlike Z progressive strategy which
is time consuming in its attempt to maintain volume uniformity, Z offset and Z
plane strategies produce tool paths that tend to shorten cycle times. As for the
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Fig. 10.14 a Main effects
plot; b Interaction plot for
rough machining parameters
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remaining volume, the rest of the parameters are responsible for its variations.
However variations concerning remaining volume are quite uniform for all three
machining strategies. Figure 10.10a illustrates the variations of rough machining
time, f,,, which rough machining experiments yielded; whilst Fig. 10.10b illus-
trates the variations of remaining volume, v,. Finally, Fig. 10.10c depicts the
efficiency of these experiments to both quality objectives. The closest are the dots
in the diagram’s axes origin; the greater the efficiency is. More detailed analysis is
given from further statistical analysis followed.

3-axis finishing operation
Analysis for 3-axis finishing operation indicated that those machining experiments

having the lowest level of feed rate, resulted to longer machining times than the
rest of the experiments (Fig. 10.11a). A first assumption is that feed rate is the
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Fig. 10.15 a Main effects
plot; b Interaction lot for
rough machining parameters
subjected to an equally
formulated combination
among the objectives
(remaining volume and rough
machining time)
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dominant parameter affecting machining time. As far as surface deviation is
concerned, the results obtained are uniformly distributed with few experimental
runs as exception that lowered surface deviation even more (Fig. 10.11b).
Figure 10.11c depicts the efficiency of 3-axis finishing experiments to both quality
objectives. Most of the experimental runs tend to approach the axes origin, indi-
cating hence a good efficiency.

5-axis finishing operation

Analysis for 5-axis finishing operation indicated that variations of machining time
are as uniform as those observed to 3-axis finishing runs with the difference that
lower values were obtained (Fig. 10.12a). As for the surface deviation, the main
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observation is that less uniformity than the one noticed in 3-axis finishing
experiments appeared among results (Fig. 10.12b). Nevertheless the results of
5-axis finishing produced finer surface quality (referring to surface deviation).
Figure 10.12c depicts the efficiency of 5-axis finishing experiments to both quality
objectives. It is clearly observed that more solutions that those obtained from
3-axis finishing tend to approach the axes origin (more clustered solutions).

10.5.3.4 Statistical Analysis of Results for Machining Experiments

Further statistical analysis was conducted to study the influence of machining
parameters to quality objectives. Statistical analysis involved the generation of
main effects plots for S/N ratios and interaction plots among parameters to the
equally weighted expression (Figs. 10.13, 10.14, 10.15, 10.16, 10.17, 10.18, 10.19,
10.20 and 10.21).
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Fig. 10.17 a Main effects

. [(a i i
plot; b Interaction plot for (@) Rinin Effects Piot for, SN ratics
3-axis finish machining Wachinig Sraegy Tool Darmaer Spindie Spesd
. -0
parameters subjected to &
machining time for 3-axis il e
finishing 8 :: e
§ 2
E 2 1 2 3 1 2 3 1 2 3
s Faed Fate Foed Drecton Swplver
T / /
Z 5
510 h‘__a"'——h_ﬂ,
=
-0 T

1 2 3 1 2 3

Signal-to-noise: Smaller is better

Interaction Plot for MACHINING TIME (min)

(b) Data Means
MactwigRrategy ( S, | g} i\“'ﬂ\‘_.
ol Darmoter -——p :».\
3= | v
Toincs Jowl ﬁ““-;.

FosxiPle

Analysis of results for machining experiments (Category 1)

e Roughing phase (quality objective: Remaining volume, v,)

e Roughing phase (quality objective: Rough machining time, t,,,)

e Roughing phase (WS = v, x 0.5 + 1, x 0.5)

e 3-axis finishing phase (quality objective: Surface deviation, s,,,)

e 3-axis finishing phase (quality objective: Finish machining time, t,,)
e 3-axis finishing phase (WS = 54, x 0.5 + 1, x 0.5).

Analysis of results for Machining Experiments (Category 2)

e 5-axis finishing phase (Quality objective: Surface deviation, sg,,)
e 5-axis finishing phase (Quality objective: Finish machining time, #,,)
e 5-axis finishing phase (WS = 54, x 0.5 + £, x 0.5).

Even though ANOVA analysis of process parameters referred to each of the
quality objectives was conducted, only results referred to the combinatorial
expression of quality objectives are illustrated in the work since this was of main
interest. ANOVA results are illustrated in Tables 10.5, 10.6 and 10.7 for roughing,
3-axis and 5-axis finishing parameters respectively.
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According to statistical analysis of results obtained, machining strategy is the
most important aspect to consider when modeling rough machining operations.
Besides, proper rough machining strategy leads to shorter cycle times itself. It is
mentioned that several tool path strategies may be available for their applications
to sculptured parts but each of these may yield different variations to responses.
Radial depth of cut and feed rate are also of great importance to minimize overall
response. Feed rate does not influence remaining volume but as a dominant
parameter to rough machining time affects also their relation. Tool’s nominal
diameter plays important role to the resulting remained volume on the part’s
surface. Smaller tools facilitate this quality objective since they can penetrate to
the material more efficiently and leave more uniform volume that will maintain
constant chip loads and relatively low cutting forces to finishing. On the other
hand, smaller tools in diameter result to longer cycle times. The combinatorial
criterion formulated for this process indicated that a small cutter under the proper
roughing strategy may satisfy both criteria. Strong interactions were noticed
between to almost all machining parameters. Spindle speed with feed rate yielded
strong interaction effects to rough machining response.



270 N. A. Fountas et al.
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For 3-axis finishing operations results indicated that feed direction greatly
affects the combinational response among finish machining time and surface
deviation. However, feed direction may be constrained in advance regarding the
part’s geometrical features. Should this parameter has to be adjusted, one has to
check the appropriate feed angle otherwise the cutter may be subjected to large
trajectory variations regarding the sculptured contour; thus increasing cycle times
or even to collisions among tool and part or tool and fixture. Feed rate and tool
diameter follow next in terms of influence. In general, low feed rate values
increase finish machining time whilst the opposite occurs when higher values are
determined as it is observed in actual machining experiments. As far as tool
diameter is concerned, smaller cutters produce finer surface finish hence may be
generally preferred. The strategy applied along with small values for radial cutting
depth to the tool; improve surface characteristics in 3-axis finishing. Concerning
interactions among parameters in 3-axis finishing, noticeable ones occurred mainly
among machining strategy and tool diameter.

For 5-axis finishing the type of the cutter was found as the most influential to
the outcome of both machining time and surface deviation. Results indicated that
corner radius and flat end cutters produce finer surfaces than ball end mills.
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Fig. 10.20 a Main effects Main Effects Plot for SN ratios
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A machining strategy with suitable lead and tilt angles along with a proper choice
of tool type (flat end or corner radius) are also responsible for a good surface
finish. In general, different resulting outputs in terms of quality objectives may be
obtained from process parameters’ settings determined under different machining
strategies. Especially for 5-axis machining operations, optimum regions to deter-
mine /ead and tilt angles should be found to obtain more clear and concise results
in terms of 5-axis machining strategies influence when using CAM systems.
Spindle speed and feed rate are also of major importance to these objectives.
Assuming that three different types of milling cutters were tested under three
different 5-axis “lead and tilt” tool paths, one comes to verify that specifications
for lead/tilt angles are adjusted mainly with the tool type as a reference. This is
verified also from the interactions among machining strategy and tool type. It is of
great importance to mention that specifications for lead/tilt angle values should
satisfy issues deal with collisions detection to machining setups.
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10.5.3.5 Formulation of Optimum Machining Sequences

Machining programs were formulated for the two scenarios and optimum ones
were highlighted. Figures 10.22 and 10.23 depict these machining programs for 3-
and 5-axis machining scenarios respectively, whilst Tables 10.8 and 10.9 illustrate
their parameter values. A comparison diagram in terms of process efficiency for 3-
and 5-axis machining programs is illustrated in Fig. 10.24.

Optimum machining programs from each category were used to virtually
machine the test sculptured model in CG Tech’s VERIC UT" [46] so as to verify
their efficiency. As standard modules of the software for NC verification, Auto-
DIFF" and X Caliper® were utilized to analyze the resulted models. The verifi-
cation analysis was based mainly to excess material error. Excess material error,
occurred lower during the analysis of the 5-axis machined model, than the one
obtained by the 3-axis machined one. Figure 10.25a illustrates the resulting model
machined in 3-axis; whereas Fig. 10.25b depicts the resulting model machined in
5-axis mode.
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Table 10.5 ANOVA results for Eq. 10.2 (roughing operation)

Source DF SS MS F P

Strategy 2 405491 202745 19.96 0.000

Error 24 243736 10156

Total 26 649226

S = 100.8 R-Sq = 62.46 % R-Sq(adj) = 59.33 %

Pooled StDev = 100.8

Tool 2 27988 13994 0.54 0.589
diameter

Error 24 621238 25885

Total 26 649226

S =160.9 R-Sq = 4.31 % R-Sq(adj) = 0.00 %

Pooled StDev = 160.9

Spindle speed 2 1500 750 0.03 0.973

Error 24 647727 26989

Total 26 649226

S =164.3 R-Sq = 0.23 % R-Sq(adj) = 0.00 %

Pooled StDev = 164.3

Feed rate 2 47547 23774 0.95 0.401

Error 24 601679 25070

Total 26 649226

S = 158.3 R-Sq = 7.32 % R-Sq(adj) = 0.00 %

Pooled StDev = 158.3

Stepdown 2 78719 39360 1.66 0.212

Error 24 570507 23771

Total 26 649226

S = 154.2 R-Sq = 12.13 % R-Sq(adj) = 4.80 %

Pooled StDev = 154.2

Stepover 2 2567 1284 0.05 0.954

Error 24 646659 26944

Total 26 649226

S = 164.1 R-Sq = 0.40 % R-Sq(adj) = 0.00 %
Pooled StDev = 164.1
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Table 10.6 ANOVA results for Eq. 10.3 (3-axis finishing operation)

N. A. Fountas et al.

Source DF SS MS F P

Machining 2 8562 4281 0.43 0.655
strategy

Error 24 238945 9956

Total 26 247507

S =99.78 R-Sq = 3.46 % R-Sq(adj) = 0.00 %

Pooled StDev = 99.78

Tool diameter 2 45416 22708 2.70 0.088

Error 24 202091 8420

Total 26 247507

S =91.76 R-Sq = 18.35 % R-Sq(adj) = 11.55 %

Pooled StDev = 91.76

Spindle speed 2 6516 3258 0.32 0.726

Error 24 240990 10041

Total 26 247507

S =100.2 R-Sq = 2.63 % R-Sq(adj) = 0.00 %

Pooled StDev = 100.2

Feed rate 2 60638 30319 3.89 0.034

Error 24 186869 7786

Total 26 247507

S = 88.24 R-Sq = 24.50 % R-Sq(adj) = 18.21 %

Pooled StDev = 88.24

Feed direction 2 73771 36885 5.10 0.014

Error 24 173736 7239

Total 26 247507

S = 85.08 R-Sq = 29.81 % R-Sq(adj) = 23.96 %

Pooled StDev = 85.08

Stepover 2 27926 13963 1.53 0.238

Error 24 219580 9149

Total 26 247507

S =95.65 R-Sq = 11.28 % R-Sq(adj) = 3.89 %
Pooled StDev = 95.65
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Table 10.7 ANOVA results for Eq. 10.3 (5-axis finishing operation)

Source DF SS MS F P

Machining 2 9734 4867 0.16 0.854
strategy

Error 24 735165 30632

Total 26 744898

S =175.0 R-Sq = 1.31 % R-Sq(adj) = 0.00 %

Pooled StDev = 175.0

Tool type 2 214105 107052 4.84 0.017

Error 24 530794 22116

Total 26 744898

S = 148.7 R-Sq = 28.74 % R-Sq(adj) = 22.80 %

Pooled StDev = 148.7

Spindle speed 2 57186 28593 1.00 0.383

Error 24 687712 28655

Total 26 744898

S =169.3 R-Sq = 7.68 % R-Sq(adj) = 0.00 %

Pooled StDev = 169.3

Feed rate 2 14813 7407 0.24 0.786

Error 24 730085 30420

Total 26 744898

S =174.4 R-Sq = 1.99 % R-Sq(adj) = 0.00 %

Pooled StDev = 174.4

Feed direction 2 51486 25743 0.89 0.423

Error 24 693413 28892

Total 26 744898

S =170.0 R-Sq = 6.91 % R-Sq(adj) = 0.00 %

Pooled StDev = 170.0

Stepover 2 32379 16190 0.55 0.587

Error 24 712519 29688

Total 26 744898

S =172.3 R-Sq = 4.35 % R-Sq(adj) = 0.00 %
Pooled StDev = 172.3
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Comparison of Machining Programs
[Scenario-1(Roughing/3-Axis Finishing)]
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Fig. 10.22 Efficiency of machining programs (category 1) in terms of the total weighted sum
calculated (3rd experiment indicated as best)

Comparison of Machining Programs
[Scenario-2 (Roughing/5-Axis Finishing)]
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Fig. 10.23 Efficiency of machining programs (category 2) in terms of the total weighted sum
calculated (26th experiment indicated as best)

10.6 Verification Experiment: Actual Machining Process
of an Industrial Part

The methodology presented, was applied also to a machine an actual industrial part
from automotive industry. The part was machined in a 3-axis CNC machine tool to
give a general view in terms of machining efficiency and surface quality when the
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Comparison among machining program scenarios
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Fig. 10.24 Comparison among machining programs formulated for both categories

Fig. 10.25 Comparison analysis for the test sculptured part performed in VERICUT": a 3-axis
machining technology for finishing; b 5-axis machining technology for finishing

proposed approach is utilized. Both machining time and surface quality improved
against ordinary practices. In Fig. 10.26a—d the machining process of the part
simulated in VERICUT  [46] is depicted whilst Fig. 10.26e-h depict the actual
machining operation along with the resulted parts.
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Fig. 10.26 Machining process of the Al-6061-T6 block: a Roughing simulation in VERICUT",
b VERICUT  machine tool setup; ¢ finishing simulation in VERIC UT; d finishing simulation in
VERICUT; e actual roughing operation; f running of finishing process; g resulting rough part;
h resulting finish part
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10.7 Conclusions and Future Perspectives

This chapter proposed a practical methodology of suitably determining machining
strategies and cutting parameters to machine sculptured surfaces with the use of
CAM systems. 3- and 5-axis machining setups were modelled and performed using
Taguchi’s DOE strategy. The main goal was to formulate the best manufacturing
program (either 3- or 5-axis) for a sculptured part in terms of productivity and
quality. Three quality criteria were determined; the total machining time (roughing
and finishing) the volume remained after roughing and the surface deviation
between the designed and the machined model. Selections for strategies and
machining parameters were subjected to certain technological constraints in order
to better represent actual industrial activities. To obtain results and to evaluate the
whole process, statistical techniques and ANOVA were conducted.

The study’s basis, falls under the assumption that in actual industrial machining
operations, a series of processes are always required to machine parts. Although
the study was conducted according to the “two stage scheme” to build, execute
and verify manufacturing program scenarios, more complex manufacturing tool
paths can also be investigated under the same experimentation concept by
applying DOE approach to each machining phase; thus optimizing the entire NC
program. In general, DOE approach applied to CAM software produces quite
similar results to those obtained when conducting actual machining experiments.
This indicates that tool path generation can be efficiently optimized regarding the
quality objectives. Even though comparisons among the two NC machining
technologies applied to sculptured surface machining it terms of efficiency indi-
cated that 5-axis machining produces better results that 3-axis machining; the
results obtained for 3-axis machining may also meet industrial demands thus it is
strongly recommended when large investments need to be avoided.

As a further extension, DOE approach may be applied to build optimization
meta-models to be later used as fitness functions for intelligent optimization
systems. Within the broader field of designing experiments, response surface
methodology (RSM) can be also applied to obtain and compare results. As a
general outcome, it is evident that DOE approach indeed provides a low cost
technique for near-optimum results as it facilitates NC programming and process
planning stages for sculptured surface machining.
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Chapter 11
Modeling of Micromachining

Angelos P. Markopoulos and Dimitrios E. Manolakos

Abstract Micromachining emerges as a key technology for the future of manu-
facturing due to its many applications in miniaturization but also for macro scale
components with features in the micro world, e.g. microgrooves or microholes.
However, phenomena in the microscopic level are quite different from the ones
encountered in traditional machining and thus the analysis of micromachining
raises difficulties. Since the use of experiments is costly, difficult to perform and it
is hard to measure parameters at this level, modeling is considered the best
alternative for performing the required analysis. In this chapter a review of the
modeling methods used in micromachining is provided. Most of the chapter is
dedicated to mechanical micromachining and its modeling and simulation via
finite elements; this is because this kind of micromachining exhibits the most
differences in the microworld with size effect and minimum chip thickness being
topics of great interest and because this method has proven to be the favorite for
many research groups worldwide. The chapter closes with a brief discussion on
other modeling methods and micromachining processes and a wide reference list
for all the topics is included.

11.1 Introduction

The demand for components that possess features in the micro- or nanometer
regime has increased steadily over the past years. This is mainly due to the fact
that such components find use in a wide range of applications. The IT related
components is the leading and perhaps most important sector that incorporates
these parts, while other sectors such as health and biomedicine, automotive
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industry and telecommunications follow closely. The applications are microflui-
dics, pumps and valves, micronozzles, optical components, micromolds and
microholes on various materials just to name some. At the same time, the inte-
gration of microsystems in more applications of the aforementioned areas of
interest has given a boost to micro and nanomanufacturing and thus has intensified
the research pertaining to MEMS and NEMS, advanced technology, increased
performance and decreased cost.

For the production of microcomponents advanced manufacturing techniques are
required. In the electronics industry, for the production of integrated circuits and
computer chips, manufacturing methods are used to transfer patterns on wafers.
This can be performed both by additive (deposition) and subtractive (etching)
methods. Silicon based products are mainly produced with lithographic processes,
the main one being photolithography. Over the last years Next Generation
Lithographies (NGL) are developed in order to fulfill the quest for smaller size and
yet larger capacity. NGL include X-ray Lithography, Extreme UV Lithography,
LIGA, SCALPEL, Ion Beam Lithography and other manufacturing methods for
silicon materials. Technological developments in this area are driven by the needs
of electronics industry, achieving fast growth. However, most of these processes
are planar or 2'2 D and have limited application to materials other than silicon.

Technologies for processing other materials from a few pm to a few hundreds
of um, namely metals, ceramics and polymers, are in use. These micromachining
processes are abrasive, conventional or non-conventional machining processes. By
the term machining, processes that shape parts by removing unwanted material, are
described. Unwanted material is carried away from the workpiece usually in the
form of a chip; evaporation or ablation may take place in some machining oper-
ations. The more narrow term cutting is used to describe the formation of a chip
via the interaction of a tool in the form of a wedge with the surface of the
workpiece, given that there is a relative movement between them. These
machining operations include turning, milling, drilling and boring among others
and are usually referred as traditional machining processes and in the micro level
as microcutting or mechanical micromachining processes. Abrasive processes such
as grinding are also part of cutting processes of great importance in contemporary
industry. Other non-traditional machining operations that may or may not include
physical contact between cutting tool and workpiece or may not have a cutting tool
in the same sense as traditional processes or utilize thermal or chemical energy for
removing material from workpiece, are ultrasonic machining, water jet machining,
electrodischarge machining, laser machining and electrochemical machining
among others.

Today, these manufacturing methods are at the forefront of industrial integra-
tion and their applications have reached a high level of production maturity. Some
of them have the prefix “micro” in their names to declare that they are processes
following the same principles as the original macroscopic ones, but particularly
designed as microprocesses, e.g. micromilling, microEDM etc. Micromachining
processes are more advantageous compared to the other categories since it is
possible to machine a variety of materials in complex shapes, with excellent
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Fig. 11.1 Capabilities comparison of various microfabrication techniques [1]

surface finish and tight tolerances. In Fig. 11.1 the structure dimensions versus the
surface quality attained by various microfabrication techniques is presented. In the
same figure the geometry variation achieved as well as the materials that can be
processed by each technique are depicted. The obvious advantages of mechanical
micromachining processes place them in a predominant position for the con-
struction of components used in various technology sectors. It is worth noting,
however, that micromachining may also refer to ultraprecision process performed
on large scale components with some features similar to those encountered in
miniaturized parts; some of the topics discussed hereafter have their origins in
ultraprecision machining. The following paragraphs focus on, but are not limited
to, mechanical micromachining; mechanical micromachining has been extensively
studied theoretically and experimentally and a vast number of modeling and
simulation papers have been published. Reviews of micromachining and lithog-
raphy-based processes can be found in [1-7]. Within these references, information
on almost all micro and nanoprocesses utilized in modern practice can be found.
Furthermore, discussion on the advantages and disadvantages of the processes,
applications and special features is provided.

Although most non-conventional micromachining processes use the same
principles in the macro and the micro realm, the same cannot be said for
mechanical micromachining processes. The prefix “micro” in this case is of
importance since a downscaling of cutting to mechanical micromachining is rather
complex. The small dimensions of workpieces, cutting tools, depths of cut etc,
bring up a number of issues that may play no significant role in traditional
machining but are of grave importance in micromachining. The underlying
mechanisms of chip formation are influenced by features known as the minimum
chip thickness and the size effect. Thus limitations arise because of the size.
Experimental work is not always feasible to be carried out in order to overcome
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the problems of manufacturing components in the micro and nanoscale. Moreover,
increased demand, innovation, reliability and cost reduction need to be satisfied.
Modeling and simulation techniques have been developed in aid of engineers and
scientists who use them in order to reduce experimental time and testing, give
insight on complex phenomena, explore possibilities, reduce complexity and
learning cycles of a process, increase accuracy and optimize processes and
products.

In engineering the use of modeling methods for the development of a product is
common practice. The initial objective of studying and modeling metal machining
was to provide a theory which, without any experimental work, would enable
researchers to predict cutting performance and thus solve practical problems
confronted in industry. The first analytical models set the basis for more advanced
methods developed later in the course of time and when the tools for realistic
computational cost and analysis time became available with computer advances.
Analytical models supported by metal cutting mechanics and with simplifying
assumptions began publishing around 1900s. However, it was not until the 1950s
that modeling of machining became a key tool used for understanding the
mechanisms of material removing process as well as predicting their performance.

In the early 1970s some pioneering works on machining modeling with the
Finite Element Method (FEM) begun to find their way in scientific journals. Over
the years and with the increase of computer power as well as the existence of
commercial FEM software, this method has proved to be the favorite modeling
tool for researchers of the field. This is established by the vast number of publi-
cations on this subject as well as the modeling novelties introduced and used, even
by the fact that software dedicated solely for the purpose of modeling machining
and lately micromachining operations exist. Finite element models are used today
for gaining knowledge on fundamental aspect of material removing mechanisms
but more importantly for their ability to predict important parameters such as
cutting forces, temperatures, stresses etc. essential for the prediction of the process
outcome, the quality of the final product and in a timely and inexpensive way.

It can be stated that the same practice is employed in the manufacturing of
micro and nanoproducts, where a lot of work has already been carried out on
modeling and simulation. Analytical modeling, often encompassing computer
simulations or commercial software programs specializing in small size manu-
facturing can be found, today. Many engineers and scientists have chosen this
approach to conduct their research or aid their production. The techniques used are
either the same ones used in traditional machining methods, e.g. the Finite Element
Method (FEM), suitably altered so that the particularities of micro and nanoscale
phenomena are taken into consideration or methods used only in this area of
technology such as the Molecular Dynamics (MD) method. The present paper is
mainly concerned with the description of the modeling and simulation techniques
used in mechanical micromachining and the benefits deriving from their appli-
cation. The main principles of the techniques employed in modeling and simu-
lation at micro and nanoscale, the fields of application, limitations, considerations
and an up-to-date bibliography are provided within this chapter.
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In the following paragraphs an overview of the mechanics of cutting will be
provided and then the phenomena appearing in mechanical micromachining will
be further discussed. This way the peculiarities of micro-scale machining will be
pointed out and explored. Then, an overview of the FEM in machining will be
provided and extended to mechanical micromachining. In these paragraphs not all
the subjects are directly focused in micromachining, nevertheless, are important
for understanding and calling attention to mechanical micromachining modeling
and simulation. The last paragraph of this chapter is dedicated to other modeling
techniques, such as MD for nanomachining, and the modeling of other
micromachining processes, such as laser machining.

11.2 Mechanics of Machining and Micromachining

It is useful at this point to provide a few descriptions on the mechanics of cutting
and then elaborate on some of the differences as compared to the mechanics of
mechanical micromachining. These differences are important and are taken into
account in the modeling procedure but are also used to explain various phenomena
appearing in the micro-scale.

11.2.1 Machining Modeling

The chip flow in all wedged-tool machining processes can be described, in theory,
in a common way by two different cutting schemes termed orthogonal cutting and
oblique cutting. In orthogonal cutting, see Fig. 11.2, the cutting edge of the tool is
perpendicular to the direction of relative workpiece-cutting tool motion and also to
the side face of the workpiece. From the relative movement of workpiece and
cutting tool, a layer of material in the form of chip is removed. Perpendicular to
feed is the depth of cut, which is smaller than or equal to the width of the tool
edge. The surface along which the chip flows is the rake face of the tool. The angle
between the rake face and a line perpendicular to the machined surface is called
rake angle 7y, the face of the tool that is near the machined surface of the workpiece
is the flank face and the angle between the flank face of the tool and the workpiece
is called clearance angle o. Finally, the angle between the rake face and the flank
face is the wedge angle . The sum of the three angles is always equal to 90°, thus:

o+ B+y=90° (11.1)

In Fig. 11.2 a positive rake angle is shown and the direction for a positive and a
negative rake angle can also be seen. For negative rake angles, the tools possess
a wider wedge angle. A positive rake angle is used for ductile materials since a
“weaker” tool, with smaller wedge angle, will suffice to perform the cutting
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operation. For high-strength materials, rake angle is chosen to be negative, thereby
increasing the wedge angle and creating a stronger cutting edge. However,
stronger cutting edge has the disadvantage of requiring greater power consumption
and needing a robust tool-workpiece set-up to compensate for the vibrations. The
flank face of the tool does not participate in chip removal; it ensures that the tool
does not rub on the newly machined surface and affects its quality. However, the
clearance angle affects the cutting tool wear rate. If the tool’s clearance is too large
it will weaken the wedge angle of the tool, whereas if too small, it will tend to rub
on the machined surface.

Orthogonal cutting represents a two-dimensional mechanical problem with no
side curling of the chip considered. It represents only a small fragment of machining
processes, i.e. planning or end turning of a thin-walled tube. However, it is widely
used in theoretical and experimental work due to its simplicity. Because of its 2D
nature many independent variables are eliminated, e.g. two cutting forces are only
identified to orthogonal cutting problems. On the other hand, oblique cutting, where
the cutting tool is inclined corresponds to a three-dimensional problem with more
realistic chip flow representation but more complex analysis, i.e. three force
components are present and chip curling is accounted for.

There are two deformation areas distinguished in machining, namely the primary
and the secondary deformation zones, see Fig. 11.3 the deformation zones thick-
ness, chip thickness and shear angle are not depicted in any scale in this Figure, only
the locations are roughly indicated. The primary deformation zone is included in the
OAB area. The workpiece material crossing the OA border undergoes large
deformation at high strain rates and exits the zone at OB border, work hardened.
It is determined by microscopic examination and experiments that chips are pro-
duced by shear within this region. Most of the experimental studies conclude that
this zone is of average thickness of about one tenth of chip thickness [8]. The
secondary deformation zone is included in OCD. Along the OD, the contact length
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between the rake face of the tool and the chip, the material is deformed due to
intensive interfacial friction. The secondary deformation zone is characterized by
two regions, the sticking region, closer to the cutting tool tip and the sliding region,
above the previous one [9]. In the sticking region, material adheres to the tool and as
a result shear within the chip is observed. Both deformation zones are characterized
by temperature rise due to severe plastic deformation in the primary and due to
friction in the secondary deformation zone. Furthermore, high cutting speeds do not
allow for heat conduction to take place and heat is concentrated at a small area
around the cutting tool edge. Strain hardening due to deformation and softening due
to temperature alter the chip formation characteristics in every step of its formation.
The friction coefficient is very hard to be measured in the secondary deformation
zone and several theories have been proposed for the calculation of friction [10].

A simplified approach proposes that shearing in the primary deformation zone
takes place along a shear plane, characterized by shear angle ¢, between the shear
plane and the workpiece surface. Although this single shear plane model is criti-
cized, it is usually referred in machining handbooks due to its simplicity and it is
the basis for calculating several process parameters. In any case, it is imperative to
estimate shear angle and friction parameters in order to calculate cutting forces
through analytical or numerical modeling. Analytical models, only briefly
described here, are considered the predecessors of numerical models. This is by no
way meant to say that numerical models substituted analytical modeling, since a
lot of researchers still are working on this subject and the value of these models is
paramount. It is meant to say that they have the same origins and form the basis on
which e.g. FEM models and simulations are made.
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11.2.2 Cutting Mechanics

Most of the analytical modeling works aim at producing equations that can
determine cutting forces, without any experimental work; that is useful since other
parameters can be derived by cutting forces and analysis in tool wear, surface
integrity and workpiece quality can be carried out. The problem involved in the
determination of the cutting forces, when the cutting conditions are known, ends
up in determining a suitable relationship between the shear angle, the rake angle
and the friction coefficient. Several methods have been employed that either
overestimate or underestimate the results; the real value of the cutting forces
probably lies between these lower and upper bounds.

Although there are publications that suggest the shear plane theory as early as
the 1870s, it was the work of Ernst and Merchant [11] in 1941 that made the shear
plane model popular; most of the fundamental works on metal cutting mechanics
reference this paper and many analytical models of orthogonal cutting still use the
relations derived from this work. It is assumed that the chip is formed by shear
along a single plane inclined at an angle ¢. The chip is straight and has infinite
contact length with the tool. The shear stress along the shear plane is equal to the
material flow stress in shear. The chip is assumed to be a rigid body in equilibrium.
The equilibrium refers to the forces on the chip-tool interface and across the shear
plane. In Fig. 11.4 the Merchant’s circle force diagram is given. All forces are
shown acting at the tool tip.
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The resultant force F is resolved in components Fy and Fr that are normal to the
tool face the former and along the tool face the latter. It is also resolved to FSN and
FS that are normal to and along the shear plane respectively. Finally, it can also be
resolved into components F., the cutting force, and F, the feed or thrust force.
Furthermore, the rake angle ), the shear angle ¢ and the mean angle of friction
between chip and tool p are shown. The friction angle p is related to the friction
coefficient y through equation:

p = arctan(p) = arctan(Fr/Fy) (11.2)

According to Ernst and Merchant’s theory, an upper bound one, a shear angle
needs to be found that the cutting work will reduce to a minimum. In other words,
since the work is proportional to the cutting force F, an expression of the cutting
force with the shear angle needs to be found and then obtain the ¢ for which F, is a
minimum. From Fig. 11.4, it can easily be concluded that:

Fs = Fcos(o+p—7) (11.3)

Furthermore, the same force component can be calculated in relation to the
shear strength of the workpiece material on the shear plane tg, the cross-sectional
area of the shear plane AS and the cross-sectional area of the undeformed chip AC,
via the following equation:

‘L'SAC
Fs = t5A5 = 11.4
§ = TsAs = o % (11.4)
Thus from Egs. 11.3 and 11.4 it is:
TSAC 1
=>°. 11.5
sing cos(¢p+p—7) (11.5)
Geometrically it is deducted that:
F. = F cos(p —v) (11.6)

Combining Eqgs. 11.5 and 11.6 it may be concluded that:

_ TAc cos(p —7)
“ sing cos(¢p+p—7)
If the last equation is differentiated with respect to ¢ and equated to zero, it is

possible to calculate a shear angle for which the cutting force is minimum. The
equation is:

(11.7)

20+ p—7=m/2 (11.8)

This equation agreed poorly with experimental results of metal machining.
Merchant attempted an alternative solution [12]. When Eq. 11.7 was differentiated
it was assumed that A., y and tg where independent of ¢. In the new theory,
deformation and friction are reflected through a change of the force acting in the
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direction perpendicular to the plane of shear, thus the normal stress og of the shear
plane affects the shear stress tg. In the modified analysis a new relation is included:

s = 1, + kog (11.9)

This relation is known as the Bridgman relation and k is the slope of the 1 — ¢
relation; the shear stress increases linearly with an increase in normal strength and
the lines intersects the shear stress axis at 7,. With this revised theory the new
result for shear angle is:

2o0+p—y=C (11.10)

C is a constant that depends on the workpiece material.

Lee and Shaffer’s work was the first contribution of the slip-line field models of
chip formation [13]. It was the result of applying simplified plasticity analysis to
metal cutting, more specifically to orthogonal cutting with continuous chip. It was
assumed that in this plane strain conditions, the workpiece material is rigid perfectly
plastic, i.e. the elastic strain is neglected during deformation and once the yielding
point is exceeded deformation takes place at constant stress for varying strains,
strain rates and temperatures. The constructed slip-line field is shown in Fig. 11.5.

In this lower bound solution all deformations take place in a stress field
bounded by rigid bodies; this stress field transmits the cutting forces from the shear
plane to the chip resulting in the triangular plastic zone ABC. In this region no
deformation occurs but the material is stressed to its yield point, so that the
maximum shear stress is the shear stress on the shear plane. The two directions of
the maximum shear stress are indicated by the slip-lines. The shear plane AB is the
one set of slip lines because the maximum shear stress must occur along the shear
plane. Furthermore, BC can be regarded a free surface since no forces act on the
chip after BC, stresses cannot be transmitted from there. Thus, according to the
second rule mentioned above, ABC is equal to /4. Assuming that stresses act
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uniformly at the chip-tool interface, normal stresses will meet the boundary at
angles p and p + 7/2. Maximum shear stresses are /4 to the direction of normal
stresses and thus ACB is (n/4) — p. The shear angle can be calculated by equation:

O+p—vy=m/s (11.11)

It is evident that when the mean angle of friction between chip and tool is n/4
and the rake angle is zero, shear plane angle is also zero, which is not possible. Lee
and Shaffer proposed a solution for this case of high friction and low rake angle,
assuming built-up edge formation. The slip-line theory was also used by other
researchers who suggested curved AB and CD boundaries [14, 15].

Zorev proposed a qualitative model for which no solution was provided [9].
However, a simplified form was proposed where it is assumed that no shearing
occurs along the shear lines adjacent to the tool rake face, see Fig. 11.6. By using
geometrical relationships a generalized solution is derived as:

20, +p—7 = (1/2) =y, (11.12)

In this equation the ¢, the specific shear angle is introduced and i, is the
angle of inclination of the tangent to the outer boundary of the plastic zone.
The interesting about this solution is that if various values of gbsp are substituted,
the shear angle relations by other researchers are derived, i.e. for i, equal to zero,
representing the single shear plane model, the Ernst and Merchant solution is
obtained, for ¥y, = C; and C = (n/2)—C, the modified Merchant solution is
obtained and for Y, = p — y the Lee and Shaffer solution is derived.

Most shear plane models assume that shear stress on the shear plane is uniform,
no strain hardening is considered and that friction along the cutting tool-chip
interface is characterized by a constant friction coefficient; this last assumption is
in contradiction with experimental data. If it is assumed that deformation takes
place in a narrow band centered on the shear plane, more general material
assumptions can be used. The effects of yield stress varying with strain and
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sometimes with strain rate and temperature were considered and simplification of
the equilibrium and flow was achieved. Pioneering work in this area is associated
with the work of Oxley. Based on experimental data, where the plastic flow
patterns are observed, it is assumed that the shear zone thickness is about one tenth
of the shear zone length. The shear zone models are an obvious improvement over
the preceding models. Many additions to the first model proposed by Oxley have
been reported. A full account of these developments would be out of the scope of
this work; a detailed description of Oxley’s works is given in [16].

There are more than 50 shear angle solutions identified in the relevant literature
as it is reported in [17] and it would be impossible to explore all of them within this
book chapter. It should be noted that the single-shear plane model has been criti-
cized over the years and experimental data do not correlate with the theory results.
Astakhov [18] summarized the major inherent drawbacks of the single—shear plane
model as being the infinite strain rate, the unrealistic high shear strain that is in
contradiction with material testing results, the rigid perfectly plastic workpiece
material assumption, the improper accounting for the resistance of the processed
workpiece material, the perfectly sharp cutting edge of the tool and the fact that
there is no contact on the tool flank surface that are not realistic for common
practice and the inapplicability of the model in brittle material machining. Fur-
thermore, for the Ernst and Merchant theory, drawbacks include the incorrect
velocity and force diagrams presented and the assumption of constant friction
coefficient. However, this model is still in use by researchers due to its simplicity.

The analyses already presented pertained only to orthogonal cutting with
continuous chip. However, the shear plane model has been extended to three
dimensions [19] and the slip-line model has been proposed for oblique cutting
[20]. A three-dimensional analysis similar to the work of Oxley has been presented
by Usui [21-23], which includes secondary cutting edge and nose radius effects;
the results apply to turning, milling and groove cutting. However, both Oxley’s
and Usui’s models are quite complex and for their application stress and strain data
at the strain rates and temperatures encountered in metal machining are needed.
The lack of these data is a significant drawback. These are the reasons that these
models, although more complete than all the others since they include temperature
effects and can be used in tool wear and segmented chip formation modeling and
are in agreement with experimental data, are not widely used outside the research
groups that they developed them.

11.2.3 Mechanical Micromachining

The set-up of mechanical micromachining is quite similar to the one used in the
macro-scale traditional cutting processes, i.e. a wedge-like tool is removing
material from a surface. All the geometrical features and the kinematic charac-
teristics of the tool and the workpiece can be identified. However, downscaling all
the phenomena in order to apply the same theories in both micro and macro regime
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has proven to be inadequate. There are features of machining and phenomena that
are considerably different in micromachining and do not allow for such a sim-
plification; differences arise when considering the chip formation process, the
resulting cutting forces, the surface integrity and tool life.

In Fig. 11.7 the orthogonal cutting model corresponding to microcutting may be
observed. At this level, Merchant’s model seems unrealistic. In micro-cutting
operations the depth of cut may be below 10 um and the anticipated surface
roughness only a few nm. The cutting edge can no longer be considered sharp; the
cutting edge radius is comparable in size to the uncut chip thickness. Note, also
that, perfectly sharp cutting tools are practically impossible to be produced due to
technological limitations connected to the fabrication of the tools. The rake angle
of the tool, which in Fig. 11.7 is positive, is not the actual rake angle participating
in the processes. As it can be seen, the effective rake angle is negative. In this case,
the elastic-plastic deformation of the workpiece material and the ploughing need to
be taken into account, as well as the elastic recovery at the clearance face.

From the above, the existence of a minimum chip thickness that can be
removed from the workpiece surface in a mechanical micromachining operation
can be deducted. A stagnation point above which a chip is formed and below only
elastic-plastic deformation takes place is assumed. The stagnation point is con-
nected to a stagnant angle 6,,,, which with the tool edge radius determines the value
of the minimum uncut chip thickness, h,, [24]:

hy = 1e(1 — cosby) (11.13)

The minimum chip thickness determines whether a chip is formed or not
because if the depth of cut for a microcutting operation is set below this minimum,
then the cutting edge is expected to just plastically deform the workpiece material
without producing a chip. This is the ploughing mechanism which except the
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obvious effect on the surface integrity and the quality of the finished workpiece
alters significantly the cutting forces and thus the process stability in mechanical
micromachining and makes the force prediction methods described in the next
paragraph ineffective. The minimum chip thickness was identified by Finnie in
grinding [25] but several other researchers have performed experimental work to
prove its existence in microturning and micromilling. Ikawa et al. used a turning
diamond tool with an edge radius of about 10 nm and found that the uncut chip
thickness is in the order of 1/10 of the cutting edge radius [26]. Weule et al. studied
the minimum chip thickness for micromilling. In this case, during the same pass of
a single tooth of the cutter from the workpiece and due to the varying thickness of
the chip, the material removal mechanism may change from shearing to ploughing
or vice versa, resulting in a saw tooth-like surface profile and deteriorating surface
finish [27]. The minimum chip thickness was also reported in micromilling by Kim
et al. by comparing the chip volume of the process with the nominal chip volume
and the feed marks on the workpiece surface with the feed per tooth. It was
concluded that chip was not formed in every pass of a cutting tooth and this was
attributed to the minimum chip thickness [28].

Although ploughing may exist in machining, its effect on the overall process
may be neglected. However, this effect caused by cutting edge radius is important
in micromachining. Many researchers consider this mechanism to be the main
reason for the size effect, the non-linear increase in the specific energy and thus in
the specific cutting force with decreasing depth of cut, which is observed in micro-
cutting. Albrecht argued that there are two areas where ploughing occurs, one on
the rake face and another around the tool edge [29, 30]. Masuko introduced a new
effect that acts independently from ploughing and called it indenting. According to
this theory an indenting force causes the cutting edge to penetrate the workpiece;
this force is held responsible for the size effect according to this theory [31].

The size effect was identified in metal cutting operations as early as 1952 [32].
The researchers processed specimens made of SAE 1112 steel with grinding,
micromilling, turning and tension test; the processes are listed with increasing size
of specimen processed. In Fig. 11.8 the chip thickness versus the resisting shear
stress clearly shows the size effect, which was attributed to the significantly
reduced amount of imperfections, namely crystallographic defects such as grain
boundaries, missing and impurity atoms and inhomogeneities present in all com-
mercial metals, encountered when deformation takes place in a small volume.
With smaller uncut chip thickness the material strength is expected to reach its
theoretical value of strength.

Many more investigators have acknowledged the size effect experimentally and
theoretically. In the following Fig. 11.9a and b the specific cutting force and the
specific thrust force can be viewed, respectively. In these Figures the results from
many micromachining experiments are gathered and the size effect is obvious, for
depth of cut lower than 10 um. In the same Figures, the results of two models, one
for round and one for sharp edge tool, are also depicted; it may be concluded that
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indicating the size effect in micromachining [34]

although the size effect is present when a sharp tool is used, it is more intense with
the round edge tool.

Although size effect is present in metal cutting, like minimum chip thickness, it
is of special importance when it pertains to micromachining. Besides the expla-
nations already mentioned, there are several other discussions on the reasons for
the appearance of the size effect. It is also attributed to material strengthening due
to an increase in the strain rate in the primary shear zone [35] or the decrease of
temperature in the tool-chip interface [36] with decreased chip thickness. Atkins
proposed that the size effect is due to the energy required for new surface creation
via ductile fracture [37]. Another explanation is based on the size effect appearing
in micro-nano-indentation and its extension to machining [38]. The increased
hardness of a material with reduced indentation depth is a result of the dependence
of material flow stress on the strain gradient in the deformation zone; strain
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gradient plasticity can be the reason of size effect in machining because of the
intense strain gradients observed. The criticism to this theory pertains to the fact
that the size effect in hardness is related to that in cutting when the von Mises
criterion is applicable and this assumption is not compatible with the experiments
of Merchant [39]. However, some works with analytical and FEM models and
experimental validation based on strain gradient plasticity have been published
[40, 41].

From the literature review it is evident that many reasons for the size effect in
machining and micromachining have been reported. It is not clear which of the
above mechanisms is dominant or whether there could be more than one
mechanism acting at the same time. Even in the case of multiple mechanisms
acting together, there may be factors that alter the contribution of each factor in
each case. For further reading on the size effect in machining and especially in
micromachining Refs [39, 42, 43] are suggested.

11.3 FEM Modeling

In this paragraph the aspects of modeling machining with FEM are explored. The
special features required in mechanical micromachining, when needed, are also
discussed in this section. The previous section has pointed out the difficulties that
are associated with modeling machining processes. First of all, the strain rates
observed are very high; this holds true for even low cutting speeds. Furthermore,
the plastic deformation takes place in small regions, the primary and secondary
deformation zones, around the cutting edge, making difficult the selection of the
appropriate boundary conditions. Furthermore, the ploughing-shearing mechanism
of micromachining further complicates the matter. There is not a unified and
generally accepted theory pertaining to the exact chip formation mechanism,
mainly due to the phenomena taking place in the deformed regions. In many
analytical models that are proposed, the strain hardening of the workpiece material
is not included in the analysis, although it plays a significant role, as is concluded
from experimental results. Additionally, the temperature rise in the region due to
plastic deformation and friction induce material softening and alter the workpiece
material properties in relation to strain rates and temperatures. Data for the
workpiece material for varying temperature and strain rate at the levels which
occur in metal machining are not easily found in the literature. On top of this non-
linear situation, the temperature rise needs to be taken into account to the various
calculations performed, which means that besides the mechanical problem, a heat
transfer problem must be dealt with simultaneously. Finally, the grain size of the
workpiece material, which is comparable to depth of cut, needs to be addressed.

Considering the above, finite elements appear to be the most suitable method
for modeling cutting and mechanical micromachining. Due to its inherent char-
acteristics it can solve non-linear problems and with advances in computers and
the use of commercial software it can readily perform coupled thermo-mechanical
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analysis. This kind of numerical modeling has already been used with success in
many scientific and technological areas, modeling of manufacturing processes
being one of them [44—46]. Still, chip formation is difficult to be modeled. Except
the physical phenomena explained above two more challenges need to be
addressed. The first one is to provide accurate data to the model; this is common
sense however it can be problematic. The second is to actually choose a finite
elements method, meaning that there are different approaches or strategies pro-
posed for metal machining modeling with FEM pertaining to formulation, treat-
ment of friction, material behavior, iteration scheme etc. used for approximating a
solution; the combinations that have already been tried by researchers are
numerous.

In FEM the basic principle is the replacement of a continuum by finite elements
forming a mesh; this procedure is called discretization. Each finite element is
simpler in geometry and therefore easier to analyze that the actual structure. Every
finite element possesses nodes where the problem initial and boundary conditions
are applied and the degrees of freedom are calculated; the finite elements are
connected to one another in nodes. Between the nodes, problem variables are
derived by interpolation. The problem variables as well as properties applied on
the nodes of each element are assembled and global relations are formatted.
Usually, the analysis involves a great number of algebraic equations to determine
nodal degrees of freedom and that is why a personal computer is employed for
processing.

There are two different time integration strategies in order to face non-linear
and dynamic models, namely implicit and explicit schemes. The explicit approach
determines the solution of the set of finite element equations by using a central
difference rule to integrate the equations of motion through time. The equations are
reformulated and they can be solved directly to determine the solution at the end of
the increment, without iteration. The method is dynamic; it uses a mass matrix and
computes the change in displacements from acceleration. On the other hand, the
implicit method is realized by solving the set of finite element equations, per-
forming iterations until a convergence criterion is satisfied for each increment. The
length of the time step is imposed by accuracy requirements. In the implicit
method the state of a finite element model at time (t + At) is determined based on
data at time (t + At), while the explicit method solves the equations for (t + At)
based on data at time t. Both implicit and explicit methods have been used in
cutting simulation [47, 48]. There are some papers that elaborate on the use of
implicit or explicit techniques that give more information on the matter, with
examples including manufacturing processes [49-51].

Another topic pertains to the use of a certain numerical formulation. The ones
used in metal cutting FEM models are so far of three types, namely Eulerian,
Lagrangian and the newer Arbitrary Lagrangian-Eulerian (ALE) analysis. In the
Eulerian approach the finite element mesh is spatially fixed and covers a control
volume. The material flows through it in order to simulate the chip formation. This
implies that the shape of the chip, shear angle and the contact conditions must be a
priori known, derived from experiments, or assumed. An iterative procedure is
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used for the convergence of variables and chip geometry is updated. The element
sides that are the boundaries of the chip that are adjacent to the rake face and far
from the rake face of the tool are repositioned to be tangential to the cutting
position. However, strains are derived from the integration of strain-rates along
stream lines; this cannot be used for the simulation of discontinuous chips.

In the Lagrangian approach the elements are attached to the material. The
material is deformed due to the action of the cutting tool and so is the mesh. This
way there is formation of the chip due to deformation from the tool. Unconstrained
material flow in Lagrangian formulation allows for simulations from incipient chip
formation to steady-state conditions and modeling of segmented chips besides the
continuous one. In an explicit approach the displacement of the workpiece and the
attached mesh, is a function of the time step and can be related to the material
removal rate; in an implicit formulation the size of the time step has no influence
on the stability of the solution. Furthermore, several models that depend on strain,
strain rate and temperature have been applied for the workpiece material.

A disadvantage of the Lagrange formulation is connected to the large mesh
deformation observed during the simulation. Due to the attachment of the mesh on
the workpiece material, the mesh is distorted because of the plastic deformation
in the cutting zone. Such severe distortions of the mesh may result in the failure of
the model as they cannot be handled by the elements applied in the mesh. Pre-
distorted meshes [52] and re-meshing techniques are applied in order to overcome
these problems [53]. Furthermore, for the formation of the chip, a chip separation
criterion in front of the tool edge is applied. This procedure can be quite thorny; it
has been the topic of several papers and no generally accepted criterion is adopted.
The latest development in the Lagrangian formulation, an updated Lagrangian
analysis, has overcome the disadvantage of a chip separation criterion by applying
continuous re-meshing and adaptive meshing, dealing at the same time with the
mesh distortion; the above are thoroughly discussed in forthcoming paragraphs.

Summarizing a comparison between Eulerian and Lagrangian techniques it can
be stated that the Eulerian formulation needs no re-meshing since there is no
element distortion involved in the analysis and requires no chip separation crite-
rion because the course of the chip is predetermined. The computational time in
such models is reduced due to the few elements required for modeling the
workpiece and the chip and simple procedures are used in the relative software.
This analysis is suitable for the simulation of steady-state cutting, when the
incipient stages of chip formation are not of interest and with continuous chip
since no chip breakage criterion can be incorporated in the model for the simu-
lation of discontinuous chip formation. This technique was used in the past, mainly
in the first FEM models that appeared for metal cutting and although it is still used
today, it is considered that it does not correspond to the real deformation procedure
encountered in real metal cutting processes, as the chip thickness, a major outcome
of the process cannot be assumed physically [54]. On the other hand, the
Lagrangian and the updated Lagrangian formulation can produce non steady-state
models with chip breakage considered; a lot of updated Lagrangian models have
enriched the relative literature, such as [55-58]. Although the updated Lagrangian
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formulation adds considerably to the required calculation time, the advances in
computers have made it possible to reduce the time needed for such an analysis to
acceptable levels. However, two new aspects of machining modeling are intro-
duced that their application is controversial and needs to be further studied, namely
the use of a chip separation criterion and adaptive meshing.

The arbitrary Lagrangian-Eulerian formulation has also been proposed with the
aim to combine the advantages of the two aforementioned methods [59-61]. This
method uses the operator split procedure. The mesh is neither fixed nor attached to
the material. Instead, it is allowed to arbitrarily move relative to the material with
the total displacement being the sum of a Lagrangian displacement increment and
an Eulerian displacement increment. A Lagrangian step is used in the procedure
for the material flow at the free boundaries so that chip formation is the result of
material deformation, thus mesh displacement in this step is associated with
deformation. Then, in an Eulerian step, the reference system is suitably reposi-
tioned to compensate for the distortions during deformation, thus mesh displace-
ment in this step is connected with numerical benefits. The procedure involves
small time increments and it does not alter elements and connectivity of the mesh.
Additionally, no separation criterion or extensive re-meshing is required. As a
result, an ALE mesh is expected to be less distorted and more regular in com-
parison to a Lagrangian mesh. The drawbacks of the ALE formulation are the re-
mapping of state variables, which may be performed inaccurately, and the need for
a complete re-meshing [54].

11.3.1 Model Geometry, Meshing and Chip Formation

For mechanical micromachining, the geometrical characteristics of the tool and the
workpiece greatly influence the outcome of the process. More specifically, the tool
edge radius is connected to size effect, minimum chip thickness, effective rake
angle, stagnation point and ploughing mechanism reviewed in Sect. 11.2. In
mechanical micromachining the simulation of the process with a sharp tool would
be pointless; the size effect would not be accounted for and so the size of the
cutting forces and the chip formation would be unrealistic. Some researchers have
investigated the influence of the tool edge radius on the size effect. Weber et al.
have performed an analysis using similarity mechanics and various values for the
tool edge radius [62]. Woon et al. also investigated the influence of the tool edge
radius on the contact length between the tool and the workpiece and the material
deformation and validated their numerical results with the aid of a small field-of-
view photography technique [63]. Liu and Melkote have concluded from their
analysis that the tool edge radius accounts only for part of the size effect in
microcutting and that material strengthening is associated with the temperature
drop in the secondary deformation zone, for higher cutting speeds [41].

The initial mesh of the workpiece is significant for the results the model will
provide. The convergence of the numerical procedure and the accuracy of the
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predicted variables depend on it. The obvious is that the mesh must be able to
represent accurately the workpiece geometry and be able to handle the analysis to
be performed. Structured and unstructured mesh generation procedures have been
developed for the arrangement of the elements in the mesh and their individual
geometry but there is not only one way to devise a representation of a continuum
with finite elements. The size, number and type of the elements used in the mesh
play a significant role on the simulation outcome as well. As a rule, a large number
of small sized elements increases accuracy but also increases computational time.
There is a threshold beyond which further increase in the number of the elements
will significantly increase the time of the analysis with marginal gain in accuracy.
Usually, coarser meshes are used for testing a model and a finer mesh is applied
when the model is checked. Another technique is to identify the regions that are of
more interest for the analysis. Finer meshes may be used in these regions that are
combined with larger ones in the other regions. In machining the action takes place
in the primary and secondary deformation zones; the mesh in these parts of the
workpiece is expected to be denser in order to obtain better geometry of the chip and
also be able to cope with the strains, strain rates and temperature gradients expected
there. These parameters are incorporated in the analysis by a material model suit-
able for thermal, elastic and plastic effects to be accounted for; material modeling is
the topic of the next paragraph. In Fig. 11.10 an example of finer discretization in
the regions where primary and secondary deformation zones are anticipated is
shown. Note also that the chip has finer mesh than the workpiece, except the
deformation zones and tool tip, so that the mesh follows chip shape more accurately.

An element with a compact and regular shape is expected to perform better, i.e.
as the aspect ratio of an element increases it loses accuracy. Low order elements,
often with formulations to avoid volumetric locking behavior that can halt the
analysis due to large incompressible plastic strains in the cutting area, are widely
used due to their simplicity. The influence of numerical parameters on the mod-
eling of orthogonal cutting is the topic of [64]. In the relevant literature quadri-
lateral elements with 8 and 9 nodes, enhanced 4-noded elements and triangular
elements with 6 nodes can be found.

The boundary conditions applied in the initial mesh may differ. In the case of
workpiece and tool different approaches have been proposed. Some researchers
apply boundary conditions that allow the tool to advance towards the non-moving
workpiece while others do just the opposite, considering the tool to be constrained
from moving in the x-axis. In any case the result is equivalent; the tool and the
workpiece have a relative movement to each other equal to the cutting speed.
Contact and contact detection between chip and tool is of great importance in
machining modeling. The most common algorithms used for solving contact
problems are the penalty approach and the Lagrangian multipliers approach. Other
procedures such as the augmented Lagrangian technique and the perturbed
Lagrangian method are reported [65].

Of interest is the way thermo-mechanical coupling is considered. In cutting
processes heat generation originates from the two deformation zones, i.e. the
primary and the secondary, due to inelastic and frictional work. The heat is
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Fig. 11.10 Example of discretization

conducted into the tool and chip and transferred away from the chip to the envi-
ronment or the cutting fluid by convection. The above are either modeled by heat
sources at the heat generation regions or usually with material and tribological
models that are functions of mechanical and thermal behavior with strain, strain-
rate and temperature. The associated strain hardening and thermal softening is
interpreted to non-linear analysis. This feature of the model is important for
mechanical micromachining since the size effect is attributed to material
strengthening due to decrease of temperature in the tool-chip interface with
decreased chip thickness [36]; successful application of the thermo-mechanical
coupling results in more accurate models. Moriwaki et al. [66] developed a
thermo-mechanical model of micromachining of copper and calculated the stress,
strain flow of the cutting heat and temperature of the tool and the workpiece.

In [53] a staggered procedure is adopted for coupling thermal and mechanical
equations. There are two different meshes, one for the mechanical and one for the
thermal model, which exchange information. A mechanical step is taken first with
constant temperature and heat generation is computed. Then it is transferred to the
thermal mesh. Temperatures are re-computed and transferred to the mechanical
mesh to be inserted to the thermal-softening model used in the analysis. In another
approach, all heat generated by deformation and friction is kept inside the mesh,
external boundaries of workpiece, chip and tool are insulated, causing temperature
rise [64, 67, 68]. If external boundaries are not adiabatic then heat convection takes
place through natural convection or forced convection by the cutting fluid, for wet
machining. Two difficulties arise in this case: the long standing problem of
whether the cutting fluid actually makes its way between chip and tool and what
are the actual thermal characteristics of the cutting fluid, e.g. heat transfer coef-
ficient, in this region. Heat loss due to radiation is ignored, as it is considered
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negligible. Thermal contact, i.e. the numerical technique to model heat transfer
between chip and tool, is realized by several approaches such as the heat con-
duction continuity, the constant factor, two semi-infinite bodies and the thermal
equilibrium approaches. It is worth noticing that for commercial FEM software
various options and tools on the above are provided.

Lagrangian formulation based models, simulate chip generation either by
plastic deformation considerations or by employing a chip separation criterion.
The ideal would be to incorporate to the model the real physical mechanism of
chip formation for a material being machined. It is generally thought that chip
formation in ductile metal cutting involves only plastic deformation without any
fracture. Many researchers prefer this approach as being more realistic, backed-up
by the fact that microscopic observations of the cross-sectional areas of the chip
revealed no evidence of a crack. It is argued that chip formation cannot be
accomplished just by plastic deformation [69]. The fact that no crack is observed
in the laboratory tests is attributed to crack stability rather than crack formation;
large compressive stresses in the tool edge quench cracks or cracks have the same
speed with the tool and cannot be seen [70]. Thus, the implementation of a sep-
aration criterion to simulate separation and fracture of the material is not only a
modeling technique to overcome the problem of chip formation.

The two main techniques for chip separation are node-splitting and element
deletion techniques [71]. In the node-splitting case a chip separation plane is
predefined and a separation criterion is applied. There are two types of criteria,
namely geometrical and physical. A simple geometrical criterion is to prescribe a
critical distance dc between the tool tip and the nearest node on the cutting
direction [72]. This criterion is easy to control and can be used for cutting tools
without sharp edge, which is important for mechanical micromachining, but it
cannot account for breakage outside the cutting line. Furthermore, different critical
distances result in different plastic strain distribution [73]. Physical criteria use the
critical value of a physical quantity to estimate the onset of separation, e.g. in the
plastic strain criterion chip separated when the calculated plastic strain at the
nearest node to the cutting edge reaches the critical value [74]. The disadvantage
of this criterion is that node separation may propagate faster than cutting speed,
“unzipping” the mesh in front of the cutting tool. Another physical criterion is
connected to stress [75]. Based on the Johnson-Cook yield stress equation a critical
strain to fracture criterion is used [64]. An interesting review of the chip separation
criteria can be found in [47]. The authors state that the criteria reviewed cannot
simulate incipient cutting correctly. The matter remains controversial and more
research needs to be carried-out to improve separating criteria for metal
machining.

In the Lagrangian formulation, the initial mesh is altered significantly due to
plastic deformation and chip separation. The distorted mesh causes numerical
errors and the solution is rapidly degraded; the Jacobian determinant becomes
negative for severe distortion and the analysis is halted. A strategy to address this
problem is to use pre-distorted meshes. The advent of computers has made it
possible to apply adaptive meshing techniques. During the simulation certain steps
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are taken, e.g. the size of the elements, the location of the nodes or the number of
the elements changes so that a new mesh, applicable for the analysis is created;
this procedure takes place periodically. Figure 11.11 shows an example of an
adaptive meshing technique, through the steps of the analysis.

Adaptive meshing can take place as a re-meshing technique, where the existing
distorted mesh is substituted by a new one. The refinement technique increases
mesh density by reducing mesh size and smoothing relocates nodes to provide
more regular element shapes. Adaptive meshing improves the accuracy of the
simulation but at a computational cost. This is attributed to the newer mesh being
denser and thus more elements are involved in the analysis, but also to two other
very important aspects of re-meshing, namely error and distortion metrics, for the
assessment of the quality of the solution and transfer operators, that are responsible
for transferring the variables of the old mesh to the new [77].

11.3.2 Material Modeling

Material modeling in both machining and micromachining is of great importance.
Especially the flow properties of the workpiece material and the corresponding
equations that are included into FEM have been extensively studied. These con-
stitutive equations describe the flow stress or instantaneous yield strength at which
work material starts to plastically deform or flow; the elastic strains are much
lower than plastic strains in metal cutting and so workpiece material flows plas-
tically into the cutting zone. The constitutive models presented in the literature are
mainly elasto-plastic, elasto-viscoplastic, rigid-plastic and rigid-viscoplastic.

Machining conditions subject workpiece material to high levels of strain, strain
rate and heat which greatly influence flow stress. In the primary zone strain and
temperature ranges from 1-2 and 150-250 °C respectively and in the secondary
deformation zone from 3 to much higher and 800-1,200 °C, while strain rates
reach values of up to 2 x 104 s~ 'and 105 s~ ! in the two zones [78]. If ¢ is stress,
¢ is plastic strain, ¢ is plastic strain rate and T is temperature, a complete consti-
tutive equation is in the form:

f(o) =0l &) (14)

The problem is the lack of data for high stresses, strain rates and temperatures
as the ones encountered in machining. In many cases the constitutive data are
taken from standard tension tests that are not sufficient for machining processes.
Dynamic experimental material tests such as Split Hopkinson Pressure Bar
(SHPB) impact testing is employed. Samples are deformed under high speed
compression with strain rates of up 105 s~' and temperatures of up to 700 °C.
However, the results are not sufficient for the deformation behavior of metals,
especially in high speed machining; values beyond test results are calculated by
interpolation. Astakhov and Outeiro criticized the use of SHPB results in
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Fig. 11.11 Example of adaptive meshing [76]

machining [54]. They argue that the available data are not from specialized lab-
oratories, generally speaking SHPB requires special equipment; high strain rates in
metal cutting is a myth [79], metal cutting is a cold working process, although the
chip only is of high temperature; finally, it not clear how to correlate uniaxial
impact testing results of SHPB with materials that are triaxially stressed, as in
metal cutting. Other tests used are torsion tests, compression ring tests and pro-
jectile impact tests [80].

Although many constitutive equations have been employed for the case of
metal cutting, some are discussed here. The first is the relation by Usui, Maekawa
and Shirakashi [81, 82]:
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In this equation B is the strength factor, M is the strain-rate sensitivity and n the
strain hardening index, all functions of temperature T, and k and m are constants.
The integral term accounts for the history effects of strain and temperature in
relation to strain-rate. In the absence of these effects, Eq. 11.15 is reduced to [83]:
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Oxley suggested a relation for carbon steel as [84]:
og=0,&" (11.17)

with o the material flow stress for ¢ = 1 and n is the strain hardening exponent.
Both are functions of temperature, which is modified as:

Timod = T[1 — 0.09log(&)] (11.18)

for the combined effect of temperature and strain rate.

Among the most used material models is the Johnson-Cook model [85]. The
equation consists of three terms the first one being the elasto-plastic term to
represent strain hardening, the second is viscosity, which demonstrates that
material flow stress increases for high strain rates and the temperature softening
term; it is a thermo-elasto-visco-plastic material constitutive model, described as:

o= (A+Be") {1+cm<§)} [1— (TTm__TTY] (11.19)

where T, is the ambient temperature, T, the melting temperature and A, B, C, n
and m are constants that depend on the material and are determined by material
tests [86, 87] or predicted [88]. The influence of the Johnson-Cook constants on
the outcome of machining modeling was investigated [89] and was found that
FEM results are sensitive to these inputs, which in turn are strongly related to the
test method used to derive the constants. On the other hand the results from a test
method can be fitted to different constitutive equations and the selection of the
material model can influence the predicted results [90, 91]. A review of material
models used in manufacturing processes, including machining and micromachin-
ing, can be found in [92].

All the above mentioned FEM models refer to isotropic materials; no crystal-
lographic effects are considered in the modeling process. Zerilli and Armstrong
developed a constitutive model based on dislocation-mechanics theory and con-
sidering crystal structure of materials [93]. They suggested two different models,
one for body cubic centered (BCC) and one for face cubic centered (FCC) lattice
structure, respectively:

o = C, + Ciexp[—C3T + C4T In(¢)] + Cse" (11.20)
g = C, + Cr&" exp|—C3T + C4T In(é)] (11.21)

where C;, i = 0 — 5, and n are material constants determined experimentally, e.g.
by the SHPB method [94].

As noted in previous paragraphs, it is suggested by some researchers that the
size effect in micromachining is not only induced by the effect of the edge radius
but is also connected to strain gradient [38]; size effect is also observed when
cutting is performed with a relatively sharp tool. Liu and Melkote [41] proposed a
FEM model that uses a Taylor-based non-local theory of plasticity to represent the
material under highly localized inhomogeneous deformation. It was shown that the
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maximum effective stress is higher with strain gradient than without. Their results
were validated with experiments.

In mechanical micromachining the cutting tool radius is comparable to the size
of the grains of the material being processed. Furthermore, in materials with
surface defects or multi phase materials, such as cast iron, the microcutting
mechanism is quite different in comparison to non-heterogeneous materials due to
the encounter of the cutting tip with these features of the material during the course
of the process. Chuzhoy et al. prepared a model that simulates cutting at a
microstructure level [95]. Ductile iron and two of its constituents, namely pearlite
and ferrite, were model in the same continuum, taking into account the micro-
structural composition, the grain size and the distribution of each material. The
model was in position of predicting stresses, strains and temperatures. Simoneau
et al. studied the machining of 1045 steel, considering its microstructure [96-99].
In Fig. 11.12a the initial mesh of the material is presented where material A, with a
pearlite-like behavior and material B, with a ferrite-like behavior, are represented
as bands of appropriate size. In Fig. 11.12b the sections of the materials repre-
senting pearlite and ferrite for the same material, in another approach of the
problem, are shown. Material plasticity was formulated with a strain dependent
Johnson-Cook model. The results of the analysis showed good correlation between
experimental and numerical results regarding the morphology of the chip and the
behavior of each phase of the material. The predicted strain resulted larger in a
heterogeneous FE model in comparison to a homogeneous one due to strain
localization at each phase.

It is worth noticing that two case studies from macro machining are closely
related to material modeling in the micro regime. The first pertains to grinding, a
precision finishing process. Although this process can be modeled in macro scale
as a thermal or thermo-mechanical system [10], it can also be modeled in micro
scale. In the latter case the material removal mechanism of a grain of the grinding
wheel is considered. In [100] a review of macro and micro scale of models of
grinding can be found. The second case study pertains to the machining of metal
matrix composite materials. The nature of these materials, a matrix material
reinforced with fibers or particles of small size, is similar to the case of multiphase
materials discussed above. It is clear that failure mechanisms of the composites
materials in turning are different from monolithic materials; cracking of the
reinforcement, debonding at the reinforcement-matrix interface, growth and coa-
lescence of voids play an important role in the machining of composite materials.
The available FEM models can successfully predict the performance of machining
of such materials. For a review on the subject, Ref [101] is suggested.

Finally, most of the available models of mechanical micromachining pertain to
continuous chip. However, Wang et al. used a constitutive model based on the
Jochnson-Cook model, adopted to describe the strain softening effect and simulate
a shear localized chip with success [102, 103].
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Fig. 11.12 Representation of the microstructure of 1045 steel with a bands [96] and b sections
[98] (material A: pearlite, material B: ferrite)

11.3.3 Friction Modeling

Friction modeling in the secondary deformation zone, at the interface of the chip
and the rake face of the tool is of equal importance to the workpiece material
modeling presented in the previous paragraph. It is important in order to determine
cutting force but also tool wear and surface quality. Once again the detailed and
accurate modeling is rather complicated. Many finite element models of machining
assume that it is a case of classical friction situation following Coulomb’s law;
frictional sliding force is proportional to the applied normal load. The ratio of these
two is the coefficient of friction u which is constant in all the contact length
between chip and tool. The relation between frictional stresses T and normal
stresses may be expressed as:

T= o (11.22)

However, as the normal stresses increase and surpass a critical value, this
equation fails to give accurate predictions. From experimental analysis it has been
verified that two contact regions may be distinguished in dry machining, namely
the sticking and the sliding region. Zorev’s stick-slip temperature independent
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friction model is the one commonly used [104]. In this model there is a transitional
zone with distance /. from the tool tip that signifies the transition from sticking to
sliding region. Near the tool cutting edge and up to /., i.e. the sticking region, the
shear stress is equal to the shear strength of the workpiece material, k, while in the
sliding region the frictional stress increases according to Coulomb’s law.

{k’ 0<t<l (11.23)

) uo, £> 4,

In machining other approaches, based on Zorev’s model, have been reported
that include the defining of an average friction coefficient on the rake face or
different coefficients for the sliding and the sticking region. In another approach,
the constant shear model assumes that the frictional stress on the rake face of the
tool is equal to a fixed percentage of the shear flow stress or the workpiece
material.

Usui, based on Zorev’s model and experimental results [81] proposed a non-
linear stress expression:

r:k[l—exp(—%ﬂ (11.24)

This equation approaches the sticking region part of Eq. 11.23 for large ¢ and
the sliding part for smaller values. However, the mean friction stress on the tool
rake face may differ from the frictional stress in the sticking region. Childs [105]
proposed another model:

. :mk[l —exp(—i—i)n} b (11.25)

In the last equation, m and n are correction factors; the former ensures that at
high normal stresses the frictional stresses do not exceed k and the latter controls
the transition from sticking to sliding region. These coefficients can be obtained by
split-tool tests.

The evaluation of friction models has been the topic of some publications. An
updated Lagrangian model to simulate orthogonal cutting of low carbon steel with
continuous chip was prepared [56]. In a reverse engineering approach, five dif-
ferent friction models were tested and the results were compared against experi-
mental results to decide which friction model is the most suitable. The results were
best when friction models with variable shear stress and coefficient of friction were
incorporated with the finite element models. Furthermore, an ALE model was used
to measure the influence of friction models on several parameters [106]. It was
concluded that friction modeling affects thrust forces more than cutting forces.
Furthermore, on the implementation of the stick-slip model it is concluded that a
major disadvantage is the uncertainty of the limiting shear stress value. In another
work [107], five different friction models were analyzed and the investigators
concluded that mechanical result, e.g forces, contact length, are practically
insensitive to friction models, as long as the “correct” friction coefficient is
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applied, while on the other hand, friction modeling greatly affects thermal results.
In [108] an improved friction law formulation is suggested where the constant
friction coefficient is replaced by one which increases with plastic strain rate:

w=pu,(1+ o) (11.26)

Another parameter, which is closely connected to friction and FEM modeling
and is of special interest in micromachining, the contact length, is analyzed in
[109]. Several contact length models utilized in the prediction of contact length in
machining are analyzed. It should be noted that several papers presume frictionless
contact in the chip-tool interface [62].

It is true that modeling with FEM is not at all trivial. However, a solution would
be to use a commercial FEM program. For the past twenty years a wide range of
commercial FEM packages became available. These programs have been widely
accepted by researcher since they can simplify the overall procedure of model
building. Commercial FEM add to the quality and accuracy of the produced
models. These programs are made by specialists who have tested them and have
implemented features and procedures to accelerate the slow process of model
building. Most of the software have mesh generation programs, easy to use menus
for applying boundary conditions, contact algorithms, automatic re-meshing,
material databases etc. Some researchers, however, remain skeptical due to limi-
tations a model can impose, e.g. a model may only be able to solve a problem
implicitly or explicitly.

Regarding mechanical micromachining, researchers use either in-house FEM
codes, commercial packages, e.g. ABAQUS [41, 110] or commercial packages
with specific menus for micromachining, e.g. AvantEdge [111]. Figure 11.13
shows a FEM model of micromachining prepared with AdvantEdge [111]. In this
figure, the continuous meshing and the adaptive remeshing procedures can be
observed at the simulation progress. In Fig. 11.13a, in the related detail, the mesh
of the workpiece is denser near the tool tip, where deformation is about to take
place. The mesh coarsens in the areas with certain distance from workpiece sur-
face. In the diamond tool, the mesh is denser near the tip, where more information
will be acquired during the analysis. Figure 11.13b clearly indicates that new
elements are created in the chip formation zone, where the strain rate is expected
to be high; finer mesh can follow the curve of the curling material more closely
and, furthermore, provide more accurate results.

11.4 Other Modeling Techniques and Micromachining
Processes

It is true that the dominating method used in modeling of micromachining and
especially microcutting is the finite element method; the number of publications
proves it. FEM is used for the simulation of other micromachining methods like
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abrasive jet and laser micromachining [112, 113]. In this section some other
modeling methods, besides FEM, will be discussed briefly.

Unlike FEM that can be employed for a wide spectrum of modeling, Molecular
Dynamics (MD) is used for simulating nanometric cutting, i.e. the uncut chip
thickness is in the range of nanometers. FEM is based on principles of continuum
mechanics and at nanometric level this is considered a drawback. On the other
hand, Molecular Dynamics can simulate the behavior of materials in atomic scale.
MD is a modeling method in which atoms are interacting for a period of time, by
means of a computer simulation. The interactions between particles are described
by potentials, the most known being Lennard-Jones and Morse potential, and the
governing equations of motion are the Newton’s equations. In order to simulate
molecular systems, a very big number of particles is involved and a vast number of
equations is produced to describe the properties of these systems; as a multidis-
ciplinary method, laws and theories from mathematics, physics and chemistry
consist the backbone of the method. In order to deal with these problems,
numerical methods, rather than analytical ones, are used and algorithms from
computer science and information theory are employed. Although the method was
originally intended to be exploited in theoretical physics, nowadays it is mostly
applied in biomolecules, materials science and nanomanufacturing.

MD method was introduced in the simulation of micro and nanomanufacturing
in the early 1990s [114, 115]. The results indicated that MD is a possible modeling
tool for the microcutting process; atomistic modeling can provide better repre-
sentation of micro and nanolevel characteristics than other modeling techniques. If
FEM and MD simulations could be compared it could be said that FEM mesh is
substituted in MD by atoms that play the role of the nodes and the distance
between them coincides with interatomic distance; it is not arbitrarily chosen like
the distance between the nodes in FEM. This way, phenomena that cannot be
investigated with continuous mechanics can be simulated by MD because the
atomic interaction and the microstructure are included in the simulation. MD
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Fig. 11.14 MD simulation of nanometric cutting

models are used for the investigation of the chip removal mechanisms, tool
geometry optimization, cutting force estimations, subsurface damage identifica-
tion, burr formation, surface roughness and surface integrity prediction; some
relevant works can be found in References [116—127] where it can be seen that the
models pertain to various materials, processes and are 2D or 3D. Figure 11.14
shows a typical MD simulation where the chip formation can be observed.

Some disadvantages can be identified in the MD technique as well. MD simu-
lation is based on calculations of interatomic forces among a vast number of atoms
that constitute the modeled system. This task requires significant computational
power and in order to overcome this problem very small model sizes are simulated;
some models are limited to nanometer or Angstrom level. Another feature is that
cutting speed is considered to be unrealistically high, of the order of 200-500 m/s
when typical speeds range between 2 and —10 m/s in microcutting, in order to bring
cutting speed closer to the atomic movement speed and thus save computational
time. However, the detailed insight in material behavior in microcutting provided
by MD simulation has supported process development and optimization and at the
same time has provided information on its theoretical study. It is generally accepted
that chip formation in cutting is owed to the shearing effect in the cutting zone of the
workpiece. When machining with a depth of cut that is of the same order to
the cutting edge radius, regardless of the nominal rake angle of the cutting tool, the
effective rake angle in nanometric cutting is always negative, as already discussed
in micromachining. Thus, a compressive stress imposes deformation in front of the
cutting edge. The subsurface deformation is also described by a MD model in [128]
where nanometric cutting is performed by an AFM tip tool, a technique proposed
for the fabrication of MEMS and NEMS.

A review on MD simulation of machining at the atomic level can be found in
[129]. Applications of MD simulation for grinding are also popular in order to study



316 A. P. Markopoulos and D. E. Manolakos

the interaction of a single grain with the workpiece [130] and almost in every other
micromachining procedure like micro-EDM and laser micromachining [131, 132].

Other modeling methods pertain to analytical [24], mechanistic [34, 40] and
even soft computing [133] models for micromachining. It is of interest to examine
the case of multiscale modeling that account both for continuum mechanics and
atomistic modeling. In these models, methodologies that use hybrid FEM and MD
modeling techniques in order to exploit the capabilities of each method and cover a
more wide range of material behavior at nanoscale cutting are employed [134, 135].

11.5 Conclusions

Modeling and simulation are of capital importance in micromachining. They are
used widely by researchers as there can be important reduction in experimentation
time and cost. Furthermore, modeling and simulation can provide data and illu-
minate phenomena, a task that is difficult or even impossible in some cases to be
obtained otherwise. This book chapter describes the most important features of
modeling micromachining processes with special focus on FEM modeling of
mechanical micromachining. In Sect. 11.2 the background of orthogonal modeling
and its application in mechanical micromachining are thoroughly discussed; topics
like size effect and minimum chip thickness are considered. Section 11.3 deals
with the parameters that are taken into account in order to construct a FEM model
for mechanical micromachining and the available options for each case are laid
down. It is up to the modeler to incorporate some or all of the parameters in his
model and also try to figure out which option for which parameter will work better
for the at hand problem. It needs to be decided what mesh will be applied on the
workpiece geometry, both size and shape, especially for the cutting edge radius,
what kinds of elements are to be used, what boundary conditions are to be applied
and how surface contacts will be modeled. Then, the formulation must be decided,
i.e. Eulerian, Lagrangian or ALE and if the problem will be solved implicitly or
explicitly. A real puzzle must be solved in connection with the material and
friction model to be used and whether adaptive meshing or a chip separation will
be applied on the model and finally make a successful modeling of the micro-
structure of the material that corresponds to real world parameters.

Providing a reliable and physically sound model is not easy at all. One must have
a strong background on the problem dealt with FEM, in this case micromachining,
but also on FEM method as well. One simple rule could be to start simple with the
model and anticipate the results; then revise the model so that it includes more
detail both in a physical respect, e.g. add material properties parameters that are
acquired by a proper method for the specific material, and in numerical respect, e.g.
use more elements or more focused mesh. However, FEM is considered the best
option, in comparison to other methods, to provide reliable results, especially when
combined with powerful computers. The accumulated experience on the method is
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also an advantage. Section 11.4 describes briefly other modeling methods
employed in the micro and nanoworld, e.g. Molecular Dynamics.

The future of modeling and simulation at the micro and nanoscale depends
greatly on the available computational power. More powerful systems in the future
will be able to provide models where less simplifying assumptions are made and
more phenomena are taken into account in one model. Models with the above
mentioned characteristics will be able to provide more accurate results since they
will be built in closer correlation to the existing systems they represent, allowing
for models and simulations with wider fields of application. Furthermore, the
computational time will decrease, providing thus the possibility of using simula-
tions on-line with the processes.

In the case of micro and nanomachining several steps can be made in order to
obtain more accurate and reliable results. Future trends include larger 3D models
with adequate material modeling and longer simulations. Some of the topics to be
addressed will be the ductile mode cutting of brittle materials and the chip for-
mation at the nanoscale, surface integrity models and more effective microstruc-
ture simulations. Finally, modeling and simulation will be benefitted by future
progress in physics and materials science, providing more complex interdisci-
plinary and thus more accurate models.
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Chapter 12
Micro Milling

Emel Kuram and Babur Ozcelik

Abstract Micro products and components are demanded for industrial applica-
tions including electronics, optics, aerospace, medicine, biotechnology etc. in
recent years. Laser machining, focused ion beam machining, electrochemical
machining, electrodischarge machining and micro mechanical machining have
been used to manufacture such components. However, the capability of micro
mechanical machining especially micro milling to manufacture a wide range of
workpiece materials and complex three-dimensional geometries makes it one of
the best candidates to produce the micro parts. Therefore, this chapter provides a
review of the current developments in the field of micro milling. Since the
mechanism of material removal in micro milling is different from macro milling
due to the presence of minimum chip thickness, size effect, elastic recovery and
ploughing mechanism, these effects must be taken into consideration in micro
milling research. In this chapter, important aspects of the micro milling mecha-
nisms such as minimum chip thickness, size effect, effects of workpiece materials
microstructure and cutting edge radius are presented. Furthermore, micro cutting
tools are tiny and fragile and can be easily broken due to the excessive deflections,
forces and vibrations. Therefore, an appropriate cutting tool geometry and cutting
conditions must be selected in micro milling. To this end, the development of
micro tool research and applications in micro milling are also presented.

12.1 Introduction

Nowadays, many industries such as electronics, optics, aerospace, medicine,
biotechnology etc. demand micro products and components. The miniaturization
of components has some advantages, such as portability and reduction in space,
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power, energy consumption, materials and costs. To meet this demand, it is
mandatory to develop an appropriate manufacturing process. This manufacturing
process must be used not only for a variety of workpiece materials but also for
manufacturing of three-dimensional (3D) features. Laser machining, focused ion
beam (FIB) machining, electrochemical machining and electrodischarge machin-
ing (EDM) are used to manufacture micro parts, however these non-traditional
fabrication methods have some drawbacks due to the using of limited workpiece
material (such as silicon), poor productivity and high cost. Due to these negative
aspects of non-traditional fabrication methods, micro mechanical machining (or
micro machining) such as micro milling, micro drilling, micro turning and micro
grinding has gained increasing interest in recent years. Micro mechanical
machining is one of the production methods for micro components, which is the
mechanical removal of workpiece materials using miniature cutting tools.

There is no consensus about the dimension definition of micromachining. In the
literature, some attempts can be seen to define the micromachining and proposed
definitions for micromachining are as follows: Masuzawa and Tonshoff [1] defined
the micromachining as the using the undeformed (uncut) chip thickness ranging
from 0.1 to 200 pm. Later, Masuzawa [2] stated that the range of micromachining
varied according to era, person, machining method, type of product or material.
Liu et al. [3] explained that the undeformed chip thickness was comparable to
cutting tool edge radius in micromachining. Chae et al. [4] defined the
micromachining as the fabrication method for creating miniature devices and
components with features that varied from tens of micrometers to a few milli-
meters in size. Dornfeld et al. [5] defined the micromachining as the mechanical
cutting of features with tool engagement less than 1 mm, using geometrically
defined cutting edges. Aramcharoen et al. [6] explained that if cutting tool
diameter falls in the range of 1-999 um or if undeformed chip thickness is
comparable to the cutting edge radius or material grain size, this could be con-
sidered as micromachining. In general, micromachining means the machining of
the dimensions below 1 mm (between 1 and 999 um) and cutting tools at diameter
below 1 mm used in the micro milling literatures have considered in this chapter.

Micro milling is one of the micro mechanical machining processes and it is a
downscaled process of the conventional (macro) milling. 3D micro parts with high
aspect ratios and complex geometrical shapes in various engineering materials are
manufactured with micro milling process. Micro milling is suitable especially for
the manufacture of moulds and dies.

Micro milling is similar to conventional milling process however there are
some differences between micro and macro milling. In micro milling unlike
conventional milling, there are no handbooks available to determine the machining
parameters and recommended data by tool manufacturers cannot directly be
applied to micro milling. If the recommended cutting speed for conventional
milling of aluminium material is applied to micro milling, calculated spindle speed
will be about 350,000 rev/min for 100 um diameter cutting tool, which is difficult
to obtain [7].
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In micro milling process, the effect of the cutting edge radius should be taken
into consideration. The ratio of feed per tooth to radius of the cutting tool in micro
milling is greater than conventional milling.

Run-out in micro milling process, even within micrometer levels, affects the
cutting process extensively. Although run-out in macro milling is higher than that
in micro milling, run-out in macro milling is sometimes negligible.

The control of micro milling process to achieve desired results (longer tool life,
better surface quality, burr-free machining) is harder compared to macro milling.
This is due to the size effect and when machining hard or difficult-to-cut workpiece
materials, this problem is much pronounced. In the case of conventional milling,
operators can monitor the machining process visually. However, the micro milling
process cannot be monitored visually by the operators.

The primary drawbacks of micro milling are low productivity and high cost.
Low productivity in micro milling is owing to low material removal rates. High
cost of micro milling is due to the short tool life and high cost of machine and
cutting tools.

Unpredictable tool life and premature tool failures are the main drawbacks for
micro milling process. This is due to the increasing stress concentrations and
decreasing tool stiffness with a decrement of the tool diameter. Micro cutting tools
have low flexural stiffness and strength owing to their small diameter. Micro
cutting tools can easily bend, which affecting the cutting process negatively and
causing sudden tool breakage. Regenerative chatter is also one of the challenges in
micro milling due to the resulting poor surface quality and shorter tool life.

During machining various tools have been used and tools are usually changed.
The integrity of X and Y directions has not been affected by tool change. However,
whenever a tool is changed, the integrity in Z direction is lost and adjusting
z-coordinates requires additional efforts and time. Currently available commercial
touch probes are not able to handle less than 1 pm resolution. Therefore, it is
crucial to find reliable, high sensitivity and easy method for detecting tool-
workpiece contact in micro milling [8]. For this purpose, an acoustic emission
(AE)-based system with micron-level accuracy for detecting initial tool-workpiece
contact in micro machining was proposed by Min et al. [8] and Bourne et al. [9].

12.2 Micro Milling Equipments
12.2.1 Micro Cutting Tools

The tool geometry of the commercial micro end mill such as rake angle, relief
angle etc. is derived from the macro end mills. But, the geometrical values cannot
be properly obtained for micro end mills owing to the manufacturing process
limitation. The fabrication of micro milling tools is difficult task and micro tools
break easily during machining. Some processes such as focused ion beam (FIB),
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wire electrical discharge grinding (WEDG) and grinding are used to manufacture
the micro cutting tools. All manufacturing processes have some limitations. For
example, the size of the cutting edge radius and the quality of micro cutting tools
which are manufactured by grinding, depend on the properties of grinding wheel,
such as wheel grit, wheel wear and carbide grain size. Therefore attempts have
been focused the improvements in tool manufacturing technology, tool geometry,
tool material and coatings.

In micro milling, the quality of micro tools should be checked before experi-
mental study and cutting tools produced from the same batch should be used to
minimize the geometrical deviations.

The stiffness of the micro cutting tool is low due to the small dimension of the
micro tools. Low stiffness can result in the bending of the cutting tool, vibration
and chatter during machining. Micro cutting tools can be modelled as a simple
cantilever beam (Fig. 12.1) and the deflection and bending stress can be found by
the following equations [4]:

FL3 G64FL3
=3E " 3Ed (12.1)
32FL

where J is the deflection, ¢ is the bending stress, d is the diameter, L is the length of
the micro tool, E is the Young’s modulus for the micro tool material and F is the force.

12.2.1.1 Geometry and Development of Micro Cutting Tool

Generally, geometric characteristic of micro milling tools has been adopted from
macro milling tools and micro tool is scaled down version of macro cutting tools.
Schematic illustration of typical micro end mill [10] is given in Fig. 12.2. The
typical geometry of the commercial micro end mill includes three main parts,
namely the shank part, the neck part and the cutting part. The shank part connects
the cutting tool to the tool holder. The cutting part contains the cutting edges. The
role of the neck part is to connect the cutting part with the shank part.

Micro end mills with sharp edges cannot been fabricated with the current
manufacturing technology. Currently available micro tools have edge radius
ranging from 1 to 5 um. Rake angle of micro tools is 0° or smaller than 0°. Helix
angle affects tool stiffness and chip evacuation therefore a selection of an appro-
priate helix angle is important at the design of micro tools. 30° helix angle is
generally used for commercial micro cutting tools. Although commercial micro
cutting tools have generally 30° helix angle, Rahman et al. [11] conducted micro
milling experiments using two different helix angles (25 and 30°) for pure copper
workpiece to determine the effect of helix angle on tool life. Results showed that
cutting tool with 25° helix angle had a longer tool life than cutting tool with 30°
helix angle. Tooling geometrical effects on the micro milling performance using
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finite element method and experiments were investigated by Wu et al. [10]. Finite
element simulations were made under different helix angles (0, 15, 30 and 45°),
rake angles (—7, 0 and 7°) and cutting edge radius (1, 2.5 and 4 um). It was found
that the most influential factor on the performance of tool was cutting edge radius,
followed by helix angle. Predicted cutting forces, tool stresses, tool temperatures,
chip formation and temperatures at different tool geometries were studied. Rising
helix angles and cutting edge radius increased cutting forces. However, cutting
force changed rather slightly when rake angle varied from negative to positive.
The increasing helix angles from 0 to 45° induced increasing tool stresses due to
weakened cutting edges for cutting tools with high helix angle. Maximum and
minimum stress were obtained at the positive rake angle and the negative rake
angle, respectively. It is known that in hard milling, negative rake angle is more
suitable for maintaining good edge strength. It is also known that a sharp cutting
edge can diminish the tool stresses. The 1 um cutting edge radius gave the least
tool stress, followed by 2.5 and 4 pum edge radius. Maximum tool temperatures
increased with increasing helix angles. A positive rake angle had the most influ-
ential effect on tool temperatures. Tool temperatures reduced when a smaller
cutting edge radius was used. Cutting edge radius had the most significant effect on
the tool temperatures as compared to the helix angle and rake angle. A higher helix
angle, positive rake angle and dull cutting edge induced higher tool temperatures.
30° helix angle, positive rake angle and sharp cutting edge were found to be more
suitable for the better chip removal ability, machining stability and less power
consumption. To maintain edge strength and enhance tool life in micro milling of
hard materials, a low helix angle and negative rake angle were suggested.
Whereas, in light or finish cutting, a 30° helix angle, positive rake angle and sharp
edge corner were more suitable for improving the cutting performance.
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Fig. 12.2 Schematic illustration of (a) a micro cutting tool geometry (L: tool length, Ls: shank
length, Ln: neck length, Lc: cutting length, ds: shank diameter, dc: cutting diameter, 0: neck
angle), b cross section of a two fluted end mill, ¢ enlarged view of a cutting edge, d side view of
end mill

In the literature, cemented tungsten carbide was used as the tool material due to its
high hardness and fracture toughness. Its high electrical conductivity allows to
manufacture by EDM. Therefore, Egashira et al. [12] developed cemented tungsten
carbide micro tools with a diameter of 3 um by EDM to conduct micro drilling and
micro milling processes. Schaller et al. [13] ground hard metal micro end mills with
a diameter of less than 50 pm. Grooves with a width of less than 50 um for brass and
grooves with a width of about 100 pum for stainless steel were machined successfully
[13].22 pm diameter micro milling tools were developed, were fabricated using FIB
technique and used for machining of polymethyl methacrylate (PMMA) in the
literature [14]. 2, 4 and 6 cutting facets micro end mills having ~25 pm diameters
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were made by focused ion beam sputtering by Adams et al. [15]. Experiments were
conducted using these micro tools at various workpiece materials, namely, 6061-T4
aluminium, brass, AISI 4340 steel and polymethyl methacrylate. Experimental
results showed that machined trench widths were approximately equal to the tool
diameters and surface roughnesses at the bottom were ~ 200 nm. Developed micro
tools could be used for more than 6 h without fracture [15]. Micro tungsten-carbide
tool with a minimum diameter of 31 pm was fabricated by micro-EDM using the
WEDG method and this tool was used to produce micro-slot and micro thin-walled
structure on Al 6061-T6 materials [16]. Cheng et al. [17] fabricated a polycrystalline
diamond micro hexagonal end mill with a diameter of 0.5 mm by wire electrical
discharge machining.

In the literature, some micro end mills with new geometry were designed and
manufactured. Fang et al. [18] used various types of tool geometry, namely, two-
flute end mills (commercial type), A-type (triangle-based) end mills with a straight
body, D-type (semi circle-based) end mills with a straight body, A-type end mills
with a tapered body and D-type end mills with a tapered body. The relative rigidity
of these end mills was computed by finite element method (FEM) and it was found
that two-flute end mills were 8—12 times weaker than the A-type and D-type end
mills with tapered body. This meant that, under similar experimental conditions
there was less deflection for A-type and D-type end mills with tapered body.
Experimental results also showed that machining quality of brass workpiece
material with D-type tools was better than that of A-type end mills.

Ohnishi et al. [19] fabricated various tool shapes micro end mills with a
diameter of 20 um by grinding. Micro grooving experiments were conducted on
duralumin workpiece material. Micro tools were named as type a, b, ¢ and d. Type
a had one cutting edge, type b had 2 cutting edges with no flank at side cutting
edges and relief angle of 0°, type c had the same shape with type b except for relief
angle which was 5° and type d had 4 cutting edges. Rake angle of types a, b and ¢
was —37° and rake angle of type d was —45°. Type a, having the largest peripheral
surface, gave the largest cutting force and burr size and it was followed by types b
and c. Type d showed the smallest cutting force and burr size. Tool life was
defined as the machined length of the groove by end mill till its breakage and the
longest tool life was achieved with type c.

Fleischer et al. [20] developed a single-edged micro milling tool. Stability
analyses of developed geometries were carried out by using FEM simulations.
Firstly, simulations were done for three different geometries with a diameter of
300 pum to determine the best geometry. Geometry 1 and 2 were trapezium-shaped
and Geometry 3 was semi-circular shape. From the results, it was found that the
stability of Geometry 3 was 30 % higher than that of Geometry 1 and 2. Therefore,
the deflection of Geometry 3 was smaller than the others. Then, the optimized
geometry (Geometry 3) was scaled down from 300 to 150, 125, 100, 75, 50 and
30 um. Micro tools were manufactured using EDM and grooves were machined
successfully using these micro tools.

A single edge micro milling tool had been designed and fabricated by using
6-axis wire-cut EDM by Nakamoto et al. [21].
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12.2.1.2 Effect of Coating

Coatings improve the physical/mechanical properties of cutting tools. In macro
milling, appropriate coatings can improve the machining performance and allow
the use of higher cutting speeds and dry machining. Diamond cutting tools are
often utilized for milling however they cannot use to machine ferrous materials
due to the affinity. Therefore, tungsten carbide (WC) is widely used as tool
material in micro milling process. In conventional milling, appropriate tool
coatings can improve the performance and efficiency of machining process in
terms of increased tool life, improved surface quality and prevention the risk of
tool breakages.

Diamond coatings for micro end mills can reduce flute clogging by eliminating
adhesion of workpiece material to the tool surface, can reduce tool wear rate owing
to their high hardness and can reduce cutting forces because of their low friction
coefficient against many materials. However, conventional polycrystalline diamond
coatings that are currently used in macro cutting tools are too thick (2-100 pum) for
micro cutting tools due to the fact that they increase the cutting edge radius.
Increasing the cutting edge radius will negatively affect the performance of micro
cutting tool. So, thin coatings are required for micro cutting tools [22].

In the literature, to minimize the cutting edge radius, thin, fine-grained diamond
coatings for micro end mills were used [22]. A new approach for coating 300 pm
diameter WC micro end mills using a tailored seeding method and hot filament
chemical vapour deposition (CVD) was used. It was found that a fine-grained
diamond coating reduced the thrust and main cutting forces by about 90 and 75 %,
respectively as compared to uncoated cutting tools in micro milling of 6061-T6
aluminium material. Chip adhering was observed when using uncoated cutting
tools however, no adhered aluminium was seen for the fine-grained diamond
coated tools. The diamond coated tool gave a smoother channel than the uncoated
tool. The uncoated tools produced significant burring but diamond coated tools did
not give any observable burring. The uncoated tools produced larger continuous
chips of various sizes. Whereas, the diamond coated tools produced shorter, more
uniform chips.

Torres et al. [23] applied thin (<300 nm) fine-grained diamond (FGD) and
nanocrystalline diamond (NCD) coatings using the hot-filament chemical vapor
deposition (HF-CVD) process to 300 pm diameter WC micro end mills in order to
improve cutting performance. Cutting performance of diamond coated micro tools
was compared with uncoated WC micro end mills during slot milling of 6061-T6
aluminium material. NCD coated tools gave the lowest cutting force as compared to
FGD coated tools and uncoated tools. Very little difference was observed between
the FGD-coated and NCD-coated end mills in terms of produced surface finish and
cut chips, therefore comparisons were based on uncoated and diamond-coated
cutting tools. In this study, similar results were obtained with reference [22].

Butler-Smith et al. [24] investigated the performance of monocrystalline CVD
diamond tools of different crystallographic orientations in micro milling of
Ti-6Al1-4V. The results showed that the cutting tools with a rake/flank orientation
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of {110}/{100} extended tool life over the tools having a rake/flank orientation of
{100}/{110}. However, surface roughness values (Ra and Rz) for two diamond
cutting edge orientations were not significantly different.

The performance of different coated tools (TiN, TiCN, TiAIN, CrN and
CrTiAIN) was evaluated based on tool wear, surface finish and burr size in micro
milling of hardened H13 tool steel (45 HRC). It was found that TiN, TiCN, TiAIN,
CrN and CrTiAIN coatings reduced cutting edge chipping and edge radius wear as
compared to uncoated micro tools. 41 and 27 % reduction in the average flank
wear were observed when using TiN and CrTiAIN coatings, respectively, com-
pared to using uncoated tools. Coating delamination for CrN and TiCN coated
micro tools and localised flank wear for TiAIN coated micro tools were observed.
All coated cutting tools except for TiAIN, reduced burr size compared to uncoated
tools. The results demonstrated that TiN coated tools gave the best performance in
terms of tool wear reduction and improvement in machined surface quality [6].

Comparative studies on the performance between CrN and Cr—Si—N coated end
mill for micro milling of brass workpiece material were conducted by
Shin et al. [25]. Cr—Si—N coatings, in which Si was incorporated into CrN, were
deposited on WC—Co substrates using a hybrid coating system of arc ion plating and
magnetron sputtering techniques. The hardness of the Cr-Si—-N coatings gave a
maximum value of 34 GPa at a Si content of 9.3 at. %. Average friction coefficient of
Cr-Si-N films decreased with an increase in Si content. Therefore, Cr—Si (9.3
at. %)-N coating with the highest hardness and lower friction coefficient was
deposited on WC-based micro end mills by hybrid coating system and cutting
performance of this coating was compared with CrN coating. The values of cutting
force and flank wear of Cr—Si (9.3 at. %)-N coated tool were much lower than that of
CrN coated tool.

Cutting performance of Cr—C-N, Cr-Si—-N and Cr-Si—-C-N coatings was
investigated by Kim et al. in micro milling of brass material [26]. Coatings were
deposited on WC—Co substrates by a hybrid coating system combining arc ion
plating and sputtering techniques. Cr—Si—C-N coated micro end mill gave the
lowest tool wear value.

Micro milling of oxygen-free, high-conductivity copper using tungsten carbide,
CVD diamond and single-crystal diamond tools was analyzed. The effect of cut-
ting parameters namely cutting speed, feed rate and depth of cut on surface
roughness and burr formation was investigated [27].

Ozel et al. [28] presented experimental study and finite element simulations for
micro milling of Ti-6Al-4V alloy using uncoated and CBN coated tungsten carbide
micro end mills. Micro cutting tools were coated with CBN using magnetron
sputtering system. Surface roughness, burr formation and tool wear were measured
experimentally and forces, temperature and wear rate were predicted with finite
element modelling. Effects of cutting parameters on measured responses were also
investigated. For 635 and 508 um diameter tools, surface roughness decreased
with the increasing cutting speed, however @381 pm tool showed opposite trend.
Increased cutting speed also increased burr. Burr formation was affected
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significantly by feed rate but the effect of feed rate was less on surface roughness.
Burr width reduced with the increment of feed rate. Lower surface roughness and
burr width were achieved with CBN coated cutting tools.

12.2.2 Micro Machine Tools

Micro cutting tools used in micro milling operations are fragile due to the very
small diameter of cutting tools. Therefore, feed rate is very small in micro milling
and small feed rate increases machining time. To compensate the machining time,
micro milling process requires high speed machines. High spindle speed provides
not only necessary cutting speed but also high material removal rate. However, the
price of high speed machine is very expensive. To avoid high cost of high speed
machine, high speed attachments (or high speed attached spindle) can be used and
this spindle is mounted on the taper fit of the main spindle of the machine tool.
High speed attachments are driven by brushless motors and a brushless motor is
directly connected to the spindle in high speed attachments. The power is supplied
to the motor by an external control unit. The basic problem of using high speed
attachment is the spindle vibration owing to overhanging. Therefore, tool failure
and poor surface quality can occur when this attachment is used.

Various research groups have been interest the building of small scale machine
tools to manufacture micro size components. Miniaturization of machine tools has
some advantages such as portability and diminishing space, energy, materials and
costs. Bang et al. [29] constructed 5-axis micro milling machine for machining
micro parts and this machine is composed of micro stages, air spindle and PC-based
control board. The overall size of this precision machine was 294 x
220 x 328 mm (W x D x H). Developed micro milling machine was capable of
manufacturing micro parts such as micro walls, micro columns with rectangular and
circular cross-sections, micro impeller and micro blades.

12.3 Micro Milling Mechanisms

Micro milling is not only downscaled versions of conventional milling but also it
possesses some distinguished properties such as size effect, chip formation, min-
imum chip thickness, effect of cutting edge radius and effect of workpiece
microstructure. Ignored factors in macro milling such as deflection, workpiece
microstructure, tool edge radius, vibration, etc. become significant in micro
milling.

In macro milling, the feed per tooth is greater than the cutting tool edge radius
and the assumption of a sharp tool that removes the chip without any elastic
recovery or ploughing is valid. However in micro milling, because of very small
tool edge radius and feed rates, this assumption is no longer valid. A large negative
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rake angle in micro milling is due to the comparable of tool edge radius with the
chip thickness. This negative rake angle induces elastic recovery of the surface and
ploughing.

The effective rake angle can be calculated as following equation:

2r, —h
o, = —sin—1< “2 ) (12.3)

Te

where t. is the tool edge radius and h is uncut chip thickness.

In micro milling ploughing easily occurs due to the comparable size of the tool
edge radius and feed per tooth. During ploughing the workpiece material is
elastically or plastically deformed but no chip is formed. Poor surface quality and
short tool life are observed when ploughing occurs. Ploughing can be determined
by minimum chip thickness. Ploughing occurs when the uncut chip thickness is
less than the minimum chip thickness. When the uncut chip thickness is greater
than the minimum chip thickness, chip forms by shearing mechanism as is con-
ventional milling. Thus, the feed per tooth must be selected higher than the
minimum chip thickness in order to avoid ploughing. However, the determination
of minimum chip thickness is a difficult task. To this end, a ploughing-detection
algorithm during micro milling was developed in the literature [30]. This method
used the variation in the peak values of the cutting force signal. The proposed
method was verified by comparing the surface roughness of the sidewall under
ploughing and normal machining conditions. It was found that surface roughness
value increased when ploughing occurred [30].

12.3.1 Size Effect

A non-linear increase in the specific energy (specific energy is the mechanical
energy required to remove a volume of material) with a decrement in the depth of
cut is called “size effect” phenomenon in micro milling.

Size effect in micro milling of H13 hardened tool steel was investigated by
Aramcharoen and Mativenga [31]. Size effect was observed by studying the effect
of the ratio of undeformed chip thickness to the cutting edge radius on specific
cutting force, surface finish and burr formation. These researchers also investi-
gated the effect of different micro end mill geometry on product quality (surface
finish and burr). The feed and normal cutting force increased with an increment in
the ratio of undeformed chip thickness to cutting edge radius. Cutting force
increased with an increase in feed per tooth, which is similar to macro milling.
Surface roughness decreased with an increase in chip load when the chip thickness
was less than the cutting edge radius. At higher feed per tooth, ploughing effect
reduced, resulting in less elastic recovery of the workpiece. When chip thickness
was greater than the cutting edge radius, surface roughness increased with an
increase in feed per tooth, which is same in macro milling. Burr reduced with an
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increase in ratio of undeformed chip thickness to cutting edge radius. It was also
found that milling modes affected the burr size. Down milling showed larger burr
than that of up milling. In order to investigate the effect of cutting edge geometry,
the poor quality cutting tools (with chipping at the edge, cracking, chamfer cutting
edges and multi-edge) were used in the experiments. Surface finish and burr
formation of poor cutting tools were compared to the acceptable rounded edge
tools (1.4 pum cutting edge radius). The best surface finish was obtained with the
rounded edge tools. Rounded edge tools produced higher burr size than that of
chipped and chamfer cutting edge tools.

The effect of cutting conditions on the size effect in micro milling of Inconel
718 was experimentally investigated by using an L9 Taguchi orthogonal array.
Cutting velocity, the ratio of undeformed chip thickness to cutting edge radius,
axial depth of cut and tool coating (TiAIN and uncoated tools) were selected as
variables. Analysis of variance (ANOVA) was used to determine the dominant
cutting variables for size effect and results showed that not only chip thickness but
also cutting velocity was a dominant factor. Cutting velocity and frictional con-
dition (tool coating) were found to be statistically significant parameters affecting
specific acoustic emission energy. Cutting velocity and the ratio of undeformed
chip thickness to cutting edge radius had significant effect on the surface roughness
and burr root thickness [32].

Ding et al. [33] investigated machined surface integrity, part dimension control,
size effect and tool wear in micro milling of hardened H13 tool steel. They
developed two-dimensional (2D) finite element models with a strain gradient
plasticity model.

12.3.2 Chip Formation and Minimum Chip Thickness

In micro milling, the depth of cut and feed per tooth are very small and comparable
to the tool edge radius. No chip can be formed in every pass of the cutting edge
below a critical threshold depth of cut value called “minimum chip thickness”.
Therefore, the formation of chip depends on the cutting edge radius and its
function (minimum chip thickness). Minimum chip thickness is an important
parameter, since it determines chip formation and affects cutting process perfor-
mance in terms of tool wear, cutting forces, burr formation and surface quality.
When the undeformed chip thickness (h) is smaller than the minimum chip
thickness (h,,;,) (Fig. 12.3a), the workpiece material is forced by the cutting tool and
then recovers back after the cutting tool passes over the workpiece. Thus, no
material is removed from the surface in the form of a chip due to the elastic
deformation. When the undeformed chip thickness is equal to the minimum chip
thickness (Fig. 12.3b), chip starts to form however, the removed material is less than
the target depth of cut value due to the elastic deformation and recovery. When the
undeformed chip thickness is larger than the minimum chip thickness (Fig. 12.3c¢),
the elastic deformation phenomena decreases and material is removed as a chip [31].
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Fig. 12.3 Chip formation in micro scale machining (r.: cutting tool edge radius, h: undeformed
chip thickness, hy,;,: minimum chip thickness)

Son et al. [34] studied the relationship between the friction of a tool-workpiece
and the minimum cutting thickness (minimum chip thickness). The minimum
cutting thickness is calculated as following equation:

[ re<1 Cos<g§>) (12.4)

1
V 1+ p?

where f is the friction angle between a tool and a continuous chip as determined in
Eq. 12.5 and r. is tool edge radius. Friction coefficient was calculated as the ratio
of the tangential force (Fr) and the normal force (Fy). The friction coefficient of
aluminium, brass and oxygen free high conductivity copper (OFHC) were obtained
as 0.3, 0.2 and 0.4, respectively. The minimum cutting thickness was predicted
using above equation and values for aluminium, brass and OFHC were obtained as
0.1, 0.12 and 0.09 pm, respectively. Cutting forces for all materials increased with
the depth of cut. It was also found that a continuous chip generated and the surface
quality was the best when cutting at the minimum cutting thickness.

Vogler et al. [35] found that the minimum chip thicknesses were 29-43 % of
tool radius for ferrite and 14-25 % of tool radius for pearlite in micro milling. The
minimum chip thickness for brass was found to be 22-25 % of tool radius in the
literature [36].

The effects of thermal softening, strain hardening, cutting velocity and tool
edge radius on minimum chip thickness were taken into account by Liu et al. [37].
The developed model was verified experimentally using 1040 steel and A16082-T6
workpieces. Normalized minimum chip thickness (/,) was defined as the mini-
mum chip thickness to tool edge radius ratio. In general, 4, increased with the
increasing cutting velocity and tool edge radius when machining 1040 steel,
however it was found that neither the cutting velocity nor the tool edge radius had
significant effect on 4, when machining Al6082-T6.

cosfp = (12.5)
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Chip formation of micro milling was investigated by using the finite element
simulations in order to find out h,,;,. The uncut chip thickness was selected as 0.1r,
(re: tool edge radius, 0.2 pm), 0.2r. (0.4 pm) and 0.3r. (0.6 um). It was observed
that no chip formed when h was 0.1r. and 0.2r.. From these results, it was pro-
posed that hy,;, was 0.25r, (0.5 um) for OFHC copper when tool edge radius was
2 pm and rake angle was 10° [38, 39]. It was found that the specific energy
increased greatly when the uncut chip thickness was smaller than minimum chip
thickness. This was attributed to ploughing mechanism and the accumulation of
the actual chip thickness [38].

Mian et al. [40] analysed AE signals during micro milling of various workpiece
materials (Copper, AISI 1005 steel, Inconel 718, Al6082-T6, AISI 1045 steel and
Ti-6Al-4V) to determine the minimum chip thickness value.

Kang et al. [41] experimentally determined the minimum chip thickness by
observing the cutting force behaviour. The chip thickness below which the cutting
force remained constant was decided as minimum chip thickness. When the
undeformed chip thickness exceeded the minimum chip thickness, the cutting
force increased. They achieved the minimum chip thickness as 0.3r. (0.28 pm,
T.: cutting edge radius).

The minimum chip thickness for Al7075 material was found to be approxi-
mately 0.7 um in the literature [42].

The influence of undeformed chip thickness on surface finish, burr formation,
cutting forces and tool wear in micro milling of coarse-grained AISI 1045 steel
was investigated by Mian et al. [43]. Micro cutting tools deteriorated more rapidly,
leading to higher surface roughness and increased burr size at undeformed chip
thickness lower than the cutting edge radius. Burr size increased when chip load
decreased. Ploughing effect increased specific force, burr size and tool wear.

Malekian et al. [44] modeled the minimum uncut chip thickness taking into
account the edge radius and friction angle, based on the minimum energy and
infinite shear strain approaches. The proposed model was validated experimentally
using Al6061 workpiece. Malekian et al. [44] found that minimum uncut chip
thickness was the functions of the edge radius and friction coefficient, which was
dependent on the tool geometry and the properties of workpiece material. The
minimum uncut chip thickness was determined as about 0.23 of the edge radius.

Summary of researches about the value of the minimum chip thickness is given
in Table 12.1.

12.3.3 Cutting Edge Radius Effects

Cutting edge radius effect for both macro and micro milling is shown schematically
in Fig. 12.4. In macromachining, the cutting edge radius of tools can be negligible
and cutting tool is assumed to be sharp because the ratio between the undeformed
chip thickness and the cutting edge radius is relatively high. The effective rake angle
is positive in macro milling. However, in micro milling, since the ratio between the
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Fig. 12.4 a Macro scale and b micro scale machining (r.: cutting tool edge radius, h: undeformed
chip thickness, o: rake angle)

undeformed chip thickness and the cutting edge radius is low, the cutting edge
radius cannot be omitted and cannot be assumed to be sharp. Cutting edge radius
effects play a significant role in micromachining and cannot be negligible. In micro
milling, the edge radius of cutting tool is not scaled consistently with the cutting tool
diameter and the assumption of the cutting edge is perfectly sharp cannot be valid.
The effective rake angle in micro milling becomes negative.

In micromachining, a highly negative rake angle and bluntness of the cutting
tool increase the specific cutting forces.

The effect of cutting edge radius in micromachining has been investigated by
some researchers by using modelling and experimental methods.

Liang et al. [45] developed three-dimensional microburr formation finite element
model for micro milling including the effect of varying tool edge radius (4, 6 and
8 pm). The simulation results showed that there were three types of burr: entrance,
top and exit burr. They explained the formation of entrance burr by the presence of
the initial negative shear angle. They also stated that the workpiece was compressed
and bulged to the side of entrance until permanent plastic deformation occurred.
The morphologies of entrance burr were found to be triangle, ellipse and pin shape.
The dimension of top burr was found to be relatively larger than the other burr types
and the morphologies of top burr were wavy, serrated, bend and roll-over. The
morphologies of exit burrs were roll-over, pin shape and strip shape. The material
was pushed out plastically when the tool exited the workpiece edge and the exit burr
formed. It was concluded that when the tool edge radius increased from 4 to 8 pum,
the dimension of top burr increased greatly [45].

The average effective rake angle can be computed by [46]

Agpe = —g—i—cosl(l —Z) (12.6)
where h is undeformed chip thickness and r. is tool edge radius. From this
equation, it can be seen that an increment in tool edge radius induces more neg-
ative rake angle therefore, the ploughing mechanism dominates. If feed per tooth is
smaller than tool edge radius, chip formation may not occur but the top burrs take
place due to the plastic deformation effect. An increment in the tool edge radius



342 E. Kuram and B. Ozcelik

increased the average cutting force in feed direction. Large tool edge radius
produced larger top burr due to the ploughing effect. The simulation model was
verified by the experiments in micro milling of Al2024-T6 aluminum alloy. It was
concluded that the proposed model was suitable for predicting burr morphologies
and dimensions in the micro milling [45].

The effect of various tool edge radii (sharp tool, 3.2, 5 and 7 um) on the
simulated cutting temperature, effective stress and cutting force in micro milling
was investigated by numerical simulations. Thermo-mechanical finite element
model was developed for micro milling of aluminium alloy Al2024-T6. From
simulation results, it was concluded that an increase of the tool edge radius
increased the cutting force, while decreased the effective stress and cutting tem-
perature. The maximum effective stress regions were located at the rake face of the
micro tool for sharp cutter, at the helix cutting edge corners for micro tool with
3.2 pum edge radii, at the end cutting edge for micro tool with 5 pm edge radii and
the flank face of the cutting tool for micro tool with 7 um edge radii. The
experimental verification of the simulation results for temperature was conducted
with a high-precision infrared camera. The results of comparison between
experiments and predictions were found to be acceptable [47].

12.3.4 Effect of Workpiece Materials and Microstructure/
Grain Size

In micromachining, chip formation occurs within a few or even only a grain of the
workpiece material (Fig. 12.5), unlike macro milling. The assumption of the
microstructure of the workpiece material is homogeneous cannot be valid in micro
machining. Cutting performance in micro milling is more dependent to workpiece
microstructure than that in macro milling. Therefore, the effects of workpiece
material in micro milling were investigated in the literature extensively.

The relationship between grain size and chip thickness size effect in micro-
milling was studied by Bissacco et al. [48]. They explained that when shear
deformation took place within a single grain, the stress applied to the tool were
dependent on individual grain orientations, causing high frequency fluctuations of
cutting forces.

Popov et al. [49] investigated the effect of metallurgically and mechanically
modified materials on part quality and surface integrity when milling thin features
in micro components. It was found that the roughness of micro-features depended
on the material grain size and when grain sizes of aluminium alloy were reduced
from 100-200 pm to 200 nm, the surface roughness improved more than three
times.

Min et al. [50] found a correlation between burr height, critical depth of cut and
crystallographic orientation on single crystal materials (copper and magnesium
fluoride).
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Mian et al. [51] studied the micro machinability of a ferrite (AISI 1005) and a
near-balanced ferrite/pearlite microstructure (AISI 1045). Higher surface rough-
ness for AISI 1045 was obtained as compared to AISI 1005 steel owing to cutting
discontinuities, formation of grain boundary burrs and higher elastic recovery. For
both workpiece materials, the best surface was achieved at feed rates closer to the
tool edge radius and it was found that surface finish was more sensitive to tool
edge radius than material grain size. AISI 1005 steel showed relatively larger burrs
in down milling as compared to AISI 1045 steel due to the higher plastic defor-
mation of AISI 1005.

The machining of brittle materials is difficult due to its high brittleness. Brittle
materials such as glass, silicon, etc. can be machined in a ductile mode without any
surface crack when machining below a critical depth of cut value. In ductile mode
machining, material is removed by plastic deformation and surface and subsurface
damage can be suppressed.

Morgan et al. [52] demonstrated that polycrystalline diamond (PCD) micro
cutting tools could be used in micro milling of glass in ductile mode. PCD tools
with conical tips were utilized to machine grooves. It was observed that brittle
fractures around the edges of the grooves when the depth of cut was too large.

In the literature, Rusnaldy et al. [53] used the value of F/F. to determine the
ductile cutting mode of silicon. In the micro milling of silicon using diamond
coated end mills, the dominant ductile cutting mode was obtained when the force
ratio, F/F. > 1.0 [3]. Optimum axial depth of cut, feed rate and spindle speed were
found to achieve ductile mode machining. As the axial depth of cut increased, the
value of F/F, decreased. Value of F/F, rose initially, after that it decreased with
increasing feed rate. F/F, value increased with increasing spindle speed, indicating
that cutting regime was in the ductile mode.

The effect of tilt angle along the feed direction on cutting regime transition was
investigated in micro milling of glass with micro-ball end mill. Glass was better
machined in the ductile regime using 45° tilt angle and feed rates up to 0.32 mm/
min [54].
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Silicon was machined by cubic boron nitride (CBN) micro ball end mill tool [55].
Effect of workpiece inclination angle in the feed and cross-feed direction on the
surface roughness was studied. Surface finish improved when the workpiece was
inclined in the feed direction and the best surface finish was obtained at 45° tilt angle.
Surface roughness and cutting force increased with an increase in feed rate. Flank
wear decreased with an increase in workpiece inclination angle.

12.4 Overview of Research in Micro Milling

In recent years, although some difficulties can occur in micro milling, extensive
researches about micro milling have been carried out. Approaches to overcome
micro milling limitations used in the literature are as follows:

e Coating.
e Cutting fluid.
e Develop hybrid process (laser or vibration assisted).

To reduce friction and associated heat generation at the tool-workpiece inter-
faces, tool coatings or cutting fluids should be used. The first approach (tool
coatings) was explained in Sect. 12.2.1.2.

Cutting fluids not only reduce friction but also improve tool life. Therefore,
some studies about using cutting fluids in micro milling were seen in the literature.
The micro milling experiments were conducted both with an ester oil for minimum
quantity of lubrication (MQL) and without coolant (dry condition). Despite the
poor machinability of NiTi due to the high ductility and the strong work hardening,
workpiece quality improved and tool life extended when MQL applied. It was
found that the optimal cutting ranges for optimal cutting data were very limited for
micro milling of NiTi workpiece material. For cutting tool with diameter of
0.4 mm, the depth of cut was restricted to only 10 pm [56].

Performance of MQL was investigated by Li and Chou and tool wear, surface
roughness and burr formation were analyzed [57]. The effects of tool materials, oil
flow rate and air flow rate on tool performance were also investigated. It was
observed that using MQL improved tool life, surface quality and reduced burr
formation compared to dry machining. Maximum allowable flank wear for 600 pm
diameter tool was found as 80 pm. After that value the surface finish quickly
deteriorated. The optimal lubrication condition was determined as oil flow rate of
1.88 ml/h and air flow rate of 40 1/min. It was found that tool life was influenced
significantly by air flow rate. The down milling burrs were found to be larger and
up milling burrs were smaller. Tool A had a higher content of Co compared to tool
B and flank wear of tool A was higher than tool B.

Marcon et al. [58] used a graphite nanoplatelet based cutting fluid in micro-slot
milling of H13 tool steel (50 HRc) workpiece material. The effects of graphite size
(1 and 15 pm), concentration (0.1 and 0.5 wt %) and flow rate (15 and 100 ml/
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min) on the cutting forces, slot depth, tool condition and machined surface were
investigated. Graphite nanoplatelet based cutting fluid reduced tangential force but
increased axial force as compared to the dry condition. However, no difference in
the feed force between cutting fluid and dry condition were observed. 15 pm
graphite size showed slightly better performance than 1 pm graphite size. The
initial slot depth for the dry and 15 um graphite size was close to the nominal
depth of cut 30 um, while the depth at the end was ~1.2-1.3 um lower. In the
1 pm graphite size condition, the initial slot depth was about half the aimed depth
while the depth at the end was 2.2 pm lower. Therefore, further experiments were
conducted at 15 um graphite size. Feed and tangential forces were lower at the
lower flow rate (15 ml/min). 0.1 wt % graphite concentration gave lowest tan-
gential force.

To improve the machinability of hardened tool steels (HRC 55 and HRC 58), two
dimensional vibration-assisted micro end milling was applied in the literature [59].
It was found that two dimensional vibration-assisted micro end milling improved
the surface roughness and reduced tool wear compared to traditional micro end
milling. Larger amplitude and higher frequency were found to be useful in order to
improve surface roughness and to reduce tool wear.

A three-dimensional (3D) cutting force model for two dimensional vibration-
assisted micro end milling was developed by Ding et al. [60]. Also, a cutting
process dynamics of two dimensional vibration-assisted micro end milling was
established and this model was combined with the cutting force model. The
estimated cutting forces using both models (with and without process dynamics)
gave a good agreement with the experimental data. But, model with process
dynamics showed close agreement with experimental result.

Ding et al. [61] investigated the influence of the size effect on top burr for-
mation in two dimensional vibration-assisted micro end milling by studying the
effects of both the ratio of the undeformed chip thickness to the cutting edge radius
and the ratio of the time when the undeformed chip thickness was less than the
minimum chip thickness to the total cutting time on top burr formation. It was
concluded that the employment of vibration-assisted cutting in micro end milling
minimized the size effect and improved the machining performance in terms of
reducing the height of the top burr. It was also found that feed per tooth had a
significant influence of the height of the top burr.

Laser-assisted micro milling is a machining process which uses a laser to
preheat locally the workpiece prior to chip removal (Fig. 12.6) and can improve
productivity by reducing the yield strength of workpiece material at the cutting
region. To improve the performance of micro milling of difficult-to-cut materials
such as hardened tool steels, stainless steels, titanium alloys, laser-assisted micro
milling has been used recently.

The effect of laser preheating on cutting forces, specific cutting energy, burr
formation, surface finish and temperature in micro milling of 6061-T6 aluminium
and 1018 steel was investigated [62]. For Al6061-T6, average cutting and thrust
forces reduced by 39 and 36 %, respectively when using laser-assisted micro
milling. For 1018 steel, average cutting and thrust forces decreased by 32 and



346 E. Kuram and B. Ozcelik

Micro cutting tool
=4

Laser beam
\‘\ R |

,..-"G)callv [

heated ™
material

Workpiece material

Fig. 6 Schematic view of laser-assisted micro milling

56 %, respectively. Specific energy is the mechanical energy required to remove a
volume of material and is calculated by

0. — Fc,avch
¢ drt,fy

where F_ ... is average cutting force in N, V. is cutting velocity in m/s, dr is tool
diameter in m, t,, is depth of cut in m and f; is feed rate in m/s. Specific cutting
energy for Al6061-T6 and 1018 steel decreased by 39 and 32 %, respectively.
Results showed that chipload (defined as the maximum uncut chip thickness) and
productivity in micro milling could be increased by localized preheating of the
workpiece material. Laser-assisted micro milling reduced cutting forces and spe-
cific cutting energy, but increased burr formation and surface roughness.

Melkote et al. [63] examined the effect of laser heating on the dimensional
accuracy of the feature (groove depth and width) and surface finish in micro
milling of hardened A2 tool steel (62 HRc). Groove depth in the presence of laser
heating was closer to the set depth of cut than in the absence of laser heating.
Groove width was also closer to the nominal value with laser heating. In general,
the average surface roughness with laser heating was lower than without laser.
Surface roughness increased with an increment in cutting speed in the presence of
laser heating. In contrast, the effect of cutting speed on surface roughness was
found to be unclear in the absence of laser heating.

Shelton and Shin [64] evaluated the effects of laser-assisted micro milling on
surface finish, edge burrs, tool wear and workpiece microstructure for AISI 316,
AISI 422, Ti-6Al-4V and Inconel 718. The effect of laser-assisted micro milling on
side-cutting surface finish was insignificant. Laser-assisted micro milling reduced
edge burrs of Ti-6Al-4V and Inconel 718. Laser-assisted micro milling increased
the tool life by approximately four times for AISI 422.

Kumar and Melkote [65] investigated cutting forces, tool wear, material
removal rate, burr formation and surface roughness in micro milling of hardened
A2 tool steel (62 HRC) with laser. Laser-assisted micro milling had significant
advantage on cutting forces, tool wear and material removal rate. The average

(12.7)
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reduction in the resultant cutting force was up to 69 % with the presence of laser.
When the laser spot size was larger than the tool diameter, the burr height and
surface roughness increased in the presence of laser due to the thermal softening of
the work material.

Ding et al. [66] focused on numerical modeling of laser-assisted micro milling
of Ti6-Al-4V, Inconel 718 and AISI 422 stainless steel and experiments were
conducted on these materials in side cutting of bulk and fin workpiece configu-
rations. Results showed that laser-assisted micro milling could eliminate or reduce
BUE formation in micro milling of difficult-to-cut materials.

12.4.1 Performance Measures

12.4.1.1 Tool Wear and Tool Life

Tool wear means that the change of tool shape from its original shape during
machining. No unified approach for the evaluation of the tool wear in micro
milling is available. Tansel et al. [67] redefined the tool wear in micro milling.
Any sense of changes between a new and used tool is defined as tool wear. Three
types of breakage in micro milling are as follows according to Tansel et al. [67]:

e Chip clogging due to the removing of chips slowly.
e Breakages owing to the tool wear.
e Excessive stress.

The average reduction in the tool radius, w, was defined as tool wear by Li et al.
[37] and w was calculated by
w= B~ Dvear (12.8)
2
where d is the diameter of the new tool and d,,.,, is the diameter of the worn tool.
Because the tool diameter was very difficult to measure, the widths of the
machined channels were used to measure the tool wear. Thus, d, was obtained as
the channel width at the beginning of experiment, while dy., Was obtained as the
channel width when the tool wear occurred.

The dwindling height of the tool edge tip was defined as tool wear by Nakamoto
et al. [21]. The quality of machined surfaces with new tools and progressively
worn tools was investigated experimentally. Experiments were conducted at WC
workpiece material by a poly-crystalline diamond (PCD) tool. It was found that
PCD tool wear did not affect the quality of the machined surface.

The change in tool diameter [68], edge radius roundness [69] and flank wear
measurement from the bottom view of the micro end mills [6, 51] were also used
as the tool wear evaluation criteria in the literature.
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Rahman et al. [11] conducted micro milling experiments for pure copper
workpiece. They found that the tool failure occurred before the tool was signifi-
cantly worn out. The reason for this was explained with the highly ductile and
malleable properties of pure copper. It was also observed that non-uniform wear
happened in both the cutting edges. These authors also investigated the effect of
cutting parameters on tool life. It was concluded that the higher the depth of cut,
the longer the tool life and tool life decreased with the increasing of cutting speed.
Both spiral and broken chips were observed in the micro milling of pure copper
and chips could not be seen with naked eyes. The chip size was different from the
macro milling, but chip shape was similar to macro milling.

A micro milling tool has very low strength and stiffness. Owing to the low
stiffness and very small tool diameter, micro milling tools tend to deflect and can
be broken easily. Due to the small diameter of cutting tools, the tool breakage in
micro milling cannot been detected visually by the operators. However, to improve
the tool life, the monitoring of micro milling process is mandatory.

Some difficulties are encountered in the monitoring of tool condition in micro
milling as compared to conventional milling. Firstly, owing to minimum chip
thickness effect, observing of chip flow characteristics and vibration in micro
machining is difficult. Secondly, problems with miniature size of the components
and tools used are seen. Thirdly, the noise in the signal for monitoring micro
machining is usually very high and difficult to separate [70]. Since the detection of
tool breakage is very difficult task, several attempts that depend on various
methods, such as cutting force, vibration and acoustic emission (AE) signals have
been made in order to monitor tool condition in micro milling. Kang et al. [71]
used AE signals for the indirect monitoring of tool wear in the micro-lens
machining process with a micro ball end mill. Jemielniak and Arrazola [72] uti-
lized AE and cutting force signals in micro milling of cold-work tool steel for tool
condition monitoring. The total wear in the flank wear VBgpax = 0.11 mm was
used as the tool life criterion for ball end mills with 400 pm radii [71].

To model tool conditions in micro milling, Zhu et al. [73] presented a dis-
criminant feature selection approach for hidden Markov model. In another study
Zhu et al. [70] used a multi-category classification approach for tool flank wear
state identification in micro milling and continuous hidden Markov models are
used to model of tool wear. Malekian et al. [74] investigated factors affecting tool
wear and used various sensors, such as accelerometers, force and acoustic emis-
sion sensors in order to monitor tool wear. To determine whether the tool is in
good condition or is worn, the neuro-fuzzy method was used.

12.4.1.2 Cutting Force

Since measurement of cutting force during machining provides valuable infor-
mation about cutting tool condition and represents the state of machining, cutting
force is measured by employing table dynamometers or load cells in the literature
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to monitor machining process. Knowledge of cutting forces can prevent potential
tool breakages and can be useful for improving production rate. However, in micro
milling, measurement of cutting force is a challenging task and requires high
precision equipment. In macro machining the noises in cutting force signals are
very low and the effect of noise can be ignored. Unlike macro machining, the
cutting force is low and the noise is high in micro machining.

In the micro milling process, measurement methods and numerical analysis
have been employed by many investigators in order to study the cutting force.
Tansel et al. [67] investigated the cutting force variation of micro milling for
aluminium and steel workpiece materials. When chip clogging occured cutting
forces increased. It was also found that in slot milling operation, the static part of
the feed direction force indicated the tool condition.

Uhlmann et al. [75] observed that both an increment of the feed per tooth and
cutting speed increased the cutting force during micro milling of sintered tungsten-
copper composite materials.

It is known that the vibration amplitude is dependent on the cutting force and
this vibration amplitude was used to estimate the cutting force of micro milling in
the literature [76].

Kang et al. [41] observed that the increasing of feed per tooth increased the
cutting forces during micro milling of AISI 1045 steel. The effect of the axial
depth of cut on the cutting force was found to be insignificant.

Banerjee and Bordatchev [77] investigated the effect of circular tool path on the
cutting force in micro milling of brass material. A circular tool path was compared
to linear tool path. Cutting force measurements were conducted at different tool
path radii, tool path rotation angles and feed rates. The difference in the cutting
force profiles in micro milling along a circular tool path and a linear tool path was
observed. In circular tool path, cutting force profiles changed with the tool path
rotation angle. It was observed that at around 90° tool path rotation angle, the
correlation between the profiles along a circular tool path and a linear tool path
was the highest. The lower tool path radius gave lower cutting force amplitudes
due to the lower engagement domain and material removal. Higher cutting force
was observed for higher tool path radius greater than the tool radius owing to the
complete engagement domain. The increase in the feed rate increased the cutting
force.

There are two types of mechanistic force models. In the first model, for each
cutting force component, i.e., tangential, radial and axial cutting force, only one
specific cutting force coefficient is used. In the second model, two different cutting
force coefficients are utilized. These cutting force coefficients (k. and k.) include
both the shearing and cutting edge forces. The procedure of calculating cutting
force with mechanistic force model is given in below:
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Firstly, the cutting tool is discretized into thin slices. Then, cutting force applied
to each slice is calculated. Lastly, cutting forces for all slices and flutes are
summed.

dF, j(¢) = kedz + kichi(d)dz
dF, j(§) = kyedz + ke (§)dz (12.9)
dFayj(¢) = kgedz + kachj(¢)dz

where ki, k.. and k,. are the cutting force coefficients in the tangential (F,), radial
(F,) and axial (F,) directions, respectively and k., k.. and k,. are the edge force
coefficients in the tangential, radial and axial directions, respectively. In macro
milling, the uncut chip thickness h is calculated as:

hi(¢) = ficosg; (12.10)

where f, is the feed per tooth and ¢ is the instantaneous cutting angle of the flute j.
However, the uncut chip thickness in micro milling may be different from that of
macro milling due to the large ratio of feed per tooth to cutting tool radius.
Therefore, some attempts was carried out to calculate the uncut chip thickness in
micro milling using the analytical model in the literature. Bao and Tansel [78]
calculated the uncut chip thickness using below analytical model.

N 1
h = fsinf) — ﬁftzsirzOcoso + gftZCOSZO (12.11)

where N is the number of tool teeth, R is the cutter radius, 0 is the tool cutting
angle, f; is the feed per tooth and f is the feed rate.

Li et al. [79] proposed the chip thickness equation model for micro milling and
the model is given as:

h— R ll B \/1 2f,sing; frcos2o; N fRsing;cos?p; (12.12)

R + [;(—ZCOS(P,' - (R + g]—ﬁcosgoi)z (R + %’cos%f

where R is the cutter radius, N is the number of flutes and ¢; is the angular position
of the ith tooth.

A fourier force model with shearing and plowing cutting mechanism was
developed for micro milling by Kang and Zheng [80]. They proposed new chip
thickness expression in fourier series due to the periodic nature of the milling
process and this expression is given as:

2
h=ay+ Z(a,,cosn@ + bysinn0) (12.13)

n=1

where ag, a, and b, are the fourier coefficients.
The tangential, radial and axial forces are transformed into the feed (X), normal
(Y) and axial (Z) directions by following equation:
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dF, ;($) sing  cosp O] [ dF,;(¢)
dFy (¢) | = | —cos¢p sing 0| | dF,;($) (12.14)
sz,j(qs) 0 0 1 dFaJ(¢)

The total cutting force produced by the flute:

22

Fy() = / dF,($)dz

21
22

Fy(¢) = /dFy(¢>)dz (12.15)

<1
22

Fo(¢) = / dF(p)dz

21

where z; and z, are the lower and upper axial engagement limits of the flute j
within the cut. To obtain the total F,, F, and F,, forces acting on all cutting edges
are summed:

N
Fy(¢) =D Fy(4) (12.16)

where N is the number of flutes on the cutting tool.

A number of works have presented on the development of analytical and
mechanistic models for predicting the forces in micro milling. Vogler et al. [81, 82]
developed a mechanistic force model for heterogeneous materials (for ferrite and
pearlite, the major components of ductile iron). Zaman et al. [83] developed a three-
dimensional analytical cutting force model incorporating the theoretical chip area
with the variation in tool rotation angle for micro end milling. The mathematical
model was validated experimentally and it was found that the proposed model could
be used to simulate the cutting forces at 90 % average accuracy.

Different ways of fitting the cutting force coefficients were investigated during
micro milling. The mechanistic force model was validated through experiments and
the predicted cutting forces gave good agreement with measured cutting forces [84].

Li et al. [85] developed a three-dimensional cutting force model for micro
milling, taking into account the trochoidal trajectory of the tool tip, tool run-out
and minimum chip thickness effect. The proposed model was validated by
experiments using copper workpiece material. The difference between the pre-
dicted and experimental maximum cutting forces was less than 7 %.
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A mechanistic cutting force model based on the concept of the partial rake
angle was used and cutting force coefficients of the proposed model were inde-
pendent of the milling cutting conditions. The results showed that the predicted
cutting forces were very close to measured cutting forces [86].

Bissacco et al. [87] presented a theoretical cutting force model for micro
milling by considering the cutting edge radius size effect, the tool run-out and the
deviation of the chip flow angle from the inclination angle. The model was verified
experimentally in micro milling of Al6082-T6 workpiece material and it was
concluded that predicted and measured forces showed good agreement.

Lai et al. [38] modelled the material strengthening behaviours by using a
modified Johnson—Cook constitutive equation. A finite element model for micro
scale orthogonal machining process was developed including the material
strengthening behaviours, micro tool edge radius and fracture behaviour of the
workpiece material. Then, an analytical micro milling force model based on the
finite element simulations using the cutting principles and the slip-line theory was
developed. Experiments were conducted at OFHC copper workpiece material and
good agreements were obtained between the predicted and the experimental
results. It was also found that the cutting forces increased with feed per tooth.

Afazov et al. [88] developed a new cutting force model in micro milling of AISI
4340 steel using the finite element model considering the trajectory of the tool,
run-out, spindle angular velocity, uncut chip thickness, tool edge radius, rake
angle, tool-workpiece contact, chip formation and the thermo-mechanical behav-
iour of the workpiece material. It was found that the predicted and the measured
forces were in very good agreement. The temperature increased with increasing
the velocity and the uncut chip thickness. The workpiece material softened at high
spindle angular velocities and this resulted the lower cutting force. Lower cutting
forces at high spindle angular velocities was also due to the inertia effect. It was
found that the cutting forces in the cutting direction decreased by increasing
velocity whereas tangential forces were independent from velocity. The forces in
tangential and cutting directions slightly increased with increasing the edge radius.
This was due to the fact that the contacting length at larger radii was longer and
this created more friction.

Li et al. [89] investigated the effect of feed per tooth, depth of cut and width of
cut on the force theoretically by force models. In addition, the effect of different
milling strategies (up and down milling) and tool paths on the quality of thin
features were studied. In micro milling, the cutting forces were modelled using the
mechanistic force model used in macro milling. The errors between the predicted
forces and measured forces in X- and Y- directions were found to be less than
11 %. The up milling was a preferred strategy for the micro milling of thin features
due to the lower average force amplitude as compared to down milling. Force
increased with the width of cut and the feed per tooth for up milling. However, the
effect of width of cut was found to be more significant than that of feed per tooth.
The increase of the depth of cut did not increase the force significantly thus a
larger depth of cut value could be utilized to improve productivity without
affecting the workpiece quality. For down milling, the amplitude of average force
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increased with an increase in width of cut, feed per tooth and depth of cut. Width
of cut had the most significant effect on the average force. Thin ribs about 15 pm
wide and with an aspect ratio of more than 50 were machined successfully (with
good form and surface quality).

A slip-line field model including the temperature, stress, strain-rate and strain
hardening effects [90] and finite element model [91] were developed to predict the
cutting forces in micro milling of brass 260 workpiece in the literature. When the
cutting speed increased from 12 to 25 m/min, the force variation was less than 5 %
and thus the effect of cutting speed on the force could be neglected during micro
milling of brass 260 material [91].

An analytical force model of micro milling, considering tool run-out, tool
deflection, size effect and the entry or exit angles of the tool in the workpiece was
developed for up and down milling in the literature [92].

A mechanistic model, considering both the shearing and ploughing dominant
cutting mode, was developed to predict micro milling forces of Al7075 material
[42]. This model assumes that there is a critical chip thickness that determines
whether the cutting regime is shearing or ploughing dominant.

In shearing case, the cutting mechanism is similar to the conventional macro
cutting mechanism. When the uncut chip thickness is greater than the minimum
chip thickness (h > hy,;,), shearing cutting forces can be modeled as follows:

dF s = [K.ch(0:(z)) + Kyeldz

dFy = [Kich(0:(2)) + Ki)dz (12.17)

where K., K, K. and K. are the radial and tangential cutting and edge coeffi-
cients, respectively. The cutting coefficients (K. and K,.) denote shearing of the
workpiece and the edge coefficients (K, and K) denote friction between the
cutting tool and the workpiece.

When the undeformed chip thickness is less than the minimum chip thickness,
chip formation does not occur due to the ploughing and partial elastic recovery of
the material. Shearing mechanism occurs when chip thickness increases due to the
rotation. Cutting forces for ploughing dominant cutting regime can be modeled as
follows:

. (Kieh + Kie)dz  when h > hy,;, (shearing)
e (K,pAp + K,e)dz when h < hy,(ploughing)
(Kich+ Kye)dz ~ when h > hy, (shearing)

(12.18)
dFr - .
(K,,,Ap + Km)dz when h<hy,,(ploughing)

where K,,, Ky, are ploughing constants and A, is the interference volume.

At very high speeds, the dynamics of micro machining process change due to
the centrifugal and gyroscopic effects. Although dynamic modeling of micro end
mills is a challenging task as compared to macro milling due to the high speed
spindle, the dynamics of micro milling have been investigated by some researchers
[93, 94]. Jun et al. [93] developed a dynamic micro end milling model to predict
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Fig. 12.7 Receptance coupling of a spindle and a micro tool

cutting forces and vibrations in the presence of alignment errors at the spindle and
manufacturing errors at the cutting edges. Filiz et al. [94] used an analytical model
of the transverse vibration of rotating micro end mills in the presence of three-
dimensional tilt and rotary axis misalignment.

Chatter is an unstable, self-excited vibration which occurs as a result of an
interaction between the dynamics of the machine tool and the workpiece [4].
Regenerative chatter reduces machined surface quality and tool life. Chatter sta-
bility can be determined by using stability lobe diagrams. Stability lobe diagrams
plot the boundary that separates stable and unstable machining in the form of the
axial depth of cut limit versus spindle speed for a given specific step over and
workpiece/cutting tool combinations [95].

Unlike macro scale mills, conducting the experimental impact hammer test at
the tool tip of micro mills is not possible, owing to the fragility of the small
diameter of micro tools [95]. Therefore, to achieve the tool tip dynamics, an
indirect method, known as the receptance coupling (RC) method is used [95-98],
as shown in Fig. 12.7. RC method mathematically combines the results of
experimental modal analysis (EMA) of the spindle and machine tool (i.e. Sub-
structure B) with the result of finite element method of the cutting tool (i.e.
Substructure A). The dynamics of tool tip can be determined by using the fol-
lowing equation:

X _
G :F—I:H” —H]Q(H22+H33) 1H2| (12.19)
1

where G and H mean the assembled and substructure dynamics, respectively [95].

12.4.1.3 Surface Quality

To determine surface quality, surface roughness is an extensively utilized
parameter in machining area. Process kinematics, process dynamics, cutting edge
geometry, elastic recovery of the workpiece material, minimum chip thickness
effect, ploughing and microburr formation affect the machined surface roughness
in micro milling.

Vogler et al. [35] investigated the surface generation in the micro milling of
both single-phase and multiphase workpiece materials. The surface roughness Ra
at the bottom of slots obtained in single-phase ferrite and pearlite did not increase



12 Micro Milling 355

with increasing feed rate. It was also found that the axial depth of cut did not have
a significant influence on the Ra for single-phase materials. The Ra values for
multiphase ductile iron workpieces were found to be larger than the Ra values for
single-phase materials. A combination of geometry, minimum chip thickness and
burr formation at the grain boundaries affected the surface roughness for multi-
phase materials.

Uhlmann et al. [75] found that the decreasing of cutting speed induced lower
surface roughness values during micro milling of sintered tungsten-copper com-
posite materials.

Surface generation models of micro end milling for both sidewall and floor
surfaces were developed [99] and developed models were experimentally cali-
brated and validated [100]. Experiments were conducted at Al6061-T6 workpiece
material. Partial immersion peripheral down milling tests were employed to study
of the sidewall surface generation and full immersion tests were conducted to
study floor surface generation. Surface roughness models for the sidewall surface
and floor surface predicted the sidewall and floor surface roughness with the
average error of 10 and <15 %, respectively. Larger edge radius induced higher
surface roughness for both the sidewall and floor surfaces. It was also concluded
that 3D surface roughness (Sa) increased with the increasing of feed rate.

The effects of tool wear, minimum chip thickness and micro tool geometry on
the surface roughness were investigated by Li et al. [37] in the micro end milling
of oxygen-free high conductivity copper type 101 (OFHC) workpiece material. A
trajectory-based surface roughness model was developed. This model predicted the
surface roughness accurately. Tool wear was found to have a great effect on the
surface roughness. The effects of the cutting velocity and material removal volume
on the tool wear were found to be significant. The higher cutting speed induced an
increase in tool wear and surface roughness. It was also found that the depth of cut
and feed per tooth had small effect on the tool wear.

Min et al. [8] studied the effects of cutting parameters on the form error of
vertical side walls and the surface roughness in step-milling. From the results it
was found that down milling gave better surface quality and dimensional accuracy
than up milling. For down milling, feed rate significantly affected surface
roughness. An increase in form error size was observed with increasing feed rate
and depth of cut. But, the effect of feed rate was found to be lower.

3D arithmetical mean deviation of the surface roughness (Sa) was measured in
the literature to determine surface quality [101]. Elgiloy™ (cobalt-based alloy)
was used as a workpiece material and the effect of machining parameters on
surface roughness was investigated. It was found that Sa values increased with an
increment of feed speed.

12.4.1.4 Burr

Burr formation in micro milling depends on a number of factors such as cutting
parameters, workpiece material properties, tool geometry and coating. Burrs can be
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classified according to their position: entrance, exit, top and bottom burrs. Burrs
induce challenges to assembly and handling. Burrs affect machining process neg-
atively in terms of deburring cost, time and quality of parts. Since removing of burrs
from micro parts is very difficult task, burrs are undesirable. In order to avoid the
burr formation, machining parameters and tool path strategies should be optimized.
Appropriate selected cutting tool geometry can also minimize burr formation.

3-dimensional micro ball end milling operation FEM models on Ti-6Al-4V
were used to understand burr formation process. According to simulation, burrs
were classified into four types: entrance burr, exit burr, top burr and slot base burr.
Also, in micro ball end milling, the correlation between cutting parameters and top
burr sizes was analysed. Chips stick to the workpiece in the beginning of tool-
workpiece engagement, due to the insufficient tool-chip interaction. Remains of
chips evolve into entrance burrs. At the end of the slot, workpiece material to be
cut ahead of the tool becomes very thin and it deforms easily. When the tool starts
to move out of the slot, enough tool-chip engagement is not guaranteed. Thus, the
cutting edge of the tool cannot cut the material down, leading to failure in chip
separation, and then exit burr is generated. During each cutting tool pass cycle, the
chip generated flows upwards along the rake face of the tool. In the cutting zone,
the material tears under large tensile stress. Part of this deformed material is not
taken away with the chip and remains along the top of slot walls. Small top burrs
start to form and during the following tool pass cycle, these burrs are pushed
outwards by tool edge, then top burrs are formed. Burr located slot base occurs due
to the insufficient engagement with the chip. According to the simulation, massive
slot burr occurs on the slot base, thus leading to an undesired surface quality and
increased surface roughness. Slot burr is divided into three types: entrance slot
base burr, exit slot base burr and slot side base burr [102].

The size of top burr increased as the axial depth of cut increased. It was also
found that top burr on the down milling was larger than that on the up milling.
Feed per flute and spindle speed on top burr size had less significant effects than
axial depth of cut. At spindle speed higher than 30,000 r/min, burr size increased
with an increment in spindle speed [102].

Chern et al. [16] investigated the burr formation in micromachining experi-
mentally and classified into burr four types: primary burr, needle-like burr,
feathery burr and minor burr. It was found that both the axial engagement and the
feed must be kept at minimum to diminish burr formation. The effect of spindle
speed on burr formation was found to be negligible.

12.4.1.5 Temperature

It is known that cutting temperatures in micro milling are lower than that in macro
milling owing to the very small chip loads. Machined surface quality and tool wear
rate are influenced by the temperature at the tool-chip and tool-workpiece inter-
faces. Properly controlling temperature during machining can improve the tool
life, thus the tool cost can diminish.
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The measurement of temperature is a difficult task in micro milling and limited
temperature measurement results can be seen in the literature. Wissmiller and
Pfefferkorn [103] measured temperatures using an infrared camera during slot
milling of Al6061-T6 and 1018 steel with 300 pm diameter two-flute tungsten
carbide end mills. Measured temperatures were compared with predictions of a
two-dimensional, transient, heat transfer model. It was concluded that as the feed
rate increased, the tool temperatures increased. The heat transfer model was in
good agreement with the experimental data.

12.4.2 Design of Experiments and Optimization Studies

If cutting conditions in micro milling are not selected properly, cutting tools will
break in very short times, even in seconds. Therefore, cutting conditions must be
optimized to enhance micro milling performance. However, limited research has
been presented for optimization in micro milling process thus far. Also, the effect
of cutting parameters on process performance should be investigated.

The effect of spindle speed, feed rate, depth of cut and tool diameter on surface
roughness in micro milling of brass was examined by Wang et al. using response
surface methodology [104]. ANOVA method was used to determine the main and
interaction effects of factors on surface roughness. From ANOVA it was concluded
that tool diameter was the most influential factor on surface roughness. In order to
analyze the effects of cutting parameters on surface roughness, response surface
plots were presented in this study. From these response surface plots some results
were obtained. Surface roughness increased with decreasing tool diameter.
Because the tool deformation increases when the tool diameter decreases. Surface
roughness increased with increasing spindle speed. High spindle speed increased
vibration so, the surface quality decreased as the spindle speed increased. Surface
roughness increased with increasing feed rate and did not change a lot with depth
of cut. These results are the same with the macro milling [104]. Wang et al. [105]
used Taguchi method in order to design of experiment. Neural network was
developed, trained and used to predict the surface roughness based on the
experimental results. The effects of spindle speed, feed rate and depth of cut on
surface roughness were also analyzed. It was found that surface roughness
decreased with the increase of the spindle speed. Minimum surface roughness
value was achieved at the spindle speed of 40,000 rpm. After that value, surface
roughness increased with the increase of the spindle speed. The reason of why
surface roughness increased when spindle speed > 40,000 rpm was explained with
the increased effect of vibration induced by the spindle rotor imbalance. It was also
found that surface roughness increased with the increase of depth of cut. Devel-
oped neural network model was verified with the validation tests and the maximum
prediction error was about 10 %.



358 E. Kuram and B. Ozcelik

The design of experiments was organized as full factorial with five variable
factors (spindle speed, depth of cut per pass, channel depth, feed per tooth and
coolant) and two levels per variable factor. Ra at the bottom of the micro-channel,
micro-channel width dimension and micro-channel shape were selected as the
response variables. When the feed per tooth increased, the micro-channel lost the
rectangular shape in micro milling of aluminium. The combination of lower feed
rate and coolant gave closer micro-channel width to the target of 200 pm. The use
of coolant decreased the surface roughness. From ANOVA it was found that
micro-channel average width was highly affected by feed per tooth. Ra was mainly
influenced by feed per tooth and coolant. Micro-channel manufacturing in copper
lacked the intended rectangular shape. It was found that standard machine tool was
capable of applying micro milling to manufacture micro-channels [106].

The effects of vibration assisted cutting on micro milling of Al6061-T6 alu-
minium alloy were investigated. The vibration was provided from the workpiece
side by a two-dimensional vibrating worktable. They found that slot oversize,
displacement of slot center and slot surface roughness could be improved by using
vibration assisted cutting. Vibration assisted cutting increased the tool life when
high amplitude and proper frequency were used. Higher frequencies affected tool
life negatively. They used also Taguchi method and ANOVA to determine the
effects of parameters on slot-width accuracy. Amplitude in X direction, frequency
in X direction, spindle speed, feed, frequency in Y direction and amplitude in Y
direction were selected as control parameters and slot width was the output. The
employment of second directional vibration cutting minimized slot-width oversize.
From ANOVA it was found that vibrating amplitude in Y direction had a dominant
influence in biaxial vibration cutting [107].

The effects of cutting speed, feed rate, depth of cut, tool diameter and number
of flutes on the burr formation in micro milling of stainless steel and aluminium
were studied by Lekkala et al. [108]. Experiments were carried out using Taguchi
method. Lateral deformation of material, bending and tearing of the chip were
found to be dominate burr formation mechanisms. Also, in down milling poisson
and rollover burr were observed while in up milling tear burr was observed. It was
found that burr height and thickness were affected significantly by the depth of cut
and the tool diameter. The burr height decreased with increasing feed rate, tool
diameter and number of flutes. The burr height and width of stainless steel were
observed to be larger than that of aluminium. In addition to the experimental
analysis, an analytical model to predict the height for exit burr was presented. The
prediction errors of model were between 0.65 and 25 %.

Cardoso and Davim [109] analyzed the effect of machining strategies (constant
overlap spiral, parallel spiral and parallel zigzag) and cutting parameters on sur-
face roughness and optimized the surface roughness and machining time. In this
study, a simple method that based on analytical relationship between two
important machining parameters (average roughness, R, and machining time, t)
was used. This analytical expression is as follows:
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FRast) = ———— (12.20)

o +p-L

Imax

Ramax

where o and f§ are the weights in percentage of R, and t, respectively and o + ff =
1. Different « (0.8, 0.5, 0.3) and f (0.2, 0.5, 0.7) values were used. The aim was to
maximize f (R,, t) value to determine the most adequate strategy. In conclusions,
best results were obtained with constant overlap spiral strategy.

The optimal result of one response may result in an unacceptable result of
another response. Therefore, multi-objective optimization is required and such
optimization involves trade-offs.

Thepsonthi and Ozel [110] used multi-objective particle swarm optimization to
minimize average surface roughness and burr formation concurrently and to
determine optimum machining parameters in micro milling of Ti-6Al-4V titanium
alloy. The experiments were organized using Taguchi L9 orthogonal array with
three factor three level design. Spindle speed, feed per tooth and axial depth of cut
were selected as control parameters. Measured responses were average surface
roughness (R,) and total top burr width. Top burr width was defined as a horizontal
length of burr from the channel wall in order to measure the burr quantitatively.
One side wall was machined with down milling, while the other was machined
with up milling. Down and up milling showed different degree of top burr.
Therefore, total top burr width was defined as a summation of top burr width
measured from down and up milling. The most influential factor on surface
roughness was found to be feed per tooth. An increment in feed per tooth resulted
in a decrement of surface roughness. The effect of each tested parameters on the
total top burr width was not significantly different but axial depth of cut had a
slightly higher effect than the other factors. Top burr width of up milling was
found to be larger than that of down milling. The minimum surface roughness was
obtained at the high levels of spindle speed and feed per tooth and at the medium
level of axial depth of cut. The high levels of spindle speed and axial depth of cut
and low level of feed per tooth gave minimum total top burr width. Optimum
process parameters that satisfy both objective functions in minimizing surface
roughness and top burr width were determined as spindle speed of 60,000 rpm,
feed per tooth of 0.5 pm/tooth and axial depth of cut of 60 pum.

Kuram and Ozcelik [111] optimized tool wear, cutting forces and surface
roughness simultaneously using grey relational analysis during micro milling of
aluminium material with ball nose end mill. The experiments were conducted
according to Taguchi L9 orthogonal array with three factor three level design.
From multi-objective optimization results it was concluded that the best combi-
nation for minimizing the tool wear, cutting forces (Fx and Fy) and surface
roughness were spindle speed of 10,000 rpm, feed per tooth of 0.5 pm/tooth and
depth of cut of 50 um.
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12.5 Conclusions

Increasing demands for micro parts and components require manufacturing
method that is capable of producing three dimensional structures. Laser machin-
ing, focused ion beam machining, electrochemical machining and electrodischarge
machining are used for manufacturing micro parts. Apart from these manufac-
turing methods, micro mechanical machining especially micro milling can be used
for manufacturing three dimensional structures and variety of workpiece materials.
Micro milling is the mechanical cutting process that employ cutting tools with
diameters below 1 mm. Generally, geometric characteristic of micro milling tools
has been adopted from macro milling tools and tool coating is used to improve
machining performance. Some characteristics such as rotation of tool and feed
motion of the cutting tool through the workpiece are similar to macro milling,
however micro milling process has some distinguished properties. Micro milling
process is conducted at high speeds and this requires high speed machine or high
speed attachments, which increase the cost. Although micro milling is downscaled
version of macro milling, some ignored issues in macro milling such as run-out,
tool edge radius, workpiece material grain size and deflection become significant
in micro milling. Since the tool diameter is small as compared to macro milling,
the phenomenon of size effect arises in micro milling and this phenomenon affects
process performance.

Although, micro milling is the scaling down of the macro milling, micro milling
is different from macro milling in some aspects and knowledge in macro milling
cannot be directly applied to micro milling. Therefore, literatures associated with
micro milling have been presented in this chapter. From literature, it was seen that
micro products made from a great variety of engineering materials such as poly-
mer, steel, aluminium, copper, brass, silicon, glass and composites were machined
successfully by using micro milling process. Tool wear, cutting force, surface
roughness, burr formation and temperature were investigated as output responses
in these studies. Some attempts about optimization in micro milling can be also
seen in the literature.
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Chapter 13
Digital Image Processing in Machining

Samik Dutta, Surjya K. Pal and Ranjan Sen

Abstract This chapter speaks about the application of digital image processing in
conventional machining. Advantages and disadvantages of digital image pro-
cessing techniques over the other sensors used in machining for product quality
improvement is also discussed here. A short introduction to image processing
techniques used in machining is presented here. A detailed review of image pro-
cessing applications in machining for over the past decade is discussed in this
chapter. Also, an example of an image texture analysis method utilized for cutting
tool condition detection through machined surface images is presented. An overall
conclusion leading to future work required in this field has been mentioned.

13.1 Introduction

Digital image processing is a tool of machine vision technique which is used to
extract useful information from real physical objects. It helps to take a decision
from the sensed images in a non-invasive way with minimal human intervention.
Digital image is a two dimensional representation of a scene where luminance of
objects in that scene are assigned in each picture element or pixel. Thus digital
image is a matrix and digital image processing is a collection of algorithms applied
on that image or image matrix to extract useful information of the captured scene.
Machine vision system consists of image sensor, image processing algorithm and
pattern recognition tool. Digital image processing or machine vision sensors have
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wide industrial application from micro-level surface inspection to macro-level
robot navigation. A wide application of machine vision system is addressed in the
field of manufacturing industry for non-invasive inspection of manufactured
products. In manufacturing, machine vision systems are applied for inspection of
metal injection moulded parts [1], casting defects of continuous cast surface [2, 3],
inspection of friction stir welded and seam welded zone [4, 5], sheet metal formed
parts [6], monitoring and control of rolling process [7] and most widely used in
tool condition monitoring of conventional machining [8].

The principal metal removal process in manufacturing is the conventional
machining. Turning, milling and drilling are three primary important conventional
machining processes used in industry. High product quality resulting from less
costly machining is the primary concern to industries. Aiming these requirements,
unmanned machining in flexible manufacturing system is now the ultimate target
for manufacturing industries which reduces the machine tool downtime. Tool
condition monitoring (TCM) technique is the only way to fulfil these requirements.
A complete TCM system can accomplish the monitoring of tool and workpiece
alignment, cutting tool wear and breakage monitoring, machining parameters
adjustment, monitoring chip congestion, corrective actions towards adverse
machining and unmanned machining. The cost benefits of using TCM in
machining are reduction of cutting tool cost by monitoring of progressive tool
wear, reduction of product cost by reducing downtime, maintenance cost by
monitoring of machine tool and cutting tool [9]. In a TCM system, machining
process parameters viz. cutting force signal, sound energy signal, power, current,
surface finish, vibration, temperature, which are influenced by cutting tool
geometry and machining process conditions, are sensed through high level intel-
ligent sensors viz. dynamometer, acoustic emission sensor, power and current
sensor, surface profiler or vision based system, accelerometer, pyrometer [10] etc.
in the form of signals. Acquired raw signals are filtered and analyzed for extracting
relevant features which carry the machining process information. An artificial
intelligence (AI) approach has been applied on the extracted signal features for
decision making about the condition of cutting tool. Prediction about the future
tool condition can also be possible by using Al based learning techniques. This
decision of prediction is then fed to a controller for communicating with the
machine tool to take proper action.

13.1.1 Different Types of Cutting Tool Wear

The product quality is mainly controlled by the process of machining. Machined
surface finish, drilling and milling burrs are some key attributes to determine the
product quality which are dependent mainly on the condition of cutting tool wear.
Tool wear is dependent on machining conditions, machine tool condition, com-
bination of cutting tool and work piece material, work piece geometry, tool
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geometry, alignment of work piece and cutting tool, cutting chip condition etc.
Different types of tool wear resulting from machining are stated below [9].

Flank wear—The abrasive action due to hard particle cutting results wear at
the flank face of cutting tool. The profile of flank wear is shown in Fig. 13.1. Three
zones are present in flank face of cutting tool insert. The worn region is divided
into Zone A, Zone B and Zone C which represent notch wear zone, regular flank
wear zone and wear zone near the tool nose, respectively. For an worn out tool, the
maximum flank wear width (VBg,.x) is greater than 0.6 mm and the average flank
wear width should be greater than 0.3 mm [11]. Poor machined surface texture is
produced due to high flank wear. Consequently, the standard tool life criteria is
considered from measurement of flank wear width.

Crater wear—Crater wear results from the abrasion and diffusion wear at the
rake face due to chip-tool interaction. The strength of cutting edge reduces due to
crater wear. It is mainly occurred at high temperature. Crater wear depth and area
are two main attributes to the quantification of crater wear. A three dimensional
view of crater wear is shown in Fig. 13.2, where the scale at right hand side is the
representation of crater depth.

Notch wear—Notch wear is being seen at the trailing edge where cutting edge
and work piece material are separated. Notch wear results from more abrading
action due to work hardening. Notch wear is shown in Fig. 13.1.

Plastic deformation—At high cutting speed and feed rate, a material com-
pression due to plastic deformation takes place on cutting edge at high tempera-
ture. As a result, there is a bulging of edge at tool nose region.

Built-up edge (BUE)—Welding of chip with principal cutting edge happens at
high temperature and pressure. This welded material at the cutting edge is named
as built-up edge. Chatter may result due to formation of BUE. Also chipping of
BUE changes the tool geometry severely.

Chipping and fracture—Mechanical fatigue shock in interrupted machining
and intermittent cutting is the cause of tool chipping and tool fracture. This
fracture is not only damage the cutting tool, but also affects the machine tool
catastrophically.

Thus, it is required to monitor the condition of cutting tool wear to achieve better
performance of machining, avoiding machine tool damage and accomplishing the
required product quality.

13.1.2 TCM Techniques

Tool condition monitoring can be achieved by using direct and indirect methods. In
direct methods, different wear profiles viz. flank wear, crater wear, nose wear,
chipping, breakage and fracture are measured directly using tool maker’s micro-
scope, optical microscope, radioactive sensors, laser based system and machine
vision etc. Though the direct monitoring system, are mainly offline, the systems are
more accurate. In indirect tool condition monitoring, machining process outputs



370 S. Dutta et al.

Worn
VBp o VBBmax

Zone C Zone B '|1 Zone A 'l

Fig. 13.1 Flank wear profile of an worn out cutting tool insert

urmi
13778
120
T "y
<
' -9
i &0
-
o ] & %
L% 0

Z

0.00
X X

Azimutre 323 0(deg), Elevation: 50.7(deg)

XScale: 1.00; YScale: 1.00; ZScale: 1.00 >
Taylor Hobson

Fig. 13.2 Crater wear region of a cutting tool insert (grooved)

viz. cutting force, cutting power, sound of machining, vibrations and surface finish,
which are influenced by tool condition, are monitored via different types of sensors,
signal processing techniques and automatic decision making algorithms. Some
commonly used TCM sensors for machining are described briefly.

Force sensor—The cutting force signatures for characterizing tool conditions
are captured using force sensor viz. strain gauge or piezoelectric dynamometers.
Tangential, axial and radial force components are resulting from cutting speed,
feed force and angle between tool and workpiece, respectively. Feed force is
mainly sensitive to flank wear and a substantial drop in tangential force signal can
be noticed at the time of tool breakage. The elastic deformation of transducer or
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sensing material due to the change of cutting forces is the principle of force
sensors. However, very high frequency chatter detection is difficult for dyna-
mometers. Also high cost and less flexibility are the two main disadvantages of
force sensors [12].

AE sensor—A spontaneous energy release from a localized source, called
acoustic emission (AE), is realized at the time of material fracture, phase trans-
formation and deformation. This AE can be recognised by microphones, thin film
piezoelectric sensors etc. [13]. AE sensors are used to delineate tool wear, tool
breakage, fracture and chipping. The chattering phenomenon is well recognised by
the AE sensor. The AE sensor should be placed very near to the machining site
such as that can be considered as a point source. The dominance of background
noise over the required signal can then be suppressed for improving signal to noise
ratio. The non-homogeneity of the structures through which the AE signals can
propagate is another difficulty for AE sensor [14]. However, the problem of chip
and coolant fouling are the most challenging phenomena to use AE techniques in
an industrial environment. This technique is mostly used for breakage and chatter
detection. Generally, low frequency signals below kHz range cannot be detected
by AE techniques. Thus, accurate recognition of all tool wear states are very
difficult to achieve by using AE techniques.

Vibration sensor—Vibration due to machining operation can affect the
dimensionality of the machined parts, surface finish etc. Tool wear and breakage
monitoring is done by vibration signals acquired from accelerometers during
machining. Accelerometer should be kept very near to the cutting site for getting
proper signal. However, accelerometers are not capable to detect machining
chatter as chatter is a high frequency signal.

Current and power sensors—Spindle motor torque is proportional to the
motor armature current. This spindle torque increases with the increase in tool
wear. Consequently, spindle current also increase. Thus current measurement by
current sensors is an indirect way to measure cutting force. However, current
sensors have a limitation to detect high frequency force components. Spindle drive
power are sensed by power sensors. A rough estimation of tool condition, mainly,
tool breakage is accomplished by power sensors.

Temperature sensors—Temperature and temperature gradient near the cutting
edge are sensed by temperature sensors viz. tool work thermocouple, pyrometer,
inserted thermocouple, thermal imager etc. Tool-work thermocouple only gives
the average temperature information. Inserted thermocouple is able to give the
temperature gradient information, but a modification of tool shape is needed for
fixing inserted thermocouple. Thermal imager is capable to produce the thermal
image from heat radiation of tool-workpiece interface.

Surface profiler—Surface profiler senses the topography of machined surface
by tracing a line over the surface in contact. This method is useful for product
quality inspection offline. However, the tracing may cause small scratches on the
surface of soft materials.
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13.1.3 Importance of Machine Vision Techniques in TCM

There are some advantages and disadvantages of machine vision or digital image
processing techniques compared to the other methods applied in machining,
mainly in tool condition monitoring (TCM).

13.1.3.1 Advantages

1. Machine vision systems for quality check of machined parts or for measure-
ment of tool wear are non invasive in nature, whereas other TCM sensors viz.
dynamometer, accelerometer, power sensor, current sensor, surface profiler
are contact type sensors.

2. Machine vision systems are comparatively low cost systems.

3. Flexibility is another important advantage of machine vision system where the
system can be moved, assembled and disassembled as per requirements.

4. Surface defects are easily detected by machine vision, apart from surface
roughness profile.

5. There is a chance of damage on machined surfaces by the contact type surface
profiler, whereas the surface finish measurement by machine vision does
overcome this limitation.

6. Only one dimensional trace can be available by contact type surface profiler
whereas a more detailed two dimensional quality check is possible via area
scan camera.

7. Machine vision can be applied from a remote location, which is applicable for
unmanned machining.

8. Acoustic emission (AE) techniques, used in machining, are dependent on
frequency of chatter [15—17]. Also these sensors should be placed very near to
the site of machining for getting proper attenuation of AE signals which may
affect the condition of these sensors [18]. These limitations can be overcome
by using machine vision system.

9. Tool breakage, out of tolerance of the job can only be monitored by using
accelerometer. However, machine vision can monitor the progressive tool
wear, tool breakage, out of tolerance, chatter and vibrations.

10. Dynamometers, in general, cannot recognize high frequency forces, also
machine tool vibration can affect dynamometers [19]. Machine vision system
are able to overcome these limitations by evaluating the machined surface
image or tool wear image.

11. Machined surfaces are affected by tool geometry [20]. Thus, the information
about the condition of cutting tool can be available by analyzing the machined
surface images.

12. The information about machining parameters can be obtained from the
machined surface images [21].
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13. Three dimensional quality check of surface finish can also be possible,
accurately, by using scanning type non-contact 3D surface profiler [22-25].
However, these 3D measurements are not useful at all for in-process quality
check because of its cost and less flexible set up.

13.1.3.2 Disadvantages

However, there are some limitations for using machine vision system in TCM
techniques.

1. An appropriate illumination system, robust image processing algorithm, pro-
tection from machining noises (chips, dirts etc.) are very much essential for the
successful implementation of machine vision technique in industrial environ-
ment [20].

2. Monitoring of drill parts using digital image processing are very difficult due to
its inaccessibility [26]. However, a method to monitor deep hole parts has been
developed, recently [27].

13.2 Image Acquisition System for Machining

Camera and illumination system are two key elements for capturing an image.
A brief introduction about these systems are given as follows.

13.2.1 Camera

Image acquisition should be done carefully for getting an informative digital
image by using a digital camera and an illumination system. In case of tool
condition monitoring in machining, images of cutting tool (rake face or flank
surface) or work piece surface are captured with a Charged Coupled Device (CCD)
camera or Complementary Metal-Oxide Semiconductor (CMOS) digital camera.
For obtaining an highly magnified image of machined surface or tool wear, optical
microscope is also used. However, capturing of images using optical microscope is
completely an offline technique which is not suitable for capturing the machined
surfaces of a large workpiece. CCD camera is comprised of CCD sensor which is
an array of photosensitive elements to collect electrical charges generated by
absorbed photons. Those electrical charges are then converted to an electrical
signal which is converted to a digital image via frame grabber. Finally, the image
is transferred to a computer for processing purpose [28]. CMOS is different from
CCD sensor by its faster capturing rate. But the sensitivity of CMOS sensor is



374 S. Dutta et al.

much less than that of the CCD sensor. To create a digital image, a conversion is
needed from the continuous sensed data into digital form. Also to get a magnified
image, magnification lens (preferably long working distance lens) with focus and
aperture adjustment capability is needed.

13.2.2 Illumination Systems

Ilumination or lighting system is very important aspect in machine vision system
to capture an image with high dynamics (number of intensity steps) and contrast.
Due to inhomogeneous illumination for improper illumination set up, many spu-
rious points or false edges formed as wrong informations in captured images.
Different types of lighting systems are explained below [29].

Fluorescent lamp is a source with large homogeneous illumination field.
However, the light frequency and image readout frequency differs and it results an
interference effect on image. Thus, a frequency rectifier is used to avoid this noise.

Halogen lamps are used to get constant light intensity. However it is mainly
coupled with fibre optic guided light. Fibre optic guided light source are used to
illuminate small objects and difficult to access areas by its highly directional
illumination property. The illumination strength can be regulated in this lighting
system. Any light source (halogen light, light emitting diodes or Laser) is coupled
with fibre optic cable in this system.

Light emitting diodes (LED) reacts instantly over a wide range of illumination.
The most advantageous lighting system in industrial image processing is the LED
light due to monochromatic nature, low cost, light weight, flexible, inexpensive
operation, long life and less temperature. They are used in ring light, array of
lights, stroboscopic light and in fibre optic guided lighting.

Laser source is a monochromatic and coherent light which is available as small
laser diode modules. Laser diode modules are capable to project points, lines,
circles etc. Laser scattering is also useful to get any surface information.

Flash lights or strobe lights are used to capture the images of moving objects by
flashing the light on the object for a short period. The shutter speed of the camera
should be synchronized with the strobe lighting system to get an illuminated
image.

Infrared band filters allow the infrared part of the light only for getting a more
clear picture of tool wear profile having very less spurious effect.

Also illumination systems required are different for the requirement of appli-
cations viz. for capturing tool wear image and machined surface image.

13.2.2.1 Illumination Systems for Tool Wear Evaluation

Highly illuminated and directional lighting is required to capture the tool wear
region as to get a very accurately illuminated image.
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Weis [30] tried to capture the tool wear image using a diode flash light
incorporated with an infrared band filter, which helped to enhance the tool wear
region with respect to the background. Also the flash lights or strobe lights have a
capability to capture the images of a moving object. However, the service life of
strobe light is very less and it is sensitive to vibrations [29]. Kurada and Bradley
[31] used two fibre-optic guided lights to capture the tool wear regions. They used
it to obtain adequate contrast between the worn and unworn tool regions due to the
specular effect of this lighting. Kim et al. [32] used a fibre optic guided light
surrounding the lens to illuminate the flank face portion of a 4-fluted end mill.
They also examined that the best measurement of flank wear can be possible with a
high power lighting (60 W). Wang et al. [33, 34] used a fibre optic guided light to
illuminate the flank portion of each insert attached to a 4-fluted milling tool holder
and capture the successive images in a slow rotating condition by using a laser
trigger with very less blurring. The laser triggering is very useful for capturing less
blurred images of moving object. Pfeifer and Weigers [35] used ring of light
emitting diodes (LED) attached with camera to capture the proper illuminated
images of tool inserts. The viewing angle has been varied by them for capturing
same portion of the insert. Jurkovic et al. [36] utilized a halogen light to illuminate
the rake and flank face of the cutting tool and a laser diode and accessories to
obtain a structured light pattern on the face of the tool to detect the tool wear by
the deformation of structured light on the rake face. This set up helps to obtain 3D
information of tool wear. However, this lighting system is quite complex and
costly. A white light from a fluorescent ring as well as light from a fibre bundle
was used to minimize specular reflections to capture the tool images by Kerr et al.
[37]. The fluorescent ring light is used in lowering the effect of highly specular
reflections of fibre optic guided light. Backlighting are also used for capturing the
drill bit to get a silhouette image of drill bit for determination of tool run out and
profile deviation [38]. However, backlighting only help to capture the overall outer
profile of any object.

13.2.2.2 Tllumination Systems for Surface Texture Evaluation

Diffused frontlighting should be used to get a shadowless image of machined
surfaces as most of the machined parts are specular surface having glinting
highlights. A DC regulated lighting system with infrared interference filter can be
used for getting the effect of diffused illumination [39]. Dome light with light
shields can also be used for this purpose. Tsai et al. [40] tried to obtain a
homogeneously illuminated machined surface image by a regular fluorescent light
source which was situated at an angle of approximately 10° incidence with respect
to the normal of the specimen surface. The camera was also set up at an angle of
approximately 10° with respect to the normal of the specimen surface to obtain
image at the direction of light. But this set up may only be useful for flat speci-
mens, not for curved surfaces. Bradley and Wong [41] used a fibre optic guided
illumination source and a lighting fixture. A uniform illumination of the machined
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surface was achieved by changing the position of lighting fixture. During surface
assessment, the specimen was positioned on the platform so that the lay marks
were perpendicular to the longer dimension of the CCD sensor. In this technique,
the images of flat specimens (end milled) were captured but the images of turned
surface (i.e. curved surfaces) were not obtained.

13.3 Image Processing Methods Used in Machining

The digital images of tool wear regions, machined surface or machined parts are
captured by CCD camera or CMOS camera or optical microscope. The conversion
of the optical and electrical signals into digital images are achieved by sampling
and quantization techniques. In sampling technique, the image frame is divided
into a number of elements called pixels. The intensity values of an image are
assigned to each pixel by quantization technique. In gray level images, 2% or 256
numbers of gray levels are assigned. The techniques of image processing used in
machining are explained below.

1. Image Interpolation—Interpolation is a reconstruction technique to find the in-
between values of discrete samples. Image interpolation is a method where some
new pixels are re-sampled systematically and the intensity values are assigned to
those new pixels on the basis of interpolation techniques viz. neighbourhood,
bilinear, bicubic, B-spline etc. applied on the corresponding pixel values of the
original image. Image interpolation techniques are mainly used to magnify an
image. Kumar et al. [42] applied cubic interpolation technique for magnifying the
machined surface images. Image registration can also be used to get a high res-
olution image of a full object from the low resolution part images of that same
object. This technique is mainly useful to get a high resolution image from a low
resolution camera [43].

2. Image Smoothing—Image smoothing operation is performed on the images to
remove the image noise by blocking the high frequency components and passing
the low frequency parts (low pass filtering). It has been accomplished by con-
volving a filter mask with the original image. In the convolution process, the filter
mask is rotated 180° and then passes through each pixel of the original image [44].
The sum of product depicted in Eq. (13.1) is then calculated and replaced at the
target pixel.

a b
2xy) =Y > hp,q)f (x+p,y+9q) (13.1)

p=—aq=—b

where, f(x,y), h(p, q) and g(x, y) are original image, filter mask and filtered image,
respectively.

Averaging, weighted averaging are some linear filters. However, many infor-
mation along with noises may be lost by applying these linear filtering techniques.
So, to overcome these situations, median filtering technique has been used by
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several researchers to remove the high frequency impulse noises present in the tool
wear or machined surface images [31, 33, 34, 45-51]. Median filter is a non-linear
filter. In this method, pixels encompassing the filter region are ranked and the
median of those values is replaced at the target pixel. Less blurring is achieved
using this method.

3. Image Sharpening—After removal of noises, the image becomes quite blurred.
Thus, it is required to sharpen the fine details of an image by image sharpening
operation. Image sharpening is an image enhancement technique where a differ-
entiation operation is performed on original image for enhancing the intensity
discontinuity. First order intensity differentiation or gradient detection has been
accomplished by Eqs. (13.2) and (13.3) for x and y directions, respectively [44].

9
gxza—{C:f(xﬂLl,y)—f(x,y) (13.2)
and
9
& :a—];:f(x,w D)~ f(x,) (13.3)

where, f is an image.

A gradient operator is used to enhance the prominent edges along proper edge
direction as per Egs. (13.4) and (13.5), respectively.

Gradient magnitude,

M(x,y) = /(g +&2) (13.4)
and, Gradient direction,
a(x,y) =2 (13.5)
8x
Gradient operator,
Vf = [gx gy]T (136)

The sum of all the coefficients of filter mask for gradient operator should be
zero. Roberts operator, Sobel operator and Frei-Chen operator are used for this
purpose [31]. However, the first order differential operators are not been able to
enhance the fine details, which can be enhanced by second order differential
operator or Laplacian operator due its zero-crossing capability [44]. The Laplacian
filters are rotation invariant also. Laplacian of an image, f is given in Eq. (13.7)
and the enhanced image, r is given in Eq. (13.8).
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and,

r=f+c[V] (13.8)

where, ¢ is a scaling factor.

However, gradient operator is better than Laplacian operator for noise removal
purpose. For this reason, the image can be smoothened by gradient and then the
resulting image can be multiplied by the Laplacian image for getting the effect of
both of the methods [44]. Unsharp masking is also another image sharpening
technique which is used for processing tool wear and machined surface images
[37, 42]. The histogram equalization and histogram stretching techniques are also
widely used for image enhancement. In these techniques, the frequency distribu-
tion of intensity levels are equalized (contrast enhancement) over an image. The
darker and brighter areas can be well visualized after performing this operation
[33, 46, 51, 52].

4. Frequency-domain Operations—Discrete Fourier transform (DFT) is
applied to convert an image into its frequency domain as per Eq. (13.9) [44].

M—-1N-1

=3 e iR (13.9)

x=0 y=0

where, F(u,v) is the Fourier transform of image, f(x,y) of size M x N pixel and
u=20,1,2,...M—1landv=0,1,2,.. ,N—1

Each element of the transformed image can represent all modified values of
original image. Low frequency and high frequency components of the Fourier
transform corresponds to slowly varying and faster varying intensities of original
image, respectively. Also, translation of original image has no effect on Fourier
transform. Some features, namely, frequency spectrum, power spectrum and phase
angle of a Fourier transform carry the information of intensity variation and object
discrimination.

Butterworth, Gaussian and Weiner filters are widely used to remove noises
from tool wear and machined surface images [41, 42, 53-55]. These filters are
applied on the Fourier transformed image and then the inverse Fourier transform
has been performed to get reconstructed image. The formula of inverse DFT is
given in Eq. (13.10) [44].
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For image sharpening, the high pass filter in frequency domain is obtained by
subtracting the low pass filter from one.

Wavelet transform is an improved tool of frequency transform for multi-reso-
lution processing. In wavelet transform, a bank of filters are applied on images to
get the image information at different resolution levels. Wavelet transform can
decompose an image into four lower resolution images containing low frequency
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components in both the directions (LL), high frequency component in x-direction
and low frequency component in y-direction (HL), low frequency component in x-
direction and high frequency component in y-direction (LH) and high frequency
components in both directions (HH) as shown in Fig. 13.3. A mother wavelet viz.
Morlet, Coiflet, Daubechies etc. are selected for image analyses. Mainly, machined
surface texture analyses are performed using wavelet transform [56-60].

5. Image Deblurring—Images can be blurred for motion or defocusing at the time
of image acquisition or for image smoothening. Thus deblurring of image is
required to enhance the image. The blurred images can be deconvolved or de-
blurred using a point spread function. In this regard, the point spread function
(PSF), which is an impulse response of a focused image, should be known. This
deblurring technique has been used to deblur the machined surface images cap-
tured at moving condition by using Lucy-Richardson algorithm [61]. Thus it may
be very useful technique to preprocess the machined surface images captured at
the time of machining. The defocused images of drilling burr have also been
deblurred using a Gaussian PSF [62].

6. Morphological Processing—In morphological processing, the tool wear profile
is processed for closing at the break points. In this processing, mainly the math-
ematical set theory is used. Dilation, erosion, closing, opening and thinning are
mainly used for joining the break points situated at the profile. A structural ele-
ment, S, with a defined shape is slided over a noise-free image for proper bridging
of the unwanted breaks. The dilation operation is stated in Eq. (13.11) [44].

fes={®),n1crH (13.11)

The structuring element, S is flipped and then slided over an image, f, in dilation
to bridge the gap.

Erosion is just opposite to dilation. The unwanted points are eroded by this
operation. In opening operations, the unwanted narrow or thin points are removed
from the profile. Closing operation is used to eliminate small holes and then to fuse
narrow breaks. Thinning operation is used to eliminate the multiple unwanted lines
detected on a profile. Morphological processing are mainly used to completing the
tool wear profile for accurate wear evaluation [30, 31, 33, 35, 46-51, 63].

7. Image Segmentation—Image segmentation is mainly used for detecting proper
edges and for delineating a profile from its background. This technique is mainly
useful to detect or delineate tool wear contour from its background. Edge based
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segmentation, region based segmentation, contour detection and thresholding are
used in this regard. In edge based segmentation, edge detection is mainly per-
formed on the basis of local variations of intensity values. Edge detection is done
to detect the edges of tool wear profile as well as to detect the feed marks created
on machined surfaces [38, 39, 45, 52, 55, 64-70]. Edges are basically a localized
sets of connected pixels which have intensity variation with respect to the back-
ground. Image smoothening for noise elimination, detection of edge points and the
connected component analysis for edge localizations are three major steps for any
edge detection. First order differentiation of an image is helpful to detect the
presence of an edge and second order differentiation of an image is helpful to
delineate the edge from its background. Magnitude and direction of an edge can be
detected by using Egs. (13.4) and (13.5), respectively, using Roberts, Sobel and
Prewitt operators. However, these operators are limited to detect the horizontal,
vertical and diagonal edges, which are not feasible for detection of tool wear
profile. To overcome this situation, Canny edge detection technique is a suitable
option [38, 52, 55, 65]. This technique is required to detect the edges of machined
surface as an image pre-processing technique [68, 69]. In this method, firstly, the
image is smoothened by using 2-D Gaussian function. Secondly, the presence of
edges is enhanced by taking the gradient of the image in X and Y-directions.
Thirdly, the points are suppressed where the gradient value is not maximum (non-
maximal suppression); and finally, a two-level thresholding and edge thinning
have been done to extract the optimal edge image. The error of Canny edge
detection method is very low and the detection of localized edge points are two
key advantages of this technique.

Edge linking is a technique for betterment of profiles by linking the breaks
resulted due to inhomogeneous illumination problem to detect flank wear profile
[49, 50].

Region based segmentations are used to delineate the worn profile of tool wear
from its unworn background and for region growing technique to improve the
accurate profile detection [31, 71, 72]. Region based segmentation is a similarity
based approach where similar pixels are clustered in sub-regions [41]. In region
growing technique, the sub-regions are grouped based on pre-defined criteria for
growth. It starts from a set of “seed” points and the predicate of connectivity and
similarity is used for this purpose. Texture based segmentation is also used
for clustering of different sub-regions for tool wear and machined surface images
[46, 73].

Contour detection algorithms are applied after region based segmentation to
detect the tool wear contour. Snake algorithm is used for active contour detection
where contour points are attracted by the edges [52]. SUSAN algorithm is also
used in this regard for corner detection. Freeman chain code is also an useful
algorithm for contour detection [74, 75]. There is another algorithm called chain
coding to detect the contour [35, 49, 50]. However, chain coding cannot be used
for accurate application.
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Image thresholding is mainly used to differentiate the worn region of tool wear
profile from the unworn part [33, 46-50, 71, 73, 76, 77]. However, there are some
applications of thresholding for drilling and milling burr profile detection [54, 78].
Global thresholding is used by determining a threshold (7) from image histogram.
Then, the pixels having intensity values less than T are assigned as 0 and all other
pixels are assigned as 1, in this technique. The determination of optimal threshold
value is very important for improving the accuracy of this technique. Otsu’s
method can determine the optimal threshold value by maximizing the between-
class variance [33, 46]. In many cases, variable thresholding are also utilized by
using multiple levels of threshold [54, 71].

8. Image Representation and Description—Boundary of a region in an image is
represented by image representation method. Shape property of the region is
represented by its length, orientation, perimeter etc. using image description
techniques. The tool wear profile is accurately detected after all the pre-processing
of tool wear profile. Then the shape operators, namely, area, perimeter, distance,
compactness (perimeter divided by area) are applied on tool wear profile for
determination of wear area, wear perimeter, wear land width and wear compact-
ness, respectively [31, 33, 49, 50, 71]. Statistical moments are also a good
descriptors to describe tool wear for their scale and rotation invariant properties
[79-81].

9. Texture Analysis—Texture is a slowly varying set of local statistics or attri-
butes of a repeated pattern. Texture primitive is a connected set of pixels, char-
acterized by a set of attributes (coarseness and directionality). For example, in case
of turned surface, a repetitive feed marks can be obtained as texture primitives.
Texture analysis are applied mostly on pre-processed images of machined surface
to extract some features of surface finish. However, some researchers analysed the
texture of tool wear regions to extract wear features [37].

e Texture analysis can be done using statistical, geometrical, model-based and
frequency-domain based methods [82]. In statistical method a texture is modelled
as arandom field and a statistical probability density function model is fitted to the
spatial distribution of intensities in the texture. As the tool gets worn out, the
resulting machined surface finish gets coarser which in turn results a more diffused
reflection and a brighter machined surface image [83]. Thus, the histogram of the
machined surface is changing with the change of surface finish. This property has
been utilized to get some features of surface finish, namely, gray level average
(G,), standard deviation (SD), root mean square value (RMS), skewness, kurtosis,
maximum value of gray level distribution, maximum height of gray level histo-
gram, width of the histogram base, two optical roughness parameters (R1, R2) etc.
in first order statistical texture analysis [20, 37, 39, 41-43, 84-100]. However, the
first order statistical texture analysis is very sensitive to lighting conditions. R1
and R2 are two optical parameters, which are less sensitive to light variations,
given in Eqgs. (13.12) and (13.13), respectively [20].
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However, co-occurrence or relations between pixels cannot be obtained through

first order statistical texture analysis technique.

e QGray level co-occurrence technique is a second order texture analysis technique
proposed by Haralick et al. [101]. A gray level co-occurrence matrix (GLCM),
whose elements are the co-occurrence values of a particular pixel pair occurring
with a particular pixel pair spacing (PPS) in a defined direction (horizontal,
vertical or diagonal), is constituted in this technique. The construction process
of GLCM from an original image fragment (Fig. 13.4a) is shown in Fig. 13.4b.
The co-occurrence of gray level intensity value 50 with PPS one in horizontal
direction is four, marked within a circle, shown in Fig. 13.4b. This way the
co-occurrence of other pixel values are obtained and the GLCM of Fig. 13.4a is
formed in Fig. 13.4b. This technique is particularly suitable to classify micro-
textures [102, 103]. Thus the small variations of machined surface texture with
progressive tool wear can be depicted by texture features extracted from GLCM
of machined surface images. The optimization of pixel pair spacing and
direction is most important to get accurate result [104]. Contrast, correlation,
homogeneity, energy, entropy, diagonal moment, secondary angular moment,
dissimilarity, similarity, mean, variance, maximum probability, cluster shade,
cluster prominence etc. are some extracted features from GLCM of machined
surfaces to define surface finish [105-107].

e Run-length statistical (RLS) texture analysis technique is a higher order statis-
tical technique to describe surface texture images proposed by Galloway [108].
Consecutive pixels of same gray level intensity value in a particular direction
(horizontal, vertical or diagonal) construct a run. This method is mainly useful
for textural classification. A systematic arrangement of number of runs for dif-
ferent gray value constitute the run length matrix. An example of the construction
of run length matrix is shown in Fig. 13.4c. A gray level intensity value of 50
occurs four times consecutively in vertical direction shown by a rectangular box
in Fig. 13.4a (original image fragment). Thus the run of 50 at that position is four
and number of runs with run length 4 of gray level value 50 is one which is
marked with a rectangle in Fig. 13.4c. This way, the run length matrix
(Fig. 13.4c) is constructed from original image fragment (Fig. 13.4a) where
i denotes the gray level intensity value and k denotes length of runs. Some
textural features are extracted from run length matrix for texture classification.
Short run emphasis, long run emphasis, run length non uniformity, run per-
centage, gray level non uniformity etc. are some features to describe the
machined surface texture [66, 67, 109, 110]. However, the detailed analysis of
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Fig. 13.4 a Original image fragment and corresponding, b GLCM and ¢ run length matrix

micro-texture cannot be possible through this RLS method. It is mainly suitable
for macro-texture classification.

e Hough transform is a structural or geometrical texture analysis method used to
define surface finish. In this technique, the orientation of different lines are
tabularized in an accumulator space and then line length, angle metrics, fitting
error etc. are extracted as features to define the surface finish [68, 69]. It is
mainly used on edge detected binary images.

o Fractal analysis technique is a model based texture analysis technique, which is
used for extracting fractal dimension to define surface finish [111, 112].
A shape, which has same statistical properties at all scale, is called fractal. Thus,
all fractals have a self-affine nature which is quantified by fractal dimension
(FD). Fractal analysis is a model-based texture analysis technique which can
define complex and intricate shapes. In this chapter, box-counting technique is
described to compute FD. A three dimensional mesh plot of a machined surface
image is shown in Fig. 13.5a. The total three dimensional region is covered by
boxes with side lengths of s, a.s and b.s where s is a variable within a range. The
boxes, through which any portion of the surface passes, are taken into count as
number of boxes, N(s). In this example, Box 1 is counted where as Box 2 cannot
be counted as no portion of the surface passes through Box 2. As per fractal
theory, N(s) is proportional to s~*P. Thus, log[N(s)] is plotted and fitted linearly
against log[s] as shown in Fig. 13.5b, where slope of that plot is the value of FD.
This is a scale invariant technique for its property of self-affinity. Shape property
of an image is mainly described by fractal dimension. This analysis has also been
used for extracting the tool wear metric from tool wear images [37]. However,
the roughness of a surface cannot always be described by fractal dimension
[101].

Machined surface images and tool wear images are also analysed by using
frequency domain based texture analyses [37, 40, 41, 43, 61, 93]. In this technique,
surface finish descriptors, namely, major peak frequency, principal component
magnitude squared, average power spectrum, central power spectrum percentage
etc. are extracted from the frequency spectrum of an image. Autocorrelation of
speckle patterns of machined surfaces is also another good option to define surface
finish [53].
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Fig. 13.5 a Box- counting method, b plot to calculate fractal dimension

Also a texture analysis based on Law’s descriptor is used to enhance the micro-
texture features by Law’s filter bank [39].

GLCM technique can be used for more accurate analysis of machined surfaces

as it can find the pixel to pixel correlation. However, GLCM is not a brightness
invariant technique. Frequency domain based texture analyses are scale and
rotation invariant techniques. Also these techniques are invariant from inhomo-
geneous illumination of the image.
10. Stereoscopic Imaging—Two dimensional images are projection of three
dimensional real world scenes. Thus, depth information cannot be obtained in two
dimensional images. In stereoscopic vision, two images captured by two cameras
simultaneously, are combined and mapped into an image to get depth information
where the relative position of both the cameras should be known. The stereo
imaging techniques are useful for getting the depth information of crater wear
[113, 114]. In this technique, the images of crater area or drilling burr are captured
with various object to camera distances and then all the images are stitched or
mapped to get a full three dimensional representation.

13.4 Literature Review

Direct measurement of tool wears (flank wear, crater wear and nose wear) have
been accomplished by processing the tool images in direct monitoring. On the
other hand, surface finish features are extracted from the machined surface images
in indirect tool condition monitoring. A good comparison of different image
processing techniques used for tool condition monitoring has been reviewed in [8].
Different measurement techniques of cutting tool wear and surface finish using
image processing are described in the following sections.
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13.4.1 Tool Wear Evaluation

Evaluation of different wear profile images of cutting tool used in turning, milling,
drilling and grinding are explained in this section.

13.4.1.1 Turning

Single point cutting tool is used in turning operation. Flank wear and crater wear are
two main types of wear produced due to turning. Processing two dimensional images
of flank face and rake face of cutting tools is performed to obtain the tool wear
measurement. Pre-processing is the main step for noise reduction to enhance tool
wear image. Accurate image segmentation is then applied to extract the wear profile
from the unworn background. Then an automatic determination of wear width, area
and perimeter is performed to get the tool wear attributes. In flank wear measure-
ment of cutting tool, the flank face image is captured where the worn region should
be much brighter than the background. Two-dimensional image processing
technique is sufficient to determine the flank wear attributes. Flank face image of
tool insert is captured to evaluate flank wear and notch wear. Image segmentation
techniques are used to segment the tool flank wear profile from the unworn region.
Then thresholding and morphological techniques are used to obtain a boundary of
wear profile. Flank wear width, wear area, perimeter and compactness are then
determined automatically in micron scale using image calibration [33, 45, 55, 72,
115]. Schmitt et al. [116] has used a dynamic contour detection algorithm to get
more accurate detection of flank wear profile. Texture analysis methods viz. histo-
gram based processing, GLCM technique, frequency domain based approach and
fractal based box counting techniques can also be applied to get tool flank wear
metrics [37]. However, average flank wear or maximum flank wear measurement
cannot be possible from these texture analysis techniques. Five statistical moment
invariant techniques, viz. Zernike, Legendre, Hu, Taubin and Flusser on flank wear
images for extracting moments as flank wear descriptors can also be used [79-81].
Pattern classification technique to classify sharp, semi-dull, dull and broken inserts
are also used [52, 79-81].

Three dimensional information is required to determine the crater depth of
crater wear, which cannot be possible to obtain from two dimensional images.
Thus, an autofocusing technique using a microscope to get an image series of
crater zone captured at different depths is required to get three dimensional
information of rake face of a tool insert. Median filtering, image averaging,
deblurring techniques, optimal thresholding, Laplacian contour detection method,
edge linking and chain coding techniques can subsequently be applied to get a
noise free and segmented worn region. An infinite impulse response (IIR) filter
with Laplacian criterion function can be used for automatic focusing [49, 50].
Ramamoorthy and co-workers [113, 114] captured images of rake face at different
known positions by shifting the position of the tool insert, systematically. Also
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they have performed the depth calibration. Then a stereoscopic imaging technique
has been performed to model the three dimensional image of crater zone and for
getting a crater depth. Trends of tool wear pattern were then analyzed with a multi-
layer perceptron neural network (MLPNN) algorithm, where inputs were speed,
feed, depth of cut and cutting time and output parameters were flank wear width
and crater wear depth. However, the small crater depth estimation could not be
obtained, accurately, by their technique. Another technique, utilizing the principle
of fringe pattern deformation due to crater wear can be utilized for obtaining the
three dimensional shape of crater region. Four fringe patterns are generated at four
phase shifting angles to get a 3D profile of crater wear for measuring crater depth,
crater width, crater centre and crater front distance [117]. White light interfer-
ometry technique are also used to measure crater depth [118, 119]. In white light
interferometry technique, a vertical scanning has been performed to get the best
focus positions for each and every point presented in the object to be measured.
White light is used to get the high resolution (sub-nanometer) and high precision
measurements over an wider area.

Sahabi and Ratnam [47] measured nose radius of the turning insert online from
the silhouette image of the cutting tool tip. Median filtering, Wiener filtering,
morphological operations, image transformation by rotation and scaling, thres-
holding and image subtraction methods were subsequently applied by them for
noise reduction, image reconstruction, boundary completion, image alignment,
worn area segmentation, respectively. The information obtained about the tool
wear profile has been utilized to get the surface finish profile, according to their
method. However, these methods were utilized only the images of the vicinity of
tool nose portion.

13.4.1.2 Milling

Milling is an machining operation by multi-point cutting tool. Intermittent cutting
is performed by milling. Shape of the milling tool is more complex than the single
point cutting tool used for turning. Thus, getting an accurate flank wear profile is a
challenging task in milling. Online capturing of flank wear images of a four-fluted
milling tool in very slow moving condition by using laser trigger, flash light and
CCD camera are accomplished by Wang et al. [33, 34]. Indexing of the tool inserts
to get proper numbering of flute has been performed by cross-correlation tech-
nique. Median filtering, histogram stretching, edge enhancement, edge detection,
Otsu’s optimal thresholding, morphological technique and parallel scanning
methods can be applied subsequently on flank face images before automated wear
measurement. A parallel scanning technique can be applied to omit false edges due
to unwanted reflections. Hough transform can be applied to get a reference line for
automated measurement. Then a statistical moment based method, which is
invariant to rotation, can be applied to extract wear metrics. Inhomogeneous
illumination on milling tool surface is a major problem for accurate wear mea-
surement. To overcome this situation, Pfeifer and Wiegers [35] captured images of
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milling tool inserts with a ring light in different illumination angles. High pass
filtering, edge thinning and contouring techniques by chain coding are applied
subsequently on the captured images. Then a pair-wise comparison of a series of
images captured at the same location of tool insert by varying illumination con-
dition. Translation, rotation and scaling techniques are also applied to set the same
position of all the images, which is very much useful for online capturing of
milling cutter [63]. A three dimensional shape of the wear zone of a micro milling
cutter has been obtained by Ng and Moon [120], by varying the tool and camera
plane distance with high resolution.

13.4.1.3 Drilling

Drilling operation is performed for hole making with a complex shaped twist drill.
Capturing the wear profile of twist drill is much more complex due to its complex
geometry. Online capturing of flank wear profile is very much difficult task. Dif-
ferent image processing techniques are used to obtain wear information of twist
drill. Linearity of lip portion of drill bit is deviated due to wear. This can be
measured from the edge detected image of drill bit [65]. The tool run-out effect of
twist drill can be evaluated by capturing drill bit image at rotating condition using
backlighting [38]. Spatial moment based edge detection technique with sub-pixel
accuracy, edge smoothening with B-spline method, vertex detection technique by
Gaussian filtering, accurate thresholding and morphological operation can subse-
quently be applied on flank face images of twist drill to obtain flank wear profile
[74, 121, 122]. A level set based segmentation method is applied for accurate
segmentation of wear profile in presence of smearing [74, 75].

13.4.1.4 Grinding

Grinding is a surface finish operation where a rotating abrasive wheel (grinding
wheel) is rubbed on the semi-finished flat surface. Grain fracture, bond fracture
and attrition wear are three types of pre-dominant wear in grinding wheel. Wear
flats are developed on the grinding wheel surface due to attrition wear. Conse-
quently, the increasing rate of wear flats area develops heat and burn the work-
piece. But the automatic and precise segmentation of true wear flats from the
wheel surface images are quite challenging task. An edge detection approach after
thresholding were utilized to distinguish true wear flats from its background [123].
However, the accurate selection of intensity threshold and edge threshold was a
difficult task. To overcome this problem, region growing based image segmenta-
tion can be utilized to segment true wear flats from its background [73]. Multi-
scale wavelet transform analysis and classification technique can be applied for
distinguishing the grains and cavities on the wheel surface [124]. Histogram based,
GLCM based and fractal based texture analysis method can also be applied on the
wheel surface image for describing the condition of grinding wheel surface [95].
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Table 13.1 Tool wear evaluation by image processing

Type of cutting tool Type of tool wear ~ Application area  References
Cutting tool inserts Flank wear Off machine tool [31, 37, 45, 52, 55, 72, 75,
(turning, milling) inspection 79-81, 115, 116]
On machine tool [33-35]
inspection
Nose wear Off machine tool [63]
inspection
On machine tool [47, 48]
inspection
Crater wear Off machine tool [49, 50, 113, 117-120, 125]
inspection
Drill bit Flank wear Off machine tool [74, 122]
inspection
On machine tool [121]
inspection
Tool run-out and On machine tool [65]
lip deviation inspection
On-line [38]
inspection
Grinding wheel Wear flats On machine tool [73, 95, 123, 124]
inspection

Table 13.1 states the condition of the research on tool wear evaluation using
digital image processing techniques.

A flow chart for determining the tool condition for flank wear is stated in
Fig. 13.6. Capturing of flank face image using a diffused front lighting (preferably
ring light) with CCD camera equipped with long working distance lens can be
done for avoiding unwanted variation of brightness. Then, low pass filtering (LPF)
for noise reduction, image enhancement for enhancing sharpness and image seg-
mentation for segmenting worn area from unworn region are needed, subse-
quently. Reference line detection for measuring flank wear width can be done by
using edge detection and Hough transform on segmented image. Then, different
parameters of flank wear can automatically be measured from the thresholded and
morphologically operated wear profile with the help of detected reference line.

So, in direct technique, condition monitoring is done by analyzing the change in
geometry in the cutting tool. Automatic measurement of different cutting tool
wears are measured directly from the cutting tool image in direct method. Chatter,
vibration, cutting force change etc. are not taken into account with cutting tool
observation whereas surface finish can emphasize those changes as well as change
in tool geometry. Thus, processing of machined surface images is become a hot
topic to monitor the tool condition, now-a-days.
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Fig. 13.6 Flow chart for tool flank wear evaluation using image processing

13.4.2 Machined Part Evaluation

Mechanical strength, wear resistance, bearing properties etc. are dependent on the
surface finish of machined parts. The surface finish is dependent on the cutting tool
geometry, machining conditions and machine tool condition. Geometrical and
dimensional accuracy of machined part are also dependent on the above mentioned
factors. Thus, product quality inspection involves inspection of surface finish by
surface profiler or machine vision sensors. There are tactile and non-tactile tech-
niques to assess the surface quality of the machined parts. In tactile techniques,
surface roughness parameters are measured using a stylus instrument. But there is
a chance of scratches on soft materials in tactile techniques due to the tracking of
stylus on measurable surface. Thus, the non-tactile techniques using 3D surface
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profiler or machine vision sensors play a very important role for soft materials.
However, surface finish checking by 3D surface profiler is an offline technique
which is accurate but time consuming. So, now-a-days, research is going on for
surface finish inspection via machine vision sensor using digital image processing
tool to achieve in-process surface finish inspection. While tactile techniques
characterize a linear track over the surface of the part, the computer vision tech-
niques allow to characterize whole areas of the surface of the machined part,
providing more information [98, 126, 127]. Machine vision techniques also
computationally very efficient day by day to apply the surface finish inspection
online which can pave a way for online TCM. According to this, it is possible to
apply these techniques for controlling the processes in real time on an autonomous
manner. An exhaustive validity check can also be made to every single part
produced for process layout. Continuous advances have been made in sensing
technologies and, particularly, in the vision sensors that have been specially
enhanced in capabilities with lower cost with increasing flexibility. In all, com-
puter vision is a very useful non-invasive technique for the industrial environment.
In this technique, just machined surface images are captured and processed by
image texture analysis techniques to extract texture descriptors which are in turn
describe the surface finish. Researches on different texture analysis methods for
surface finish assessment by digital image processing are discussed in the fol-
lowing sections.

13.4.2.1 First Order Statistical Texture Analysis Technique

Surface reflection obtained from the smoother and coarser surfaces are specular and
diffused, respectively [83]. Consequently the shape of the image histogram chan-
ges. In rougher surface, more number of pixels consisting of high intensity value
with a flatter peak histogram can be observed. Thus, the property of histogram is
different for smoother and coarser surface image. G,, SD, RMS, R, R2, maximum
value of gray level distribution (GLD), peak of GLD histogram, base width of
histogram etc. are extracted as surface finish descriptors in first order statistical
texture analysis [S1, 84—89, 97-99]. R parameter is independent of light intensity
variation and magnification [87]. Sarma et al. [128] achieved a linear correlation of
measured R, values and evaluated G, values. Variance of frequency histogram of
machined surface images is also used for surface roughness description [88].

Machining condition also plays an important role in average surface roughness.
Thus, cutting speed, feed rate, depth of cut and vision based G, values were used
to estimate and predict average surface roughness for turning using polynomial
network and adaptive neuro-fuzzy inference system (ANFIS) in [90, 91]. In the
same direction, Lee et al. [94] fed G,, SD and spatial frequency as inputs to ANFIS
for predicting average surface roughness.

Surface finish description is enhanced by magnifying and enhancing machined
surface images using cubic convolution based interpolation technique and linear
edge crispening method [42, 129]. A better prediction of R, values is achieved
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using calculated G, values of magnified and enhanced images. A genetic algorithm
based Evolvable Hardware (EHW) chip has also been used successfully in [130]
for determining the G, value of machined surface images.

Dhanasekar et al. [61] studied the blurring effect for capturing machined surface
images of milled and ground specimens in moving condition. They deblurred those
images using Richardson-Lucy restoration algorithm. Those deblurred images
were pre-processed to compensate the inhomogeneous illumination. Afterwards,
the spatial frequency, arithmetic mean value and standard deviations were
extracted as texture features. An artificial neural network (ANN) was used with
these three features as inputs to predict the vision based surface roughness.

In a very recent work, Al-Kindi and Zughaer [20] captured face-milled surface
images by attaching two high resolution cameras with CNC machine spindle. The
effect of tool imprint on the machined surface was emphasized in their study. They
tried to find out vision based micro roughness by scanning a line along lay
direction on the image. Also they have incorporated the roughness features into the
G-code of CNC machine to control the machining condition.

However, the real-time control at the time of machining has not been
encountered by them. First order statistical texture analysis technique is not
capable to find the relation between the occurrence of pixels and also these
techniques may suffer from variation of lighting conditions which can be over-
come by using higher order statistical texture analyses.

However, the relationship among the pixel values cannot be evaluated in first
order statistical texture analysis. This relationship can be obtained by using higher
order statistical texture analysis technique.

13.4.2.2 Higher Order Statistical Texture Analysis Technique

In higher order statistical texture analyses, the co-occurrence of pixel values or the
relationship among the pixel values along a particular direction is evaluated by the
help of higher order statistics. GLCM and RLS techniques are second order and
higher order statistical texture analyses techniques, respectively, which are used to
extract surface finish features from machined surface images.

Texture descriptors obtained from GLCM of ground, milled and shaped surface
images can be utilized to classify the machining process [109]. Surface finish
features can also be extracted from GLCM [21, 39, 104—-107, 131]. Those features
are also related with feed rate, machining speed and depth of cut for turning and
milling [105-107]. However, pixel pair spacing (PPS) and angular direction of
GLCM calculation have major effects on the result [21, 131]. With the variation of
feed rate, the optimum PPS value is varied [21]. A periodic relation of extracted
texture descriptor with PPS values can be obtained in this regard. Utilizing this
phenomenon, a method reported in [104] can be adopted to obtain optimum pixel
pair spacing and direction for progressive tool flank wear monitoring. However,
there is a variation of GLCM features on the inclination of machined surface [132].
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The classification of chatter rich and chatter free surface can also be described by
GLCM technique [96].

Run length statistical analysis techniques has been applied to extract surface
finish features in [66, 67, 109, 110]. Progressive tool flank wear monitoring has
been done by RLS features in [58, 59, 100]. However, micro-texture analysis
cannot be achieved using RLS technique.

13.4.2.3 Geometrical Texture Analysis Technique

The feed marks become small and irregular as the cutting tool wear takes place.
Also a more scattered angular distribution of feed marks on machined surface
images has been observed with the increase of tool wear. This phenomena can be
represented by Hough transform. Hough transform has been applied on machined
surface texture images by Kassim et al. and Mannan et al. [68, 69]. They improved
Hough transform technique for faster computation by using neighbourhood pro-
cessing. A canny edge detection technique has been utilized by them before the
Hough transform. Line length, fitting error and standard deviation of angle were
the extracted features for surface finish description. However, in this process, the
minute details of gray level variations in machined surface images are lost due to
image binarization technique. But this process is a fast technique which may be
applicable for online TCM purpose. A MLPNN technique has also been applied by
them to predict the tool flank wear by feeding the values of those extracted texture
descriptors. However, the error of prediction has not been reported by them.

Bamberger et al. [70] inspected the chatter marks produced on valve seats at the
time of machining by using image processing. Hough transform based circle fitting
method, shape analysis based circularity technique and GLCM based texture
analysis technique to classify the accepted and rejected valve seats. However, the
method of quality inspection was dependent on radial edge detection method based
on the threshold value. Thus, an automatic threshold selection technique was
required to minimise the operator’s intervention for quality check.

13.4.2.4 Model Based Texture Analysis Technique

Model based texture analysis technique can be able to quantify the essential
qualities or complexities of texture. Fractal analysis technique is the most popular
technique among them which can be utilized the self-similarity nature of natural
surfaces [82]. Fractal analysis is also an image magnification invariant technique.
Sometimes, fractal dimension can represent the roughness of a surface [111]. Self-
affinity of an image is evaluated using fractal dimension. Two methods of finding
fractal dimension by using fractional Brownian motion and box-counting have
been used by Kassim et al. [133] for end-milled surface images. They classified
four states of tool wear by utilizing the slope and intercept values (fractal index) of
fractal plots along six directions for fractional Brownian motion and one slope and
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intercept value for 3D box-counting technique using Hidden Markov model
(HMM). However, any classification accuracy has not been reported by them.
Kang et al. [112] determined the fractal dimension of end milled surface images.
They determined the fractal dimension of the line scanned profile perpendicular to
the lay direction and also determined the fractal dimension (FD) of gray level
images using 3D box-counting. FD was in between 1-2 and 2-3 for first and later
case, respectively. They found that the fractal dimension is increasing with the
increase in tool flank wear and measured average surface roughness. However, any
quantitative correlation study of FD with wear or surface roughness was not
present in their work. Vesselenyi et al. [134] utilized 3D box-counting method for
characterizing the fractal dimension. They fitted the fractal plots (log—log plot
between size of box and number of box) in linear, second and third order poly-
nomial from where nine coefficients of fitting equations have been extracted as
texture features. Finally, they classified shaped, ground and polished surface
images from those extracted features by employing fuzzy C-means clustering
technique. However, any classification accuracy has not been reported in their
work.

13.4.2.5 Frequency Domain Based Texture Analysis Techniques

In spatial domain, the images are dependent on the magnification and rotation. Also
the periodic nature of turned and milled surfaces cannot be quantified directly in
spatial domain. These drawbacks can be overcome by using frequency domain
based texture analyses of machined surface images which is more suitable for online
application. An image can be converted into frequency domain using Eq. (13.9).
Then the squared value of F(u, v) is representing the power spectrum of an image.
A normalized power spectrum, p(u, v) is then calculated as per Eq. (13.14) [40].

P(u,v)
(uw)2(0,0) P V)

plu,v) = 5 (13.14)

The following texture features are then extracted from normalized power
spectrum.

1. Major peak frequency is the Euclidean distance of frequency co-ordinate of the
maximum peak from the origin

2. Principal component magnitude squared is the maximum eigen value of
covariance matrix of p(u, v).

3. Average power spectrum is the average value of the power spectrum with
respect to the image size.

4. Central power spectrum percentage is the percentage ratio of central frequency
component and summation of power spectrum.

5. Ratio of major axis to minor axis is the ration of maximum and minimum eigen
values of covariance matrix of p(u, v).
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Prediction of surface roughness of shaped and milled surface is done by feeding
the above mentioned texture features to an artificial neural network [40] or an ab-
ductive network [93]. Major peak frequency is the best selected features among them
[40]. With another approach, the images of speckle patterns created on ground and
milled surfaces are pre-processed by butterworth filter and centralised FFT of those
pre-processed images are determined [53]. Then the autocorrelation co-efficients in
X, Y and diagonal directions are determined as surface finish measures.

A surface roughness prediction method has been proposed using major peak
frequency, principal component magnitude square and G, values of end milled
surface images, cutting speed, feed rate and depth of cut as inputs to a back
propagation neural network (BPNN) in [125].

Dhanasekar and Ramamoorthy [43] enhanced the resolution of the ground and
milled surface image by using projection on convex sets (POCS) algorithm. They
found that POCS algorithm has the largest signal to noise ratio compared to other
super resolution image reconstruction algorithms for ground and milled surface
images. Then they extracted major peak frequency, principal component magnitude
square and standard deviation of gray level distribution from the reconstructed image.
Finally, they predicted the surface roughness using group method of data handling
(GMDH) and compared those predicted values with stylus based surface roughness.
Highly improved correlation of vision based surface roughness value with stylus
based average surface roughness has been observed in their work after applying super
resolution reconstruction algorithm on both ground and milled surface images.

Liu et al. [27] critically captured the R-surface of a deep hole drilled valve
using a camera equipped with long working distance lenses and a ring light illu-
minator. Principal component magnitude squared, average power spectrum, central
power spectrum percentage and ratio of maximum and minimum Eigen values of
the covariance matrix of normalized power spectrum were utilized to describe the
surface finish of the R-surface images. The average surface roughness of R-surface
has been predicted using a hybrid genetic algorithm and back propagation neural
network. Predicted surface roughness has been compared with the average surface
roughness measured using a three dimensional surface profiler.

However, Fourier transform are not able to consider the spatial information
present in an image. Also multi-channel or multi-resolution representation of an
image cannot be obtained using Fourier transform. Thus, Gabor filtering technique
and wavelet based filtering approach come into the picture. Gabor and wavelet
based methods are able to extract the information of spatial and spatial-frequency
domains. They can also be able to represent an image in multi-resolution which is
a mimic of human visual perception. Also, the band pass filtering can be obtained
from those two approaches. Gabor filter is a sinusoidal filter using Gaussian
function where frequency and orientation can be modulated. Tsai and Wu [135]
automatically classified the defective and no-defective samples of milled speci-
mens using the energy function evaluated from Gabor filtered images of those
samples. Optimum parameters for Gabor filter were obtained when the energy of
filtered defect free sample was zero or minimum. They distinguished the homo-
geneous and non-homogeneous surface texture also.
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Wavelet analysis of machined surface image is also a very useful technique.
Wavelet is produced from a function, called mother wavelet, by shifting and
scaling. Wavelet is mainly useful due to its multi-resolution analysis capability. An
image is decomposed into four images with low frequency components in both
directions (LL), low frequency in X- and high frequency component in Y-directions
(LH), high frequency in X- and low frequency component in Y-direction (HL) and
high frequency components in both directions (HH). Thus the required spatio-
frequency information can be obtained at different decomposition levels using
wavelet transform. Thus, the multi-resolution information is obtained from
machined surface images in spatial-frequency domain, whereas fast Fourier
transform of an image cannot give any multi-resolution information. Haar, Morlet,
Coiflet, Daubechies are some popular wavelet functions depending on their shape.
Morlet and Daubechies wavelet are some common wavelets used to classify dif-
ferent types of surface images [56, 57]. Niola et al. [58] used Haar wavelet trans-
form on milled, ground and polished surface images to reduce the inhomogeneous
illumination problem. Coiflets are used successfully on one dimensional surface
profile obtained from turned surface image [60]. In a defect detection and classi-
fication study on various types of surfaces, Zhang et al. [136] utilized shape fea-
tures, Laws features extracted by convolving images using Laws kernels, discrete
cosine transform (DCT) features extracted by convolving DCT kernels, features
utilizing Gabor filter banks and statistical co-occurrence features extracted from
GLCM for classification of 15 defects on engineered surfaces. Combination of
Gabor filter bank features and GLCM features were the best selected feature inputs
to a support vector machine algorithm for best classification.

13.4.2.6 Quality Inspection Observing Burr Profiles

Plastic deformation produces unwanted burrs (a projected edge) in drilled and end
milled products. Products with burrs are not acceptable in terms of quality. Thus,
the automatic burr inspection is an essential part of product quality inspection
using machine vision system. Nakao [54] utilized four 45° inclined mirrors sur-
rounded the drilled hole for inspecting the side of the burrs, accurately. Noise
reduction, component labelling and binarization have been applied prior to the burr
thickness and burr height measurement with micron level accuracy. However, a
three dimensional method is needed for determining more accurate burr height as
the burr profile is not in a single plane. Yoon et al. [62] inspected the burr profile of
drilled parts using shape from focus technique. They captured several images
based on the best focus positions by systematically varying the object to camera
distance. They used Laplacian mask for edge enhancement prior to measure burr
height, burr width, hole location error and diameter deviation. Sharan and
Onwubolu [78] measured burr height and burr width of end milling burr from the
pre-processed image of end-milled product.

A summary of the application of digital image processing for machined product
quality assessment is stated in Table 13.2. It can be depicted from Table 13.2 that
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Table 13.2 Machined product quality assessment using digital image processing

Type of  Quality assessment scope Application References
machining area
Turning Surface finish assessment and Off-machine [83-85, 88, 107, 128, 131]
classification tool
On-machine [39, 60, 89, 93, 94, 98, 99]
tool
Progressive tool wear On-machine [21, 66-69, 104, 110]
assessment through tool
machined surface images
Chatter identification Off-machine [70]
tool
On-machine [96]
tool
Milling Surface finish assessment Off-machine [40, 42, 43, 51, 53, 56, 57, 87, 97,
tool 105, 106, 109, 125, 129, 130,
132, 135]
On-machine [20, 62, 112]
tool
Progressive tool wear On-machine [41, 68, 69, 133]
assessment through tool
machined surface images
Burr profile Off-machine [78]
tool
Grinding  Surface finish Off-machine [42, 43, 51, 53, 86, 87, 109, 129,
tool 134]
Shaping Surface finish Off-machine [40, 42, 87, 109, 129, 132, 134]
tool
Drilling Surface finish Off-machine [27]
tool
Burr profile Off-machine [54, 62]
tool

there is an absence of research on real time monitoring technique, even there are
very few researches on on-machine tool monitoring of tool wear through pro-
cessing of machined surface images.

A flow chart shown in Fig. 13.7 describes the method for tool condition clas-
sification by employing machine vision on machined surface images. After
acquisition of machined surface images, an image enhancement method for
enhancing the edge details can be applied. Then, one or more texture analyses
techniques can be applied for extraction of texture features for describing tool
flank wear. Images should be captured for progressive wear monitoring time to
time. Feature selection or feature reduction technique is also needed for selecting
well correlated features with the change of tool condition. Then a classification
method employing any pattern recognition technique (SVM, MLPNN, ANFIS
etc.) is needed to apply for classification of tool condition viz. tool wear states, tool
breakage, tool fracture, tool chipping etc.
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Fig. 13.7 Flow chart for tool Image acquisition
condition classification from | ]
machined surface images Machined surface image

A
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!
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3. Image interpolation

4. Edge enhancement

Enhanced image
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Texture analysis
1. Statistical (first order and higher order)
2._Fractal
3. Frequency domain based

4. Hough transform

l

Feature extraction

l

Feature selection

1. Sequential selection
2. Cross validation
3. Optimal brain surgeon

l

Pattern recognition technique

|

Classification result

13.5 Case Study

A case study for progressive tool wear detection using the extracted features from
GLCM of machined surface images is presented in this chapter for a typical
machining condition.
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Table 13.3 Experimental set up

Equipment Specifications

CCD camera Genie HM 1024

Tele lens with polarizer Zoom lens with macro zoom (18-108 mm)
Image acquisition software SAPERA LT

Surface roughness tester Mitutoyo Surftest SJ-201

Lighting system DC regulated fibre optic guided light (Navitar)

13.5.1 Experimental Set Up

Turning of a C-50 steel work piece is done in a CNC lathe machine with 150 m/min
cutting speed, 0.24 mm/rev feed rate and 1.5 mm depth of cut using an uncoated
carbide cutting tool insert SNMG 120408-QM. Images of just machined surfaces
are captured with a machine vision system mentioned in Table 13.3.

Average surface roughness (R,) of the corresponding surfaces are measured
with the help of a stylus-based surface profiler. Simultaneously, the flank wear of
the tool insert are measured with the help of Olympus BX51M microscope with
10x zoom equipped with image acquisition software, Olympus image analyzer.
Experimental set up is shown in Fig. 13.8.

Each image is cropped to 300 x 300 pixels before processing. All image
processing are done in MATLAB® environment using standard toolboxes of
MATLAB®.

13.5.2 Image Processing

The image processing techniques applied on captured and cropped machined
surface images are described stepwise.

Step 1: Image interpolation technique by using bicubic interpolation is applied on
machined surface images to magnify them. Images of 300 x 300 pixels
size are magnified to the size of 600 x 600 pixels. In bicubic interpola-
tion, a two-dimensional bicubic interpolation kernel, stated in Eq. (13.15)
is convolved with the original image matrix.

hpic = hcub(x)-hcub(y) (1315)

where, hep(x) and A, (y) are one-dimensional cubic interpolation kernel stated in
Eq. (13.15a) along x and y axis, respectively.
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 Machined
surface

CCD camera
Fibre optic
guided light
Machined
surface image
Fig. 13.8 Experimental set up
Pews(x) = |x]?=2.|x|*+1 for 0 < |x|l; 1
= —|xP+5.[x*— 8.|x| +4  for 1 <|x|ir;2 (13.15a)
=0 for |x| >2

Images before and after applying the interpolation are shown in Fig. 13.9a and b.

Step 2: After magnifying the image, histogram equalization technique is applied
on magnified images to achieve a homogeneous distribution of illumi-
nation. Figure 13.10a is the histogram equalized image of Fig. 13.9b.

Step 3: Unsharp masking technique is applied on histogram equalized images to
enhance the sharpness of image. This technique is mainly used for edge
crispening. The sharpen image, fiqr (x,y) of an original image, f(x, y) is
stated in Eq. (13.16).

fsharp(x’y) zf(x,y)+g(x,y) (1316>

where, g(x,y) = f(x,¥) — fimoomn (%, y) and fynoom (x,y) is a low-pass filtered version

by Laplacian filter of f{x, y).

Figure 13.10b is the image after applying unsharp masking.

Step 4: After the image enhancement, gray level co-occurrence technique has
been applied on all enhanced images. GLCM of rougher surface is off
diagonal compared to the GLCM of smoother surface as reported in [21].
Thus, the extracted texture features of GLCM of surface images should be
varied systematically as the machined surface texture become rougher or
coarser with increase in tool wear. Optimization of PPS and direction
parameters is done as described in [21]. The optimum PPS for this study
is 13. Contrast, second diagonal moment, homogeneity, inverse difference
moment (IDM), cluster shade (CSH) and cluster prominance (CPM)
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(b)

Fig. 13.9 Image a before applying and b after applying bicubic interpolation

Fig. 13.10 Machined surface image a after applying histogram equalization and b after applying

unsharp masking

diagonal moment (SDM) are the representative of coarseness in a texture

features are extracted for tool wear assessment. Contrast and second
image as stated in Egs. (13.17) and (13.18), respectively.
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Contrast = ZZ i—j (13.17)

i=1 j=
SDM = "j> " 0.5]i — jlp(i,j) (13.18)
j=1 =1

where, i and j are gray levels or GLCM matrix co-ordinate positions; n is the
number of gray level and p(i, ) is the probability of co-occurrence between image
pixels.

In the above three equations, |i — j| or (i —j)*, which represent how much the
matrix elements are diagonally distributed, are multiplied with probability of
co-occurrence of image pixel. Thus, Contrast and SDM is expected to increase for
more off-diagonal distribution of GLCM which is an obvious case for rougher
surface.

Homogeneity and IDM are the measures of homogeneous or similar pixel
occurrence present in a periodic manner in a surface texture. Homogeneity and
IDM are higher for more homogeneous or smoother surfaces. Homogeneity and
IDM are stated in Egs. (13.19) and (13.20), respectively.

Homogeneity = ZZ P(i-J) (13.19)

i= 1111+|l_]|

IDM = ZZ (13.20)

lljl

Cluster shade (CSH) represents the skewness of GLCM histogram as stated in
Eq. (13.21). As the surface deteriorated with increase in tool wear, CSH becomes
negative and gives a decreasing trend.

CSH = ZZP @D +7) = (e + 1)) (13.21)
i=1 j=

where, u, and p, are the means of every row and every column of GLCM.

Cluster prominance (CPM) represents the kurtosis or peakedness of GLCM
histogram as stated in Eq. (13.22). As the surface deteriorated with increase in tool
wear, CPM or the peakedness of GLCM histogram reduces and gives a decreasing
trend.

CPM = Z Zn:p(i,j)[(i +)) = (e + ) (13.22)

Measured VBgyerage is plotted with machining time in Fig. 13.11a. An
increasing trend of tool flank wear is depicted in this plot. Measured average
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Fig. 13.12 Plots of a Contrast and SDM and b Homogeneity, /DM, CSH and CPM versus
machining time

surface roughness (R,) by contact type surface profiler are plotted against
machining time in Fig. 13.11b. An increasing trend of R, with machining time is
depicted in this plot.

All the just turned surface images are processed using gray level co-occurrence
technique and the extracted features, namely, Contrast and SDM are plotted with
machining time in Fig. 13.12a and other texture features, namely, Homogeneity,
IDM, CSH and CPM are plotted with machining time in Fig. 13.12b. The trend of
variation for Contrast and SDM with machining time is increasing, as depicted in
Fig. 13.12a. Homogeneity, IDM, CSH and CPM have a decreasing trend with
increasing machining time as per Fig. 13.12b.

However, all the extracted features are normalized in O to 1 for bringing them in
the same scale. As the machining time increases, machined surface becomes
rougher or coarser which can be depicted from Fig. 13.11b by observing the
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Fig. 13.13 Plots of a Contrast, SDM and b Homogeneity, IDM, CSH and CPM versus VB,ycrage

increasing trend of surface roughness. Thus the texture image also become coarser
and distribution of GLCM elements become more scattered or off-diagonal with
the increase in roughness. Consequently, Contrast and SDM have an increasing
trend as explained in Eqgs. (13.17) and (13.18) and Homogeneity and /DM have a
decreasing trend as explained in Eqgs. (13.19) and (13.20). As the GLCM becomes
off-diagonal for coarser surface, the skewness and peakedness of GLCM histogram
reduces. Thus, CSH and CPM reduces with the increase in surface roughness as
explained in Eq. (13.21) and (13.22).

Also there is a need to find the correlation between extracted features and
VBaverage for determining the condition of the tool from the machined surface
images. Thus, all the six extracted features are plotted against normalized values of
VBaverage and the plots are also fitted linearly. It is depicted from Fig. 13.13a that
Contrast and SDM have an increasing trend with increase in VBgyerage. Fig-
ure 13.13b shows a decreasing trend of Homogeneity, IDM, CSH and CPM with
increase in VB,yerage- As the tool imprints on the machined surface at the time of
machining, the condition of the tool can be observable from the change of
machined surface texture.

Values of linear fitting coefficients (or coefficient of determination) and slopes
for quantifying the correlation of extracted features with tool flank wear are pre-
sented in Table 13.4.

Thus, high linear correlation of Contrast, SDM, CSH and CPM with tool flank
wear can be depicted by observing the values of coefficient of determination and
slope stated in Table 13.4. It can be seen from this case study that GLCM tech-
nique can be used well for depicting the condition of the cutting tool.
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Table 13.4 Coefficient of

o Extracted features Linear correlation with VB, ,erace
determination and slope for it
extracted features Coefficient of Slope

determination
Contrast 0.86 0.88
SDM 0.88 0.87
Homogeneity 0.75 —0.76
IDM 0.80 —-0.79
CSH 0.93 —0.96
CPM 0.90 —-0.97

13.6 Concluding Remarks

This chapter discusses about the important aspects of application of digital image
processing in conventional machining, specially about the tool condition moni-
toring. It also tells about the importance of major tool condition monitoring
techniques used in industry. Advantages and disadvantages of machine vision
techniques applied for tool condition monitoring and surface finish studies over the
other techniques have also been presented in this chapter. A review of machine
vision techniques applied in conventional machining has been addressed here.
Authors have included an example for depicting the progressive tool condition
monitoring applying digital image processing from their own research work.

Digital image processing techniques play an important role to determine the
tool condition through a non-invasive way. Different states of tool wear, tool
breakage, tool chipping and tool fracture can be classified by the image processing
of machined surface texture images as well as tool images. Less costly image
acquisition hardware is needed to determine the quality of machined surface
texture and applied image processing algorithms are simpler for the same. How-
ever, capturing the turned surface image in moving condition is also a challenging
task due to the high speed of work piece and the curvature effect of turned surface.
Real-time tool condition monitoring system utilizing machine vision techniques
has not been achieved till date. Main causes of this drawback are blurring effect
produced for capturing the image of moving work piece and lower computational
speed. Blurring effect can be overcome by using a more robust image acquisition
system employing high speed camera, diffused front lighting with triggering
capability and using image deblurring technique. However the image area for
processing should be optimum with simpler algorithm to cope up with computa-
tional speed.
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Chapter 14
Formability and Simulative Tests
in Modern Sheet Metal Forming
Education

P. A. F. Martins, L. Montanari, V. A. Cristino and M. B. Silva

Abstract This chapter provides the theoretical and experimental background to the
utilization of circle grid analysis in conjunction with formability and simulative
laboratory tests at undergraduate and graduate courses of metal forming with the
objective of exposing students to machine-tools, tool systems and practical problems
that are commonly found in daily production of sheet metal parts. The presentation
starts with a description of strain measures and measurements techniques, extends this
background to plastic instability and fracture, introduces the forming limit diagrams
and systematizes the associated formability tests, and reviews the process simulation
tests aimed at characterizing bendability, stretchability and drawability of blanks.
Then, presentation proceed with a comprehensive description of a flexible, versatile
and robust laboratory tool system that was developed by the authors to support edu-
cation and basic research activities of sheet metal forming. The last part of the chapter
presents the fundamentals of a simple finite element computer program developed by
the authors that gives support to sheet metal forming laboratory tests and provides
students with a strong link between experimentation and numerical simulation.

14.1 Introduction

Despite its importance to society in general and engineering in particular, sheet
metal forming developed throughout the years as an art with major techniques and
procedures being transmitted from craftsmen to apprentices as professional secrets
with no scientific background.
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The widespread introduction of manufacturing courses at the graduate and post-
graduate levels of mechanical, materials and industrial engineering curricula
during the second half of the twentieth century stimulate the understanding of
sheet metal forming process in the light of existing scientific knowledge. Although
some courses were designed to be very descriptive and mainly focused on mate-
rials, equipment and products because of the wrong assumption that further
knowledge should be acquired on the job training, there were other courses that
successfully integrate knowledge on materials science, solid mechanics and
thermodynamics to provide students with a deep understanding on the funda-
mentals of sheet metal forming.

The last vision prevailed over the purely descriptive courses and modern
engineering curricula aim to prepare students to understand the major operating
parameters, the formability constraints and to utilize sophisticated analytical and
numerical models to estimate the loads, the pressures and the major field variables
associated with the production of sheet metal parts. However, the integration of
basic scientific knowledge in sheet metal forming courses is only part of the
solution to train young engineers capable of solving real problems. The hopeful
assumption that young engineers, well versed in the theoretical fundamentals
would readily acquire technical know-how to project, design and fabricate tooling
systems and to solve daily production issues only works if the young engineers are
naturally gifted. The remaining young engineers will normally encompass various
types of painful learning experiences before acquiring the required technical skills.

One solution to overcome this problem is to strengthen the sheet metal forming
courses with laboratory training focused on the practical aspects of tool design and
on the analysis and evaluation of the interrelationship of material, process and
shape in the formability of sheet metal (hereafter designated as ‘blank’).

This chapter is focused on the importance of hands-on laboratory tests in sheet
metal forming education. Presentation combines the fundamental concepts of
strain measures, strain measurement, forming limits and finite element modelling
with laboratory tests for evaluating sheet metal formability by means of experi-
mental methods based on the forming limit diagrams and based on simulative
operations aimed at characterizing bendability, stretchability and drawability of
the blanks. A flexible and versatile tool system developed by the authors that is
capable of being used in both education and research activities is comprehensively
described for the benefit of those readers who want to design a similar tool for
supporting their teaching activities or for those who simply want to understand
how this solution can be done well at a low cost.

14.2 Strain Measures and Measurement

One of the main difficulties of the graduate students attending sheet metal forming
courses is the understanding of the physics behind strain measures that are com-
monly utilized in large elasto-plastic deformations. This section reviews these
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strain measures, describes the experimental techniques for their measurement and
graphical representation in the principal strain space (also known as the forming
limit diagram), and introduces the formability limits by necking and fracture.

14.2.1 Strain Measures

Deformation in sheet metal forming generally comprises of stretch, rigid body
rotation and translation. Stretch provides the changes in shape and the modifica-
tions in the state of stress, whereas rigid body rotation and translation do not
provide variations in shape and internal stresses. Figure 14.1 presents the three
basic modes of deformation applied to a one-dimensional rod.

Appropriate strain measures are necessary to evaluate the stress response, to
predict the formability limits and to determine the force and energy requirements
of the sheet metal forming process independently of rigid body rotation and
translation. In principle, the stretch ratio A between the final / and the initial [
lengths of the one-dimensional rod pictured in Fig. 14.1 could be utilized as a
strain measure for large elasto-plastic deformations,

=g ()

However, the application of a strain measure exclusively based in the stretch
ratio 4 would lead to values 1 =~ 1 (with major differences in the second and third
decimal places) in case of metallic materials undergoing small to medium
deformations and to values A > 3 in case of elastomers experiencing very large
deformations. In addition, the absence of deformation would be characterized by a
value of strain A =1 instead of A =0, as one would normally expect from a
physical point of view.

As a result of this, the strain measures commonly utilized in large deformations
are preferentially derived from finite strain tensors that are defined in an element of
material undergoing finite deformation between the original X (or undeformed)
and the final x (or deformed) configurations (Fig. 14.2). The coordinates X and x
allow mapping the present position x as a function of the original position X as
follows,

x =x(X,1) (2)

and the components dx of the final differential line element P'Q’ are obtained from
the components dX of the original differential line element PQ embedded in the
material by means of the deformation gradient tensor F,

0x 0x
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(a)
Y.y Deformed rod
Undeformed after stretch

rod \ S

;C\

Fig. 14.1 One-dimensional rod undergoing, a stretching, b rigid body rotation, ¢ translation

Fig. 14.2 Finite deformation
between the original and Z Deformed (current)
deformed configurations configuration

Undeformed (original)
configuration

The deformation gradient F is a non-symmetric tensor that provides a complete
description of the deformation. Stretching is included as well as rigid body rotation
but translation will not be addressed in the presentation.

The most commonly utilized strain measures in large deformation are built
from the deformation gradient tensor F as follows,

(C-1)

Green—Lagrange strain E =

Almansi strain € =

=N =

(1-B7") 4)
Logarithmic strain € = — %ln (B’l)

The symbol I denotes the identity tensor, B = FF” is the left Cauchy-Green
tensor and C = F'F is the right Cauchy-Green tensor. The strain measures in
Eq. (4) are appropriate for large deformations because the finite strain tensors B
and C are symmetric and result in the identity tensor I thereby, providing zero
strains, in case of rigid body rotation without stretch.
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Table 14.1 One-dimensional definition of strain measures

n Strain measure Definition
-2 Green—Lagrange 1 (ﬁ _ 1)
2\n
-1 Engineering (ﬂ)
Iy
0 Logarithmic : )™} _ i
e tim (2 (1= (") =1n (1)
Swainger (%)
2 Almansi 1 (1 -~ ﬁ)
2 2

Further understanding of the strain measures in Eq. (4) is given by considering
the one-dimensional rod undergoing pure stretch in the absence of rigid body
rotation that is illustrated in Fig. 14.1a. In such a case, because there is no rotation,
the co-rotational reference system xyz, which rotates with the material in case of
rigid body rotation, is coincident with the material reference system XYZ and,
therefore, the deformation gradient F is identical to the stretch ratio A between the
final / and the initial /y lengths of the rod.

The corresponding left B and the right C Cauchy-Green strain tensors are equal

to 2> = I /I and the strain measures in Eq. (4) can be simply written as follows,
12

(5)
ls

)
Logarithmic straine = In <I_>
0

Green—Lagrange strain E =

Almansi strain e =

= =

The generalization of Eq. (5) into a single equation from where all known strain
measures may be derived results in the following algebraic expression,

Strain = % (1 - (%)) (6)

where 7 is an integer taking values in accordance with Table 14.1.

Equation (6) allows the Green—Lagrange, logarithmic and Almansi strain
measures to be listed along with the classical engineering and Swainger strain
measures. The classical engineering strain is commonly applied in linear small
deformations (familiar to all graduate students) and the Swainger strain is a non-
linear approximation of the Almansi strain. However, what distinguishes the
Green—Lagrange, logarithmic and Almansi strains from the engineering and
Swainger strains is their tensorial character.

Figure 14.3 provides a graphical representation of the five strain measures that
are listed in Table 14.1. As seen, only the logarithmic strain has the natural, or
intuitive, property of becoming infinite as stretch approaches infinity or becoming
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2.0
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1.0 ¢
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Strain Measure

=== Green-Lagrange

—— Engineering

-1.0
= Logarithmic
15 | =é= Swainger
=~ Almansi

0.0 0.5 1.0 1.5 2.0 25 3.0 35 4.0
Stretch

Fig. 14.3 Comparison between various strain measures in a rod undergoing pure stretch in the
absence of rigid body rotation

negative infinite as stretch goes to zero. The Almansi strain asymptotes to one-half
in tension, while the Green—-Lagrange strain asymptotes to negative one-half in
compression. Both the Almansi and Green—-Lagrange strains are approximately
equal to the engineering strain when deformation is small.

In what follows, logarithmic strains will be preferentially utilized.

14.2.2 Strain Measurement by Circle-Grid Analysis

The experimental procedure that is commonly utilized for measuring strains in
sheet metal forming was originally proposed by Keeler and Goodwin [1, 2]. The
procedure is designated as circle-grid analysis and involves etching or imprinting a
grid of circles (usually with 2-5 mm in diameter d) on the surface of the blanks
before forming and measuring the major a and minor b axes of the ellipses that
result from the plastic deformation of the circles during sheet metal forming tests
(Fig. 14.4). The values of the principal logarithmic strains at the surface of the
deformed blanks are calculated from,
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(l‘l) 20
OTensile Test

1.8 © Circular Bulge Test

FFL
1.6 4 Elliptical Bulge Test

14+

1.2

1.0

08

Major True Strain

06

Kink in the
strain path
0.4
FLC
0.2

0.0 - ' Y r e ’ . v i
0.8 0.6 -0.4 -0.2 0.0 02 0.4 0.6 0.8

Minor True Strain

Fig. 14.4 Fundamentals of strain measurement by circle grid analysis; a original circle grid
etched on the surface of the blank made from aluminum AA1050-H111, b deformed blank shows
circles distorted into ellipses as a result of the hydraulic bulge formability test, ¢ the major and
minor axis of the ellipse are measured to determine the principal logarithmic strains at the surface
of the deformed blank and d forming limit curve (FLC) and fracture forming limit (FFL) derived
from circle grid analysis

¢ = ln<g) & —=1n (g) (7)

and can be graphically represented in the forming limit diagram (Fig. 14.4d).
Measurements of the critical major and minor strains from the deformed circles
that have been previously etched or imprinted over the surfaces of the blanks
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Fig. 14.5 Zurich no. 5 procedure for determining the strains at necking by means of the strains
retrieved from measurements in adjacent deformed circles along a direction perpendicular to the
crack. a schematic drawing, b test specimen ¢ interpolation procedure

utilized in different formability tests allow determining the forming limit curve
(FLC), the fracture forming limit (FFL) and the influence of process operative
conditions in the strain loading paths and associated failure limits.

The FLC represents the boundary between the strain combinations which
produce material failure by necking (plastic instability) and those that are
admissible in sheet forming. Its location and shape is constructed by measuring the
principal strains, at critical areas of the blanks, from deformed circles placed just
outside the neck (that is adjacent to the region of intense localization). This is
because these circles represent the condition of the uniformly thinned sheet just
before necking occurs [3]. The procedure is graphically illustrated in Fig. 14.5.

The intersection of the FLC with the major strain axis is found to occur at
values in fair agreement with the value of the strain hardening exponent n of the
stress—strain curve ¢ = K¢" obtained by means of uniaxial tension testing.

The FFL is more difficult to determine than the FLC. Application of grids even
with very small circles in order to obtain strains in the necking region after it forms
and, therefore, close to the fracture provides strain values that cannot be
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Fig. 14.6 Experimental procedures that are utilized for obtaining the experimental values of
strain along the a thickness and the b width directions at the onset of fracture (FFL) for specimens
utilized in tensile and ¢ bulge formability tests

considered the fracture strains. This is because such grids create measurement
problems and suffer from sensitivity to the initial size of the circles used in the
grids due to the inhomogeneous deformation in the neighbourhood of the crack.

As a result of this, the experimental procedure for constructing the FFL requires
measuring of thickness before and after fracture at several places along the crack
in order to obtain the ‘gauge length’ strains. The strain in the width direction is
obtained differently as it is illustrated in Fig. 14.6 for the case of tensile and bulge
formability tests.

As seen in Fig. 14.6, in case of uniaxial tension tests measurements are directly
taken from the width of the specimens whereas in case of hydraulic bulge tests,
measurements require the utilization of the imprinted grid of circles in order to
obtain the initial and deformed reference lengths. The third fracture strain com-
ponent, in the plane of the sheet with direction perpendicular to the crack, is
determined by volume constancy knowing the two other strains [4].

The strains at the onset of fracture (FFL) are commonly approximated by a
straight line ¢; + & = c falling from left to right and in good agreement with the
condition of constant thickness strain at fracture (given by a slope of ‘—1°) that
was proposed by Atkins [5].

The large distance between neck formation (FLC) and collapse by fracture (FFL)
that is observed in Fig. 14.4d indicates that AA1050-H111 is a very ductile material
that allows a considerable through thickness strain between neck initiation and
fracture. As seen in Fig. 14.4d, at the onset of local instability implying transition
from the FLC representing necking towards the FFL, a sharp bend occurs in the
strain path when testing is done with hydraulic bulge tests. The strain paths of
hydraulic bulge tests show a kink after neck initiation towards vertical direction,
corresponding to plane strain conditions, as schematically plotted by the grey dashed
line. The strain paths of tensile formability tests also undergo a significant change of
strain ratio from slope —2 to a steeper one although not to vertical direction. The
absence of a sharp kink of the strain path into vertical direction, and a less abrupt
bend instead, is due to the fact that major and minor strains after the onset of necking
do not coincide with the original pulling direction. A comprehensive analysis on the
direction of the strain paths in the second quadrant of the forming limit diagram can
be found in the work of Atkins [5, 6].
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14.2.3 Strain Measurement by Square-Grid Analysis

Circle-grid analysis has proved successful in both research and press shop appli-
cations because it is an easy and efficient experimental technique to evaluate the
strain loading paths, to determine the material formability limits and to visualize
the critical areas of sheet metal parts. However, the method should not be
employed in the analysis of non-homogeneous deformations (where a circle does
not deform into an ellipse), in the analysis of non-coaxial strain paths (where the
principal strain rate directions do not rotate with respect to the material), or
in situations where it is difficult to distinguish the major and minor diameters of
the deformed circles [7, 8]. Still, these problems are often neglected because it is
generally not possible from a homogeneously deformed circle, to deduce whether
its deformation has taken place along a coaxial or a non-coaxial strain path.

Square-grid analysis for sheet metal forming was developed by Sowerby et al.
[9] with the objective of avoiding the aforementioned problems. The fundamentals
of the technique are illustrated in Fig. 14.7 and the following presentation is
limited to two-dimensional (plane strain or axisymmetric) or simple three-
dimensional cross section symmetric surfaces.

The first step in measuring the strains is to divide the square-grid into triangles
so that strains can be determined by evaluating the final configuration OP'Q’ with
reference to its original (or undeformed) configuration OPQ. Assuming that the
nodal coordinates after deformation can be related with the original coordinates by
means of the continuous mapping transformation provided by Eq. (2), the varia-
tion in the side-length of each triangle can be computed from the deformation
gradient tensor F (Eq. 3) that characterizes the local deformation at each nodal
point of the square-grid.

The evaluation of the deformation gradient tensor F from the initial and final
nodal coordinates of the side lengths OP and OQ is performed by inverting the
following system of equations,

Xp Xp Yp 0 0 F11

{ dX,, = Fpr - XQ _ XQ YQ 0 0 F12 (8)
dXQ = FdXQ yp 0 0 Xp YP F21
Yo 0 0 XQ YQ F22

in order to obtain the four coefficients of F,

F11 YQ —YP 0 0 Xp
F12 _ 1 —XQ Xp 0 0 X0 (9)
Fa (XPYQ*XQYP) 0 0 YQ —Yp yp
F22 0 0 —XQ Xp Yo

The Green—Lagrange strain measure (Eq. 4) is then computed from the right
Cauchy-Green tensor C = F'F,



14 Formability and Simulative Tests in Modern Sheet Metal Forming Education 421

O

N

0 P X, x

Fig. 14.7 Determination of the principal strains from a square-grid

Ci Ci2 T F? + F? Fi1Fio + Fp Fy
C= =FF= 11 21 10
{Cm sz} [Flen + Fo Py Fh+ F5, (10)

to obtain E = %(C —1I), and the correspondent principal Green—Lagrange strains
are given by,

E, +E Ei — E»\>
B B == 22i\/( s 22)+E%2 (11)

The principal logarithmic strains in each triangle of the square-grid are then
determined from the relation ¢ = In /1 4 2E between the two strain measures
that can be obtained from Table 14.1, in conjunction with the incompressibility
condition,

gg=In/14+2E, & =1In+/1+2E, 83:—(81+82) (12)

Despite the advantages claimed for the utilization of square grids, its imple-
mentation in computer aided strain measurement and analysis systems may
experience difficulties in providing accurate measurements in complex three
dimensional surfaces of real stamped or deep drawn parts. This is because the
utilization of square grids requires mapping the elements on the deformed parts
back into a plane representing the initial blank by means of geometric modelling,
which is dependent on the assumptions and strategies incorporated into the
mapping strategy [9]. In some gross approximations, for example, the area of the
quadrilaterals is assumed not to change and, therefore, variation of thickness will
not be taken into account.

However, the main reason for not using square grids in this presentation is due
to the fact that students should be preferentially exposed to manual and semi-
automatic measuring procedures where square-grid analysis is impossible to be
utilized.
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Table 14.3 Failure by plastic instability as a function of the deformation mode

Deformation mode State of strain State of stress Schematic drawing
Uniaxial Diffuse necking: g1 >0 tc‘
& =n g, =03=0
n )
f2=8="73 W, @\
LocafiZ:e(;1 necking: b
g =2n y u‘,/ '
& & = —n
e=12n
Plane strain g =n o >0
& = 0 0y = %
& = —n
B 2}1 g3 = 0
MV
Biaxial &= &=n oy =0,>0
&g =—2n 03 =
e=2n

14.3 Evaluating Formability by Tests Based on Forming
Limit Diagrams

The evaluation of sheet metal formability by means of laboratory test methods
based on forming limit diagrams is aimed to experimentally determine the critical
strains at failure by necking (plastic instability, FLC) and fracture (FFL). The
formability testing methods based on forming limit diagrams can be classified as
uniaxial, plane-strain and biaxial formability tests as a function of the deformation
mode (that is, the strain loading path) that is characteristic of each specific test
(Table 14.2).

Figure 14.8 shows experimental results of the formability tests listed in
Table 14.2 that were obtained by the authors for AISI 304L stainless steel sheets
with 0.5 mm thickness. By plotting the measured strains it was possible to con-
struct the FLC and the FFL that are shown in the Fig. 14.8, the open markers
plotted refer to the experimental strains at necking and the solid markers refer to
the experimental strains at failure.

Failure by plastic instability occurs by the development of a diffuse or localized
neck (Fig. 14.9).
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Fig. 14.8 Forming limit diagram of the AISI 304L stainless steel constructed from several
formability tests of Table 14.2. The enclosed photographs show several tests specimens at failure

Fig. 14.9 a Diffuse necking (a) (b)
and b localized necking in ‘—:_':1
uniaxial tension. The angle

0 = arctan (\/(R+ 1)/R) of
the localized neck depends
upon the coefficient of
anisotropy R, which is
defined as the ratio of plastic
strains & /¢, during the
uniaxial tension test

Diffuse necking is accompanied by contraction strains (non-uniform deforma-
tion) in both the width w and thickness ¢ directions of the specimens and leads to
continuation of deformation under unstable conditions of failing load (or pressure).
This type of failure occurs for tests providing strain paths in both first and second
quadrants of the forming limit diagram. Localized necking is characterized by a
progressive development of the neck at an angle 0 to the loading axis and by a
substantial amount of straining after the onset of diffuse necking. This type of
failure should not be confused with diffuse necking, which precedes it.
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The general approach for determining the state of strain at the onset of diffuse
necking requires calculating the maximum force. In case, for example, of biaxial
symmetric loading conditions the applied forces are F; =F, >0, F3 =0
(Table 14.3),

Fi =014

13
F2 = O'2A2 ( )

The principal stresses a; = o, for identical cross sectional areas A} = A, at the
current (or deformed) configuration and the plastic instability condition requires
dF =0,

dF; = do1Ay +01dA; =0 (14)
or,
doy dA,
T _4 15
o x, ~ (15)

Because the effective stress ¢ = o and the effective strain € = 2¢; for biaxial
symmetric loading conditions under the von Mises yield criterion, Eq. (15) can be
rewritten as,

dc

de
and the effective strain at the onset of diffuse necking for a material following a
stress—strain relationship ¢ = K¢ is given by,

(16)

| Qi

£=2n (17)

The principal strains ¢, &, &3 at the onset of diffuse necking are provided in
Table 14.3 together with similar results obtained for uniaxial, plane strain and
biaxial stretching conditions. The principal strains at the onset of localized necking
in uniaxial tension tests that are included in Table 14.3 are determined under the
assumption of plane strain conditions along the localized neck (Fig. 14.9b).

Figure 14.8 also allows comparing the experimental FLD with the theoretical
FLD proposed by Swift [14] after combining the critical strains at localized and
diffuse necking in case of materials with a stress—strain relationship o = K ¢",

n
1+p

2n (1+p+ p?)
(L+p) (202 —p+2)

Localized necking (second quadrant) & =
(18)

Diffuse necking (first quadrant) & =

where p = & /¢; is assumed to be constant during loading.

To conclude this section on formability tests based on forming limit diagrams it
is worth noticing that complex sheet metal forming encompass variations in the
strain loading paths that may have a profound effect on the measured strains and,
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consequently, on the formability limits by necking (FLC). On the contrary, the
formability limits by fracture (FFL) are supposed to be material dependent and,
therefore, insensitive to variations in the strain paths.

In the majority of the formability tests that are listed in Table 14.2 it is rea-
sonable to assume that the ratio of the major to the minor strain is constant (or near
constant) throughout the deformation and, therefore, the strain loading paths are
said to be proportional (or linear). Somewhat non-linear strain paths that occur in
some of the formability tests (e.g. hemispherical dome test with friction), are found
to be slightly concave towards plane strain conditions (see also Fig. 14.8).

Additional influence on the formability limits may also arise from variations in
the thickness of the blanks (producing changes in the FLC) and in the metallur-
gical conditions (producing changes in both the FLC and the FFL), among other
variables.

14.4 Evaluating Formability by Simulative Tests

No matter how complex sheet metal forming operations may seem, they all consist
on combinations or sequences of three basic deformation patterns; bending,
stretching and drawing. Contrary to formability tests aimed at determining the
failure limits by necking and fracture (FLC and FFL) that were comprehensively
described in the previous section, simulative tests are designed with the purpose of
replicating the states of strain and stress at different locations of the blanks during
real sheet metal forming operations (Fig. 14.10).

Bending usually appears associated with stretching at the top and bottom of the
walls, stretching occurs at the walls (uniaxial or plane-strain conditions) and at the
planar bottom (bi-axial conditions) and drawing arises at the corners of the sheet
metal parts.

In pure bending the outer fibers of the blank are in tension while the inner fibers
are in compression. The critical parameter in bending is the ratio r/¢ of the bend
radius r to the thickness 7 of the sheet. In fact, as r/¢ decreases, the tensile strain at
the outer fibers increase and material may crack. Because in many sheet metal
forming operations, the blanks are pulled over a radius (die r.; and punch r,,
corner radii) it is important to evaluate the sheet metal formability by means of
stretch-bending simulative tests with wedge-shaped punches, under plane strain
conditions (Table 14.4). Formability is quantified by measuring the punch depth at
the maximum load or by determining the minimum bend radius at which a crack
appears at the outer surface of the blank. The stretch-bending test with wedge-
shaped punches can also be utilized for analysing elastic recovery (springback)
upon removal of the forming load.

In case of sheet metal forming operations that produce flanges to strengthen the
edge of the holes, to improve its appearance or to provide additional support for
joining other sheet or tubular metal parts it is recommended to characterize
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Fig. 14.10 Simplified Drawing Uniaxial
scheme showing typical stretching
deformation patterns of sheet
metal forming operations

Bending and
stretching

Plane-strain
stretching

Biaxial
stretching

formability by means of hole-flanging simulative tests, under combined stretching
and bending deformation patterns (Table 14.4).

In pure stretching, the blank is clamped at its outer periphery and in-plane
tensile stresses cause the blank to change shape at the expense of sheet thickness.
Ball punch simulative tests, such as the Erichsen [15] and Olsen [16] cup tests are
commonly utilized to evaluate formability by measuring the height of the cup at
the onset of failure. However, the Erichsen and Olsen cup tests are not pure stretch
simulative tests because they allow some drawing-in and have low accuracy due to
the small size of the tools and the impossibility of ensuring a sound fixing of the
blanks. This justifies the utilization of the hemispherical dome test which is per-
formed with larger diameter blanks and makes use of draw beads to avoid any
drawing-in (Table 14.4). The formability is also quantified by measuring the
height of the cup at the onset of failure. Gosh [17] proposed a variant of the
hemispherical dome test performed with strip specimens of various widths and
quantified formability by means of the limiting dome height (LDH) curve, a
graphical representation of the heights of the height of the deformed blanks at the
onset of failure as a function of the minimum in-plane strain ;.

In case of sheet metal forming operations that require stretching a pre-cut hole
in a blank it is recommended to utilize a hole-expansion simulative test
(Table 14.4) that quantifies formability by means of ratio of the maximum
diameter of the deformed hole to the initial diameter of the hole.

Pure drawing of a blank causes elongation in one direction by the tensile
stresses produced by the punch and compression in the perpendicular direction as
its diameter decreases. The most commonly used test for evaluating formability in
deep drawing is the Swift cup test [18, 19] in which circular blanks of various
diameters are deep drawn into cups by a flat-bottomed cylindrical punch
(Table 14.4). Formability is quantified by the limiting draw ratio (LDR) defined as
the ratio of the diameter of the largest blank that can be successfully drawn to the
diameter of the punch (Fig. 14.11).
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Fig. 14.11 Experimental Swift cups obtained for AISI 304L stainless steel for several diameter
ratios Dy /D, a Dy/D, =142 b Dy/D, = 1.62 ¢ Dy/D, = 1.98 d Dy/D, = 2.3

Fig. 14.12 Experimental
Fukui specimen before and
after the test from aluminium
AA1050-H111

Because in drawing operations the length of the unsupported wall is significant
and can lead to wrinkling it is sometimes convenient to perform a simulative
wrinkling test (Table 14.4). The simulative wrinkling test is a variant of the Swift
cup test that uses a punch with a diameter much smaller that the die opening with
the objective of artificially stimulating an unsupported wall where wrinkles may be
easily triggered. The test allows determining the wrinkling failure curve in the
forming limit diagram.

In case of metal forming operations involving stretching and drawing it is
recommended to performed the Fukui conical cup test [20] (Table 14.4 and
Fig. 14.12). In this test formability is quantified by the ratio of the diameter of the
base of the conical cup at the onset of failure to the diameter of the original blank.

The aforementioned tests are classified as a function of the deformation pattern
and are comprehensively listed in Table 14.4.

14.5 Basic Laboratory Testing Equipment

This section starts by describing a flexible, versatile and robust laboratory tool
system that was developed by the authors to support education and basic research
activities in sheet metal forming and finishes with a brief overview of other
equipment that are also necessary to allow students to engage in a wide range of
hands-on experimental tests.
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Guiding column p—

Pressure pad

Socket head
cap screws

Socketsetcup
point (grub screws)

(b)

Fig. 14.13 a Schematic representation of the flexible laboratory tool system with a punch-die set
for performing the hemispherical dome test (open and closed positions) and photographs of the
b initial and ¢ deformed test blank

14.5.1 Flexible Laboratory Tool System

The flexible laboratory tool system (hereafter named ‘tool system’ or simply
‘tool’) must be preferentially installed in a hydraulic universal testing machine or,
if not available, in a low capacity hydraulic press. In case of installing the tool
system in a hydraulic press it is necessary to account for the need to integrate load
cells and displacement transducers to acquire the experimental evolution of the
punch load with displacement for subsequent treatment and analysis.

In what follows, authors consider the tool system to be installed in a hydraulic
universal testing machine and for the purpose of presentation, and although not
corresponding to what readers directly observe in Fig. 14.13, the tool will be split
into the following three different groups of components; structural, process and
specific active tool parts.

Structural parts comprise components such as the guiding columns, the ram
holder and the upper and lower shoes that are independent of the formability tests
(based on forming limit diagrams or based on simulating operations) to be per-
formed. The overall length of the guiding columns and ram were chosen so that
insertion of blanks and extraction of deformed blanks can be easily performed for
all test cases.
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Fig. 14.14 Two dimensional
drawing of the tool system

shown in Fig. 14.13 at the ' -
beginning and end of stroke v | .
for the hemispherical dome |
test (left) and the cylindrical '
(Swift) cup test (right) Ram holder 1| . Ram
Punch -}
TT Pressure pad
|
Die
Blank holder
4]
! |+ Die shoe
7k 20
|

The die shoe, the ram, the pressure pad and the blank holder are typical process
parts whereas the punches and the dies are specific active tool parts that are
dependent on the geometry of the test to be performed (see also Fig. 14.14). The
die shoe carries the different die rings utilized in the tests and is fixed to the lower
shoe. Alternative die shoes may be designed for special purpose specific sheet
metal forming tests. The ram carries the various punches that are utilized in the
tests and is attached to the upper shoe by means of the ram holder.

The blank holder is built upon different components that increase effectiveness
and versatility to its main purpose of preventing wrinkling. Removable draw beads
with rectangular cross section can be attached to the blank holder in order to
control or restrict (e.g. Hecker’s variant to Nakazima tests) the flow of the blank
into the die opening. The draw beads are placed away from the die ring and the
grooves are machined in the top of the die shoe, close to the outside diameter of
the die ring. Moving the draw beads away from the die ring adds flexibility to the
tool system because different tests can be performed with a single die. The location
of the draw beads also reduces the possibility of the die cracking at the edges.
A screw-loaded pressure pad (with 1 mm pitch) enables different pressures to be
applied on the blank placed on top of the die ring, thereby controlling wrinkling
and drawing-in. 12 M20 cup point grub screws placed outside the diameter of the
draw beads are available to extreme testing conditions where the blanks need to be
hold-down without any drawing-in.

The punches and die rings are the active tool components. Each punch-die set is
characterized by its profile, corner radius and clearance between the punch and die
opening radius. Table 14.5 provides details of three different punch-die sets that
allow performing various types of sheet metal formability tests. The main
advantage of the proposed tool system is the flexibility to increase the number of
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Blankholder
| =ansharcer

Blank

Fig. 14.15 a Schematic representation of a modified set-up of the laboratory tool system that
allows performing hole flanging tests in blanks with 250 mm diameter and b Successful and
unsuccessful hole-flanges produced in blanks of aluminium AA1050-H111

punch-die sets to perform other tests (e.g. rectangular cup tests not addressed in the
presentation) and the possibility of easily replacing the ram and the die shoe to
allow the utilization of punch and die sets with larger geometries (Fig. 14.15).

14.5.2 Other Equipment

There are other equipment that are necessary to fulfil the aims and objective of
engaging sheet metal forming students in a wide range of hands-on experimental
tests. Besides the necessity of having a universal testing machine for performing
the uniaxial tension tests it is always good, although not strictly necessary, to have
an electro-hydraulic universal sheet metal testing machine to perform biaxial
circular or elliptical bulge tests, among others. Figure 14.16 presents photographs
of two of these types of machines and details of the circular and elliptical dies that
are commonly utilized in bulge tests.

The blanks utilized in the laboratory tests are usually cut out of the metal sheets
and stacked to form a shape with an appropriate aspect ratio to be precisely milled
to the desired geometry in a conventional or CNC milling machine. The procedure
requires no investment in equipment, because it normally makes use of already
existing machines, but it is time consuming and requires specialists for operating
the milling machines.

An alternative is to design and fabricate a blanking tool that allows installing
different punch-die sets for cutting out the blanks from the metal sheets already
with the desired geometry. However, because the blanking operation damages the
edge of the specimens (e.g. produces burrs, cracks and changes the stress response
due to cold strain hardening caused by shearing) it is necessary, in case of the
specimens for uniaxial tension tests or in case of the blanks for hole-expansion or
hole-flanging tests, to perform a subsequent grinding operation with sand paper to
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Fig. 14.16 a Universal testing machine, b electro-hydraulic universal sheet metal testing
machine and ¢ photographs of circular and elliptical dies and specimens utilized in hydraulic
bulge tests

(a)

Fig. 14.17 a Special purpose blanking tool for producing specimens for uniaxial tension tests
and b flexible blanking tool for producing circular blanks for different sheet metal forming tests

smooth and make the edges perpendicular to the plane of the sheet and to eliminate
existing burrs and cracks. The overall procedure is able to produce specimens and
blanks with milled compliant edges. Figure 14.17 presents photographs of two
different blanking tools that are currently utilized to produce specimens for uni-
axial tension tests and blanks for sheet metal forming tests.

To conclude, it is important to make reference to the equipment for elect-
roetching circular (or rectangular) grids on the surfaces of the specimens and
blanks and for measuring the deformed circles. Although there are nowadays
expensive and sophisticated equipment for performing both tasks (encompassing
the utilization of strain sensible paints and laser based measuring systems),
Fig. 14.18 only shows classical solutions that are adequate for education purposes.
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(b)

n

Fig. 14.18 a Electro-chemical metal marking equipment for imprinting circular or rectangular
grids on the surface of the blanks with detail of marking stencils and b flexible rulers and optical
PC based strain measuring system

14.6 Numerical Simulation of Laboratory Tests

Tekkaya and Martins [21] recently provide industrial, education and academic
users of computer programs a basic overview of finite elements in metal forming
that will enable them to recognize the pitfalls of the existing formulations, identify
the possible sources of errors and understand the routes for validating their
numerical results. The overview draws from the fundamentals of the finite ele-
ments, plasticity and material science to aspects of computer implementation,
modelling, accuracy, reliability and validation. The presentation is illustrated and
enriched with selected examples obtained from research and industrial metal
forming applications.

Under these circumstances, the aim and objective of this section is much less
ambitious and entirely focused in presenting the fundamentals of a simple finite
element computer program (SLabs) that gives support to some of the sheet metal
forming laboratory tests that were described in previous sections. The presentation
is supported by an example and will be carried out without resorting to compli-
cated theoretical and numerical topics that may go beyond what is often lectured in
basic metal forming courses at undergraduate and graduate levels.

14.6.1 Fundamentals of the Rigid Plastic Finite Element
Formulation

The rigid plastic functional that gives support to the finite element computer
program SLabs for two-dimensional (axisymmetric or plane strain) forming of thin
sheets is given by (body forces are neglected) [22],
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Fig. 14.19 Discretization of
a blank by linear elements

_ 1 _
H:/5'dEdV+/Ethdef/(TerT)udS (19)
\4 \%4 N

where  is the effective stress, dE is the increment of the effective Green—Lagrange
strain, & = 0g/0¢ is the slope of the stress—strain curve, T is the surface traction
applied on the boundary, u is the increment of displacement, and V and S are the
volume and surface of the reference configuration, respectively. The first term in
Eq. (19) corresponds to the volumetric strain energy of deformation, the second
term represents the energy involved with strain hardening and the third term
represents the work of the external surface tractions.

Considering blanks to be made of (or discretized by) a series of linear elements
(Fig. 14.19) and assuming that circumferential and meridian directions are the
principle in-plane directions (and thickness direction is the third principal direc-
tion), the Green-Lagrange strain may be approximated, for simplicity, by the
logarithmic strain during a small time increment (refer also to Fig. 14.3),

_fdE;\ _ [dE;| _ [In(s/so0)
dE_{dEz}_{dE()}_{ln(r/ro) <20>
where sy (undeformed length), s (deformed length), ry (original radial location)
and r (deformed radial location) are given by,
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Fig. 14.20 Shape functions N
utilized in the interpolationof === 0—=—-————————— ————— =7
the incremental displacement
field inside a linear element 1
connecting nodes ‘i’ and ‘j’

2 € +1
2 2
S0 = \/(roz —ro1)” + (202 — zo1)
s = \/(702—7’01 +v2 = 1)+ (200 — 201 + w2 — wy)’ (21)

—

1
o=75 (ro+ro1) r=ry +§ (v2 +v1)
The symbols v and w denote the increments of displacement u in the r and z
directions.
The values of the effective stress and of the effective strain increment may be
written as a function of their circumferential and meridian components as follows,

=1/02— 2R 0509 + 0
ST RTUOT0

- 1+R
dE = i

(22)

2R 2 1/2
————\/dE? + ——dE,dE; + dE} = \ﬂ dE"DdE
VI+2RV T T 1+R o +dE; =51 |
where R is the coefficient of anisotropy (planar), which was previously defined as
the ratio of the logarithmic width strain to the logarithmic thickness strain in
uniaxial tension, and D is given by,

_3(1+R) [1+R R ]

N R I1+R

2(1 +2R) (23)

By replacing (22) and (23) into the functional (19) and following the afore-
mentioned discretization procedure, the contribution of each individual finite
element ‘m’ is obtained from,

2 1 2
" = / 0\/: [dE"DAE)"*av + / h (—) [dE"DdE] av — / TN udS
v V3 2J)v \3 s
(24)

where u = {v, w} is the incremental displacement vector at elemental level and N
are the shape functions of the linear element (Fig. 14.20),

Vi

1+¢ 14¢
v - 0 == 0 wi
u= {w} = [ (2) 1+¢ (2) 1+§] ™ (25)

w2
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Table 14.6 The main experimental parameters

P. A. F. Martins et al.

Material

Stainless steel AISIT 304L

Stress—strain curve
Anisotropy coefficient
Diameter of the blank
Thickness of the blank
Radius of the punch
Opening diameter of the die
Corner radius of the die

o = 1307¢%% MPa
0.88

175 mm

0.5 mm

37.5 mm

84.75 mm

7 mm

20
18} FFL
16}
14}
12} R

1.0

08

Major True Strain

FLC
0.6

04}

0.2r¢

0.0

- — FEM (SLabs)

O Experimenrtal

0.8 -0.6 0.4 0.2 0.0 02

04 0.6 0.8

Minor True Strain

Fig. 14.21 Experimental and finite element predicted strain loading paths for the hemispherical

dome test with friction (AISI 304L)

Summing up the contributions of each element IT = Y IT” by assembling all
the elements in the finite element scheme, the following nonlinear system of

equations is obtained,

on_
ou

oIy
oum 0

(26)

from where the increments of displacements of each nodal point u!* = {v;, w;} are
obtained. Further details in the computer implementation of the rigid plastic for-
mulation applied to sheet metal forming is provided elsewhere [22, 23].
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Fig. 14.22 Experimental and g0
finite element predicted at®g
evolution of the punch load 70 —FEM (Slabs) 5 o
with displacement for the — :
hemispherical dome test with B °
friction (AISI 304L) %
[w]
= 50
=
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14.6.2 Application Example

The selected application example demonstrates the utilization of the finite element
computer program SLabs in conjunction with a hemispherical dome test with
friction performed in AISI 304L blanks (Table 14.6).

The blank was discretized by means of 100 linear elements and several values
of the coefficient of friction u were utilized in the simulations because the exact
value of the friction coefficient was not known. Figure 14.21 shows the experi-
mental and finite element predicted strain loading paths for the hemispherical
dome test with friction performed in AISI 304L blanks in the forming limit dia-
gram. The failure limits by necking (FLC) and fracture (FFL) were obtained by
means of the experimental procedures that were previously addressed in Sect. 3
(‘Evaluating Formability by Tests Based on Forming Limit Diagrams’).

As seen in the Fig. 14.21, the agreement between experimental and finite ele-
ment predicted strain paths is good for a coefficient of friction u = 0.23. Results
also show numerical evidence of the experimental kink in the strain path, after
neck initiation, towards the vertical direction.

Figure 14.22 shows a comparison between the experimental and the finite
element predicted evolution of the punch load with displacement. The agreement
is good and the drop in the punch load due to instability is well predicted by finite
elements.

However, friction affects the distribution of thickness in the deformed blank
namely, the location of maximum thinning which moves from the pole (leftmost
position in Fig. 14.23) to the region where the blank detaches from the punch.
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0.6 [

FEM (SLabs)
—— Meridional
= = Circunferencial
— - Thickness
Experimental
O Meridional
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o Thickness

-0.8 : . . . :
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Initial radius (mm)

Fig. 14.23 Experimental and finite element predicted evolution of thickness for the hemispher-
ical dome test with friction (AISI 304L)

The application example shows the advantage of combining a simple finite
element computer program such as SLabs with experimental laboratory work to
help students easily understanding the influence of the main operating conditions
(material, thickness and friction, among others) in the overall response of the sheet
metal forming tests. The program may help students checking if their experimental
data is compatible with what is expected from each type of sheet metal forming
test. In this sense, finite element computer programs may also be regarded as good
complements to education through hands-on laboratory tests.

14.7 Conclusions

This chapter presented the theoretical and experimental background for developing
laboratory training activities in the modern education of sheet metal forming at
graduate and post-graduate levels. A new flexible laboratory tool system devel-
oped by the authors, which is capable of performing the majority of the formability
tests that are utilized for setting-up the failure limits by necking and fracture and
for reproducing the deformation patterns that are commonly found in complex
sheet metal forming operations, was comprehensively described.

The integration of finite element modeling with laboratory training activities
was also addressed with the purpose of demonstrating how a simple, in-house,
finite element computer program can help students in assessing the accuracy,
reliability and validity of their experimental data. The program can also be utilized
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as a student tool box for facilitating the study of sheet metal forming namely, for
better understanding the influence of the major operating conditions that were
investigated during the laboratory training activities.

Acknowledgments Luciana Montanari would like to acknowledge FAPESP (Fundagdo de
Amparo a Pesquisa do Estado de S@o Paulo) for the financial support of the research work. The
work of André Teodora and Pedro Pardal is also greatly acknowledged.

References

10.

11

13.
14.
15.
16.

17.
18.

19.

20.

21.

22.

23.

. Keeler SP (1968) Circular grid system—a valuable aid for evaluating sheet metal formability.

SAE Technical Paper 680092

. Goodwin G (1968) Application of strain analysis to sheet metal forming problems in the press

shop. SAE Technical Paper 680093

. Rossard C (1976) Mise en forme des métaux et alliages. CNRS, Paris
. Silva MB, Nielsen PS, Bay N, Martins PAF (2011) Failure mechanisms in single-point

incremental forming of metals. Int J Adv Manuf Technol 56:893-903

. Atkins AG (1997) Fracture mechanics and metal forming: damage mechanics and the local

approach of yesterday and today. In: Rossmanith HP (ed) Fracture research in retrospect.
Balkema, Rotterdam, pp 327-350

. Atkins AG (1996) Fracture in forming. J Mater Process Technol 56:609-618
. Hsu TC (1974) Present scope and future trend of sheet metal forming research. Int J Prod Res

12:99-115

. Danckert J, Wanheim T (1979) The use of a square grid as an alternative to a circular grid in

the determination of strains. J] Mech Working Technol 3:5-15

. Sowerby R, Duncan JL, Chu E (1986) The modeling of sheet metal stampings. Int J Mech Sci

28:415-430
Nakazima K, Kikuma T, Hasuka K (1968) Study on the formability of sheet steels. Technical
Report No 264, Yawata Iron and Steel Company, pp 141-154

. Hecker SS (1974) A cup test for assessing stretchability. Met Eng Q 14:30-36
12.

Hasek V (1973) On the strain and stress states in drawing of large unregular sheet metal
components (in German), Berichte aus dem Institute fiir Umformtechnik, Universitit
Stuttgart, No 25. Girardet, Essen

Marciniak Z (1971) Limits of sheet metal formability (in Polish). WNT, Warsaw

Swift HW (1952) Plastic instability under plane stress. J Mech Phys Solids 1:1-18
Erichsen AM (1914) A new test for thin sheets (in German). Stahl und Eisen 34:879-882
Olsen TY (1920) Machines for ductility testing. Proceedings of the American society of
materials, vol 20. pp 398-403

Gosh AK (1975) The effect of lateral drawing-in on stretch formability. Met Eng Q 15:53-64
Chung SY, Swift HW (1951) Cup-drawing from a blank. Proceedings of the institution of
mechanical engineers, vol 165. pp 199-223

Swift HW (1954) The mechanism of a simple deep-drawing operation. Sheet Met Ind
31:817-828

Fukui S (1939) Researches on the deep-drawing process. Scientific papers of the institute of
physical and chemical research, pp 1422-1527

Tekkaya AE, Martins PAF (2009) Accuracy, reliability and validity of finite element analysis
in metal forming: a user’s perspective. Eng Comput 26:1026—1055

Kobayashi S, Oh SI, Altan T (1989) Metal forming and the finite element method. Oxford
University Press, New York

Martins PAF, Barata Marques MJM (1993) Plane strain rigid plastic finite element
formulation for sheet metal forming processes. J Eng Manuf 207:167-171



Chapter 15
Multimedia Resources in Engineering
Education

B. F. Yousif, Marita Basson and Carola Hobohm

Abstract In this study, the impact of employing multimedia resources in the
teaching of a common first year engineering course, Engineering Materials, was
investigated. The aim was to determine if there was an improvement in students’
reported understanding and evidence of increased student engagement in the online
discussion forums as a result of using the resources. Threshold concepts and the
related notion of troublesome knowledge has resurfaced in research as well as in
current thinking about learning and teaching in higher education. There is no clear
indication in engineering education literature on how multimedia resources could
influence student understanding of threshold and complex concepts. The multi-
media resources used in the course were developed as part of a framework of
resources intended to guide students through identified threshold concepts. Ani-
mation software was used, supplemented by video recordings and inked annotations
of each lecture. An online survey was conducted over three semesters utilizing an
inbuilt facility in the online learning environment. The initial results showed that
implementing the multimedia resources significantly improved the student
engagement in the online discussion forums? The perceived quality of teaching and
students’ understanding of complex topics also improved as was revealed by results
and students report. Seventy three per cent of the students stated their preference
toward teaching methods using multimedia resources and inking. This preference
was more pronounced in the off campus or online student cohort.
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15.1 Introduction

The first aim of this longitudinal study was to determine if there was an improve-
ment in student understanding of the concepts presented in an engineering education
context, namely in an Engineering Materials course. The Engineering Materials
course is a foundation course for engineering students in the first year of study. The
course provided the ideal opportunity for this study due to the large class size when
given the typical low response rate to surveys, and the presence of certain tradi-
tionally complex concepts. These threshold and problematic Engineering Materials
concepts were presented in a visually enhanced or multimedia format.

Multimedia learning can be defined as learning from words and pictures and
multimedia instruction as using words and pictures that are intended to foster
learning, [1]. Words can be narrated or printed whilst pictures can be static or
animated. In [1], Mayer and Moreno warn that their research has repeatedly
revealed cognitive overload of learners when multimedia instruction was used.

The following part of this section shall firstly deal with threshold concepts and
troublesome knowledge, and subsequently with the use of multimedia enrichment
of course content to elicit higher order thinking, as that is the level of thinking that
the authors deem is required to comprehend problematic concepts. This section
will conclude with a discussion of the impact of multimedia enhanced presentation
of threshold concepts and troublesome knowledge on student engagement.

15.1.1 Threshold Concepts and Troublesome Knowledge

It is argued in the literature that first year engineering courses provide the foun-
dation for engineering students in terms of critical knowledge and skills that would
benefit them in their later courses, [2—6]. The term threshold concepts derives from
UK education theory and it describes those concepts (critical knowledge) that are
essential to knowledge and understanding within specific disciplines, in this case
engineering, [7]. In [8], Meyer and Land hold the visual metaphor of a threshold
concept represented by a portal as valuable, as it explains how the portal comes
into view, how it is approached, negotiated and transitioned. Critical knowledge or
knowledge of threshold concepts enables students to more successfully engage
with complex knowledge or troublesome concepts, thus progressing to higher
levels of learning, [7]. A focus on threshold concepts enables educators to focus on
concepts that are fundamental to their subjects or courses as opposed to bulking
out their course content, [9].

First year engineering courses provide an opportunity to present threshold
concepts in such a way that students can successfully master those concepts before
moving on to more advanced material. In order to do that, the educator needs to
determine the threshold concepts that should be embedded in his/her course
content. In [8], Meyer and Land present five characteristics of threshold concepts:
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1. Grasping a threshold concept is transformative because it involves ontological
and conceptual shifts.

2. Grasping a threshold concept is irreversible and the learner is unlikely to forget
1t.

3. A threshold concept is integrative as it exposes the obscured interrelatedness of
a phenomenon.

4. Threshold concepts are bounded in a specific discipline, it bind a subject
together.

5. A threshold concept is likely to contain some troublesome knowledge.

Troublesome knowledge is defined as knowledge that appears counter-intuitive,
alien or incoherent [9], or beyond understanding. This ‘trouble-someness’ can
prevent mastery of threshold concepts as students’ intuitive understanding of such
a concept can prevail [7]. Troublesome knowledge, although obviously important
and maybe even exciting, can seem very alien and it might be difficult to get
students to think about it, [8]. Threshold concepts are inherently problematic as it
requires the learner to integrate ideas and accept the transformation of their own
thinking and in their own learner-identity, [10].

An additional concern mentioned in the literature is that certain concepts within
disciplinary fields seem to be more troublesome to students than others, [10]. Data
collected from four international universities (University Southern Queensland,
Nottingham University, Multimedia University, Al-Anbar University), confirmed
that a high percentage of engineering students face problems in understanding
certain topics in the Engineering Materials course, for example atomic bonds, the
binary phase diagram, and the microstructure of materials. These concepts as well
as other were presented using a multimedia approach whilst being careful to avoid
cognitive overload by, for example, using voice-over techniques rather than
transcripts or subscripts when presenting visual content, [1].

A method suggested by Land et al. [10] to deal with threshold concepts is
seeing the process of the students’ learning as a journey or excursion in which the
students would encounter threshold concepts as part of a framework designed to
assist them to cope with these concepts. Threshold concepts thus have the potential
to be powerful, transformative points and are viewed by some as the ‘jewels in the
curriculum’, [10]. They are the crucial points in the curriculum that the educator
can use to construct opportunities for the learners to gain crucial conceptual
understanding, [10]. The authors of this chapter argue that technologically
enhanced ways of introducing threshold concepts and troublesome knowledge
through the use of multimedia resources and visualization tools (animations,
videos, photos, inking), could enhance students’ conceptual? understanding and
offer an opportunity to cross the threshold to a new learner identity. The authors
thus hold that higher order thinking skills and comprehension of complex
knowledge, can be elicited through the inclusion and use of technologically
enhanced material to present threshold concepts in first year engineering courses.
Establishing the ability for higher levels of cognition in their first year, enables
students to progress through their programs with greater ease.
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15.1.2 Technology-Enriched Environments and Higher
Order Thinking

Innovations in technology, the user-friendly nature and the low cost of multimedia
production provide educators with unprecedented freedom to explore suitable
alternatives to traditional education and tools like inking, recording lecture. The
development of problem solving, critical thinking, and higher-order thinking skills
are crucial to future success in a technology age, [11]. Educators therefor need to
endeavour to regularly provide experiences that engage students at higher levels in
Bloom’s Taxonomy: the analysis, synthesis and evaluation levels, [11]. Moving to
higher levels of learning can be an immediate process or it can take place over
longer periods of time [7]. The transformative nature of the process can present
challenges to students [7]. Higher order thinking has been defined in the literature
as taking responsibility and control of our own mind [12] and at that level of
description ties in with the process that learners might go through when mastering
threshold concepts.

There is no clear indication in engineering education literature on how multi-
media resources could influence student understanding of threshold and complex
concepts [13, 14]. The research reported on in this chapter. The authors attempt to
partly address that gap by reporting on a longitudinal study which evaluates the
influence and value of embedded multimedia resources on reported student
understanding of typically complex concepts in the Engineering Materials course.

Fostering higher order thinking in first year engineering students can highly
enrich their learning experience. If students have the ability to think at higher levels,
the lecturer is able to present more challenging material. Hence, comprehending
more complex material becomes possible, because higher order thinking leads to
greater understanding of critical and complex engineering problems, [2—4]. The
question can thus be asked what educators in these situations can do to help students
overcome the barriers to learning such as threshold knowledge and troublesome
concepts, [10].

Introducing an idea in visual form has been found to be an important tool in the
teaching and understanding of threshold concepts. Many authors have pointed out
the importance of students’ visualization in understanding complex topics [15, 16].
Different methods have been used over the years with different age groups in order
to enhance students’ imagination or visualization of problematic or complex
problems. A more recent educational tool is the use of cartoons as visual tools that
combine humour, exaggeration and symbols, thereby addressing various elements
which have been proven to improve learning. Cartoons can be used effectively in
the teaching process as they provide information with regards to concretely
instructive objects, [3]. Using cartoons has been found to be a successful technique
to transmit information to pre and primary school students in order to improve
their higher order thinking and comprehension of critical topics, such as micro-
structure of materials, failure mode in materials and formation of alloys, [2—-6]. In
engineering tertiary education, it is less appropriate to introduce techniques like



15 Multimedia Resources in Engineering Education 453

cartoons, especially in some engineering courses such as Materials, Statics,
Dynamics, Design and Heat Transfer that typically have high incidences of
complex concepts or troublesome knowledge. Real life applications are always
preferred for engineering students to enhance their visualization and understanding
of theories.

The analyses of the content of online discussions may reveal evidence of higher
order thinking, [17]. Very few studies have evaluated the usefulness of online
forums for eliciting higher order thinking [17] and the nature of the course, the
type of task, and the wording of the initial prompt are all potential influences on
the attainment of higher order thinking in an online environment.

15.1.3 Student Engagement

Many studies point to the need for active student engagement with the conceptual
material and manipulation thereof [10]. The question is therefore what the
framework of engagement and the forms of engagement would be that will lead to
transformative learning [10]. In [9], Cousins emphasises the value of curriculum
design that makes provision for the mastery of threshold concepts. One of the
crucial aspects mentioned, is that of listening for understanding on the part of the
educator. The educator should hear what students’ misunderstandings and uncer-
tainties are. This is in line with the aims of this study, which are to determine if
there was an improvement in students’ reported understanding and evidence of
students’ engagement as a result of using embedded multimedia resources.
Looking for evidence of higher student engagement is deemed to be another form
of ‘listening’ to what the students are reporting “Threshold concepts lead not only
to transfigured thoughts but to a transfiguration of identity and adoption of
extended or elaborated discourse” ([8], p. 21).

15.2 Methodology
15.2.1 Evaluation of Student Understanding

The study originated from reported student difficulties in visualizing and com-
prehending complex concepts in the course. This point has been drawn from the
feedback and comments from students during and at the end of semester. For
example, students often struggle to understand and visualize the Metal Crystalline
Patterns as shown in Fig. 15.1.
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Fig. 15.1 Unit cells for

a body-centered cubic (bcc),
b face-centered cubic (fcc),
and ¢ hexagonal close-packed
structures (hcp)

In addition, the course is offered to both on-campus and distance students pro-
viding an opportunity to determine whether there is a greater need for multimedia
resources in the distance group due to lack of face-to-face contact with the lecturer.

15.2.2 Developing Multimedia Resources

For each complex concept, the best fit in terms of technologically appropriate material
was determined. For threshold concepts (for example Mechanical Testing), labora-
tory video footage was recorded with comprehensive verbal and inking explanations
on how the tests should be performed, how data should be collected, and how the data
should be interpreted. For Atomic Structure, animations were created and embedded
in the lecture to show the movement of electrons around the nucleus. A similar
method was implemented in presenting the Covenant and Ionic Bonds (AI203),
Tensile Behaviour of Metals (starching in metallic bonds), Formation of Eutectic and
Eutectoid in Binary Phase Diagrams. Animated flash images were developed to
illustrate the concept of Grain Formation to be used in Equilibrium Phase Diagrams,
Slip Line in Polymers and Corrosion in Metals. Figures 15.2, 15.3 and 15.4 display
examples of traditional illustrations that were converted into animated ones.

For the benefit of external students, the lectures were recorded using Camtasia
Relay software (www.Techsmith.com). The recorded lectures contained digital
annotations which were used to augment the illustrations, animations and videos
with explanations.


http://www.Techsmith.com
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Fig. 15.3 Diffusion in metal crystalline: a without animation b after animating the diffusion at
different movements

15.3 Implementing Multimedia Resources

To evaluate the perceived effectiveness and impact of the animations embedded in
the course content, three complex knowledge topics were selected to be presented
in three different ways: as static PowerPoint slides, PowerPoint slides with inking,
and lastly PowerPoint slides with inking and embedded multimedia resources. The
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Fig. 15.4 Formation of grain in binary phase diagram: a without animation b animation ofgrain
formation at different stage

three topics were:binary phase diagram, microstructure of metals and tensile
behaviour of metals. The presented topics were recorded using Camtasia Relay
software and posted on the electronic publishing platform for use by both the on-
campus and distance students.

An electronic survey was made available to 300 on-campus and distance stu-
dents each semester for three consecutive semesters. The response rate was
between 65 and 70 %. Feedback was collected through the e-mail and online
survey facilities available in the online study environment, Moodle. The collected
qualitative and quantitative data was analysed and plotted using Excel software.

15.4 Findings

The survey was categorized into two overarching sections, namely, the qualitative
feedback from students regarding their preference of multimedia inclusions as a
teaching technique, and the impact on the students’ perceived understanding and
interaction with the teaching team.

15.4.1 Inclusion of Multimedia in Content

Figure 15.4 shows the survey results relating to students’ preferences toward
teaching with or without the use of multimedia components in lecture content. The
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responses were divided into three categories of presentation techniques: (1) static
PowerPoint slides, (2) PowerPoint slides with inking, and (3) PowerPoint slides
with inking and embedded multimedia resources. Eighty per cent (80 %) of the
students preferred the approach with both multimedia resources and inking
embedded in the lecture slides. This result ties in with the finding that 60 % of
students in a 4,000-student survey were sensory learners as evaluated on the
Myers-Briggs Type indicators [18]. Students in this category reported an increased
ability to understand the engineering threshold concepts and complex concepts.
Beerman [18] reported that the use of multimedia technologies helps average and
below average students in particular to learn more effectively. Moreover, pre-
senting threshold concepts and complex knowledge in a technologically enhanced
manner assisted these students in solving more complex problems in their
assignments and final examinations. In [18], Beerman reported p < 0.05
improvement in test scores where multimedia has been used in instruction. This
was highly pronounced in the results of the off campus students. The percentage of
failure has dropped to less than 5 % over the three semesters of the research
project whilst maintaining the same difficulty level of questions in the final exam.
This drop in failure was reported by [18] as early as 1996. In spite of these early
results that indicate that there multimedia enhancements enable improved com-
prehension of abstract or complex material, there are still a lack of understanding
of the fact that multimedia offers lecturers greater control over how and at what
rate material is presented to students, [18]. It seems the deep understanding of the
complex topics assisted the students to solve problems with the same level of
difficulties to the introduced topics. At high levels of difficulties (e.g. interpreting
complicated phase diagrams), about 65 % of the students achieved 60-70 % of the
total marks. On the other hand, the students’ feedback reflect their interest and
understanding (e.g. “even though I performed not well, but I know what are my
mistakes™).

15.4.2 Student Engagement and Interaction

In previous offerings of this course, the students were provided with static study
materials and recorded lectures without any multimedia resources (traditional
method). When the traditional teaching content and methods were used, the
interaction between the students was not as significant as during the application of
the new method when the posted forums are compared between the previous and
new semesters. The volume of interaction was determined through generating, two
reports from the online learning environment, Figs. 15.5 and 15.6. The two reports
show the number of posts which have been discussed in the online forums and the
responses. The online learning environment is available to both on campus and
distance students. It appears that multimedia enhancements of the lecture content
have resulted in higher levels of interaction among the students and the teaching
team compared to semesters in which no multimedia resources were utilised.
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Further research is required to extrapolate if this could be ascribed to the multi-
media resources per se.

At the end of each semester, students are surveyed to determine their opinion of
courses via a student questionnaire on the online learning environment system.
One of the survey questions was “What did you find were the most helpful/
effective aspects of this course?” 90 % of the students reported the recorded
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lectures as the most helpful aspect in this course. This ties in with the finding of
Hao [3] that multimedia enhances performance when students need more clues,
that it lessens overload and helps students focus and that it is motivating.

In order to gain a more comprehensive view on the impact of embedded
multimedia teaching resources on the higher order thinking of students, further
research is required. If results are confirmed in further research projects, further
embedding of technologically enriched content in this and other engineering
courses could be recommended, particularly for enhancing understanding of
threshold and complex concepts by distance education students.

15.5 Conclusion

This study investigated the impact of multimedia resources on the students’
understanding when used in teaching an engineering materials course. This
research concludes that there is a proven need for greater use of multimedia
resources such as videos, animations, and inking resources in teaching threshold
concepts and troublesome knowledge in engineering courses. The majority of the
students reported on in this paper, indicated a preference for lectures with
embedded multimedia resources, in particular animation and inking. Moreover, the
survey conducted indicated that 73 % of the students reported an enhanced
understanding of complex concepts in the Engineering Materials course. The
students ascribed this enhanced comprehension to the embedded technological
content and the inking explanations. To gain a comprehensive understanding of the
impact of the multimedia recourses on higher order thinking pertaining to Engi-
neering Materials problem concepts, further research is recommended.
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