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Congratulations on selecting this book.
Now, what are you expecting from this book? The title suggests a scientific 

content and this may have caught your attention. Perhaps the first words “In-situ” 
have made you look closer at this book. But, what does “In-situ” really mean? 
“In-situ”—a Latin phrase—translates to “in position” or “in place.” Hence, 
“In-situ Characterization,” therefore means nothing but “observing while exactly 
in place where things occur.” These “things” can be reactions, transformations, 
alterations, and/or changes to a state of equilibrium of matter, or a sample of it. 
Very often such changes in equilibrium are unstable and only transient in nature. 
Consequently, they cannot be isolated, or observed before and after such a reaction 
or transformation. A meticulous examination of these transient stages of dynamic 
processes is therefore the aim of numerous scientific investigations.

There are a number of techniques—characterization techniques to be  precise—
that in the past 100 years have set off a tremendous growth and accumulation of 
scientific knowledge and insight into basically every aspect of applied and theo-
retical sciences. Let us consider this the static and motionless type of charac-
terization. In 1895 Wilhelm C. Röntgen discovered X-rays. In 1932 Ernst A. F. 
Ruska invented the electron microscope. In 1946/1947 the synchrotron radiation 
was discovered and sufficiently high neutron fluxes for neutron scattering became 
available around the same time with the advent of nuclear reactors. In 1960 the 
first functional laser was in operation at Bell Labs, and in 1981 the first scanning 
tunneling microscope was invented at IBM in Zurich. The growth, development, 
and diversification of any of these and other characterization techniques has led 
to many groundbreaking discoveries and phenomenal structural and analytical 
results, often revealing fascinating aspects of matter, nature, and life. Indirect, 
but more importantly the direct visualization of individual atoms and their struc-
tural and electronic configuration in two and three dimensions in space, revealing 
constitutive laws of a predominant component of matter, is just one phenomenal 
example of the power of these (motionless) characterization techniques. However, 
seeing these essential “building blocks” of nature and their constructs at the 
nanometer and micrometer scale react to external forces, caused for example by 
changes in their thermodynamic state, invariably raises our level of understanding 
of the dynamic aspects of nature—we are adding the fourth dimension: time.

Preface



Prefacevi

Time-resolved studies per se are not new. In 1878 Eadweard J. Muybridge’s 
sequence of high-speed photographic recordings revealed for the first time how a 
galloping race horse has all four hoofs in the air at once. In 1886 Peter Slacher 
photographed the first supersonic flying bullet. Today, the dynamics of extremely 
fast processes at the macroscopic scale can be examined by photographically 
recording approximately one-trillion frames per second—Femto-photography.

Thus, coming back to the “In-situ” aspect, in-situ characterization is therefore 
nothing but enabling the observation of dynamic processes—“in place”—at the 
micrometer, nanometer, and even atomic scale, by performing time-resolved stud-
ies ranging from many hours down to femtoseconds—in some cases even attosec-
onds. The latter ones pertain to the field of ultrafast science—an emerging field of 
research with many experiments-in-waiting to be addressed or revisited at a dif-
ferent, much faster timescale. A number of very recent technical and instrumen-
tation developments can be expected to enable more rapid advances in the next 
decade, while other aspects of ultrafast science are representing severe obstacles 
that may require some more time until a solution is found. Similar scenarios apply 
to the “slower” time-resolved characterization methods that are also described in 
this book, and where the primary focus is not the time aspect. Here the challenges 
are rather sample and sample environment related, e.g., gaseous or liquid sample, 
temperature, pressure or electrical conductivity, etc.

This book is certainly not fully comprehensive, and it is meant to give the 
reader an overview of some of the time-resolved techniques and methods that 
exist, and what is currently the state of the art. Examples are presented that give 
the reader insight into what type of experiments are possible with different tech-
niques, what the results look like, and how they are interpreted. Technical and 
methodological capabilities, but more importantly the controlling and the limit-
ing parameters of each technique are—as usual—the critical elements that decide 
whether or not a particular experiment can be performed and what type of infor-
mation and result can be expected.

The idea for this book started at a Materials Research Society meeting in 
Boston, where a strong interest in the latest developments and experimental capa-
bilities for in-situ and time-resolved studies was continuously demonstrated. The 
individual chapters deal with time-resolved studies using X-ray absorption spec-
troscopy, Synchrotron and Free Electron Laser X-ray diffraction, Transmission 
Electron Microscopy, Neutron Spectroscopy and Scanning Tunneling Microscopy. 
An additional final chapter describes the detector types for X-rays and electrons 
that have to follow progress on the source instrumentation and experimental setup 
side. No suitable detector—no spectrum or image.

Johannesburg  Alexander Ziegler
Hamburg   Heinz Graafsma 
Pleasanton    Xiao Feng Zhang
Leiden    Joost W. M. Frenken 
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1

Abstract The need to visualize molecular and electronic structure in the course 
of a chemical reaction, a phase transformation a biological function has been the 
dream of scientists for decades. The development of time-resolved X-ray and elec-
tron based methods is making this true. X-ray absorption spectroscopy is ideal 
for the study of structural dynamics in liquids, because it can be implemented in 
amorphous media and it is chemically selective. Using X-ray absorption near edge 
structure (XANES) and extended X-ray absorption fine structure (EXAFS) in laser 
pump/X-ray probe experiments allows the retrieval of the local geometric struc-
ture of the system under study, but also the underlying photoinduced electronic 
structure changes that drive the structural dynamics. We review the recent devel-
opment in picosecond and femtosecond X-ray absorption spectroscopy applied to 
molecular systems in solution: examples on ultrafast photoinduced processes such 
as intramolecular electron transfer, high-to-low spin change, bond formation and 
water dynamics are presented.

1.1  Introduction

The advent of femtosecond laser spectroscopy made it possible to observe atomic 
motions on a time scale that is shorter than a single vibrational period in molecu-
lar systems, [1, 2] giving birth to the field of Femtochemistry, which led to the 
Nobel Prize for Chemistry to Ahmed. H. Zewail in 1999. With femtochemistry, 
it became possible to follow in real-time molecular and biochemical reactions, 
phase transitions or coherent oscillations in solids, opening immense insight in 
our understanding of light-induced phenomena in matter. The impact was huge in 
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condensed matter physics, in chemistry and in biology, as witnessed to this day 
by the impressive activity in ultrafast spectroscopy. In femtosecond spectros-
copy, a first (pump) laser pulse excites the system at time zero, while a second 
(probe) pulse probes its evolution as a function of time delay with respect to the 
pump pulse. However, optical domain spectroscopy does not deliver structure. 
Thus already in the early days of Femtochemistry, efforts were deployed aimed at 
implementing the traditional structural tools of X-ray and electron diffraction and 
of X-ray absorption spectroscopy in time-domain experiments, towards the time 
resolution of picoseconds to femtoseconds.

The great advantage of electrons is that they scatter on matter 5–6 orders of 
magnitude more efficiently than X-rays [3]. The techniques of ultrafast electron 
diffraction, crystallography and microscopy have been pioneered by Ahmed H. 
Zewail and co-workers, [4–11] who showed the potential and capabilities of these 
techniques for studying the dynamics of gas phase molecules, surfaces, interfaces, 
biological systems and in materials science. In particular, the tools of ultrafast 
electron microscopy have heralded a real revolution by allowing real-time and 
real-space imaging of photoinduced effects. In addition, novel methods keep being 
added to the tool-kit of electron-based techniques, such as ultrafast EELS, [12, 13] 
which now allows the visualization of the electronic structure changes together 
with the geometric changes and therefore relate the two or the Photoinduced near-
field electron microscopy (PINEM) approach, [14] which allows visualization of 
the electric field around photoexcited species. New developments are also pos-
sible using relativistic ultrafast electrons to probe matter [15]. In summary, elec-
tron-based ultrafast research is a new area of research with ramifications into very 
diverse fields thanks to a broad range of methods [16]. Last but not least, electron 
techniques are all lab-based, which offers a great flexibility and versatility.

The high scattering cross-section of electrons versus X-rays, also implies that 
they are not very penetrating (except for relativistic ones) compared to the latter, 
so that they are not ideal to probe bulk dynamics, for which ultrashort X-ray pulses 
seem more appropriate. There are two main classes of sources of ultrashort X-ray 
pulses: lab-based ones and large-scale installations, such as synchrotrons and very 
recently, X-ray free electron lasers (X-FEL). The lab-based sources mainly con-
sist of plasmas, which are generated when an intense femtosecond laser pulse hits 
a metal target, delivering X-ray pulses of 100’s fs. However, the ensuing X-ray 
emission is isotropic, polychromatic, low flux, and the source is unstable on a 
pulse-to-pulse basis. Synchrotron sources provide fairly high fluxes of very stable, 
tunable and collimated X-rays, but the pulse width is in the 50–100 ps range. They 
have been used at this time resolution for molecular and protein crystals [17–23] 
as well as for scattering studies of molecules in solution [24–30]. Recently, with 
the advent of the slicing scheme, [31–34] femtosecond pulses of monochromatic 
X-ray photons are also available at synchrotrons, that have been used for both 
X-ray diffraction studies [35] and X-ray absorption spectroscopy ones [36–39].

Ultrafast X-ray diffraction has been used to study coherent lattice dynamics, 
strain propagation, melting phenomena and phase transitions in bulk materials and 
in nanostructures [35, 40–47]. As mentioned above, protein and molecular crystals 
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have been investigated with 100 ps to ns time resolution, while the first studies at 
higher temporal resolution are starting to appear on such systems [48–50]. X-ray 
diffraction of liquids initially proposed by Wilson and co-workers [51–53] has so 
far been limited to the 100 ps resolution [29, 54] and is challenging due to heat-
ing, lack of long-range order, the presence of several photoproducts and the high 
background of light scattered by the solvent and the unexcited species. The stud-
ies carried out at synchrotrons are however crucial as they prepare the ground for 
the implementation of similar experiments with femtosecond resolution at the new 
and intense sources of X-rays, such as the X-ray free electron lasers (XFELs).

Chemistry and biology mainly occur in the condensed phases and in particular, 
liquids. It is thus important to probe the chemical and biochemical dynamics in 
this environment. Furthermore, molecular (geometric) structure changes are trig-
gered and/or accompanied by electronic structure changes, either under excita-
tion by light or in the presence of a reactant. Ideally, one would like not only to 
probe the molecular structure changes in real-time, but also identify the electronic 
structure changes underlying them. In recent years, time-resolved X-ray absorp-
tion spectroscopy (XAS) has emerged as an ideal tool for the study of structural 
dynamics in liquids [10, 30, 36, 55–61]. The present contribution is about these 
developments and new ones to come. We purposely limited ourselves to studies 
carried out at fs to sub-ns resolution.

1.2  X-ray Absorption Spectroscopy

X-ray absorption spectra are characterized by absorption edges, which are element spe-
cific and reflect the excitation of core electrons to the ionization threshold [62–64]. At 
a given edge, the spectrum consists of bound–bound transitions below the ionization 
potential (IP) of the inner-shell electron, followed by the absorption edge jump itself 
(Fig. 1.1). Right above the absorption edge one observes a complicated modulation 
of the absorption cross section due to multiple scattering of the ionized photoelectron  

Fig. 1.1  X-ray absorption 
spectrum at the L3 edge of a 
diplatinum complex (Pt2POP) 
in solution [206] illustrating 
the low-energy XANES 
region up to ~50 eV above 
the ionization potential (IP) 
and the high-energy EXAFS 
region >50 eV above the IP. 
The first peak at the edge is 
due to a bound–bound 2p-5d 
transition, [207] and the IP 
lies above it



4 M. Chergui

by its nearest neighbors in the molecule. The spectral range around the edge is called 
the XANES region (X-ray absorption near-edge structure), and it contains rich infor-
mation about both the electronic (below the IP) and the geometric structure (above  
the IP) including bond angles and distances (Fig. 1.1).

From about 50 eV above IP to higher energies mainly single scattering events 
dominate, which result in a weak oscillatory modulation of the absorption cross 
section. This region is called the EXAFS region (Extended X-ray Absorption Fine 
Structure). It delivers precise information about the internuclear distance of the 
nearest neighbors from the absorbing central atom. Oscillations therefore do not 
exist in the case of the isolated atom. Thus a single spectrum contains simulta-
neously information about the valence electronic structure and about the nuclear 
arrangement of the atoms in the molecular system (Fig. 1.2).

1.2.1  Extended X-ray Absorption Fine Structure (EXAFS)

In the energy regime of EXAFS, the photoelectron states approximate to spheri-
cal waves. EXAFS is a final-state quantum-interference effect involving scatter-
ing of the outgoing photoelectron from the neighbouring atoms, and the oscillatory 

Fig. 1.2  Pictorial view of 
the single- and multiple-
scattering pathways of an 
outgoing photoelectron wave 
(blue) off 1st-shell (red) and 
2nd-shell (green) neighboring 
atoms. The strength of the 
scattered wave is reflected in 
the line thickness



51 In-situ Characterization of Molecular Processes

structure is due to the interference between the outgoing photoelectron wave and 
the wave scattered back at neighboring atoms (Fig. 1.2). At high photoelectron 
kinetic energies, the scattering of electrons is such that the only significant contri-
butions to the final state wave function in the vicinity of the absorbing atom comes 
from paths, in which the electron is scattered only once (single scattering events) 
[65]. The photoelectrons emitted from the excited atom as spherical waves damp 
out rapidly due to inelastic effects caused by the extended valence orbitals of the 
nearby-lying atoms. This limits the probed spatial region and, it ensures that mul-
tiple-scattering effects beyond simple back-scattering can be ignored. This allows 
the analysis of the data by a simple Fourier transformation [66]. For this purpose 
one has to generate an X-ray absorption spectrum, normalized to the absorption 
edge jump under consideration, which is defined as the normalized oscillatory part 
of μ(Ε) (the X-ray absorption coefficient), i.e. the EXAFS, via

with μ0(E) being the smoothly varying atomic-like background absorption and 
Δμ0 is a normalization factor that arises from the net increase in the total atomic 
background (or simply the absorption edge jump). Substituting E above the edge 
with the photoelectron wave vector, we can rewrite χ(k) as

which is the standard EXAFS formula. The structural parameters (for which the 
subscript j refers to the group of Nj atoms with identical properties, e.g., bond dis-
tance and chemical species) are:

(a) the interatomic distances Rj,
(b) the coordination number (or number of equivalent scatterers) Nj,
(c) the temperature-dependent rms fluctuation in bond length σj, which should 

also include effects due to structural disorder.
(d) fj(k) = ∣fj(k)∣eiφ(k) is the backscattering amplitude, δe is central-atom partial 

wave phase shift of the final state, and λ(k) is the energy-dependent photo-
electron mean free path (not to be confused with its de Broglie wavelength), 
and S0

2 is the overall amplitude factor.

Moreover, although the original EXAFS formula referred only to single-scattering 
contributions from neighboring shells of atoms, the same formula can be general-
ized to represent the contribution from NR equivalent multiple-scattering contribu-
tions of path length 2R [64].

Equation 1.2 contains all of the key elements that provide a convenient para-
metrization for fitting the local atomic structure around the absorbing atom to 
the measured EXAFS data. The dependence of the oscillatory structure on inter-
atomic distance and energy is clearly reflected by the sin(2kR) term. The decay 
of the wave due to the mean free path or finite lifetime (including the ultrashort 

(1.1)χ(E) =
[µ(E) − µ0(E)]

�µ0(E)

(1.2)χ(k) =
∑

j

S2
0Nj

∣

∣fj(k)
∣

∣

kR2
j

sin
[

2kRj + 2δe + Φ
]

· e
−

2Rj
�(k) · e

−2σ 2
j k2
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core–hole lifetime) of the photoelectron is captured by the exponential term 
e−2R/λ. The strength of the reflected interfering waves depends on the type 
and number of neighboring atoms and is given by the backscattering amplitude 
∣fj(k)∣ and hence is primarily responsible for the intensity of the EXAFS signal. 
Other factors, namely, the spherical-wave factors (1/kR2) and mean-free-path 
terms, appear secondary but are important for a quantitative description of the 
EXAFS amplitude. The phase factor Φ = argf(k) reflects the quantum–mechani-
cal wavelike nature of the backscattering process. The exp(−2σ2k2), representing 
the Debye–Waller broadening to a good approximation, is partly due to thermal 
effects, which cause the atoms to jiggle around their equilibrium atomic posi-
tions. These slight movements smear out the otherwise sharp interference pattern 
of the rapidly varying sin(2kR) term with increasing k. Effects of structural dis-
order are similar and they give an additive contribution to σ2. The Debye–Waller 
effect seems more pronounced at shorter photoelectron wavelengths and hence it 
terminates the EXAFS at sufficiently large energy beyond k ~ 1/σ, which is typi-
cally around 10 Å−1. Finally, S0

2 is a many-body effect due to the relaxation of the 
system in response to the creation of the core hole. It is usually approximated by 
a constant. Using 1.2, it can be seen that a Fourier transform of the EXAFS with 
respect to k corresponds to an effective radial distribution function, with peaks 
near the first few nearest neighbor distances, provided the phase shifts are cor-
rectly dealt with. Other improvements to the theory have been amended, such as 
multiple scattering and curved-wave effects [64].

For disordered system, Filipponi [67] has derived an equivalent of (1.2) that 
uses an integral over the radial distribution function (g) rather than a discrete sum:

where X is the absorber (e.g., solute), i stands for a given atom of the solvent spe-
cies. A(k,r) and φ(k,r) are the amplitude and phase functions. An average solvation 
shell structure, described by radial pair distribution functions between the (in this 
case, atomic) solute and each class of solvent atom, can be extracted from the anal-
ysis of the EXAFS signal using this equation. Theoretical EXAFS signals associ-
ated with each type of solvent atom of the first shell molecules, are calculated from 
(1.3) using standard packages. The phase shifts φ(k,r) are calculated from a snap-
shots of atomic coordination given by molecular dynamics simulations. The χ(k) 
signal is mainly sensitive to a limited distance from the absorber (A) due to the 
finite photoelectron mean-free path, this effect together with the spectral damping 
due to monochromator resolution are included in the scattering amplitude A(k,r).

1.2.2  X-ray Absorption Near Edge Spectroscopy (XANES)

In contrast to the EXAFS region, for which accurate quantitative results are gen-
erally routine, both the calculation and interpretation of XANES have remained 

(1.3)χ(k) =
∑

i

∞
∫

0

4πρir
2gX−Si(r)Ai(k, r) sin (2kr + ϕi(k, r))dr
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challenging tasks. The complications arise from the low kinetic energy of the pho-
toelectron in this region resulting in large scattering amplitudes (and consequently 
multiple scattering events, Fig. 1.2) and the necessity to adequately describe 
many-body effects. In addition, the photoelectron energy is comparable to the fine 
details of the atomic Coulomb potential which renders the XANES spectrum very 
sensitive to inaccuracies of the simplified model that is chosen to represent the 
atomic potentials. With the development of an efficient self-consistent, relativis-
tic and full multiple scattering code (FEFF) by Rehr and coworkers, [64, 68, 69] 
the theoretical errors in XANES calculations are largely reduced making a (semi-) 
quantitative interpretation of the spectral features possible. This is achieved in par-
ticular by the efficient many-pole representation of the system dielectric function 
in order to account for intrinsic and extrinsic inelastic losses of the photoelectron 
[70] and the possibility to use full potentials instead of the simplified muffin-tin 
(MT) approximation [71, 72].

In general, XAS, in the single electron and dipole approximations, probes the 
probability of a dipole-mediated transition of a deep core electron |i〉 of the absorb-
ing atom into some unoccupied state |f〉 above the Fermi level EF. The measured 
X-ray absorption cross section μ(E) is described by the Fermi golden rule

where ⌢
ε · �r is the dipole operator of the incoming light and the sum is over all 

energies above the Fermi level. There are two general strategies for solving 
this equation in order to calculate the XAS spectrum [70, 73]. The first implies 
accurately expressing the deep core state |i〉 and final states |f〉 in terms of wave 
functions and then explicitly evaluating the sum of (1.4). This is essentially the 
approach adopted by molecular orbital theories, but it is limited by the accu-
rate description of the final state. This limitation is avoided by the second strat-
egy adopted by multiple scattering theories for which (1.4) is rewritten using a 
single-particle Green’s function operator G = [E – H]−1, where H is the effec-
tive one-electron Hamiltonian and E is the photoelectron energy. The use of the 
Green’s function formalism as a tool to avoid the explicit representation of final 
states is the basis of Multiple Scattering theory which originated in the 1970s [74, 
75]. One of the approximations is to write the total Hamiltonian of the system as 
H = H0 + Vint + δV, where Vint is a flat interstitial potential due to the system of 
ions and electrons in a given system. The ions are the scattering sites of potential 
δV. The scattering atomic potentials H0 are approximated with spherically sym-
metric Coulomb-type potentials embedded within the interstitial potential Vint. 
This approximation is called muffin-tin (MT) potential approximation. Within 
the MT approximation, the electron wavefunction can be expressed by spherical 
harmonics with an additional radially dependent part, which extends into the Vint 
region. The outer region sets the specific boundary conditions onto the electron 
wave function acting within the cluster sketched. The Multiple Scattering equa-
tions derived from this approach are the basic ingredients of the computer codes 
used in XAS calculations, which consist of mainly two families: the FEFF and 

(1.4)µ(E) ∝

Ef >FF
∑

f

∣

∣

∣

〈

f

∣

∣

∣

⌢
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∣

∣

∣
i
〉∣
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∣
δ
(
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MXAN codes. Both programs allow computing the XAS spectra within the MT 
approximation used in Multiple scattering theory and in addition they can be used 
to fit the experimental spectra given the initial structure of the atomic cluster [68, 
74, 76].

Several key developments have increased the accuracy of the calculations, 
offering the possibility to interpret XANES either in terms of local electronic 
structure or within a XAFS-like scattering picture [70]: (1) the use of full multi-
ple-scattering (FMS) cluster calculations of both XAS and DOS; (2) the use of 
self-consistent field (SCF) potentials (both of these developments are based on 
Green’s function calculations); (3) ab initio calculations of many-body intrinsic 
and extrinsic inelastic losses of the photoelectron. More details are found in the 
cited papers, in particular [69].

A crucial point in all time-resolved X-ray studies is the extraction of the 
excited state spectrum from the transient (difference transmission with the above 
described scheme) spectra, which is a prerequisite for the structural analysis. 
Naturally, this is strongly sensitive to the precise determination of the photoexci-
tation yield, as this may induce errors in the structural determination [58]. In the 
simple case of a mere two-level system, the analysis uses the XAS spectrum of the 
ground and (extracted) excited state. Several codes exist that fit both the XANES 
[64, 68, 70, 77–81] and the EXAFS [64, 82] regions. However, quite frequently 
it is difficult, if not impossible, to extract the excited state fractional population 
from comparative optical-only studies, because the ground state bleach (GSB) is 
often overlapped by excited state absorption (ESA) or stimulated emission (SE). 
In addition, populations extracted from laser-only studies need to be convoluted 
with the much longer X-ray pulse width, giving rise to additional ambiguities.

An alternative approach was developed that fits the transient EXAFS spectrum 
in energy space directly [83]. A series of EXAFS spectra are simulated for a col-
lection of possible excited state structures from which the ground state fit spec-
trum is subtracted to generate transient spectra. These are then compared with the 
experimental TA spectrum using a least-squares statistical analysis to derive the 
structural change. This approach reduces the number of required parameters by 
cancellation in the differences. It can also deliver a unique solution for both the 
fractional population and the extracted excited state structure, next to quantifying 
electronic information about possible energy shifts [83]. A similar approach was 
also proposed for fitting difference XANES spectra [80]. It is however clear that 
one needs to have a preconceived idea of the input structures, which are based on 
knowledge of the system and its realistic deformation geometries, as for example 
in the case of bimetallic complexes (see Sect. 1.4.2).

Concerning the electronic structure information from the bound–bound 
XANES features, the charge transfer ligand field multiplet theory [84–87] has 
proven very successful on a wide range of systems, both in molecular and con-
densed matter physics. The theory takes into account all Coulomb interactions as 
well as the spin–orbit coupling between the atomic orbitals, and treats the geo-
metric environment of the absorbing atom through a ligand field potential. It also 
introduces orbital mixing between the central atom and its ligands via charge 
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transfer terms. This tool has now been extended to model excited state XANES 
spectra [88] but here too, the comparison with experiment is critically dependent 
on a most accurate determination of the fraction of excited state population [58].

Summarising this section, XANES and EXAFS are useful to extract the follow-
ing type of information:

a. The bound–bound XANES features are due to transitions from core orbit also 
to valence ones, and the latter are involved in chemical bonding and/or are 
transformed under visible-ultraviolet light excitation. Thus one can interrogate 
the occupancy of valence orbitals, the oxidation state of the system, the occur-
rence of charge transfer processes, orbital delocalization, bonding and back-
bonding contributions, etc. [63, 87, 89], and their changes in the course of a 
chemical, biochemical or physical transformation.

b. Above ionization XANES multiple scattering resonances (also called shape res-
onances [63]) can deliver information about bond distances and angles, as well 
as coordination numbers [71, 90–92].

c. The single scattering EXAFS region delivers information about bond distances 
and coordination numbers of the nearest neighbours around the absorbing atom. 
The structural analysis of EXAFS is much simpler than that of XANES, which 
is the reason why EXAFS is more commonly used in static studies of molecular 
structure, even though the EXAFS modulations are typically less than 10 % of 
the edge jump.

Furthermore, XAS (XANES and EXAFS) offers the following advantages:

i. it is atom selective
ii. it can detect species that are spectroscopically silent in the optical domain
iii.  it can be implemented in any phase of matter (gas, liquid, solid) and in bio-

logical systems
iv.  it delivers information about both the electronic and the geometric structure of 

the system under study
v.  the information about geometric changes is local (i.e. one to three shells of 

neighbours around the species of interest), but this is not a problem since 
ultrashort time scales correspond to ultrashort distance changes.

In the past 10 years, time-resolved XAS of liquids systems has matured to a rou-
tine method on the picosecond time scale, [10, 55–58, 93] while the femtosecond 
time resolution has just been achieved, [36, 39] opening exciting perspectives for 
ultrafast structural dynamics of chemical and biological systems in liquids.

1.3  Methodology

For time-resolved X-ray absorption spectroscopy, the X-ray source should ide-
ally fulfill the following requirements: (1) continuum radiation covering the range 
from soft to hard X-ray energies; (2) ultrashort pulses; (3) high photon fluxes; (4)  
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high pulse-to-pulse, as well as long term stability; (5) synchronization to an 
external light source (e.g., a pump laser). The only X-ray sources that approach 
these requirements are 3rd generation synchrotron storage rings, albeit at the cost 
of a lower temporal resolution (tens of ps). However, the sub-ps range has been 
achieved at synchrotrons thanks to the implementation of the so-called slicing 
scheme [31, 33, 34, 94] though at a largely reduced photon flux.

There has been several attempts to use plasma sources of X-rays for ultrafast  
XAS experiments ever since the beginning of the 1990s, [95–104] but these 
never materialised into a routine methodology as much as the synchrotron-based 
approach did. This has to do with the experimental difficulties and limitations 
inherent to plasma sources that have large pulse to pulse fluctuations, low fluxes at 
a given energy bandwidth as well as limited spectral tunability. Synchrotron based 
X-ray absorption experiments have had more success and are now routinely used 
at the SLS (Villigen), APS (Argonne), ALS (Berkeley) and BESSY (Berlin), while 
more experiments are being implemented. However, plasma-based sources have 
had (and still have) much success in ultrafast X-ray diffraction studies [42, 43,  
45, 105].

The development and methodology of time resolved XAS studies at synchro-
trons have been described in refs [10, 55–59, 106–110]. The now commonly used 
approach was implemented by the Lausanne group. It is based on recording the 
transient (difference) absorption on a pulse-to-pulse basis. Briefly (Fig. 1.3), mon-
ochromatic X-rays are focussed to 50–100 μm diameter onto the sample. X-ray 
signals are detected with large-area avalanche photodiodes (APD), of which one 
for transmission (I1) and one for the incident signal (I0) scattered off a thin metal 
foil, and two (or more, if space allows) fluorescence APDs (IF1, IF2) for the X-ray 
fluorescence from the sample. The sample consists of a free-flowing liquid jet, 
which is excited by an ultrashort laser pulse. Spatial overlap including a measure-
ment of the spot sizes on the sample between both laser and X-ray beams is set via 
steering the laser beam onto the X-ray spot on sample, monitored with an imaging 
CCD camera.

These laser-pump/X-ray probe experiments at synchrotrons exploit a special 
electron bunch filling pattern (Fig. 1.4) such as that found at the ALS (Berkeley, 
USA) or the SLS (Villigen, Switzerland), but other filling modes are convenient, 

Fig. 1.3  experimental lay 
out of an optical pump/X-ray 
absorption probe experiment 
at a synchrotron
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such as that used at the Advanced Photon Source (APS, Argonne), provided 
individual pulses can be isolated.

For example, the SLS storage ring consists of 480 so-called buckets, each 
separated by 2 ns, in which 390 are filled (a filled bucket is also called an elec-
tron bunch), while in the subsequent 180 ns dark section a single densely packed 
(with up to 5 times more charge) hybrid electron bunch is placed. The X-ray pulse 
emitted from this electron bunch is used to probe the photoinduced changes of 
the X-ray absorption within the sample. In most experiments so far carried out, 
amplified laser systems running at 1 kHz were used for photoexcitation, and are 
synchronized to the round trip frequency of the electron bunch (T = 960 ns at 
the SLS), thus ensuring a constant time delay between the laser and selected prob-
ing X-ray pulses. A gated integrator delivers a sequence of output signals propor-
tional to the input signal integrated over a fixed time window (Fig. 1.4). These 
signals are recorded with an ADC card, triggered at 4 kHz, to provide a sequence 
of the X-ray signals when the laser is on and off, but also for recording the elec-
tronic background signal with no X-rays present. First, the X-ray signal at time Δt 

Fig. 1.4  Top Typical bunch filling pattern at synchrotrons. Here we show the case of the Swiss 
Light Source Trains of 390 electron bunches with 2 ns spacing are followed by a 180 ns long 
empty section, in which a densely packed electron bunch (pulse width 100 ps) is placed 30 ns 
before the start of the bunch train. Bottom Data acquisition scheme employed at the microXAS 
beamline of the Swiss Light Source. A gated integrator measures sequentially the X-ray intensity 
at the chosen time delay Δt, a background signal ca. 250 μs earlier and later, the X-ray signal of 
the unexcited sample after 500 μs (each within the indicated shaded time windows). This acqui-
sition scheme is repeated for several thousand times per data point
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after laser excitation is measured (Ip), then a background signal without X-rays 
is recorded after ca. 250 μs (Ibck(250 μs)), which enables post-correcting base-
line drifts in the gated integrator, and finally, after 0.5 ms, the X-ray signal from a 
fresh sample without laser excitation is recorded (Iu) followed by a baseline cor-
rection measurement (Ibck(500 μs + 250 μs), not shown in the figure) [93, 110]. 
The pump-probe signal in transmission is defined as the transient absorption Ttr of 
the photoexcited sample via [93, 110].

with Ipum = Ip(Δt) − Ibck(Δt +250 μs) and Iunp = Iu(500 μs) − Ibck(500+250) 
μs being both the baseline (Ibck) corrected photoexcited and unexcited X-ray sig-
nals, respectively (see Fig. 1.4). The X-ray signals are measured simultaneously in 
transmission and fluorescence yield modes, using the same data acquisition strat-
egy for all detectors, as shown in Fig. 1.4. We define the transient signal in fluores-
cence mode Tfl via

with Ipum
fl
    , Iunp

fl
   and I 0 being each baseline corrected as described above for trans-

mission mode. Likewise, normalization of the unpumped spectra to the incident 
flux yields the static spectrum of the sample.

This data acquisition scheme allows measuring the corresponding signals for 
every single incident X-ray pulse, and for each data point (e.g., during an energy 
scan) a few thousand single X-ray pulse intensities are analyzed in order to store 
the average value and its standard deviation into the computer. This methodology: 
(i) eliminates drifts due to deterioration of the sample under laser and/or X-ray 
irradiation (for limited sample volumes), as well as drifts of the X-ray flux; (ii) 
allows measurements at the shot noise of the X-ray source, implying that changes 
as low as 10−4 X-ray transmission changes can be recorded within a reasonable 
(typ. 1 s) data acquisition time.

While the above scheme was implemented with 1 kHz repetition rate pump 
lasers, taking advantage of the high pulse energies available from commercially 
available amplified laser systems (>1 mJ/pulse), synchrotron X-ray pulses are gen-
erally delivered at MHz repetition rates by the storage ring. This implies means 
that typically 103 X-ray pulses are unused. This reduced X-ray flux is a major lim-
iting factor on the achievable signal-to-noise ratio (S/N) of the experiments, which 
not only reduces the accuracy of the structural analysis but also restricts the types 
of samples that can be measured to those with a solubility in the range of tens to 
hundreds of mM, which is not convenient for biological samples. The idea would 
therefore be to use a pump laser that runs at say, half the repetition rate of the syn-
chrotron but with a large enough energy/pulse to ensure a comparable photolysis 
yield as in the 1 kHz configuration.

(1.5)Ttr(E, �t) = ln

(

Ipum

Iunp

)

(1.6)Tfl(E, �t) =
I

fl
pum − I

fl
unp

I0
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Previous attempts to implement a high-repetition rate pump-probe scheme at 
synchrotrons were made by Widdra et al. [111, 112] who used a ps laser system 
operating at 1.25 MHz to match the single-bunch repetition rate at the BESSY 
synchrotron (Berlin, Germany) for time-resolved core-level photoemission stud-
ies of surfaces. Stern et al. [113, 114] used an amplified laser system operating 
at 272 kHz at the APS to study laser-induced melting of Germanium films. The 
disadvantage of using high repetition rate excitation with solid samples is the sam-
ple damage resulting from the high average power. However, for liquid solutions, 
high repetition rate excitation is ideal since the flowing sample is continuously 
refreshed. The Lausanne group recently implemented such an experiment at the 
SLS using a picosecond high-average power Nd:YVO4 laser operating at variable 
repetition rate (50 kHz–8 MHz), and producing 10 ps pulses. This product is pri-
marily aimed at industrial users meaning turnkey operation and long-term stabil-
ity, which are ideal in the environment of a synchrotron. It delivers two orders of 
magnitude less energy/pulse than 1 kHz amplified femtosecond systems, but the 
fluence can be identical by tighter focusing of the laser beam. When operated at 
half the repetition rate of the isolated camshaft pulse of the SLS (520 kHz) this 
results in 28 μJ/pulse at the fundamental wavelength, 1064 nm. By frequency dou-
bling and tripling one obtains 15 μJ/pulse at 532 nm and 6 μJ/pulse at 355 nm. It 
is also possible to frequency double the 532 nm light to obtain 266 nm light. The 
data acquisition scheme is identical to the one described above, with the important 
difference that the data acquisition rate is increased to 2 MHz. More details are 
given in [115].

Until recently, most time-resolved XAS studies concerned the hard X-ray range, 
which is convenient for probing the K-edges of Z > 18 elements and the L-edges 
of Z > 40 elements. However, working in the soft X-ray range offers a number of 
advantages: (a) one could access the K-edges of light elements such as C, N, O, S, 
etc., which are important for biology; (b) the L2,3 edges (due to 2p1/2,3/2 → 3d tran-
sitions) of most transition metals are accessed; (c) The smaller intrinsic core hole 
lifetime width (0.5 eV) of p orbitals results in sharper bound–bound core to valence 
transitions than K edge (1 s → 3d) ones; (d) 2p1/2,3/2 → 3d transitions are dipole-
allowed, yielding more intense and more structured spectra than the dipole-forbid-
den K edge 1 s-3d transitions; (e) the L2,3 edge features are directly proportional to 
the amount of d character of unoccupied or partially occupied valence orbitals of 
the metal; (f) ligand field multiplet theory [86, 87, 116] is a well-established tool to 
interpret L edge spectra, delivering a detailed description of the electronic structure.

However, due to the large absorption cross section of solvents and air (e.g., at 
the Fe L edge energy range the X-ray path length in water is only 1–2 μm) the 
implementation of soft-X-ray absorption spectroscopy for the study of liquid 
solutions under vacuum took some time, but is now no longer a problem. Indeed, 
two strategies have appeared in the last ten to twenty years: (a) the use of cells 
equipped with soft X-ray transparent windows, such as silicon nitride thin mem-
branes (100–200 nm-thick) [117]; (b) the implementation of the liquid microjet 
technology, which consists in injecting a liquid jet (typically ≥ 10 μm diameter) 
at high speed (typically 100 m/s) into the vacuum chamber with a pressure in 
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the order of 10−5 bar [118]. The development of ps and fs soft X-ray absorption 
spectroscopy is very recent and has made use of the first scheme based on SiN-
equipped cells [37, 38, 119, 120].

1.4  Applications

The first time-resolved X-ray experiment used X-ray absorption spectroscopy 
(XAS) to probe the photoinduced changes in carboxymyoglobin in solution with 
μsec resolution [121]. Later, Wilson and co-workers [97] used 1.5–3 ps X-ray 
pulses from a plasma source to probe the disappearance of a shape resonance at 
the K-edge (2.5 keV) of sulphur upon photodissociation of the SF6 molecule in 
the gas phase. Chen and co-workers reported the first study of a molecular sys-
tem in solution, investigating the photodissociation of ligands from [Ni(tpp)L2] 
(Ni(tpp) = Nickel(ii) tetraphenylporphyrin and L = axial piperidine ligand, which 
was also the solvent in their study), and their recoordination with 14 ns resolu-
tion using synchrotron X-ray pulses. They addressed the issue as to whether the 
recoordination process is a concerted or a sequential (two-step recombination with 
[Ni(tpp)L] as an intermediate) process, concluding that the process is concerted on 
the time scale of their resolution.

Time resolved XAS studies of molecular systems in solution really took off in 
the first half of the 2000s. Most of these have been transition metal molecular com-
plexes, for obvious technical reason as the methodology was first implemented in the 
hard X-ray range where it is possible to carry out the experiments in air or under a 
gas atmosphere. In addition, metal-based molecular complexes, such as metallopor-
phyrins, haems or chlorophylls, are heavily involved in natural processes involving 
energy and electron transfer, such as photosynthesis, oxygen transportation, [122, 
123] etc., and in applications such as functional molecular devices [124, 125], solar 
energy, molecular electronics, sensitizers, photocatalysis, etc. Below we give a num-
ber of processes occurring in these systems, which have been investigated by time-
resolved XAS both in the hard and more recently, in the soft X-ray range.

1.4.1  Intramolecular Charge Transfer

Controlled electron transfer (ET) and charge separation in molecular assemblies are 
essential requirements for efficient storage and conversion of energy by chemical 
means. In most light-induced processes in metal-based molecular complexes, the 
doorway states to excitation are the metal-to-ligand-charge-transfer (MLCT) states, 
whose absorption bands dominate the visible absorption spectrum. Because a charge 
is transferred within a molecule there is a significant change of the field of forces 
within the molecule, but also a dipole moment change. Therefore in solutions, 
there are issues of both intramolecular and subsequent intermolecular (i.e. solvent) 
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structural rearrangements as a result of the electron transfer. Such processes have 
been investigated on ruthenium and copper complexes, as described below.

The Lausanne group carried out a picosecond L2,3-edge XAS study of aqueous 
Ruthenium(II)-tris-2,2′-bipyridine ([RuII(bpy)3]) [88, 126]. In the predominantly 
octahedral field of the complex, the d-orbitals split into a lower t2g orbital and an 
upper eg orbital (Fig. 1.5).

These are further split by the addition of the trigonal distortion and by the spin–
orbit interaction. Fig. 1.6 shows the ground state (a) and transient XAS (b) spectra, 
next to the extracted excited state XAS (c). In the ground state, all six 4d electrons 
are in the lower t2g orbital while the eg orbital is empty, and therefore only the B 
band (2p → 4d(eg)) appears. In the MLCT state, an electron is transferred to the bpy 
ligand, thus opening up a new transition (2p → 4d(t2g), feature A′). In room tempera-
ture aqueous solutions, the 3MLCT state exhibits a measured lifetime of about 600 ns 
[127]. Also, the blue-shift of the B feature reflects the change of oxidation state, in 
good agreement with previous experimental and theoretical work [128, 129].

The XANES region was analyzed by the ligand field multiplet theory, [88] in 
very good agreement with the data (see Fig. 1.6d). From the change of ligand field 
splitting between ground and excited state and using an electrostatic model that 
relates the octahedral ligand field splitting to the metal–ligand distance, [130] a 
Ru–N bond contraction of ~0.02 Å in the excited state was derived, while the anal-
ysis of the EXAFS region [64] (D, D’ features) delivers a value of the Ru–N bond 
contraction of −0.037 ± 0.0135 Å, treating all Ru–N distances equally (i.e., in D3 
symmetry). This relatively weak bond contraction, despite a dramatic change of 
the electronic structure, results from steric effects because the three byp ligands 
are already in a constrained geometry in the ground state. Our results were later 
confirmed by Quantum chemical calculations of the 3MLCT structure by Nozaki 
et al. [131] and Alary et al. [132].

Fig. 1.5  Energy level scheme for a 4d6 transition metal complexes such as M(bpy)3, with 
M = Ru, Fe. The atomic 4d orbital splits into a 6-fold degenerate t2g and a 4-fold degenerate 
eg. level in the octahedral field of the ligand (separated by 10Dq). Trigonal distortion due to the 
D3 symmetry of the complex partial lifts the degeneracy, which is further lifted into 5 two-fold 
degenerate levels by the 4d spin–orbit coupling. The electron occupancy of the ground state 
(completely filled in t2g, and empty for eg) is indicated by the arrows, one (in red) is removed to 
the bpy ligand following photoexcitation of the metal-to-ligand-charge-transfer (MLCT) states
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In another example of structural changes due to intramolecular electron transfer 
processes, Chen et al. [133] investigated the structure of the MLCT states of Cu(I)-
diimine complexes ([CuI(dmp)2]+ (dmp = 2,9-dimethyl-1,10-phenanthroline)) 
by ps XAS. Upon 400 nm photoexcitation of the system one reaches the S2 state, 
which decays on an ultrafast time scale to the S1 state [133–136] that then relaxes 
to the T1 state (Fig. 1.7a). In these processes, the system changes from a tetrahe-
dral geometry to a flattened one (Fig. 1.7b).

Fig. 1.6  a L2,3 edge XAS spectrum of aqueous [RuII(bpy)3]2+ in its ground state (thick black 
line) together with fits of its most prominent features (labeled), except for the two residual bands 
(green areas) near the ionization potential. The edge step functions for IP for each state is shown 
as well (blue line). See [88] for details of the fit. b Transient absorption spectrum (open red cir-
cles with error bars) and a fit of this transient (blue line) using the ground state spectrum and 
the (energy-shifted) decomposed bands shown in a. c Reconstructed XAS of the 3MLCT state 
(blue data points) together with a fit to the most prominent features. d The A(A′) and B(B′) fea-
tures extracted from the spectrum after subtraction of the edge step and the higher-lying weak 
bound–bound absorptions shown in a, and compared to multiplet calculations. The sticks (thick 
for the ground state and thin for the excited state) are the transitions which are broadened with 
the Gaussian and Lorentzian widths due to experimental resolution and lifetime width, to gener-
ate the solid (red) curves
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Chen et al. observed the photoinduced electronic and structural changes by ps 
XANES and EXAFS (Fig. 1.7c) and found that: (1) the excitation of the MLCT 
state transition induces an electronic configuration change from CuI (3d10) to CuII 
(3d9); (2) the inner-sphere reorganization changed the coordination number of the 
MLCT state from four to five in toluene, which is presumed to be non-coordinat-
ing; (3) the average Cu-ligand bond lengths increased in the MLCT state in toluene, 
but decreased in acetonitrile, reflecting the difference in the interactions of the cop-
per with the fifth ligand. These conclusions were further supported by simulations 
of the XANES part of the spectra [137]. In the meantime, we have carried out ps 
XAS measurements in similar complexes and complemented them by Quantum 
Mechanics/Molecular Mechanics molecular dynamics simulations, and came to the 
conclusion that there is no coordination of a solvent molecule to the Cu atom [138]. 
Nevertheless, questions still remain open as to the sub-ps dynamics, which may be 
addressed by fs XAS in the future.

1.4.2  Bond Formation in Bimetallic Complexes

The triplet excited states of dinuclear d8--d8 platinum, rhodium, and iridium com-
plexes (bridged by various ligands) exhibit remarkable photophysical and photo-
chemical properties, which are strongly determined by their structure [140]. The 
unusually high photocatalytic activity of these complexes are a manifestation 
of the newly formed bond in the lowest excited singlet and triplet 1, 3A2u states, 
owing to the promotion of an electron from the antibonding dσ* (dz

2-derived) to 
the bonding pσ (pz-derived) orbitals, which should therefore lead to a contraction 
of the metal–metal bond (Fig. 1.8).

The [Pt2(P2O5H2)4]4− molecule is among the most extensively studied d8--d8 
dinuclear metal complexes. In solutions, excitation into the first singlet state in  

Fig. 1.7  Photocycle of cooper(I)-diimine complexes: upon excitation of the S2 MLCT state the 
system changes from Cu(I) to Cu(II) and an ultrafast internal S2-S1 conversion occurs (a). In this 
step, a geometry change towards a flattening occurs (b), which is thought to take place in the S1 
state prior to intersystem crossing to the T1 state [133, 134, 208]. The latter has a ns lifetime so 
that it can be probed by ps XAS as done in refs. [136, 209] (c)
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the near UV region around 370 nm leads to formation of the long lived (~1 μs) 
triplet state with unity quantum yield. van der Veen et al. [141] resolved its struc-
ture by picosecond EXAFS. Figure 1.9a shows the ground state Pt L3-edge XAS 
spectrum (black trace) as well as the transient spectrum, integrated from 0 to 
150 ns to improve the signal-to-noise ratio. The inset shows the XANES region 
for the ground-state complex and its transient spectrum, wherein dramatic changes 
appear. In particular, a new absorption shows up at 11.574 keV below the absorp-
tion edge, which is due to the creation of a hole in the 5dσ* orbital upon laser 
excitation, which can then be accessed from the 2p3/2 core orbital (L3 edge). Clear 
changes are visible in the EXAFS region (Fig. 1.9b), reflecting structural modifi-
cations between the ground and excited triplet states.

From the transient EXAFS spectrum (Fig. 1.9b), the magnitude of the Pt–Pt 
bond contraction as well as, for the first time, the changes affecting the Pt–P bonds 
were extracted, [141] and the best fit is shown in Fig. 1.9b. It was found that while 
the Pt–Pt bond contracts by 0.31(5) Å, in very good agreement with the X-ray pho-
tocrystallography data [142], it was shown that Pt–P bonds slightly elongate (by 
~20 mÅ) in agreement with theoretical predictions [142]. This work underscores 
the ability to retrieve details of the excited state structure of a rather complex 
molecular system in liquid solution, due to the high sensitivity of the experiment, 
coupled to a rigorous structural analysis based on fitting the transient EXAFS spec-
tra directly in energy space [83]. Almost simultaneously to the work by van der 
Veen et al. [141], Christensen et al. [27] reported a picosecond solution X-ray scat-
tering study of the same system, deriving a somewhat similar contraction of the 
Pt–Pt bond. More recently, Chen and co-workers [143] reported on ps XAS studies 
of another diplatinum complex, which also produced rather similar results.

Pt2POP is a remarkable molecule in the sense that its ground and excited poten-
tials are highly harmonic and that the optical spectrum is only sensitive to the 
Pt–Pt coordinate. It is therefore easy to retrieve the excited state structure from a 
Franck–Condon analysis, which shows a Pt–Pt bond contraction in the triplet 

Fig. 1.8  Structure of the [Pt2(P2O5H2)4]4− molecule (left). The maximum of the first singlet 
absorption lies at 370 nm. Excitation of a d8–d8 complex promotes an electron from the antibo-
nding dσ* (dz

2-derived) to the bonding pσ (pz-derived) orbitals, leading to formation of the Pt–Pt 
bond and contraction of its distance in the excited state
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state 0.1 Å smaller than that derived in [141–144]. The origin of the discrepancy 
lies, we believe, in the fact that the EXAFS analysis neglected the contribu-
tion of the solvent, while the optical domain spectroscopy is not sensitive to 
it. This shows that solvent contributions have to be included in the analysis of 
EXAFS and XANES, which opens a new level of refinement in the structural 
determination. Work is in progress towards such refinements. A recent paper 
reports on such calculations and show a clear contribution of the solvent in the 
signals [139].

1.4.3  Spin Cross-over in Fe(II)-Complexes

One of the fascinating features of Fe2+ or Fe3+ metal-based molecular complexes 
is their ability to change spin under temperature, pressure or light irradiation and 
they have therefore been named spin cross-over complexes (SCO) [145]. In the 

Fig. 1.9  a Static Pt L3 XAS 
spectrum of [Pt2(P2O5H2)4]4− 
in solution (black line, 
left axis) and the transient 
(excited–unexcited) XAS 
spectrum (red circles, right 
axis, same units as left) 
integrated up to 150 ns after 
excitation. The inset zooms 
into the XANES region. b 
Transient EXAFS data and 
best fit (solid line) with the 
following results: a Pt–Pt 
contraction of 0.31(5) Å, 
a Pt-ligand elongation of 
0.010(6) Å, zero energy shift 
and 7 % excitation yield. The 
best-fit structural distortions 
are indicated in the upper 
right corner (see [141, 206] 
for details)
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predominantly octahedral field due to the ligands (Fig. 1.5), all electrons are in the 
lower t2g sub-shell in the low spin (LS) ground state, while transferring electrons 
to the e.g. orbitals increases the spin state. Because the e.g. orbitals derive from 
the dx

2
-y
2  and dz

2 orbitals, they are antibonding in 6-fold coordinated complexes, 
which leads to a striking metal–ligand bond elongation in the high spin (HS) state. 
A generic diagramme of the potential energy curves of the various states of Fe(II)-
based complexes is shown in Fig. 1.10a, as a function of the Fe–N bond length 
[146]. The MLCT states have nearly the same equilibrium distance as the ground 
state, in agreement with [88], the ligand field states 1,3T, 5T and 5E have their equi-
librium distances elongated by ~0.1, ~0.2 and ~0.3 Å, respectively, relative to 
the ground state bond distance. Light excitation into the singlet Metal-to-Ligand-
Charge-Transfer (1MLCT) state or to the lower-lying ligand field states leads to 

Fig. 1.10  a Typical potential energy curves of Fe(II)-complexes as a function of the Fe–N bond 
distance adapted from [146]. The manifold of metal-to-ligand-charge-transfer (MLCT) states is 
shown as a shaded area. [FeII(bpy)3]2+ has a predominantly Oh symmetry with a trigonal (D3) 
distortion. The metal-centred (MC) states are represented by their symmetry character (A, T and 
E) in the D3 group. In the latter, the LS 1A1 ground state has a completely filled e4a1

2 configura-
tion (deriving from the t2g

6
  subshell in Oh symmetry), while the antibonding e (e.g. in Oh symme-

try) orbital is empty. Per electron promoted from the t2g to the e.g. subshell (for easier reading we 
will use from here on the Oh nomenclature) the metal–ligand bond length increases by as much 
as 0.1 Å [146]. For the series of 1,3  T (t2g

5  eg ) states, it is expected to be in between the ground and 
the high-spin 5T2 (t 2g

4  e g
2 ) state. b Relaxation cascade as determined by ultrafast laser spectros-

copy upon excitation of aqueous [Fe(bpy)3]2+ at 400 nm [156]. The intermediate MC states are 
not shown as they are optically silent in the UV–Visible and were therefore not observeable. 
c Simulated XANES spectra for different Fe–N bond elongations from the ground state equilib-
rium value of 1.97 Å, using the MXAN code [91]. The elongations correspond to the ground and 
the MLCT states (0 Å), the intermediate ligand field 1,3T states (0.1 Å) and the 5T state (0.2 Å). 
The horizontal axis is given as energy from the ionization potential
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population of the lowest quintet state 5T2 with unity quantum yield [145]. The life-
time of the latter varies by several orders of magnitude as a function of ligand and 
temperature [145] with [FeII(bpy)3] having the shortest lived quintet state lifetime 
(650 ps) at room temperature.

Structural studies by X-ray diffraction or X-ray absorption spectroscopy under 
quasi steady-state conditions, pointed to a bond elongation of ~0.2 Å of the Fe–N 
bond for Fe(II)-based complexes with long-lived HS states [147–149] but the 
question arose if this applies to the shortest lived HS state of [FeII(bpy)3], as pre-
dicted by theory [150].

Khalil et al. [151] and Gawelda et al. [152] captured the structure of the quin-
tet state after laser excitation using 70 ps hard X-ray pulses probing the structure 
changes at the K edge of Iron. In the first case, the system was [FeII(tren(py))3] 
in acetonitrile, which has a quintet state lifetime of 60 ns, while the second case 
was [FeII(bpy)3], which we describe in more details now. Figure 1.11 shows the 
Fe K-edge XANES of the molecule in the ground state, the transient (differ-
ence) spectrum at 50 ps time delay and the XAS spectrum of the quintet state, 
as retrieved from the ground state and the difference spectra and from the pho-
tolysis yield determined in laser-only experiments (and convoluted to match 
the much longer X-ray probe width). The structural analysis of the excited state 
was based on fitting both the transient XANES [152] and the transient EXAFS 
spectra [58, 83] in energy space. These deliver the same Fe–N bond elongation 
ΔRFe-N = 0.20 Å, but the precision increased considerably using the latter proce-
dure (0.203 ± 0.008 Å).

The fact that the bond elongation is nearly the same in the HS state in all com-
plexes, regardless of its lifetime [147, 151] implies that the bond elongation is not 
the parameter that controls the decay rate of the quintet state to the ground state. 
Rather, the adiabatic energy and the coupling parameters between low spin and 

Fig. 1.11  a XANES 
spectrum of the LS state of 
[FeII(bpy)3]2+ (black) and 
the HS state (red points). 
The latter is extracted from 
the difference spectrum 
(shown in b) and the LS 
spectrum, based on the prior 
determination of the fraction 
of excited molecules.  
b Difference transient 
spectrum at 50 ps time delay 
(red points), and at 300 fs 
(blue stars) obtained with the 
slicing scheme
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high spin state are the crucial parameters. Indeed, of all Fe(II)-SCO complexes, 
[FeII(bpy)3]2+ has the highest lying quintet state.

In order to describe the electronic structure of the quintet state, Huse et al. [120] 
carried out picosecond L-edge spectroscopy of [FeII(tren(py))3]. This experiment 
was the first of its sort and it used a liquid cell equipped with SiN membrane win-
dows. Their results showed a significant reduction in orbital overlap between the 
central Fe(3d) and the ligand N(2p) orbitals, consistent with the expected ~0.2 Å 
increase in Fe–N bond length upon formation of the high-spin state. The overall 
occupancy of the Fe(3d) orbitals remains constant upon spin cross-over, suggest-
ing that the reduction in σ-donation is compensated by significant attenuation of 
π-back-bonding in the metal–ligand interactions. These results show the power of ps 
soft X-ray spectroscopy to fully unravel the details of the electronic structure of 
the systems under study, and its complementarity with hard X-ray spectroscopy.

Femtosecond resolution in X-ray absorption spectroscopy is however needed if 
one wants to follow the ultrafast structural dynamics of photoexcited systems in 
real-time, and thus answer a host of questions that have escaped femtosecond 
optical spectroscopies or ps XAS. Femtosecond XAS was recently implemented in 
the hard and the soft X-ray ranges to fully resolve the photocycle of the above spin 
cross-over systems.

Indeed, the mechanism and relaxation pathways of the photoinduced HS-LS 
conversion in Fe(II) complexes were still unknown, and in particular the pathway 
leading from the initially excited 1MLCT state to the lowest lying excited quintet 
state [145, 153, 154]. One of the reasons for this situation was the fact that the 
intermediate 1,3T state (Fig. 1.10a) are optically silent, while the HS quintet state 
absorbs below 320 nm [155]. The early time dynamics was identified by Gawelda 
et al. on [FeII(bpy)3] in laser-only studies, [156] who found that departure from the 
3MLCT state occurs in ~130 fs (Fig. 1.10b). The XANES spectrum of the ground 
state (Fig. 1.11) shows a shoulder (the B-feature) on the edge, which is a multi-
ple scattering feature [157]. Upon Fe–N bond elongation in the quintet state its 
intensity increases causing the significant peak at low energy in the transient spec-
trum (Fig. 1.11b). Simulations based on multiple scattering theories confirm the 
distance dependence of the B-feature (Fig. 1.10c), which one can use to identify 
the various electronic states possibly involved in the relaxation cascade.

Using hard X-ray fs pulses generated by the slicing scheme at the SLS, Bressler 
et al. carried out an optical pump/X-ray probe experiment following the evolution of 
the B-feature as a function of pump-probe delay. Figure 1.12 shows the time scan 
obtained at the B-feature (7.122 keV) showing that the signal stabilizes from about 
300 fs up to the scan limit of 10 ps (see inset), which is evidence that the system is 
already in the quintet state. Further evidence is the energy scan at 300 fs, which repro-
duces the transient spectrum at 50 ps time resolution (Fig. 1.11b). The fit in Fig. 1.12 
shows that the quintet state is reached in 150 ± 50 fs. This time corresponds to the 
decay of the 3MLCT state, implying that the ultrafast spin conversion is a simple 
three-step 1MLCT - 3MLCT - 5T2 cascade that bypasses the intermediate 1,3T states.

The time scale of ~150 fs corresponds to about two oscillations of the Fe–N 
stretch vibration [158], suggesting a nearly non-Born–Oppenheimer process. This 
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experiment illustrates the power of ultrafast XAS to retrieve dynamical informa-
tion difficult to obtain by laser-only experiments. It also shows how structural 
dynamics studies can identify the electronic relaxation pathways of complex mol-
ecules, while so far the opposite was common practice. Further visible pump/UV 
probe transient experiments of the quintet state identified its vibrational relaxation 
dynamics, [159] thus providing a complete picture of the photocycle of aqueous 
[FeII(bpy)3]. A full description of the combined optical and X-ray studies on this 
system is given in a recent review [160].

Very recently, Huse et al. [38] carried out the first time femtosecond soft X-ray 
experiment of a similar spin cross-over molecular system in solution, which fully 
confirm the above results. Their experiment represents a real breakthrough as it 
demonstrated the visualization of ultrafast electronic structure changes of dilute 
molecular systems in solution by soft XAS.

1.4.4  Dynamics of Pure Water

The unusual properties of water have stirred much research. Liquid water can be 
regarded as a highly dynamic network of molecules connected through hydro-
gen bonds. The results of static X-ray absorption spectroscopy measurements 
show a pre-edge peak (I) followed by a main-edge (II) and a postedge feature 

Fig. 1.12  Time scan of the signal (blue points) at the B-feature (Fig. 1.6c), as a function of laser 
pump/X-ray probe time delay after excitation of aqueous [FeII(bpy)3]2+ at 400 nm. The inset 
shows a long time scan up to 10 ps time delay. The red trace is the simulated signal assuming 
a simple 4-step kinetic model 1A1 → 1MLCT → 3MLCT → 5T to describe the spin conversion 
process. The vertical arrow displays the expected absorption increase for an elongation of 0.2 Å 
for the Fe–N distance ΔR between the LS and HS states (see Fig. 1.10c)
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(III) related to local water structures with specific coordination and hydrogen 
bonding. There has been much controversy over the correct structural model and 
their relative merits in determining the average number of hydrogen bonds per 
water molecule [117]. Nevertheless, there is consensus on a qualitative level as 
to the structural meaning of the three characteristic spectral regions of the oxy-
gen K-edge and how these features change upon melting of ice as well as heat-
ing of liquid water. In order to describe how the different structures interchange 
upon heating of water, Huse et al. [161] and Wernet and co-workers [119, 162] 
demonstrated infrared pump/soft X-ray probe investigation of pure water at the 
K edge of Oxygen. However, the tens of ps time resolution of these experiments 
precluded observations at relevant time scales. Therefore, Wen et al. [37] extended 
these experiments to the femtosecond range using the slicing scheme at the ALS. 
They recorded the conversion of highly coordinated water structures to less-
ordered structures with weaker hydrogen-bonding via fs-XANES spectroscopy 
upon vibrational excitation, exploiting the relation between coordination/order and 
distinct X-ray spectral features due to the high sensitivity of XANES regions to 
chemical coordination. The observed dynamics was described by a 0.7 ps ther-
malization time that is characteristic of the hydrogen bond network in water. Their 
transients capture the formation of a high-pressure phase distinct from the equilib-
rium state of liquid water.

This work was the first femtosecond soft X-ray study of a liquid-phase sys-
tem. It demonstrated the feasibility and prospects of solution-phase ultrafast X-ray 
studies in the soft X-ray range where K-edges of C, N, O and L-edges of transition 
metals deliver chemically specific information about coordination, valence charges 
distribution, bonding and atomic structure in order to uniquely follow chemical 
reactions and solvation dynamics on ultrafast time scales. As a matter of fact, the 
same team demonstrated ps and fs soft X-ray spectroscopy at the L edge of Fe in 
an SCO complex as discussed above ([38, 120]) and at the N K-edge of photoex-
cited [FeII(bpy)3], [120].

1.4.5  Solvation Dynamics and Hydrophobicity

The above examples on Copper, Platinum and Ruthenium complexes alluded to 
the role of the solvent in the photoinduced structural changes. Electronic solva-
tion dynamics is the rearrangement of the solvent molecules around a solute as 
a result of an electronic redistribution in the latter. This electronic redistribution 
may be caused by photoexcitation or simply by a chemical reaction. The role of 
the solvent is crucial in enhancing or hindering reactions, via its modification 
of barriers and the dynamics of solvation is intimately influenced by the intra-
molecular dynamics. So far solvation dynamics has only been investigated by 
ultrafast optical techniques (transient absorption or fluorescence up-conversion), 
[163–165] which do not deliver structural information. In these studies a dye mol-
ecule is excited in a solvent, inducing either a dramatic dipole moment change 
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(polar solvation) or an expansion of the electronic cloud (non-polar solvation) in 
such a way that depending on the polar or non-polar nature of the solvent, respec-
tively, a dramatic solvent shell reorganisation occurs, which minimises the free 
energy. While this approach delivers detailed information about the dynamics of 
the system, the solvent shell structure cannot be recovered. In addition, the sol-
vent rearrangement depends on the shape and size of the molecule in the ground 
state. In order to capture the solvent structural dynamics and to obtain a general 
description of the solvation dynamics, we carried out time-resolved XAS studies 
of the solvent rearrangement around photoexcited aqueous iodide. In this case, the 
UV (<260 nm) photoexcitation abstracts the electron from the iodide, leaving a 
neutral iodine behind (Fig. 1.13) and the solvated electron. It turns out that this 
changes the solute from a hydrophilic one to a hydrophobic one.

Hydrophobicity is considered the major driving force behind fundamental bio-
logical and chemical processes. In the hydration of small hydrophobic species, the 
formation of small cavities in the solvent to accommodate the solute is an entropi-
cally dominated process, and the presence of the solute constrains the orientational 
and translational degrees of freedom of the neighbouring water molecules. The 
microscopic understanding of hydrophobic hydration relies so far almost solely on 
theory and simulations, due the fact that experimentally probing hydrophobicity at 
the atomic scale is very difficult, and quantitative studies are not yet available.

We previously carried out a preliminary picosecond XAS study of multipho-
ton-excited aqueous iodide, which showed significant changes in the XANES 
and EXAFS regions of the L1,3 edges 50 ps after excitation, suggesting an exten-
sive solvent rearrangement in the transition from iodide to iodine [166]. Soon 
after, Elles et al. [167] reported a similar study on aqueous bromide excited into 
the so-called charge-transfer-to-solvent (CTTS) bands by one-photon at 200 nm, 
and probed the resulting neutral bromine atom was done at its K-edge using pico-
second hard X-ray pulses. Their recovered Br0 K-edge spectrum showed shallow 
features above the edge, making it difficult to extract a solvent shell structure. 
For this purpose, they carried out Monte-Carlo simulations of the radial distri-
bution functions (RDF) of Br− and Br0, and found that indeed in the latter case, 

Fig. 1.13  Principle of the optical pump/X-ray probe experiment on solvation dynamics. The 
electron of the iodide (isoelectronic with Xe) is removed by an ultrashort laser pulse. The evolu-
tion of the structural changes in the solvation shell is probed by an X-ray pulse that records the 
changes at the iodine L edges
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the solvent shell structure is more diffuse and expands by ~0.5 Å, explaining this 
way the weak modulations of the spectrum above the Br0 K-edge. Their RDF also 
exhibited a small peak at shorter distances, which they attributed to formation of 
a Br0…OH2 charge transfer complex, although no signature of this complex was 
found in the time-resolved X-ray signal.

Pham et al. [39] recently carried out a detailed ps and fs XAS study of photoexcited 
aqueous iodide, which was complemented by detailed quantum chemical calcula-
tions and molecular dynamics simulations [39]. While the L1-edge (originating 
from the 2 s core orbital) informs us about the electronic structure of the systems,  
in particular via the appearance of the 2 s-5p resonance that becomes possi-
ble upon formation of neutral iodine, the L3 edge (originating from the 2p3/2 
core orbital) is ideal for probing the geometric structure of the solvent shell. 
Figure 1.14 shows the static L3 iodide spectrum (solid line in (a)), the tran-
sient spectrum (b) and the recovered iodine spectrum (points in (a)). Dramatic 
changes are observed which point to an extensive rearrangement of the sol-
vent shell. In order to quantify it, we carried out both classical and quantum 
mechanics/molecular mechanics (QM/MM) molecular dynamics (MD) simu-
lations. The iodide solvent shell had already been described by QM/MM MD 
simulations, [168] and the resulting RDF is show in Fig. 1.15 for both the I–O 
and the I–H distances. Figure 1.15 also shows the RDF’s obtained by classical 
and QM/MM MD for iodine. Both types of MD simulations show an increase 
of the I–O distances from iodide to iodine, but the most dramatic changes 
show up on the I–H RDF, where the first peak shifts on average by well over 1 Å  

Fig. 1.14  a Normalized 
static iodide L3 edge XAS 
(solid line) and reconstructed 
I0 spectrum using the 
transient spectrum at 
50 ps time delay b and the 
photolysis yield of 3 % (see 
39), sample concentration 
100 mM; b Normalized L3 
edge transient spectrum at a 
time delays of 50 ps
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from iodide to iodine. While for iodide the first peak of the I–H RDF lied at 
smaller distances than that of the I–O RDF, for iodine it is at almost the same 
distance as the first peak of the I–O RDF, but it is broader and has a long tail 
extending to larger distances. Finally, the I–H RDF shows clear modulations in 
the case of iodide, but the separation between solvent shells is less clear cut in the 
iodine case.

All this indicates that the majority of the hydrogen atoms rotate and point away 
from the iodine atom, contrary to the iodide case. We used these RDFs to simulate 
the transient L3 EXAFS spectrum and both classical and QM/MM MD of neutral 
iodine delivered a good agreement with the experimental data. The main result is that 
the experimental data confirms the expansion of the solvent cage from I− to I0, with 
an increase of the cage radius (measured on the I–O distance) of 5–20 % (depending 
on the type of simulations). Furthermore the RDFs already suggest the formation of 
a hydrophobic cavity as the water hydrogen atoms prefer now to point towards other 
water molecules rather than towards the solute.

Sub-picosecond transient XANES spectra are shown in Fig. 1.16 where one 
can note a broadening on the blue side of the features that appear at the L1 edge, 
compared to the 50 ps transient. Based on quantum chemical calculations and 
QM/MM MD simulations of an I0(H2O)9 cluster in bulk classical water, this 
broadening is caused by the occurrence of a weakly bound and short lived (few ps) 
I0-OH2 complex, whose 2 s-5p resonance is slightly blue shifted compared to 
that of the uncomplexed Iodine atom due to the formation of a 3-electron bond 
between iodine and water, therefore causing the observed broadening.

The simulations show that the lifetime of the complex is determined by the 
time it takes to complete the formation of a cavity of hydrogen bonded molecules 
around the solute (hydrophobic solvation) following electron abstraction from 
iodide. This study showed the power of combining ps and fs XAS with high-level 
quantum calculations and molecular dynamics simulations to unravel the complete 
dynamics of the system.

Fig. 1.15  I-O (a) and I-H (b) radial distribution functions (RDF) of aqueous iodide (red lines, 
same as in [168]) and iodine for the classical MD (green lines) and the QM/MM MD (black 
lines). The QM/MM MD simulations represent an equilibration over 15 ps with a single I−/I0 
described at DFT level of theory. The I0-O/H RDFs were equilibrated for 10 ns in the CMD 
simulations
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1.4.6  Towards Biological Systems

Metalloporphyrins are the basic constituents of a large class of biological systems 
and play a central role in photosynthesis and in respiration [169]. Time-resolved 
XAS should solve a number of important questions concerning their relaxation 
pathways and mechanism after photoexcitation. Indeed, similar to the above pre-
sented Iron(II)-polypyridine complexes, metalloporphyrins contain several opti-
cally silent metal-centred (or so-called d–d states), which can be accessible by 
XAS.

Chen et al. pioneered the study of metalloporphyrins in solution [55, 59, 
170–172]. They first studied the ligand (L) photodissociation of [Ni(tpp)L2] 
(Ni(tpp) = Nickel(ii) tetraphenylporphyrin and L = axial piperidine ligand, which 
was also the solvent in their study), and their recoordination with 14 ns resolu-
tion using synchrotron X-ray pulses [171]. The process has a time constant of 
28 ns, which is sufficiently long to be resolved. They demonstrated time-resolved 
XAS measurements for dilutions as low as 1 mM, which are important for biol-
ogy. They also found that the photodissociation intermediate is square-planar 
under their time resolution limit. Next, they investigated the structure of the unli-
gated nickeltetramesitylporphyrin (NiIITMP) in the excited triplet state. Here the 
idea was to resolve the transient electronic structure. Indeed, The electronic con-
figuration of Ni(II) (3d8) in an almost square-planar ground state S0 has an empty 
3dx2-y2 molecular orbital (MO) and a doubly occupied 3dz2 MO. Upon S0 → S1 
transition, the S1 state is believed to decay to an intermediate state T1′ state that 
then undergoes vibrational relaxation to a relaxed T1 triplet state, with a presumed 

Fig. 1.16  a Normalized transient L1 edge spectrum of photoexcited aqueous iodide at 50 ps 
(black dots), 300 fs (red dots) and 850 fs (blue dots) time delays after excitation. b same as a 
but for the transient L3 edge spectrum. The sub-ps transients were multiplied by a factor of 1.75 
in order to match the value of the 50 ps transient at the maximum of the positive feature. The 
insets show the time traces recorded with fs resolution at 5185.5 eV a and 4561 eV b, denoted by 
arrows, together with their fits by a step function with a rise time of 250 fs corresponding to the 
cross correlation of the optical and X-ray pulses
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3(3dx2-y2, 3dz2) configuration, where 3dx2-y2 and 3dz2 MOs are each singly occu-
pied. The T1 state returns to the ground state in approximately 200 ps.

By ps XANES (Fig. 1.17a), Chen et al. found a single peak appears in the pre-
edge region due to the 1 s → 3dx2-y2 transition in the S0 state, while two peaks 
due to the 1 s → 3dx2-y2 and 1 s → 3dz2 transitions are observed in the excited 
T1 state, showing for the first time that indeed the latter has two singly occupied 
3dx2-y2 and 3dz2 MOs (Fig. 1.17b), which was only know from quantum chemical 
calculations. These results show the power of time-resolved XAS at unraveling the 
electronic structure of transient species that are optically silent. In addition, from 
the EXAFS they also obtained the geometry changes of the excited system, as well 
as following the ligation processes that occur with some solvents [173].

The next stage along this line of results is the study of metalloproteins and in 
particular, haemoproteins. As a matter of fact the first time-resolved XAS ever to 
be carried out were on ligated myoglobins, [121, 174–179] but were all limited to 
the microsecond time scale. This time resolution is sufficient for the CO ligand, 
and for other ligands if the system is at low temperature, which was the case in 
some of these studies. To get at the dynamics at room temperature, one would 
need to reach the ps, and possibly the fs tme resolution [180–183]. In order to 
reach the ps resolution and exploiting its enhanced sensitivity, the Lausanne group 
implemented the high repetition rate scheme described in Sect. 1.2 and [115]. A 
first result on the photodissociation of CO from carboxymyoglobin (MbCO) is 
shown in Fig. 1.18. Because of the long recombination time of CO to Mb (mil-
liseconds), this results was not obtained with the pulse-to-pulse data acquisition 

Fig. 1.17  a Ni K-edge XANES spectra of NiTMP; inset: pre-edge region. Black, laser-on at 
t = 100 ps; green, laser-on at t = 100 ps; and red, the T1 state spectrum; t = delay time). The 
X-ray absorption near-edge structure (XANES) spectra of the Ni K-edge is rotated counter-
clockwise by 90° from the conventional display with highlighted regions enlarged showing the 
pre-edge region for the 1 s → 3d transitions, and the transition edge region for the 1 s → 4pz 
transitions
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described in Sect. 1.2. Rather the spectra were accumulated at tens of ps time 
delay with and without the laser on. Figure 1.18 shows that the transient spectrum 
is similar to the difference of the ligated minus unligated (deoxy form) spectra 
of Myoglobin, confirming that the data acquisition strategy is sound. This study 
was then extended to probing the recombination dynamics of MbNO, whose time 
scale is about 200 ps. This was done using the pulse-to-pulse data acquisition and 
the results fully confirm the recombination time derived from optical-only studies 
[184]. These first results confirm that ps XAS can be implemented on biological 
systems and open the way to the study of ligand dynamics with time resolution of 
better than 100 ps. They are also important forgoing studies for the preparation of 
experiments to be carried out at the X-ray free electron laser.

1.5  Conclusion and Outlook

The above review presented the recent advances in picosecond and femtosecond 
X-ray absorption spectroscopy but it is not exhaustive. The more recent activities of 
the Argonne group on molecular systems in liquids have been reviewed in [59]. This 
review also does not include the numerous ps and fs XAS studies carried out on 
solid materials, which have led to a wealth of new results in condensed matter phys-
ics on highly correlated systems, [42, 185–187] on semiconductors, [188] on phase 

Fig. 1.18  Transient XAS of 2 mM MbCO collected in fluorescence mode. The sample was 
excited at 532 nm. The black curve represents the difference XAS based on the static spectra of 
deoxyMb and MbCO and scaled by 21 % (after [115])
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transitions, [100, 101, 189–192] defect formation in solids, [193] and on the spin 
dynamics in materials [194].

Ps XAS (and to a lesser extent fs XAS) can be considered as a routine tech-
nique that can be implemented to a large class of molecular systems in solution, 
but also to the probing of atomic ions in solutions, as recently demonstrated in 
the case of aqueous Iodide [166] and Bromide [167]. These studies presented 
above, have been limited to the systems containing heavy atoms, since the solvent 
absorption is weak in the hard X-ray range. Furthermore, they have been limited 
to chemical systems, even though the desire to carry out studies on biological sys-
tems in physiological media has been stressed in the introduction to the technique, 
and as already mentioned, the first time-resolved XAS was carried out on biologi-
cal systems [121]. Such studies are still commonly being carried out with milli- to 
microsecond resolution [148, 149, 170, 178, 179, 195, 196]. One of the aims of 
current efforts is to extend them to higher temporal resolutions.

Several exciting prospects are on the way thanks to recent developments in the 
implementation of methodologies:

a. All the above experiments were carried out using a pump laser at 1 kHz repeti-
tion rate, while the storage ring operates at MHz repetition rates. This implies 
that typically 103 X-ray photons remain unused. The implementation of high 
repetition rate lasers (running at hundreds of kHz) that match an integer frac-
tion of the storage ring repetition rate, combined with microfocussing of the 
X-ray and laser beams (this is possible at several synchrotron beam lines) allow 
a significant increase of signal to noise, and therefore, the possibility to reduce 
the data acquisition times and to work at much lower dilutions that in the pre-
sent situation (tens of millimolar), thus approaching the concentration of bio-
logical samples [115]. In addition the compactness of the high repetition rate 
laser systems allow for a large flexibility in portability and simplification of 
the experimental set-up. Last but not least, the use of the high repetition rate 
laser allows for new experiments such as X-ray emission (XES), [197] resonant 
inelastic X-ray scattering (RIXS) and X-ray diffraction (XRD) and scattering 
(XRS). As a matter of fact, recent work by Bressler et al. [198] have indeed 
shown all these capabilities.

b. Now that femtosecond XAS been demonstrated [36, 38, 39] thanks to the slic-
ing scheme, more studies should be possible. However the main limitation of 
the slicing scheme is its very low flux, and more hope is now put on the free 
electron lasers which deliver orders of magnitude more flux. Recently, femto-
second resolved XAS spectra at the Fe K edge were recorded at a commission-
ing beamtime at the LCLS Stanford, demonstrating very short data acquisition 
times [199].

c. Extension of time-resolved XAS to the soft X-ray regime [57, 58], and the 
recent results by Huse et al., both in the ps [119, 120] as well as the fs time 
domain [37], show the anticipated returns from such a technique. The recent 
static soft X-ray studies of biological systems in physiological solutions [200] 
also open the way to their study in the time domain. Furthermore, the recent 
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demonstration of a strong interaction of aqueous solvents with metal centres 
in various types of complexes, offers a new way of probing the role of the sol-
vents in affecting the electronic structure of solutes, [201] but here again, when 
transferred to the time-domain these studies will deliver an additional degree 
of insight. These approaches have already yielded a wealth of new results on 
chemical systems.

d. Core-level spectroscopies, such as Auger spectroscopy, X-ray emission spec-
troscopy (XES), ultraviolet photoelectron spectroscopy (UPS) and X-ray pho-
toelectron spectroscopy (XPS) are very well established techniques to probe 
the electronic structure of molecular systems, and have also been implemented 
in the static mode on high vapour pressure liquids [118]. Their extension into 
the time domain is also underway, and recent femtosecond UPS results were 
reported on various species in solution using a high harmonic VUV source, 
[202–205] while the first ps XES and RIXS studies on [FeII(bpy)3] have also 
been reported [197, 198].

In conclusion, the prospects are bright for ultrafast X-ray absorption spectroscopy 
studies. While the upcoming X-ray free electron lasers offer a dramatic increase 
in flux and time resolution, with very exciting prospects, accessability is limited 
since these are single user machines. Therefore, synchrotrons will remain the main 
source of X-ray photons for such applications, especially that they will allow pre-
liminary and complementary studies to those carried out at XFELs.
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Abstract X-ray Diffraction (XRD) is an outstanding tool for structural analyses  
at the atomic scale, and both the experimental techniques and the theoretical inter-
pretations are well established. X-rays also have the advantage of being highly 
penetrating, as compared to electrons for instance, allowing for the study of 
bulk materials, or to study samples in complicated environments. The high pho-
ton fluxes available at third generation synchrotron sources make it possible to 
collect full diffraction patterns in relatively short times, and thus to follow time 
varying processes in-situ. In the first part of this chapter we briefly discuss the 
advantages and disadvantages of X-rays as compared to other probes like electrons 
or neutrons. In the second part as an example in-situ surface X-ray diffraction 
studies of growing films using pulsed laser deposition (PLD) will be presented.  
The hetero-epitaxial growth process, especially of the first mono-layers can 
only be understood by in-situ diffraction studies in the PLD chamber under 
deposition conditions. Also high energy diffraction of buried interfaces will be  
discussed briefly. The final part of this chapter will present the possibilities for  
in-situ diffraction studies at the upcoming Free-Electron Laser sources, with fully  
coherent beams and sufficient intensities to collect full diffraction patterns with 
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single 100 femto-second pulses. The characteristics of the Free-Electron-Lasers 
and various planned experiments will be presented.

2.1  The Need for In-situ X-ray Observations

Many phenomena related to the solid state require a description at the atomic 
level, since this is the smallest relevant and therefore most fundamental length 
scale. Of particular interest are physical processes, such as phase transitions and 
crystal growth. These lie at the basis of many important applications in the chemi-
cal industry and (electrical) engineering. Motivations for obtaining atomic-scale 
insight include process optimization and the development of new techniques and 
materials by gaining fundamental knowledge. Often, however, there is a lack 
of such fundamental knowledge, and new experiments and theories need to be 
devised. There is a trend that both the time and the length scale on which the solid 
state is understood are getting smaller. The former development aims at picturing 
different steps of atomic interactions, whereas the latter uncovers the influence 
of surfaces and interfaces on physical properties. Both trends are experimentally 
challenging in the sense that decreasing exposure times and decreasing sample 
volumes reduce signal levels tremendously. Here lies an opportunity for third gen-
eration synchrotron sources and X-ray Free Electron Lasers.

Many of the open questions relate to the atomic order and how this is influ-
enced by external factors. An example of this is crystallization, where a particular 
atom or molecule transforms from being completely disordered in its solution or 
gas phase to a crystalline form. A more subtle example is the polarization switch-
ing in ferro-electric materials, where one atom may occupy two different positions 
which determine the direction of polarization, and where temperature-induced 
hopping over these two sites may result in a net zero polarization. In the past dec-
ades, to both examples many experimental studies are devoted. Such studies have 
extracted spatial- and time-averaged information from diffraction experiments, and 
are therefore representative for the stationary bulk behavior of the material.

In order to follow what is happening as a function of the thermodynamic 
parameters, one needs a probe that does not interfere too much with the process 
itself, and that is able to reach and leave the area of interest. In many cases, the 
probe consists of charged particles. However, deeply buried structures and/or 
high gas pressures do not always allow for such experiments. In those cases, only 
X-rays and neutrons would qualify. Since the latter probe lacks the availability of 
high flux sources, only the former remains. The most brilliant X-ray sources are 
synchrotrons and X-ray free electron lasers.

Many of the solid-state theories that have been developed so far, describe proper-
ties in the bulk, thereby ignoring the effects of microscopic defects and surfaces. The 
former of these have been studied intensively for the past 50 years using electron 
microscopy, which has provided many important insights. The latter is at the heart 
of surface science, where chemistry and physics meet in order to obtain detailed 
information on the microscopic nature. In both cases, in-situ studies are severely 
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hindered, either by the destructive nature or the requirements of vacuum. X-rays 
could in principle be used for both types of studies. By special optics in combination 
with adapted geometries, it is possible to measure the scattering coming from a vol-
ume of roughly 1 × 1 × 1 μm3 [1]. This volume is getting ever smaller, and it is to 
be expected that in the future it could become as small as 10 × 10 × 10 nm3. Such a 
small probe is still not comparable with electron beams, which can be focused down 
to the Angstrom scale, but might fill in an important gap.

The physics that can be addressed with small X-ray beams is that of con-
densed matter in small ensembles. This might deviate a lot from the descrip-
tion of average, bulk properties, which are often well understood by equilibrium 
thermodynamics.

Buried interfaces appear in a large variety in nature. One can think of the  
solid–solid ice–rock interface, of which the properties are important for avalanche 
science. The solid–liquid rock–water interface is omnipresent on our planet, and 
in particular the chemistry that occurs when the water pressure amounts up to sev-
eral hundreds of atmospheres, as appears on the bottom of oceans. It is known 
that chemical reactions proceed completely differently under these circumstances, 
because of the changed acidity of water at these pressures. Therefore, the study 
of buried interfaces is not only of fundamental interest, but also highly relevant to 
practical and applied sciences.

2.2  Advantages and Disadvantages of In-situ X-ray 
Diffraction

As already mentioned in the previous paragraph there are a certain number of 
advantages of using X-rays as probe rather than, for instances, electrons. These 
advantages originate from the relatively low scattering cross-section of X-ray pho-
tons, as indicated in Fig. 2.1.

The first consequence of this low scattering cross-section is that the Born 
approximation can be applied. This means that the scattered wave field by a par-
ticle is negligibly small compared to the incident wave field on that particle. As a 
consequence, one can take the incident field instead of the total field as the driv-
ing force for all particles (atoms) in the sample, thereby greatly simplifying the 
theoretical interpretation of the scattering pattern. This so called kinematical dif-
fraction theory is well developed and applicable to nearly all practical samples. 
The only exceptions are highly perfect single crystals like silicon or germanium. 
Electrons, on the other hand, have much higher scattering cross-sections as seen 
from Fig. 2.1. This means that the scattered field by an atom is not any longer neg-
ligible to the incident wave field, and consequently, one is obliged to take the total 
field rather than simply the incident field at each scattering atom. In other words, 
in order to calculate the wave field at one atom, one has to take into account the 
incident field, as well as the scattered field from all other atoms in the sample. 
This is known as dynamical scattering. It is clear that this makes the interpretation 
of the scattered intensities extremely complicated, if not impossible.
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Another advantage of the low cross section of X-rays is the much larger  
penetration depth as compared to electrons. Electrons are fully absorbed by a few 
centimeters of atmospheric air, which means that measurements have to be per-
formed under ultra-high or high vacuum conditions. High energy, >15 keV, X-rays, 
on the other hand have negligible absorption in air. For 22 keV X-rays, even a 
sample chamber of 0.5 mm aluminum, will only absorbed 50 % of the photons. 
This means that in-situ experiments under real life conditions in sophisticated sam-
ple chambers are possible. As indicated in the two examples later in this chapter, 
this is often the only way to get detailed information of important processes.

The negative aspect of the low scattering cross-section is the inefficient use of 
available photons. X-rays that pass through the sample without interaction will not 
contribute to the signal. Therefore, in order to get a statistically significant signal 
in a short time, one has to use powerful X-ray sources. Fortunately they are avail-
able at Storage Ring and Free-Electron Laser Synchrotron sources. Unfortunately 
this means that these experiments can no longer be build-up and performed at the 
home laboratories, which makes access, especially for students, more complicated. 
Access to these large facilities is regulated via a peer review proposal system, and 
turn-around times between submitting proposals and doing experiments count in 
months to 1 year, rather than days. Also the instrumentation involved with in-situ 
X-ray scattering sample chambers and experiments should not be underestimated. 
Often long term involvement and investments are needed before the required 

Fig. 2.1  Calculated scattering cross sections in forward direction for silicon [38]. Shown are the 
elastic, coherent cross sections for electrons (blue), X-rays (green) and neutrons (red) given in 
barn (=10−28 m2) as a function of the wavelength of the particular probe. The wavelength regime 
relevant to diffraction, i.e. around 1 Å is shown. The scattering interaction of electrons is orders 
of magnitude larger because of the strong coulomb interaction, which is much weaker for X-rays 
and even absent for neutrons
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experimental set-up is fully commissioned and routinely available. This means 
that in-situ Synchrotron X-ray scattering experiments are generally reserved 
for systems of major importance, which cannot be studied by laboratory based 
techniques.

2.3  Selected Examples of In-situ X-ray Diffraction

In this section we will present in detail an X-ray surface diffraction study of  
growing thin films inside a Pulsed-Laser Deposition (PLD) chamber at a synchrotron  
storage ring. We will also present some results on high-energy micro-diffraction 
studies of deeply buried interfaces. It is understood that these are just two of many 
possible examples, but should provide the reader a reasonable overview of the 
possibilities.

2.3.1  Complex Transition Metal Oxides

Complex transition metal oxides are an important class of materials due to the 
wealth of physical properties they comprise. It is already known for several dec-
ades that these compounds can show a multitude of technologically interesting 
properties, such as ferromagnetism, magnetoresistance, ferroelectricity and super-
conductivity. Often, the phase-diagram of such a compound shows several of the 
aforementioned properties, whereby phase-transitions occur as one changes the 
doping level of one of the cations or oxygens. The changes in stoichiometry can 
be minute, but the properties may change drastically. From an engineering point 
of view, planar structures are often desired, which has resulted in an ever grow-
ing effort to make thin film structures [2]. Bulk materials are mostly produced by 
high temperature sintering, resulting in polycrystalline materials. In thin film form, 
however, these materials can be grown with a high degree of perfection.

Although several thin film growth techniques exist, Pulsed Laser Deposition 
(PLD) has proved the most successful for complex oxides over the last decades. 
This is in part because of its unique ability for operation in the required tempera-
ture-oxygen partial pressure regime, but also because of its pulsed nature, which 
allows for a precise thickness control. At present, thin films of all kinds of com-
plex oxides are routinely grown throughout the world. The fact that the thickness 
of these films can be controlled at the unit cell level, has resulted in two important 
abilities of thin film oxides. First of all, with PLD being a kinetic growth tech-
nique, it is possible to engineer artificial structures. These consist for example of 
multilayers of different materials, which can not be made with growth techniques 
that rely on thermodynamic equilibria. Such structures enable the combination 
or even the emergence of new physical properties. A second important feature of 
thin film complex oxides at the nanometer-scale is that the presence of surfaces, 
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interfaces and strain adds new dimensions to their phase-diagrams. The subject 
of nano-scale engineering has become one of the major aspects of complex oxide 
research. It focuses on the fundamental understanding of the role of surfaces and 
interfaces for physical properties, thereby deepening the knowledge of the atomic 
structure in relation to these properties.

2.3.1.1  Pulsed Laser Deposition (PLD)

PLD is a thin film growth technique, which makes use of a powerful laser to ablate 
target material, which is subsequently deposited on a heated single crystal surface. 
The ablation process produces a plasma composing of atomic clusters, a part of 
which are charged. The physical processes occurring during the interaction of the 
laser with the target are not fully understood yet. During the arrival of the plasma 
at the substrate surface, the driving force for crystallization, i.e. the supersatura-
tion, is very large because the state of the matter in the plasma is very far from the 
equilibrium condensed matter state. As a consequence, the crystal growth is to a 
very large extent governed by kinetics. Compared to molecular beam epitaxy, the 
deposition rate during PLD is extremely high of the order of 105 monolayers/s, 
because the actual crystallization occurs only in a very short time interval of the 
order of microseconds.

The growth dynamics during PLD have been extensively studied using 
Reflection High Energy Electron Diffraction (RHEED) [3], even at high back-
ground pressure [4]. Due to the strong interaction of the electrons with the crys-
tal, mainly information about the surface morphology can be extracted with 
RHEED. Structural information of the grown films is then obtained ex-situ in a 
sort of archaeological way, and often not at deposition conditions, which may have 
a large influence on the atomic and micro structure. Obtaining information about 
the atomic and micro structure during growth requires another technique and for 
this purpose in-situ Surface X-ray Diffraction is suited. By the use of X-rays, the 
quantitative interpretation of the scattering patterns is much facilitated compared 
with electrons, because the so-called kinematical scattering approximation is valid. 
The less interacting X-rays penetrate more into the material, enabling to follow 
the structure evolution of the complete film during growth. At the same time the 
surface roughness can be probed, which allows to follow the dynamics. Up to now, 
several in-situ surface sensitive X-ray diffraction measurements during PLD were 
reported [5–7]. These have concentrated mostly on the growth dynamics. The fact 
that the scattering signals could be modeled using kinematical theory, enabled the 
disentanglement of structure and morphology. The most important findings are 
that just after the arrival of the plasma plume at the substrate, there exists a super-
fast relaxation mechanism [6], with a hitherto unresolved time-constant. Then 
there is a slower thermal kinetic smoothing mechanism, of which the characteris-
tic time depends on the island coverage. It has been suggested that the impinging 
species could be energetic enough to break up two-dimensional islands, a process 
which is easier for smaller islands and therefore changes during the course of 
layer-by-layer growth.
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2.3.1.2  Growth of YBa2Cu3O7-x

The high-Tc superconductor YBa2Cu3O7-x (YBCO) has a superconducting transition 
temperature Tc around 92 K, which is just above the boiling point of liquid nitrogen 
(LN2). Therefore, YBCO can be used by cooling with LN2, which is much cheaper 
than cooling with helium. The compound YBCO was synthesized in 1987 [8], soon 
after the Nobel Prize-winning discovery of high-Tc superconductivity in the cuprates 
by Bednorz and Müller [9]. Up to now, there is no consensus on the description of the 
high-Tc physical mechanism, unlike in the case of the so-called classical or low-Tc 
superconductors as found in the theory of Bardeen, Cooper and Schriever (BCS) [10].

YBCO is routinely made by PLD on several substrates. The most widely used 
substrate material is SrTiO3(001), which is considered to adopt the perfect cubic per-
ovskite ABO3 structure, where A and B are cations of which the combined valence 
adds up to 6+. The bulk structure of YBCO is an oxygen deficient triple-perovskite, 
consisting of three tetragonal ABO3-x blocks, stacked in their c-axis direction. On 
the STO(001) surface, YBCO can be grown with a c-axis orientation, which results 
in an in-plane lattice mismatch of ~0.2 % between the substrate and film. In turn, 
the lattice mismatch introduces a tensile strain in the film. Strain is omnipresent in 
thin film hetero-epitaxy and is known to influence the growth, by effecting the sur-
face diffusion, and the film’s physical properties. In bulk compounds, the supercon-
ducting transition temperature depends on the pressure, i.e. at very high pressures 
many compounds show enhanced values of Tc. For thin films this means that one 
may expect enhanced Tc’s for compressive strain, which has been seen in the case of 
La1.9Sr0.1CuO4 films on SrLaO4 substrates [11]. Therefore also tensile strain in thin 
films is expected to lower Tc. Indeed, for YBCO this is observed for very thin films, 
in which strain is not yet relaxed [12]. With the YBCO film becoming thicker, strain 
is relaxed, and for films thicker than about 10 nm, values for Tc close to those of the 
bulk are found. An intriguing question that arose when attempts were made at grow-
ing one unit cell thin YBCO films, is that such samples showed no superconductivity 
anymore. It turned out, in fact, that the initial growth of YBCO does not proceed in 
a unit cell fashion, but rather in perovskite-block fractions of the bulk unit cell [13, 
14]. Furthermore, cationic disorder in the interface region also results in a structure 
different from the bulk. Exchange of Y and Ba has been observed [14], thereby leav-
ing the perovskite ACuO3 building blocks intact, but it has also been found that A/B 
exchange could take place in (surfaces of) thin copper-oxide films [15]. The former 
type of disorder is expected to have a minor influence on the superconducting prop-
erties, which are believed to take place in the CuO2 sheets. The latter type of cationic 
disorder would disturb severely the planar Cu–O structure, and is therefore expected 
to have a much more detrimental impact.

2.3.1.3  Experimental Set-Up

For the purpose of in-situ surface X-ray diffraction during PLD, a sample  
environment, which allows for controlled atmosphere is necessary. Typical 
deposition parameters include substrate temperatures up to 1200 K and 
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oxygen atmospheres ranging from 10−6 mbar during deposition up to 1 bar during  
post-growth annealing. At the same time, there need to be windows that are X-ray 
and laser transparent. Figure 2.2 shows schematically a portable PLD chamber that 
has been constructed for experiments at the ESRF.

The aluminum X-ray window allows 270° access to the sample. Part of the 
X-ray window is blocked by the laser access, which consists of a quartz window 
through which the focused laser beam impinges on the target. In order to prevent 
deposition during cleaning of the target surface with the first couple of laser shots, 
a shutter can be rotated in between the substrate and target. The target is mounted 
on a motorized rotational feed through, which allows for evenly distributing the 
ablation spots caused by the focused laser over a ring. This prevents from hitting 
the same part with each laser pulse.

The chamber is mounted on the diffractometer, whereby the laser is aligned in 
such a way that the intensity of a specularly reflected beam can be monitored dur-
ing deposition. Since the laser window is fixed to the chamber and with that to the 
substrate, movement of the sample diffractometer angles rotates the laser window 
out of the laser beam path. In an upgraded version of the chamber, the substrate is 
mounted on a feedthrough, which allows for sample movement without changing 
the position of the laser window [16]. This improvement facilitates the alignment 
of the sample to monitor any point in reciprocal space during deposition without 
the need to change the laser alignment.

Fig. 2.2  Cross-sectional view of the portable PLD chamber. The height from base plate to top 
lid is 260 mm, the diameter of the middle part is 140 mm. 1 Feedthrough for target spindle. 
2 Feedthrough for pre-ablation shutter. 3 Electro-motor for target spindle. 4 Viewport. 5 Water-
cooling connections. 6 Pre-ablation shutter. 7 Target. 8 Aluminium chamber wall. 9 Laser beam. 
10 Thinned part of aluminium wall (0.5 mm). 11 Substrate position. 12 Resistive wire heater 
embedded in nickel heater block. 13 Fused silica laser window. 14 Vacuum pump connection.  
15 Base plate (d = 150 mm)
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2.3.1.4  In-situ Surface X-ray Diffraction During Thin Film Growth

Within the framework of kinematical X-ray scattering, surface diffraction is 
described by Crystal Truncation Rods (CTRs) [17, 18]. The presence of a surface 
introduces rods of intensity along the surface normal in the diffraction pattern. The 
intensity at different reciprocal space points hkl whereby l, which is no longer an 
integer, runs along the CTR is calculated by summing up scattering contributions 
of unit cell layers, which end at the surface, giving:

where Fbulk is the structure factor of the bulk unit cell and α is the attenuation per 
unit cell layer. As usual, the intensity is related to the structure factor by I ∝ |F|2.  
The CTR is confined in reciprocal space to lines of intensity which are δ-like func-
tions along h and k, and continuous along l. In the case of a film growing on a  
foreign substrate, the time-dependent scattering can be written as

where Ffilm is the structure factor of the film’s unit cell and θj is the time-dependent  
coverage of the film’s j-th unit cell layer.

Equation (2.2) takes the form of an oscillating intensity in the case of layer- 
by-layer growth and has been extensively examined for all kinds of different 
growth evolutions [19–21]. The detailed shape, in particular the periodicity of the 
oscillations, depends on the point hkl in reciprocal space and on the atomic struc-
tures involved. A simple form for the oscillations is seen at the anti-Bragg points 
such as (00½), where the intensity oscillates between two values with a period cor-
responding to the growth of one unit cell layer. In fact, (2.2) describes the elastic  
scattering near the CTR, which is centred at point (h, k). As two-dimensional 
islands appear on the surface, the associated diffuse scattering emerges, whereby 
these signals peak (Δh, Δk) from the CTR. The diffuse scattering can be calcu-
lated by Fourier transform of the correlation function, a two-point probability 
function, which gives the probability of finding two islands a certain distance 
apart [22]. The correlation function may include the island size-distribution and 
shape. In the case of isotropically shaped islands evenly distributed over the sur-
face, the diffuse scattering manifests itself as a hollow cylinder around the CTR  
[22, 23]. The radius of the cylinder is related to the average distance between 
islands, whereas the width of the cylinder’s jacket is inversely proportional to 
the average island size. The diffuse scattering can then be observed as additional 
peaks around the central CTR signal.

In the case of step-flow growth the surface diffusion is large enough that all 
the atoms reach step edges before nucleating. The surface morphology does not 
change upon deposition of fresh material and the long-range order as present on 

(2.1)Fhkl
CTR =

0
∑

j=−∞

Fhkl
bulkei2π ljejα =

Fhkl
bulk

1 − e−i2π le−α

(2.2)Fhkl
tot (t) = Fhkl

CTR +

N
∑

j=0

θj(t)F
hkl
filmei2π lj
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the substrate surface is maintained. Usually, the steps are separated several tens of 
nanometers (several hundred atomic distances) and are therefore uncorrelated. The 
resulting scattering in this case can be described by summing the scattered intensi-
ties of the already overgrown part of the crystal and the uncovered part by:

where FCTR is again the substrate contribution, Ffilm the scattering of the hitherto 
grown film, and Fj the structure factor of the j-th (presently growing) layer having 
θ coverage. Equation (2.3) gives a constant intensity in the case of homoepitaxy, 
which is understood because neither the crystal structure nor the roughness change 
during step-flow.

2.3.2  Experimental Results

YBCO thin film growth studies have been performed at the ESRF. The main goal 
was to follow the structure evolution during the heteroepitaxial growth on STO, 
a lattice-matched substrate (misfit ~0.2 %). By monitoring the YBCO anti-Bragg 
point, the expected intensity oscillations should have a period which corresponds 
to the YBCO unit cell. Figure 2.3 shows the resulting intensity oscillations, 
which clearly show a transition in period after the second intensity maximum. 
Qualitatively, this can immediately be interpreted as arising from a change in 
growth unit, which is smaller than the complete bulk YBCO unit cell. In another 
experiment, an ultra-thin layer was deposited, after which a complete data set 

(2.3)Ihkl ∝
(

1 − θj(t)
)

∣

∣

∣
Fhkl

CTR + Fhkl
film
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+ θj(t)

∣

∣

∣
Fhkl

CTR + Fhkl
film + Fhkl

j
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Fig. 2.3  a Intensity oscillations measured at the YBCO anti-Bragg point during PLD. As the 
film grows thicker in time, smooth and rough morphologies are encountered, which are marked 
by intensity maxima and minima respectively. Although the growth rate is constant, the first two 
smooth layers (b and c) are deposited in 2/3 the time needed for subsequent layers. b Specular 
CTR measured after completion of the first smooth layer. Shown are the data (open circles), the 
best fit (black solid line) and two model calculations of a single perovskite block (red dashed) 
and a double perovskite block (blue dashed). The best fit is the average, taking into account the 
phases, of the double and single perovskite block structure
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consisting over several crystal truncation rods was measured. Unfortunately, this 
ultra-thin layer proved to be metastable, and only the specular CTR measured 
directly after deposition was usable.

The picture that emerges from these in-situ measurements is summarized in 
Fig. 2.4. During the initial growth, the crystal structure goes through an interme-
diate, metastable state before bulk YBCO starts to form. Although the dynamics 
are characterized by layer-by-layer growth, the very first layer proceeds in a step-
flow fashion. This can be understood as YBCO sticking better onto itself than onto 
STO. The factors that are of influence on the surface diffusion in the heteroepi-
taxial case include bonding of the foreign species on the substrate and the addi-
tional energy barrier for diffusion over step-edges, the so-called Ehrlich-Schwöbel 
barrier [24, 25]. Both these energy terms change during the course of deposition 
of the very first layer. Furthermore, in the case of YBCO the change of growth 
unit further adds to the energy balance. The experiments described here have been 
repeated for different STO substrates, all with different miscut angles. Those sub-
strates which contained terraces of the order of 200 nm and larger, showed that the 
very first layer grows in a mixed layer-by-layer and step-flow mode. Substrates 
with terrace sizes of about 100 nm and smaller showed only step-flow growth for 
the very first layer. YBCO growth on all substrates eventually results in layer- 
by-layer growth. This is an indication that indeed the surface diffusion length for 
the very first layer growing on the foreign STO substrate is significantly larger 
than for subsequent layers.

Fig. 2.4  Three-step structural evolution during the initial growth of YBCO on STO. In step 1, 
double perovskite (Y,Ba)CuO2 blocks grow in a step-flow fashion. Then, in step 2, the same dou-
ble perovskite blocks grow layer-by-layer thereby forming 2D islands on the surface. Finally, in 
step 3, complete cationically stoichiometric YBCO layers start to grow in a layer-by-layer fash-
ion. This growth unit and mode persist up to film thicknesses of several tens of nanometers
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2.3.3  Deeply Buried Interfaces

Interfaces are omnipresent in real, finite systems and are very often of crucial 
importance to the physical properties, in particular when the volume to surface 
ratio decreases as in nanosystems. Whereas vacuum/crystal interfaces have been 
studied very extensively over the past decades, buried interfaces have not because 
of the limited experimental techniques that are suited for their study. One possibil-
ity is the use of high-energy X-rays that can reach and leave the interface of inter-
est without being attenuated too much [26]. The most straightforward technique 
that can then be used to study the structure of interfaces is X-ray Reflectivity. In 
the following section this X-ray technique will be briefly introduced, after which a 
dedicated set-up for high-energy X-ray reflectivity studies is presented.

By the use of this set-up, available at the high-energy beamline of the European 
Synchrotron Radiation Facility and beamline P07 at Petra3@DESY, several studies 
have been done so far. Molten metals, like indium and lead, in contact with Silicon, 
show five-fold in-plane ordering and an unusual densification of the liquid at the 
interface [27, 28]. The in-plane ordering is the first experimental observation of five-
fold symmetry, which is expected to appear in liquids. The densification is inter-
preted as charge being transferred across this Schottky junction, thereby shrinking 
the ionic radii of the metals. Another study unveiled the hydrophobic gap between 
water and octadecyl-trichlorosilane, which forms a self-assembled monolayer on 
Silicon wafers capped with its native oxide [29]. Obtaining a molecular-scale pic-
ture of the interfaces between hydrophobic materials and water is of importance to 
understand their dissolution properties. Recent instrumentation developments will 
allow for studies of interfaces at elevated pressures [30]. A special high-pressure 
cell is developed, which enables to study for example the water-methane interface, 
whereby the gas is pressurized up to 100 bar. These developments open up hitherto 
completely unexplored parts of the phase diagrams of various kinds of systems and 
will also allow studying the kinetics of a wide variety of processes.

2.3.3.1  X-ray Reflectivity

X-rays being electro-magnetic radiation, their properties are readily described by 
the Maxwell equations, which are at the basis of ordinary optics. However, due to 
the fact that the frequency of X-rays is very high there are some differences with 
visible light worth of mentioning.

The refractive index in the case of X-rays can be written as,

whereby the parameters δ and β describe the dispersion and absorption, respec-
tively, by

(2.4)n = 1 − δ + iβ

(2.5)δ =
ρ r0�

2

2π
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and

with ρ the electron density of the medium, r0 the classical electron radius, λ the 
wavelength and μ the linear absorption co-efficient. With the real part of the 
refractive index being slightly smaller than unity (δ is typically of the order 10−6), 
X-rays ‘bend’ in the opposite direction compared to visible light when traveling 
into a denser medium. Figure 2.5 illustrates this by showing the directions of the 
reflected and refracted X-rays at an interface, whereby the beam travels from a less 
(n0) to a more (n1) dense medium. This results in the angle θ1 being smaller than 
θ0, which can also be calculated using Snell’s law:

Total external reflection occurs for incoming angles θ0 smaller than the critical  
angle θc ≈

√
2δ. For such small angles, the reflectivity R, which is defined as the 

ratio between the incoming (I0) and reflected (I) intensity, becomes unity. The 
reflectivity curve as a function of scattering angle is described by the Fresnel equa-
tion, of which the shape shows a plateau up to θc and is inversely proportional to 
θ4 for larger angles.

X-ray reflectivity (XRR) is useful to study the difference in electron density 
across an interface, or multiple interfaces which appear when thin films are pre-
sent. The laterally averaged electron density ρ(z), where z is defined along the 
interface normal, can be extracted with near-Ångström resolution from X-ray 
reflectivity profiles using several well established schemes [31].

Extending XRR measurements to the high X-ray energy regime puts stringent 
demands on the sample positioning and stability. The value of θc and the range 
over which the XRR curve is recorded scale approximately linearly with the wave-
length, which means that angular resolution by which the sample has to be moved 
needs to match those. Figure 2.6 shows an XRR curve taken off the Si/SiO2/
vacuum interface using an X-ray energy of 72 keV. The critical angle is only 
0.032° and already around a scattering angle of 0.5° has the intensity decreased 
by approximately eight orders of magnitude. The sample that was used for these 

(2.6)β =
�µ

4π

(2.7)n0 cos (θ0) = n1 cos (θ1)

Fig. 2.5  Directions of 
reflected and refracted X-rays 
at an interface whereby 
n0 < n1
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measurements was a polished Silicon disc of 20 mm diameter. At an X-ray energy 
of 72 keV, the transmission through the Si is about 30 %. As a result, it is also 
possible to measure the reflectivity curve on the ‘other side’, which means that 
the incoming and scattered beams travel through the Si. With the choice of angles 
here, this situation arises for negative values of θ. The few points measured in this 
geometry clearly show the absence of a plateau of total external reflection when 
approaching very small scattering angles, and the asymmetric shape of the curve 
around θ = 0 becomes visible. Would the Si substrate be brought into contact with 
a medium of higher density than the plateau of total reflection would appear and 
the transmission through the Si would be still high enough to measure an appreci-
able part of the curve.

2.3.3.2  High-Energy Microdiffraction

A special set-up for high-energy X-ray Reflectivity and other diffraction studies  
requiring a micrometre-sized beam has become available at the European 
Synchrotron Radiation Facility [32]. A special diffractometer (see Fig. 2.7) allows 
for the required sample positioning and stability. The use of focusing by com-
pound refractive lenses, rendering high-energy X-ray micro beams results in a 
much improved signal to noise ratio. Hereby it is now possible to study deeply 
buried interfaces by penetrating several centimetres of Si. The set-up can be 
used for X-ray reflectivity measurements and in-plane diffraction to follow the 
evolution of the Bragg peaks of the growing film or nanocrystals. Furthermore, 
experiments can be done using a so-called liquid monochromator, which tilts the 
incoming beam with respect to the sample surface.

Fig. 2.6  X-ray reflectivity curve of the Si(100)/SiO2(19Å)/vacuum interface. The black line is a 
fit to the data, which were taken at an X-ray energy of 72 keV. The critical angle is 0.0327˚, but is 
well resolved, just as the faint oscillation due to the density difference between the native oxide 
and the silicon substrate. The high energy allows to measure through the Silicon, which was done 
here for negative values of θ



532 In-situ X-ray Diffraction at Synchrotrons and Free-Electron Laser Sources

2.4  X-ray Free Electron Lasers

As explained in more detail in Chap. 7 on detectors, X-ray Free-Electron Lasers 
(XFEL) are the fourth and next generation of X-ray sources, showing an increase 
in peak brilliance of nine orders of magnitude as compared to the third generation 
storage rings. It is obvious that this will make new experiments as well as new  
science possible. Although the first X-ray Free-Electron Laser sources are now 
coming online and are producing first science, it is not yet clear which scientific 
fields will profit most from these fundamentally new sources, but it seems rea-
sonable to expect that in-situ scattering experiments will be part of the scientific 
portfolio at these sources. The peak brilliance is the most impressive parameter of 
Free-Electron Lasers due to the short bunch length, but also the average brilliance, 
a more common parameter used for storage ring sources, will see an increase of 
four orders of magnitude as compared to existing third generation storage rings.

The great promise and excitement produced by these new sources is maybe best 
indicated by the number of FELs under construction throughout the world. The first 

Fig. 2.7  Sketch of the HEMD set-up at the ESRF. The liquid monochromator composes a four- 
circle diffractometer, on which an arm with two silicon crystals are mounted (left). The primary 
beam is deviated by a Bragg reflection of the first crystal, after which it hits the second one. The 
second crystal is also in diffracting position. The original primary beam and the two reflected beams 
make up an isosceles triangle. By rotating the crystals around the original primary beam direction, 
the beam reflecting off the second crystal is tilted vertically without changing the spot where it 
intersects the horizontal plane. The sample is mounted on a tower of several high precision position-
ing motors, which in turn are all in mounted on a granite swing (middle). The detector sits at the 
end of a collimator, which can be rotated and translated in order to define the horizontal angle. By 
moving separately the front and rear legs of the table, the vertical detector angle is adjusted (right)

http://dx.doi.org/10.1007/978-3-642-45152-2_7
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short-wavelength FEL operational was FLASH at DESY in Hamburg, operating  
in the XUV range, and producing exciting new science since 2006. The LCLS at 
SLAC in the USA, is first hard X-ray Free-Electron Laser and produced first laser 
light in 2009. A number of new sources will come online and enter user-service 
mode in the years to come, notably The FERMI project in Italy, and the SPring-8 
Angstrom Compact Free Electron Laser in Japan. In 2015 the European XFEL in 
Hamburg and in 2017 the SwissFEL at PSI will become operational.

2.4.1  Source Parameters

X-ray Free-Electron Lasers are fundamentally different sources than synchrotron  
storage rings. The principle idea behind the FELs is to compress the electron 
bunches as much as possible, and to use extremely long undulators, of 100 m or 
more. Due to the high electron density inside the bunch, the electrons will expe-
rience their own radiation field while transferring the undulator, and as a result  
so-called micro-bunches will start to form. The electrons inside a micro-bunch will 
radiate all in phase and by that give an exponential increase in emitted intensity. 
This so-called Self-Amplified Spontaneous Emission, or SASE, only happens with 
highly compressed electron bunches and extremely long undulators, which is not 
possible with equilibrium sources like Synchrotron storage rings. The expected 
parameters for the European XFEL are given in Table 2.1, as defined in the 
Technical Design Report in 2006 [33]. It should be pointed out that these param-
eters are constantly evolving with increasing know-how in accelerator science.

The most relevant parameters are probably the pulse length of less than 
100 fs, as compared to 100 ps for storage rings, and the 1012 photons per pulse. 
Furthermore, the X-ray beam is fully laterally coherent. The tremendous peak 
power of 20 GW inside a 100 fs pulse will open up many atomic physics and 
plasma physics experiments, where the focused beam will turn any sample into a 
plasma or warm dense matter. However, this does not mean that in-situ scattering 
experiments are excluded as explained in the following paragraph.

2.4.2  Potential for In-situ Experiments at FELs

One of the pre-requisites to perform in-situ scattering experiments on dynamic  
processes is that the probe, in this case the X-ray beam, should not significantly 
modify the system under study. Since the cross-section for X-ray scattering is  
relatively low, this is almost always the case in storage ring based experiments. In 
contrast, the FEL beam will be powerful enough to significantly alter, or even 
destroy, the sample when focused to a small spot. Therefore, the in-situ scattering 
experiments will use either unfocussed and apertured beams or reduce the flux by 
using a high-resolution monochromator and a small bandwidth, or both. Another 
parameter that has to be taken into account when designing the in-situ experiments 
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at the European XFEL is the special time structure, with pulse trains of 0.6 ms long 
containing 2700 pulses (220 ns pulse spacing), followed by a 99.4 ms long inter-train 
interval (see Fig. 7.19, Chap. 7). This means that various timescales will be accessi-
ble: 100 fs using single pulses, 200 ns using consecutive pulses, 600 μs using the 
entire bunch trains and 100 ms or longer using consecutive pulse trains. This is a sig-
nificant difference with other FELs that use non-superconducting accelerator tech-
nologies and produce equally spaced single pulses with 60 to 120 Hz repetition rates. 
For these sources only the femto-second and second timescales will be accessible.

Besides the classical in-situ scattering experiments already developed at third 
generation storage rings, Coherent Diffraction Imaging (CDI) and X-ray Photon 
Correlation Spectroscopy (XPCS), both using the coherence of the beam, seem to 
be particularly promising.

2.4.2.1  Coherent Diffraction Imaging (CDI)

Coherent Diffraction Imaging (CDI) has rapidly developed as a form of lensless X-ray 
microscopy, and was pushed by the fact that oversampled diffraction patterns can be 
inverted to obtain real space images, as pointed out by Sayre already in 1952 [34]. 
When recording the diffracted intensities, the phase information is lost, but, due to 
the Fourier relationship, still embedded in the intensity profile. This phase informa-
tion can be recovered, provided the image is sufficiently oversampled. The inversion 
from reciprocal space to real space has been proven to be unique (accept for some 
pathological cases), and various computational methods and programs have been 
developed, using iterative procedures and general constraints like the finite support of 
the sample. Due to these tools and the availability of coherent X-ray beams, Coherent 
Diffractive Imaging has provided insight in the structure of materials on the nano-
meter scale. It is to be expected that the high degree of coherence of the X-ray FELs 
will give a significant push in this field. First experiments at the LCLS have clearly 
demonstrated the promises of coherent diffraction imaging [35, 36]. Pioneering work 
by Robinson [18] showed that the CDI technique can yield nanometer scale informa-
tion on strains of small particles in contact with a surface or other particles [37]. Using 
the time structure of the European XFEL on can follow such interfacial strain states as 
function of time, or process parameters.

2.4.2.2  X-ray Photon Correlation Spectroscopy (XPCS)

Another technique that will profit from the increased coherence of the beam, is 
X-ray Photon Correlation Spectroscopy (XPCS). XPCS is the extension of the 
well established visible light photon correlation spectroscopy into the X-ray 
regime. The use of X-rays in stead of visible light allows the study of otherwise 
opaque systems, and gives access to nano-meter length scale dynamics. The lack 
of coherent flux at third generation storage rings has been the major obstacle for 
wide application of the technique, therefore a major expansion of XPCS can be 

http://dx.doi.org/10.1007/978-3-642-45152-2_7
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expected at the XFELs. In XPCS the sample is illuminated by the fully coherent 
beam and a speckle pattern is created, either in the forward small-angle scattering 
region, or in the wide-angle diffraction region. The intensity fluctuations in time of 
individual speckles are then recorded. Since this can be done at different momen-
tum transfers, information of the dynamics at different lengths scales is obtained.

One of the boundary conditions for XPCS is that the probing X-ray beam 
should not significantly alter the state of the sample under study. This means that 
the incoming beam cannot be focused to a small spot, since this would cause a 
considerable temperature increase even in dilute samples. Consequently, in order 
to profit from the increased coherent flux, one is restricted to using relatively 
large samples. More examples of the possibilities for XPCS experiments at the 
European XFEL can be found in the Technical Design Report [33].

2.5  Summary

In this chapter we have shown that X-rays have certain advantages over charged 
particles as probe for in-situ studies. These advantages stem mainly from the low 
scattering cross section for X-rays, which makes the theoretical analysis of the 
scattering intensities much easier, and allows using sophisticated sample cham-
bers, as well real-life experimental conditions, like atmospheric pressure. Both 
the experimental and the theoretical concepts are therefore well developed and 
mature. A disadvantage of the low scattering cross-section is the corresponding 
inefficient use of the available flux, which needs to be compensated by powerful 
sources, like synchrotrons. This in turn makes these techniques less accessible, 
especially for students, than laboratory-based techniques.

The power and possibilities of in-situ X-ray diffraction are illustrated with two 
examples. The first example is the study of the initial growth of thin films inside 
Pulsed-Laser Deposition chambers. The second example is the study of deeply bur-
ied interfaces. Both studies are only possible with medium to high energy X-rays.

The final part of this chapter presents the upcoming X-ray Free-Electron 
Laser sources (XFEL), which give and increase in peak brilliance of nine orders 
of magnitude over existing third generation synchrotron sources. In addition, 
the beam will be fully laterally coherent, allowing for X-ray Photon Correlation 
Spectroscopy (XPCS) and Coherent Diffractive Imaging (CDI) experiments. The 
full potential of these sources for in-situ experiments will only become clear over 
the next years, with the first XFELs going into operation.
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Abstract Transmission electron microscopy (TEM) has hit a significant milestone 
of sub-angstrom resolution. On one hand, electron microscopists and materials sci-
entists are enjoying the highest TEM spatial resolution ever attainable; on the other 
hand, study of materials in a steady state is hard to meet the increasing demand in 
new application fields such as nanocatalysts, nanocrystal growth, nanoelectron-
ics, nanosensors, and nanomechanics in which size effect and structural or property 
responses to stimuli from the surrounding environment are key information to learn. 
Special attention is thus paid to in-situ TEM. A great deal of effort in developing 
and improving electron microscopes and specimen holders have resulted in unprec-
edented progresses in attaining insight into materials in dynamic environments. In 
many ways, transmission electron microscopes are now functionalized as worksta-
tions or nanoscale labs rather than just imaging tools. In this chapter, various types 
of in-situ TEM technologies are introduced accompanied by application examples. 
In parallel to the sub-angstrom breakthrough made by the aberration-corrected TEM, 
atomic resolution is now emphasized in advanced in-situ TEM, advancement on this 
aspect will be discussed together with other important notes and further challenges.

3.1  What is the In-situ TEM and Why It Is Important

One of the milestones in materials characterization technology in the 20th century was 
the invention of the transmission electron microscope in 1931. Among many advantages 
of transmission electron microscopy (TEM) compared with other imaging technologies, 
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a distinctive and very unique one is the twofold structural information obtainable on the 
same instrument. Electron diffraction tells structural information in the reciprocal space 
just like what X-ray and neutron diffractions tell, and the real space TEM images reveal 
morphologies and atomic lattice structures of objects. Five decades later, instrumen-
tation and TEM have been well advanced and also combined with spectrometers for 
chemical analysis. TEM has become indispensable in materials science especially in the 
study of individual sub-micron size objects (such as nanomaterials, precipitates, grain 
boundaries, biological cells, and molecules) and locally deformed structures (disloca-
tions, stacking faults, and strained lattice). Because of the technical feasibility, conven-
tional TEM has been focusing on stable structures in the electron microscope vacuum 
and at ambient temperature. However, since the main themes of today’s materials sci-
ence are moving to nanomaterials and energy-related materials, researches in catalysis, 
nanocrystal growth, solid/liquid/gas interactions, and gas sensing are largely stimulated. 
Accordingly, the demand for in-situ TEM capabilities is growing fast. “The electron 
microscope should be a workstation rather than only an imaging tool”, this comment 
from Dr. David C. Joy of the Oak Ridge National Laboratory/USA draws a picture for 
what is happening in the field of in-situ TEM.

What is in-situ TEM? While there might exist various definitions, a definition 
given in a report entitled “Dynamic in-situ electron microscopy as a tool to meet 
the challenges of the nanoworld” prepared for National Science Foundation of the 
USA may serve as an excellent explanation [1]. In this report, in-situ TEM was 
defined as “Some form of stimulus is applied to a sample while it is observed in 
a TEM.” According to this definition, in-situ TEM has two important characters, 
stimulus and real-time observation. Stimulus, or say an external field, needs to 
be applied directly to a TEM specimen sitting in an electron microscope column. 
Typical external fields used for in-situ TEM include heating, cooling, electric, 
magnetic fields, as well as mechanical forces (tensile, compressive) and ion beam 
irradiation. To apply an external field to the specimen area and perform TEM 
observation simultaneously, one just needs, in most cases, a specially designed 
TEM specimen holder and a transmission electron microscope, which allows the 
in-situ TEM specimen holder to fit in. Also, a fast image recording system (for 
example a video recorder or TV rate CCD camera) is important. Sometimes, a 
modification of the transmission electron microscope is necessary. In this chapter, 
all these important facets of the in-situ TEM technology will be touched.

A question to ask is: why bother using in-situ TEM? Can’t we simply treat 
materials ex-situ, say in a reaction chamber outside of an electron microscope and 
then move the treated sample back into the electron microscope for observation? 
One can certainly do the sample treatment/observation in this way, which is in fact 
one typical way of using TEM in the materials science field. But from ex-situ TEM 
experiments, only the beginning and ending status of materials can be learned. What 
has happened during the middle stages is missed. Misinterpretations of experimen-
tal data, wrong assumptions, or incorrect derivations were indeed not rare in real-
ity when real-time observation capabilities were not available. A simple analog is 
crime scene investigation. For investigators who see the result of a criminal event, 
it is also not so difficult to learn about the scene before the crime. In order to figure 
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out what happened during the criminal activity, investigators would have to collect 
all information they could dig out such as finger prints, blood samples, and residues. 
As electron microscopists and materials scientists, we are fortunate to have a state-
of-the-art in-situ TEM to reveal structural evolution in materials in real time when it 
happens. Another angle to look at why we need the in-situ TEM is that the capability 
of applying external fields or forces to the TEM specimens actually turns the TEM 
specimen chamber into a miniaturized laboratory in which chemical reactions, struc-
tures, or physical properties can be activated or altered at micrometer to nanometer 
scales and all of the processes are monitored at high spatial and temporal resolutions.

3.2  A Brief History of In-situ Microscopy

The invention of the transmission electron microscope was driven, in part, by a 
couple of disease mysteries encountered in late 19th century. People attributed the 
causes to some invisible living objects much smaller than bacteria, which were 
viruses as we know today. The size of viruses is 0.1 mm or smaller which is beyond 
the resolving power of the optical microscope, therefore no one could prove the exist-
ence of viruses in the late 19th to early 20th century despite all of the disease analy-
ses pointed to its existence. Microscopes with much higher resolution were urgently 
needed. Concomitant with the invention of the first transmission electron microscope 
in 1931, three high expectations were put on this new, yet unproven microscope: 
Higher resolution than that of the optical microscope, good imaging contrast on bio-
logical samples, and observation of live objects. With a continuous development in 
80 years, TEM resolution has been increased by 1000 times, from about 50 nm in the 
beginning to 0.05 nm on today’s most powerful microscopes. In the meantime, imag-
ing contrast for biological samples has also been significantly enhanced by allowing 
adjustment of the electron accelerating voltage, the focal length of the objective lens, 
the size of the objective aperture, and recently introducing phase-plate technology.

In contrast to the achievements in high resolution and high contrast imaging, 
progress in seeking solutions for live observation of biological specimens remains 
unsatisfied. Although electron microscopes have obvious advantages over optical 
microscopes in terms of high resolution and chemical analysis, the optical micro-
scope allows looking at specimens in their original states and environments such as 
in air or liquid solution. Interestingly enough, live microscopy, or in-situ microscopy, 
can be traced back to more than 300 years ago. In 1679, Antoni Van Leeuwenhoek 
published his observations on live microbes using his home-made, one-lens micro-
scope, Fig. 3.1 [2]. The discovery of these “my little animals” (nickname given by 
Van Leeuwenhoek) virtually opened a door for human beings toward the microw-
orld. Since then, observing and studying biological systems in their live state has 
long been the highest interest of biologists and the same enthusiasm was naturally 
carried over to TEM observations in the mid 20th century. However, a big hurdle 
was the vacuum condition in the electron microscope column. The high vacuum of 
~10−5 Pa in the specimen chamber prevents any live biological specimen to endure 
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for a sufficient long time for electron microscopy study. The task was therefore 
pretty clear: gas or liquid solution or both must be introduced into the specimen area 
in the electron microscope. Such an ambient is not only beneficial to live observa-
tion of biological specimens, but also enables TEM studies on many other objects 
such as catalytic process/mechanism, material growth, and electrochemical process 
which require suitable gases or liquid solutions around specimens. In 1942, Ruska 
was probably the first to report a low vacuum transmission electron microscope for 
the purpose of providing a flexible environment to materials under TEM study [3]. 
In addition to the adjustable environment, external fields turned out to be crucial as 
well to mimic the real world conditions inside electron microscope chambers. Today, 
supplying gas or liquid solution to the specimen chamber of a transmission elec-
tron microscope is not a big challenge anymore. Also, by modifying TEM specimen 
holders, various holder-based in-situ TEM technologies have already matured and 
are widely used in materials science.

3.3  In-situ TEM Technologies

An important point the chapter author would like to make is that to some extent, 
in-situ TEM is all about specimen holders. Depending on what external field is to be 
applied to the specimen area, a corresponding specimen holder can be designed. 

Fig. 3.1  In 1679, Antoni Van 
Leeuwenhoek published his 
observations on live sperms 
of a rabbit (right), using a 
simple one-lens microscope 
made by himself (left)
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Most of the matured in-situ TEM technologies are based on elegant design of 
specimen holders like those used for in-situ heating, cooling, environmental, 
probe, straining, Lorentz, electron holography, and ion beam irradiation TEMs.

3.3.1  In-situ Heating and Cooling TEM

Perhaps the first in-situ heating TEM stage was reported in 1960 to observe anneal-
ing effects on dislocations in aluminum [4]. Nowadays, heating can be realized by 
placing a heating element at the tip of a TEM specimen holder. Depending on the 
heating element, heating mechanism, and sample fixing method, there are three 
typical types of commercially available in-situ heating TEM holders: furnace-
heating holders, wire-heating holders, and membrane-heating holders. Joule heat-
ing of nanomaterials is also used in reported applications as will be described in 
Sect. 3.3.4.

At the tip of a furnace-heating holder, a heating filament embracing a  
3 mm-diameter TEM specimen disk acts like an electric furnace. The thermal 
radiation heats the specimen, and is therefore an indirect heating mechanism. 
Cooling water is connected to the holder for use at above 500 °C. An embed-
ded thermal couple measures temperature in the furnace cup. Because the  
3 mm-diameter heating zone is “huge” and involves many components and 
supporting materials (e.g. TEM metal grid), the total thermal expansion effect 
causes a severe problem of sample drifting when changing temperature. It may take 
a few tens of minutes to seize the drifting, therefore taking high resolution TEM 
images in a short period of time requires a blessing. Obviously, this type of furnace-
heating holder is good to perform low resolution in-situ TEM imaging [5–13]. As an 
application example, Fig. 3.2 shows a result of in-situ heating of a bilayer nanowire 
composed of a 20 nm-thick Cu layer and a 100 nm-thick SnO2 layer. The bilayer 
nanowire was heated in a 300 kV transmission electron microscope. Because of 
the difference in thermal expansion coefficients between Cu and SnO2, the bilayer 
nanowire curves toward the Cu side at room temperature as shown in Fig. 3.2a but 
becomes straight at 200 °C, Fig. 3.2b [9].

A demonstration of the in-situ wire-heating holder was reported by Kamino and 
Saka [14]. A spiral tungsten wire 20–50 mm in diameter is used to heat powder 
materials attached to the heating wire and is therefore based on a direct heating 
mechanism. The materials can be heated to as high as 1500 °C although the heat-
ing power is maintained at a low level, and the sample area being heated may be 
millions of times smaller than that of the furnace-heating holder. Cooling water is 
not required. The sample drifting rate due to the thermal expansion effect is tolera-
ble ~10 min after temperature change, therefore atomic resolution at elevated tem-
peratures is readily achievable as demonstrated in many published papers [14–23].

Figure 3.3 shows the kinematic growing process of a SiC crystal. Si particles 
on a graphite support were heated to 1500 °C in a 300 kV transmission electron 
microscope and the reaction between molten Si and graphite formed 6H-SiC.  
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The three images present the successive moments in growth of an atomic layer on 
the SiC surface [15].

Using the same concept, heating holders with two wire heaters [16], three 
wire heaters [18], and multiple wire heaters with a gas spray nozzle [24] were 
also developed for doing in-situ evaporation deposition in electron microscopes. 
Figure 3.4 is an illustration of a double-heater holder. Precursor materials on the 
upper heater can be evaporated and deposited onto the substrate mounted on the 
lower heater. Solid-liquid-gas interactions can thus be studied.

The membrane-heating holder is rather new compared to the furnace-heating and 
wire-heating TEM holders. The key component of this type of holder is a heating 

Fig. 3.2  TEM image of a 6.1 μm long bilayer nanowire composed of a 28 nm-thick Cu 
layer and a 90 nm-thick SnO2 layer. The bilayer nanowire curves toward the Cu side at room  
temperature (a), and becomes straight at 200 °C (b)

Fig. 3.3  In-situ TEM observation of SiC growth at 1500 °C. An atomic monolayer is seen  
growing on the SiC surface. Arrows indicate the very forefront atoms at the moment
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device made from a conductive ceramic membrane suspended on a Si chip. Heating 
is very local and the heating power is small, resulting in a small sample drift rate at 
elevated temperatures. A very unique feature of the membrane-heating holder is the fast 
temperature change rate, as high as 106 °C/s is possible. This unique feature makes the 
holder a good choice for doing in-situ TEM thermal cycling experiments [25].

In addition to the three typical types of heating holders introduced above, a 
novel technology to be proven in applications is the in-situ environmental laser 
heating holder. The holder is assembled by a set of laser focusing and reflection 
optics. The laser beam heats a specimen without the presence of any heating 
elements. Temperature can be raised to beyond 2000 °C. The spot size of the laser 
beam and the irradiation position on the specimen can be varied. It is expected that 
the laser beam irradiation leads to a uniform concentric thermal expansion in the 
specimen, therefore minimizing uneven thermal stresses and ultimately a very low 
specimen drift rate is possible [26].

3.3.1.1  Chemical Analysis at Elevated Temperatures

Chemical analysis complements structural characterization is important for the in-situ 
heating TEM study because chemical processes are likely to occur when materials are 
heated. Energy-dispersive X-ray spectroscopy (EDS) and electron energy-loss spec-
troscopy (EELS) are two popular analytical methods associated with TEM. Because 
the EELS spectrometer is attached at the bottom of the electron microscope, its work-
ing condition is not influenced by field change in the microscope specimen chamber 
and is therefore ideal for in-situ heating TEM experiments. Kamino et al. demon-
strated EELS analysis for SiO2 at 700 °C [27]. In contrast, the EDS detector comes 
very close to TEM specimen (a few millimeters in distance), the infrared radiation 
from the heating zone may affect the detector, resulting in a dark current which in turn 
increases the noise in the X-ray signal detector. EDS analysis at elevated tempera-
tures, e.g., 550 °C, was indeed reported [12]. At even higher temperatures, significant 
noise deteriorates the EDS energy resolution.

Figure 3.5 shows EDS spectra of a Si specimen in-situ heated in a transmission 
electron microscope equipped with a 30 mm2 Si(Li) EDS detector. The full width 

Fig. 3.4  Illustration of a 
double-heater in-situ TEM 
holder. The upper heater is 
for in-situ TEM evaporation 
deposition of materials onto 
a substrate positioned on 
the lower heater (Patent of 
Hitachi High Technologies 
Corporation, Japan)
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at half maximum (FWHM) point of the Si peaks is marked for the peak acquired 
at room temperature, 700, 750, and 780 °C, respectively. It can be seen that the 
FWHM value remains unchanged untill 700 °C, but broadens at 750 and 780 °C. 
This test indicated a regular EDS performance until about 700 °C (for Si) but the 
energy resolution deterioration was prominent at higher temperatures. Covering 
the collimator of the EDS detector with a Beryllium window would solve this 
problem at the expense of detection sensitivity for light elements. Another concern 
is that the window in front of the EDS detector would become brittle if it is very 
close to the heating zone, and the cycles between room and high temperatures may 
eventually damage the window material and glue. The advice is, if the EDS detec-
tor is to be used in any in-situ heating TEM experiments, to consult with the EDS 
system provider beforehand.

The opposite of the in-situ heating TEM is cryo TEM using liquid  
nitrogen- (<100 K) or liquid helium- (4.2 K) cooled TEM holders. Although there 
were experimental examples for in-situ cooling TEM to reveal materials’ responses 
to the low temperatures such as magnetic flux and vortices in superconductors at 
below 10 K [28], cryo holders are actually widely used for stabilizing the struc-
ture, reducing sample contamination rate and beam damage rate, and maintaining 
the temperatures required by frozen-hydrated biological samples (cells, tissues, 
macromolecules, viruses). The latest applications are in cryo electron tomography 
for three-dimensional imaging [29–31].

3.3.2  In-situ Gas Environmental TEM (ETEM)

From the engineering point of view, thermal and cryo fields are fairly easy to be 
introduced into the specimen area in the transmission electron microscope because 
the instrumental modification is limited to the TEM specimen holders. However, in 
our real world, many physical and chemical processes take place in an environment 

Fig. 3.5  EDS spectra 
showing Si-K peaks at room 
temperature and elevated 
temperatures. Deteriorated 
energy resolution is seen at 
750 °C and above
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filled with gas and/or liquid. For example, a catalytic process includes catalysts, gas, 
and a suitable temperature, which is, in most cases, higher than room temperature. It 
is clearly desirable to have an in-situ TEM technology that is capable of handling gas 
or liquid in the specimen chamber of the electron microscope.

As a simple and low cost solution, an environmental transfer TEM specimen 
holder may be a good compromise to partly meet the ETEM demand. Figure 3.6 
shows a picture of such a holder. The tip of the holder where the TEM specimen 
locates is movable, so it can be retracted into the holder rod and sealed by an O-ring.

One can load a specimen into the holder, study the original state in an electron 
microscope, and then move the holder (with the specimen) to a reaction chamber 
outside the microscope. The specimen is treated in the reaction chamber under 
desired environmental conditions (gases, pressure, temperature, etc.). Before taking 
the holder out of the reaction chamber, the tip of the holder is retracted into the rod 
so that the specimen will not be exposed to air when transferred back into the elec-
tron microscope. The post-treatment structure can thus be studied. This type of trans-
fer holder allows for a comparison between the material structures before and after 
material treatment but the middle links are unknown. An example is shown below.

Polycrystalline SiC was synthesized by hot pressing in the presence of aluminum, 
boron, and carbon additives [8]. About 1 nm-thick amorphous intergranular films 
were formed among SiC grains. After heat treatment at above 1000 °C for 3 days or 
more, the amorphous intergranular films seemed to disappear because the bounda-
ries looked amorphous-free. In order to figure out where the amorphous intergranu-
lar films went, in-situ heating TEM was carried out. The grain boundary film with an 
amorphous structure shown in Fig. 3.7a was heated and monitored in a transmission 
electron microscope. The heating temperature was 1200 °C at which the sample was 
held for 25 h with the electron beam turned off to minimize the electron beam irra-
diation effects. Figure 3.7b shows the result. In fact, the grain boundary film remains 
at the same location but has been partially crystallized to form an Al-O-C structure.

Fig. 3.6  An environmental transfer holder. a The specimen cup is in the Out position for speci-
men treatment in a reaction chamber outside of an electron microscope. b The specimen cup can 
be retracted and sealed in the rod of the holder to prevent air exposure during transferring from 
the external reaction chamber into the electron microscope column
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The in-situ TEM observation clarifies the newly formed Al-O-C crystalline 
structure contained in the “clean” boundary. The structure is hard to distinguish 
from the SiC matrix because it is similar to the SiC structure and has an epitaxial 
structural relationship with the SiC (0001) surface.

There is no doubt that real in-situ ETEM is needed in many TEM characteriza-
tion analyses, but accommodation of gas or liquid in an electron microscope column 
is by no means easy. An environmental cell (E-cell) in the microscope column is a 
key to confine the gas or liquid to the specimen area while the high vacuum level in 
the remaining parts of the microscope column should not be affected. There are two 
major types of E-cells: window-type E-cell and differentially pumped E-cell [32]. 
Designs are totally different and each has advantages and disadvantages.

3.3.2.1  Windows-Type Gas E-Cell

The window-type E-cell concept has a long history back to 1935. Shortly after 
the invention of the transmission electron microscope, a gaseous environment 
was introduced through the window-type E-cell to analyze hydrated biological  
samples and to investigate the contamination rate of the microscope column when 
using E-cells [32–34]. The so-called window-type E-cell is built in a TEM speci-
men holder at the tip area, Fig. 3.8. The TEM specimen sits inside the cell, which 
is then sealed by two windows above and below the specimen. The window mate-
rials must be electron transparent and have a weak interference with the electron 
beam. This means that the window materials should be amorphous in structure and 
thin enough. The window membranes must also be strong enough to withstand the 
pressure difference between the gas cell and the TEM vacuum. Typical window 
materials are amorphous carbon or silicon nitride with a 15–200 nm thickness 
depending on the desired gas pressure for the applications. The reported maximum 
gas pressure is 1 atmosphere while TEM imaging and electron diffraction could be 
done through a 15 nm-thick silicon nitride membrane window E-cell in a 300 kV 
transmission electron microscope [35]. The cell can be either standalone or with 
gas inlet and outlet ports.

Fig. 3.7  a High resolution 
TEM image showing a 
1 nm-thick amorphous 
intergranular film between 
two SiC grains. b After heat 
treatment at 1200 °C for 25 h 
in a transmission electron 
microscope, crystallized 
segments are observed along 
the intergranular film
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The biggest advantage of the window-type E-cell is the relatively low cost and 
microscope choice flexibility. Because the E-cell is built into the TEM specimen 
holder, no modification of the electron microscope is involved (microscope modifi-
cation is expensive especially when the vacuum system is included) and the hold-
ers associated with any electron microscopes can be modified into the E-cell holders. 
High gas pressure is practical when choosing a robust window design. However, sig-
nificant disadvantages prevented the window-type E-cell to become popular so far. 
First of all, it is tedious to assemble an E-cell, and the translation of specimen into 
the E-cell is not easy, if not impossible. As a consequence, sample exchange is a 
time consuming challenge. The searchable area on the TEM sample is quite limited. 
Second, electron scattering from the window materials and the high gas pressure (if 
applicable) interferes with electron diffraction, deteriorating image quality and reso-
lution. For example, more than 90 % of the electrons at a 300 kV accelerating voltage 
are lost after penetrating through two 15 nm-thick silicon nitride window membranes 
and a 1 mm-thick air layer at 1 atmosphere gas pressure. Increasing the accelerating 
voltage helps to improve image quality, which was why ultrahigh voltage (million 
volts) transmission electron microscopes were pursued in 1970s for the window-
type E-cell applications [32, 36]. However, expensive instruments, high maintenance 
costs, and high-energy electron beam-caused radiation problems eventually raised 
serious concerns. The request for ultrahigh voltage environmental transmission  
electron microscopes went down sharply in 1980s. Third, windows of E-cells may 
easily get contaminated as a result of deposition of materials evaporated from the 
specimen by the incident electron beam. Lastly, it is highly risky to heat materials 
to high temperatures because the window materials may crack, causing gas leakage. 
It should be noted that progress has been reported recently, where a window-type 
gas E-cell with a built-in thin wire heater demonstrated a 0.3 nm lattice resolution at 
600 °C in a 104 Pa pressure environment [35].

3.3.2.2  Differentially Pumped Gas E-Cell

Limited by the obvious disadvantages of the window-type E-cells, attempts 
were made to leak gas into the microscope specimen chamber directly. In 1965,  
L.F. Allard and W.C. Biglow explored the possibility by finding out that a vacuum 
level of ~10−2 Pa was tolerable in the column of a transmission electron microscope 

Fig. 3.8  Scheme of a 
window-type gas-flow E-cell 
in an electron microscope 
column. Gas is contained 
inside the cell without 
leaking into the microscope 
column

Gas

e-

Vacuum

Specimen

Membrane 

window

Microscopec

olumn



70 X. F. Zhang

in their lab at the University of Michigan. They then managed to leak air into the 
microscope column to degrade the vacuum from 4 × 10−3 Pa to 7 × 10−2 Pa while 
a home-built TEM heating stage was used to heat a single crystalline Cu specimen. 
Real-time observation of the oxidation process was recorded via a 16-mm cine cam-
era system.

A better method was reported in 1971 by Swann and Tighe [37–39]. An 
E-cell was built inside a transmission electron microscope, called a differentially 
pumped E-cell. This was a concept reported by Ruska in 1942 [3]. In this type of 
design, a significant modification of the electron microscope pumping system is 
needed. Gas can be injected into the specimen chamber directly either through 
a port on the pole piece [41–44] or through a specimen holder with a gas injec-
tion port and pipeline [27]. Figure 3.9 shows a picture of a gas injection-heating 
holder reported by Kamino et al. A gas nozzle is placed about 1 mm away from a 
wire-heating filament. With this design, gas can be sprayed directly onto a TEM 
specimen under heating [27]. In order to confine the gas within the microscope 
specimen chamber, a pair of gas restriction apertures should be added along the 
microscope column above and below the specimen position, Fig. 3.10. Typical 
bore diameters of these apertures are 0.1–0.3 mm depending on aperture posi-
tions. The apertures allow the electron beam to pass through for TEM observation  
but restrict gas leak from the specimen chamber to the rest of the microscope  
column. Although small gas leak is still inevitable, the leaked gas is pumped out 
by the turbo molecular pumps or molecular drag pumps between the restriction 
apertures [40–47].

The advantages of the differentially pumped E-cell are obvious over the short-
ages of the window-type E-cells. Because of non-existing window membranes 
above and below the specimen, the specimen is directly exposed to the electron 
beam, facilitating high-resolution TEM. For the same reason, heating the specimen 
to high temperatures is safe and specimen translation is not an issue. The constant 
gas flux also helps to reduce contamination build-up on the specimen. An appar-
ent disadvantage is the increased cost for microscope construction because of the  
significant modification of the electron microscope columns. The restriction aper-
tures below the specimen also limit high angle diffraction electrons to be recorded 
(not good for dark-field imaging). In addition, the maximum gas pressure in a 

Fig. 3.9  Schematic 
illustration of working 
principle for a gas injection-
heating holder. A heater 
heats specimen while a gas 
nozzle sprays gas directly 
onto specimen inside a 
transmission electron 
microscope (Patent of 
Hitachi High Technologies 
Corporation, Japan)
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differentially pumped E-cell is limited to below 104 Pa in order to maintain the 
necessary vacuum level in other parts of the electron microscope column. In par-
ticular, electron microscopes powered by field emission guns typically require a 
vacuum of 10−8 to 10−9 Pa in the gun area, and such a high vacuum is difficult 
to maintain if the gas pressure is high in the differentially pumped E-cell cham-
ber. In this sense, a LaB6 electron emitter is better because it works in a vacuum 
level 3 to 4 orders of magnitude lower than that for a field emitter. The LaB6 gun 
transmission electron microscopes have other advantages in the in-situ TEM 
applications. As the delocalization imaging artifact known from atomic resolu-
tion images is much less, therefore, atoms at the sample edges or grain boundaries 
can be clearly imaged. The high beam intensity of LaB6 emitters is also ideal for 
high resolution in-situ TEM imaging. Needless to say, a LaB6 transmission elec-
tron microscope is more affordable in terms of costs of purchasing and mainte-
nance. With the technology advancement, affordable differentially pumped E-cell 
transmission electron microscopes with LaB6 emitters became available recently  
[24, 27, 46].

In-situ gas ETEM has been widely applied to study structural evolution, 
phase transformation, shape dynamics, crystal or nanocrystal growth, catalysis  
processes, and oxidation/reduction behaviors [24, 27, 41–45, 48–54]. In addi-
tion, catalytic polymerization [55] and gas effect on dislocations [40] were also 
reported. Figure 3.11 shows an example of Si oxidation studied in a 300 kV trans-
mission electron microscope with a differentially pumped system and a gas injec-
tion-heating holder [27]. The as-synthesized Si has a 3 nm-thick amorphous silicon 
oxide layer on the surface, Fig. 3.11a. The sample was first heated to 700 °C in 
a vacuum of 3 × 10−5 Pa. An electron beam of ~20 A/cm2 beam current density 
was used for real-time, high resolution imaging during heating. The combina-
tion of the increased temperature and the focused beam irradiation knocked off 
the amorphous surface layer as shown in Fig. 3.11b. While the temperature was 
maintained at 700 °C, air was slowly sprayed onto the Si sample and the pressure  

Fig. 3.10  Schematic 
illustration of a differentially 
pumped gas E-cell, which 
is a built-in part of an 
environmental transmission 
electron microscope. Gas 
is inlet into the specimen 
chamber and the restriction 
apertures above and below 
the specimen chamber reduce 
the gas leaking from the 
specimen chamber to the rest 
of the microscope column. 
Extra pumps are necessary 
to evacuate the gas leaked to 
upper and lower column
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in the specimen chamber was increased to 8 × 10−3 Pa. Re-oxidation of the Si 
surface was observed and a 2 nm-thick amorphous surface layer was formed after 
about one hour as shown in Fig. 3.11c. EELS analysis confirmed the Si and O 
composition in the newly formed surface layer.

One last thing to address is the gas source used for in-situ gas ETEM. Typical 
gases used in the study of catalysts and nanomaterials include air [24, 27, 48], O2, 
H2 [40, 42, 49], N2 [41, 49], He, C2H2 [56], C3H6 [55], Si2H6 [51, 54], Ge2H6 
[52], and water vapor [43]. The easiest gas source is air, which can be leaked into 
the TEM specimen area through a built-in pipeline in a specimen holder [27] or 
a gas port on the pole piece of an electron microscope [40–42]. Home-made gas 
supply systems are usually simple and affordable, containing a couple of gas  
bottles and a gas mixture buffer tank. A needle valve or similar is often used to 
control the gas injection flow rate and consequently the gas pressure in the 

Fig. 3.11  In-situ TEM observation of Si oxidation at 700 °C. a As-prepared Si sample with a 
3 nm-thick amorphous silicon oxide layer on the surface. b Heating the Si sample to 700 °C in a 
300 kV H-9500 transmission electron microscope to burn off the surface oxide layer using high 
electron beam intensity. c Re-oxidation of the Si surface in an air pressure of 8 × 10−3 Pa at 
700 °C
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microscope specimen chamber. If quantitative gas supply is required, the gas sup-
ply system needs to be more elegant. It generally contains 4 to 5 types of gases 
and a water bubbler (to provide water-saturated gases). The gas supply systems 
containing more than 10 types of gases are rare but exist. For quantitative gas mix-
ture and delivery, high precision gas pressure gauges, mass spectrometers or gas 
chromatographs should be used. Computer-controlled commercial gas handling 
systems are available nowadays. Safety is most important, the gases in use should 
not cause damage to microscope components or injury to users. The room must be 
ventilated adequately all the time during the use of gas supply.

3.3.2.3  Spherical Aberration (Cs)-Corrected Gas ETEM

In the early years, the window-type E-cell was popular, and a wide pole piece gap 
was required to accommodate the thick E-cells. The thickness of the E-cell and 
the wide pole piece gap required ultrahigh voltage transmission electron micro-
scopes (1 MV or higher) to deliver a powerful enough beam able to penetrate and 
to achieve sufficient image resolution. With the faded ultrahigh voltage microscopes 
and the advent of the Cs corrector for high resolution TEM [57, 58], the most attrac-
tive idea is to build the intermediate voltage (200 or 300 kV) environmental electron 
microscopes with aberration correctors. The aberration corrector helps to achieve 
an atomic resolution (0.1–0.2 nm) with a fairly large pole piece gap like 5–10 mm. 
With the progress in developing combined spherical and chromatic aberration  
correctors, atomic resolution should be possible to achieve even with a 10–20 mm 
wide pole piece gap. Such a wide pole piece gap will provide space for insertion of 
multi irradiation sources or manipulators to the microscope specimen chamber area.

An example of the Cs-corrected gas E-cell transmission electron microscope is 
the one installed in Brookhaven National Laboratory (USA) in 2007. A built-in dif-
ferentially pumped system can hold a gas pressure up to 20 mbar (2000 Pa) in the 
specimen chamber. The pole piece gap is 5.6 mm and a 0.78 Å point-to-point reso-
lution is attainable when gas injection is not in use. The cost for such a microscope 
is about 5–6 millions US dollars, and therefore is not something affordable by most 
research organizations. In addition to the high cost, the accessories used on such 
microscopes often considerably compromise the microscope performance because 
the aberration-corrected electron microscope is highly sensitive to its working 
environment. The deteriorated resolution may be due to manipulation controllers, 
power supply units, cables, the gas supply system, and extra pumps supporting the 
gas E-cells. More data are required to justify the merit of the very expensive aberra-
tion-corrected environmental electron microscopes.

3.3.3  In-situ Liquid ETEM

Both the window-type gas E-cell and the differentially pumped gas E-cell introduced 
in Sect. 3.2 can be modified to accommodate liquids.
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3.3.3.1  Window-Type Liquid E-Cell

Marton was probably the first one to open the field of window-type liquid E-cell 
[33]. As early as 1935, he attempted to use two 0.5 mm-thick aluminum foils as 
windows to make liquid E-cells. Abrams and McBain in 1944 [59, 60] used plastic 
film windows less than 100 nm in thickness, and since then many window-type 
liquid cells adopted windows made from plastic films, coated with one or more 
additional layers of evaporated material like silicon monoxide, silicon dioxide,  
silver, or gold. Reviews for the designs and operation of E-cells in the early years 
can be found in [32, 36, 61–64].

One of the pioneers for applying the state-of-the-art liquid E-cell TEM in 
advanced materials science is an IBM group led by F. Ross. She and collaborators 
designed a window-type liquid E-cell TEM specimen holder to study electroplat-
ing processes at a nanoscale. In their liquid cell design, two Si wafers were used 
as the main frame. A 100 × 100 µm2 window was cut out in the middle of each 
wafer and covered with an 80 nm-thick SiN membrane. The membranes were 
thin and transparent to electrons so the electron beam accelerated by a 300 kV 
TEM could penetrate through. On one Si wafer, a 0.5–1 µm-thick SiO2 spacer 
was patterned, a sealed compartment was therefore formed between the two Si 
wafers when glued together by epoxy. Liquid reservoirs were built to supply liq-
uid electrolyte to the liquid cell and electrodes were made inside and out of the 
liquid cell. Using such a liquid cell TEM holder, ~5 nm resolution was achieved 
on an H-9000NAR 300 kV LaB6 emitter transmission electron microscope. Ross 
and her colleagues studied the electroplating process of Cu on gold electrodes, 
the relationship between Cu nucleation rate and electric current density, the dif-
fusion-limited deposition and stripping of Cu, as well as the preferred nucleation 
sites were discussed [65].

Following exactly the same concept but changing materials and component  
dimensions, H. Zheng and her colleagues probed the growth kinetics of Pt 
nanocrystals [66]. The liquid cell they used contained a 200 nm-high liquid com-
partment filled with 100 nanoliter precursor solution (Pt reagents and surfactants). 
In a short time intensive illumination under a 300 kV electron beam (LaB6 emit-
ter), Pt nucleation and growth were triggered. In the recorded streaming video 
files, mechanisms for Pt nucleation were discovered. Nuclei could grow either 
by adsorbing monomers from solution or merge with others to evolve into larger 
single crystalline nanocrystals. Regardless of the growth mechanisms, all of the 
Pt nanocrystals ended up with a similar shape and size after a certain period of 
growth time. The same method was then applied to study the real-time growth 
of Pt3Fe nanorods at an atomic resolution [67], and to investigate the detailed 
structural evolution process that happened when the iron oxide nanoparticles in 
 solution approached and attached to each other [68].

Although most high-resolution in-situ applications of the liquid E-cell reported 
in recent years were based on TEM observations, there exists a chromatic aber-
ration effect for TEM imaging through thick liquid cells. Two approaches can 
be made to improve the imaging quality at the fixed electron beam energy: one 
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is to make liquid cells and window membranes thinner and also minimize the  
liquid amount to a level just enough for wetting specimens. The single carbon 
atomic layer graphene was found to be a perfect support material to encapsulate a 
liquid solution for high resolution liquid TEM because of its high shape flexibility, 
mechanical tensile strength, and impermeability to small molecules. In combination 
with aberration corrected TEM, true atomic resolution was achieved in observation 
of the growth behavior of colloidal Pt nanocrystals in solution, the motion of as 
small as 0.1 nm radius Pt nanoparticles could be tracked [69].

Another approach is to consider alternative imaging modes, for example scan-
ning transmission electron microscopy (STEM). Compared with TEM, STEM 
imaging is less affected by chromatic aberration due to the fact of no lenses below 
the specimen in the STEM ray diagram. de Jonge et al. achieved a better than 
4 nm resolution in the STEM images for liquid materials [70, 71]. In their work, 
the liquid cell design was similar to the IBM version [65] except flowing liquid in 
the liquid compartment was enabled. Biological whole cells were grown directly 
on Si-N membrane windows and labeled with gold nanoparticles. The gold nano-
particles dispersed in the liquid were used to measure the STEM imaging reso-
lution and the result was consistent to the theoretical calculation. In another 
example, Au nanoparticles with 2–5 nm and 10–20 nm in diameter, respectively, 
were imaged using a sealed, micro fabricated fluidic cell holder, Fig. 3.12.

It seems not impossible to obtain a better than 1 nm STEM resolution for imag-
ing materials in liquid, but achieving much higher than 1 nm STEM imaging  
resolution may be obstructed by Brownian motion in liquid.

Strictly speaking, there is also the third way to get around the considerable 
chromatic aberration problem caused by the window-type liquid E-cell. The 
method is to accommodate liquid around the specimen without using the window-
type liquid cells.

Fig. 3.12  STEM images of gold nanoparticles in water using a liquid E-cell holder. a 2–5 nm-diam-
eter gold nanoparticles in water. The observed streaking was caused by particle movement under the 
influence of the scanning electron beam. b 10–20 nm-diameter gold nanoparticles in water. The scale 
bars correspond to 100 nm (Courtesy of Dr. James Evans, University of California at Davis, and 
Hummingbird Scientific)



76 X. F. Zhang

3.3.3.2  Liquid ETEM with an In-Column Differentially Pumped  
Liquid E-Cell

Several types of differentially pumped liquid E-cells were developed since 1968 
in order to carry out electron microscopy studies on live cells and get electron  
diffraction patterns from wet biological crystals and wet cell membranes [72, 73]. 
The big advantages of accommodating liquids directly in electron microscopes 
are again the high resolution and lowered chromatic aberration effect because the 
total sample thickness is reduced. Gai et al. developed a TEM specimen holder 
to inject microliter liquid into the electron microscope specimen chamber and the 
specimen could be heated to elevated temperatures [74]. Using this holder on a 
modified 200 kV transmission electron microscope with a differentially pumped 
system, heterogeneous hydrogenation of polymerization in the presence of liquid, 
catalysts, hydrogen gas, and a thermal field were studied.

Another intriguing discovery that may lead to a progress in accurate delivery 
of small quantities of liquid into the local area on a TEM sample was reported 
by Sutter and Sutter [75]. In this work, a pipette made from a Ge nanowire as a 
body and an Au-Ge reservoir wrapped by a carbon shell as a liquid source were 
demonstrated. When heating to higher than 361 °C (eucentric temperature of bulk 
Au-Ge alloy), the Au-Ge alloy melted but was confined within the carbon shell. 
Once a fine hole was pierced into the carbon shell using a focused electron beam 
in a 300 kV transmission electron microscope, the liquid leaked out and formed 
dispensed liquid drops 20–40 nm in diameter.

3.3.4  In-situ Biasing TEM

In-situ biasing TEM, by its definition, means TEM observation of a specimen 
on which a bias voltage is applied. For electrical conductive specimens, a cir-
cuit can be formed with a TEM specimen as a component for electric current to 
pass through. In-situ biasing TEM is often used to study behaviors and structural 
changes of specimens in an electrical field, as well as electrical transport prop-
erties of individual nanostructures and Joule heating effects in microscale and 
nanoscale structures. Probe TEM specimen holders are popular for these appli-
cation purposes. A built-in metallic probe with a tip of 50–100 nm in diameter 
can move back and forth in fine steps controlled by a piezo manipulator, so that 
gentle approach and contact is possible between the probe and the nanostruc-
tures. The probe is connected to a power supply unit by which a voltage can be 
applied to the specimen, which is at grounding potential. The probe can also be 
used to manipulate nanomaterials. All these are carried out with simultaneous 
TEM observations.

Using a probe TEM holder, a single-walled carbon nanotube of 12 nm in diame-
ter and 24 nm in length was stretched in a transmission electron microscope to study 
the plasticity [76]. A constant bias of 2.3 V was applied and the Joule heating caused 
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a temperature rise to about 2000 °C in the carbon nanotube. A 280 % tensile strain 
with a 15-fold reduction in diameter seen in TEM images revealed the superplastic-
ity of this nanotube although a possible role of electron beam irradiation effect was 
not addressed. Using the same in-situ biasing TEM holder and experimental param-
eters, exceptional plasticity of double-walled and triple-walled carbon nanotubes 
(190 % elongation and 90 % diameter reduction) [77], and amorphous-to-crystalline 
structural transformation of carbon nanowires were also reported [78].

In another excellent example, nanoscale mass transport along carbon nano-
tubes was realized [79], Fig. 3.13. First, indium metal was evaporated onto multi-
walled carbon nanotubes, which formed nanoparticles attached to the walls. Using 
a probe TEM holder, electric current was driven through the carbon nanotubes and 
the Joule heating raised the local temperature, resulting in a temperature gradi-
ent along the longitudinal axis of the nanotubes. When the local temperature was 

Fig. 3.13  Four TEM images, 
spaced by 1-min time 
increments, showing indium 
transport on a multi-walled 
carbon nanotube. The tip 
closer to the anode which 
is out of view to the left has 
a higher temperature than 
the tip to the cathode (out 
of view to the right). The 
mass transport is driven by 
the temperature gradient 
(Courtesy of Zettl Research 
Group, Lawrence Berkeley 
National Laboratory and 
University of California at 
Berkeley)



78 X. F. Zhang

above the melting point of the indium particles, atomic scale mass transport of 
indium to cooler zone was observed. The mass transport was reversible when the 
direction of the current flow was opposite [79].

Using the same principle, nanoscale cargos that not only translated along but 
rotated around a multi-walled carbon nanotube were observed using in-situ scan-
ning electron microscopy (SEM) [80]. Although not mentioned clearly, the fab-
rication of the co-axial carbon nanotubes and application in the nanoscale cargo 
transport and rotation experiments was similar to earlier results reported by 
Cumings et al., in which a probe TEM holder with four electrical leads was used 
to open the tip of a multi-walled carbon nanotube and to peel off the tube wall lay-
ers [81] or pull the inner tubes out of the outer shells [82], Fig. 3.14.

A bias voltage of 2.9 V generated a 200 mA electric current through the multi-
walled carbon nanotube and burned off the enclosed tip. Some outer tube walls were 
peeled away so the remaining tip became much sharper. The successive peeling and 
sharpening dynamic process were observed in a high-resolution transmission elec-
tron microscope [81]. The authors further demonstrated that the exposed inner tubes 
could be pulled out of the outer walls and then pushed back using the probe as a 
manipulator [82]. The TEM images and corresponding schematic representation in 
Fig. 3.14 clearly show the inner tubes sliding out and in, similar to an old style tel-
escope. The result indicated an ultralow friction between each concentric tube walls 
and the multi-walled carbon nanotubes hold a great promise for nanomechanical 
applications because of the low-friction and the low wear nanobearing property [82].

As noticed a couple of times already, Joule heating is often an important part 
of the experiments using an in-situ probe TEM holder (e.g. Fig. 3.13). It can of 
course also be used for in-situ heating TEM observations. For example, electrically 
driven redox processes in cerium oxide films were studied. Ordered oxygen vacan-
cies could be generated in CeO2 thin films by passing an electric current (6 V) 
through the films. The films were oxidized again in the microscope chamber when 
the current was turned off [83].

For in-situ electrical transport measurements in transmission electron micro-
scopes, the key is to make an ohmic contact between the nanostructure and 
electrodes provided by the in-situ probe TEM holder. In a successful attempt, 
conductance of an individual carbon nanotube was measured using a probe TEM 
holder, which was correlated to the structural changes imaged simultaneously 
[84]. In this work, a carbon nanotube with one end fixed to a conductive probe 
manipulator was pushed into a liquid metal (Hg or Ga) to make Ohmic contacts 
between the liquid metal and the suspending ends of the nanotubes. Two-point 
current-voltage (I-V) measurements were done while doing in-situ TEM observa-
tion. A ballistic transport feature at room temperature was revealed [85]. It was 
also demonstrated in other in-situ biasing TEM experiments that structural defor-
mation plays an important role in the electrical conductance of carbon nanotubes 
[85, 86]. Similarly, electrical resistivity of ZnO nanowires was found to be linearly 
proportional to the bending degree [87].

In addition to the properties of individual nanotubes or nanowires,  
interconnections among nanostructures are also of great interest. Various shapes 
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of connections between carbon nanotubes were successfully fabricated taking 
advantages of a precise positioning control (0.02 nm) and in-situ soldering by elec-
tron beam-induced amorphous carbon or Joule heating-induced tungsten melting  
soldering. I-V curves of the tube/tube connections were measured and the junction 
resistance was lowered by graphitization of amorphous carbon bonding material 
[85–88]. Tips of carbon nanotubes were also modified in a transmission electron 
microscope and the I-V measurements clearly demonstrated the importance of the 
tip structure to the field emission characteristics [88]. The electric field not only 
triggered a field emission from the tips of carbon nanotubes, but was also used to 
field evaporate carbon nanotubes segment by segment, and the electron beam was 
intentionally used to adjust the field evaporation rate in a nanoscale area to modify 
the tip morphology [89].

In-situ biasing TEM is certainly useful in the study of nanoscale films and 
electronic devices. Local electrical transport properties in nanoscale magnetic 
tunnel junction thin films [90] and the effects of annealing on electrical trans-
port of magnetic tunnel junctions [91] were investigated. In particular, tunneling 

Fig. 3.14  A series of 
TEM images showing 
telescoping of a multi-walled 
carbon nanotube using an 
in-situ probe TEM holder. 
The model at the bottom 
illustrates the sliding of the 
inner tubes with respect to 
the outer shells as observed 
experimentally (Courtesy of 
Dr. John Cumings, University 
of Maryland)
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magnetoresistance (TMR) of individual nanomagnetic tunnel junctions under 
working conditions were measured using the in-situ probe TEM holder [92]. 
Because the nanomagnetic devices were very small (100 × 150 nm2 in area),  
in-situ TEM observation was essentially the only way to make sure that the piezo 
controlled probe could make a correct contact on the single device to be measured.

With great attention paid to the energy-related materials and processes in recent 
years, in-situ biasing TEM was recently employed to study the real-time charge-
discharge process in nanomaterials-based lithium-ion batteries. Huang et al. built a 
nanoscale electrochemical device in an in-situ probe TEM holder and successfully 
observed the structural and morphological changes of the SnO2 nanowire anode 
during the lithiation process. The SnO2 single crystalline nanowire was converted 
to a Li2O amorphous nanowire containing embedded Sn and LixSn nanoparticles 
and the process resulted in more than 200 % volume dilation [93].

Compared with the in-situ probe TEM holders, the dedicated electrode TEM 
holder has a simpler design as shown in Fig. 3.15 but a much higher voltage can 
be applied.

Anode (gold wire) and cathode are integrated into the tip of a TEM holder.  
The distance between anode and cathode can be adjusted from 0 to 5 mm, and 
voltages of up to 1 kV can be applied [94, 95]. The specimen to be studied is 
mounted on the cathode and the distance between the specimen and the anode is 
typically 0.5 mm. A voltage applied via the cathode causes a potential difference 
across the specimen. Such a holder has been used together with the in-situ Lorentz 
TEM to investigate the field emission of multi-walled carbon nanotubes [94, 95], 
and high voltages (800–900 V) were found particularly valuable in these studies 
[96]. Also, using a specially designed field-effect transistor-based biasing holder, 
chiral indices and chirality-dependent transport properties of double-walled carbon 
nanotubes have been studied [97].

3.3.5  In-situ Nanomechanical TEM

Mechanical properties such as strength, hardness, and toughness may be changed 
significantly when the sizes of materials go down to nanometer scales. With increas-
ingly miniaturized electronic components and the request to correctly under-
stand and predict failure of nanostructures, material size effects on mechanical 

Fig. 3.15  A picture of the tip 
area of a dedicated electrode 
TEM holder. Voltages of up 
to 1 kV can be applied to the 
specimen (Patent of Hitachi 
Materials Research Lab, 
Hitachi Ltd)
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behaviors become more important and urgent than before. Like all other in-situ TEM 
 technologies, the development of in-situ nanomechanical TEM was because of the 
high resolution that TEM can offer for direct imaging and characterization of internal 
structures and defects in materials. A good example was given by Z.W. Shan et al. 
for why in-situ TEM is necessary for nanomechanical testing [98].

Figure 3.16 shows a CdS spherical nanoparticle under a constant compression 
force. The ball was gradually compressed and the corresponding Displacement-
Force curve tells a linear relationship between force load and deformation 
displacement. The load drops suddenly at about 6 µN, which may imply a cata-
strophic failure of the ball. However, simultaneous TEM observation told a differ-
ent story, the CdS nanoparticle did not break but slid away. This beautiful “seeing 
is believing” example again reminds a possibility of misinterpretation of experi-
mental data if real-time in-situ TEM observation is not available.

In fact, in-situ experiments in the late 1960s and early 1970s already showed a 
capability for direct observation of mechanical indentation, compression, and 

Fig. 3.16  TEM image of a 
CdS spherical nanoparticle 
under a compression 
force. The corresponding 
Displacement-Force curve 
acquisition and TEM 
observation were performed 
simultaneously in real time. 
The sudden load drop at 
about 6 mN was not due to 
a catastrophic failure but 
sliding of the nanoparticle 
away from the site as 
revealed by TEM observation 
(Courtesy of Dr. Zhiwei Shan 
of Hysitron Inc. and Dr. Andy 
Minor of Lawrence Berkeley 
National Laboratory)
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bending deformations in scanning electron microscopes and transmission electron 
microscopes [99, 100]. After decades of development, precisely controlled, quantita-
tive in-situ nanomechanical TEM holders have been developed to characterize the 
mechanical behaviors and corresponding structural changes in micro and nanostruc-
tures [101]. One of the pioneering works on the in-situ nanomechanical TEM was 
to measure the elastic modulus of carbon nanotubes [102]. In this work, a custom-
built TEM holder was used in which carbon nanotubes were attached to a gold wire 
through which an electric potential was applied to the nanotube. Static and dynamic 
mechanical deflections were induced in the multi-walled carbon nanotube cantilevers 
in a transmission electron microscope [102]. Although the elastic properties were 
successfully derived in the experiments, the method used is not easy to be expanded 
to nanomechanical testing of other nanostructures of various shapes. Obviously, spe-
cially designed straining TEM holders are required to load a tensile or compressive 
mechanical force on TEM specimens while tracking real-time structural changes in 
order to find out and quantify mechanical property-structure relationships. Various 
TEM holders with different designs have been reported, including conventional ten-
sile straining holders, microelectromechanical systems (MEMS)-based straining 
holders, nanoindentation holders, and TEM grid-based straining holders.

3.3.5.1  Conventional Tensile Straining TEM Holder

The concept of the conventional straining holder for in-situ electron microscopy 
originated in the late 1960s [103–105]. The basic idea was to make a specimen in 
a rectangular shape with one end fixed and another end connected to a movable 
rod, which could slide along the length of the holder. Figure 3.17a shows a picture 
of such a holder (tip part) for in-situ tensile straining TEM. The letter p labels two 
pins, the pin to the left is connected to a sliding rod. The sample is made into an 
11 × 3 mm rectangular shape as shown in Fig. 3.17b. The central area is thinned 
for TEM observation and the two holes on both sides of the thinned central area 
are used to positioning the sample along with the pins shown in (a). Clamps 
and screws are used to secure the sample into the holder tip. When pulling the  
sliding rod, a tensile straining force is applied to the central sample region where 
in-situ TEM observation is performed [106]. The sample shown on the right side 
of Fig. 3.17b is after in-situ straining TEM.

As an application example, Fig. 3.18 shows a real-time TEM observation of 
dislocation-precipitate interaction processes in a stainless steel sample under a 
tensile straining force. The dislocations pinned by carbide precipitates eventu-
ally bypassed the pinning sites via either a simple mechanism or a complex con-
figuration [107]. In particular, roles of hydrogen in enhancing the mobility of the 
dislocations and in determining the cracking rate along certain directions were dis-
covered using a tensile straining holder working with a gas E-cell [41, 107]. Using 
a similar specimen holder, dislocation dynamics, as well as fracture and plasticity 
deformation mechanisms in nanocrystalline nickel were studied comprehensively 
[108–110]. Heating or cooling is also possible for some straining TEM holders.



833 In-situ Transmission Electron Microscopy

3.3.5.2  MEMS-Based Straining TEM Holder

A deficiency of the conventional tensile straining TEM holder described above is its 
inability to quantify the force load and material deformation displacement. In addi-
tion, only tensile force can be applied. To overcome these problems, MEMS-based 
mechanical testing holders were designed [106, 111]. The key part, a free-standing 
MEMS chip device integrated into the tip of the holder, is fabricated using the stand-
ard silicon-based microfabrication followed by lift-out from the substrate, Fig. 3.19.

Fig. 3.17  a A picture for the tip area of a conventional tensile straining holder. b A specimen 
(left side) prepared for in-situ tensile straining TEM, two holes at the two ends are used to align 
the specimen with the two mounting pins on the holder (labeled p in a). The pin to the left in a 
is connected to a movable rod. Clamps are placed over the mounting pins and the specimen is 
further secured to the position via screws (labeled s in a). The specimen to the right in b is after 
a straining TEM experiment (Courtesy of Dr. Ian Robertson of University of Illinois at Urbana 
Champaign)

Fig. 3.18  In-situ TEM images showing dislocation-precipitate interactions in a stainless steel 
specimen at room temperature. The dislocations pinned by precipitates (black dots) could 
bypass the pinning sites either in a simpler way (left) or in a complex way (right) (Courtesy of  
Dr. Ian Robertson of University of Illinois at Urbana Champaign)
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The force load is applied with a displacement-controlled mechanical,  
thermal, or electrostatic mechanism and the applied load and straining are measu-
reable by displacement-force sensors or differential capacitive sensors. Both ten-
sile and compressive forces are possible to be applied. The dimension and shape of 
such a MEMS chip device is similar to those of the specimen shown in Fig. 3.17b. 
Using a MEMS device with thermal actuation and capacitive load sensing, in-situ 
mechanical testing and TEM observation were performed on multi-walled car-
bon nanotubes, whereby elastic modulus and fracture strength close to theoretical  
predictions were confirmed [112, 113]. Details in designs, working principles, 
experimental examples, and related references for various MEMS devices for in-situ 
nanomechanical TEM can be found in [111].

3.3.5.3  Nanoindentation TEM Holder

The development of nanoindentation TEM holders catalyzed quantitative in-situ 
compressive straining TEM studies. Loading rate control at micronewtons/s and 
displacement rate control at nanometers/s are feasible now driven by mechani-
cal/piezo positioning elements or nanoscale positioning motors. A flat-tip of 
the nanoindentation holder is made from diamond or tungsten, which is used to 
punch into a specimen. As can be seen in Fig. 3.20, the indentation is from a side 
direction, while the electron beam coming from top, images morphological and 
structural changes in the deforming area. Specimen used with this type of nanoin-
dentation holder are either thin films coated on substrates, nanomaterials attached 
to supporting subtracts, or crystals made into a pillar shape with a sub micrometer 
diameter. A focused ion beam (FIB) system is often required to fabricate micro 
pillars because FIB makes sample preparation site-specific and dimension/geom-
etry-controllable. However, because FIB is Ga ion milling-based, it inevitably 
changes surface structure of materials and in turn has effects on mechanical testing 
results. The influence of ion beam milling is increasingly prominent with decreas-
ing object size as a result of the larger surface to volume ratio. Caution is therefore 
called for data interpretation if specimens are prepared using FIB.

Various nanostructures have been studied using the in-situ nanoindentation 
TEM holders. A classic in-situ nanomechanical TEM work is shown in Fig. 3.21. 

Fig. 3.19  Schematic 
illustration of a free-standing 
10 mm × 3 mm MEMS 
chip device which can be 
integrated into the tip of a 
TEM holder for uni-axial 
tensile testing
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A nanocrystalline CdS hollowed sphere with a diameter of 210 nm was applied 
a compression force in a transmission electron microscope. The compression rate 
was 20 nm/s and Time-Load-Displacement curves were recorded in real-time 
accompanied by the correlated shape change revealed by time-resolved TEM 
imaging [114]. Figure 3.21a shows the beginning state and Fig. 3.21b corre-
sponds to the peak load of 13.2 µN right before fracture is observed in Fig. 3.21c.  
An effective stress of 370 MPa, a compressive strain of 16.4 %, and a stiffness of 
2.3 GPa were derived. The values indicated that the stress in the nanocrystalline 
hollow sphere was quite large although the effective stiffness was much smaller 
than in the bulk counterpart [114].

In-situ TEM mechanical testing of WS2 nanotubes was reported using a holder 
with a sharp W tip as the indenter and a flat Pt tip as a support to WS2 nanotubes. 
Both W and Pt tips also served as electrodes to pass electric current through the 
nanowires [115].

Fig. 3.20  Schematic illustration of a nanoindentation holder for in-situ nanomechanical TEM 
(Courtesy of Dr. Zhiwei Shan and Dr. Oden Warren of Hysitron Inc.)

Fig. 3.21  In-situ nanomechanical TEM result obtained using a nanoindentation TEM holder. 
The specimen was a hollowed CdS nanoparticle. a Scheme of the indenting area. For the simul-
taneous TEM observation, electron beam is parallel to the paper-normal direction. b–d A series 
of TEM images showing morphological changes of the nanoparticle from beginning (no load) 
to failure at the time of 3.6 s. e Time-Load-Displacement curves recorded simultaneously with 
TEM observation (Courtesy of Dr. Zhiwei Shan of Hysitron Inc.)
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In-situ nanomechanical TEM on sub-micrometer diameter, FIB-prepared, 
 pillar samples has a great advantage in probing the size effect, e.g., uni-axial size-
dependent strength. Experiments showed a surprising “mechanical annealing” 
effect in which defects in single crystalline Ni pillars, 150–400 nm in diameter, 
could be completely removed simply by applying a mechanical stress [114]. Using 
the pillar samples, systematic in-situ TEM investigations of size effects were also 
performed on single crystalline Ti-Al alloy pillars with diameters between 8 and 
0.4 µm. 1 µm diameter was found to be a mechanism transition threshold below 
which the compression deformation mechanism changed from deformation twin-
ning to dislocation plasticity. The maximum flow stress saturated at a value close 
to the ideal strength of bulk Ti [116].

3.3.5.4  TEM Grid-Based Straining Holder

Recently, an innovative method was developed to conduct in-situ tensile and bend-
ing of nanowires in a transmission electron microscope [117–122]. An epoxy with 
desired strength was used to make colloidal thin films (polymer with high strength 
and transparency) supported by commercially available 3 mm-diameter TEM 
grids. The thin films were intentionally broken prior to or during TEM observa-
tion. Figure 3.22a is a schematic illustration of a Cu grid covered with a colloidal 
thin film on which nanowires were randomly scattered. In a transmission electron 
microscope, the colloidal thin film was heated or irradiated by electron beam to 
make it curling or shrinking. Both mechanisms usually started from the broken 
edges as shown in Fig. 3.22b and c. As a result, some nanowires on the film were 
wrapped into the curled thin films, they were either bent [120, 121] or under an 
axial tensile force [117–119].

Figure 3.23 shows in-situ TEM images of an amorphous silica nanowire. A 
uniform and dramatically reduced wire diameter accompanied by axial elongation 
indicates a super-plastic mechanical property of this specific nanowire [119]. The 
initial nanowire diameter is 36 nm, which decreases to 20.3 nm after tensile defor-
mation. The deformation spreads across a rather wide region (~700 nm, marked by 
the two white bars in Fig. 3.23h) without obvious necking (an indicator of quick 
glass break). This tensile experiment indicated a super-plasticity of about 215 % 
for the silica nanowire studied.

Using the same method, in-situ tensile straining TEM investigations were performed 
on Si nanowires [117], and SiC nanowires [118]. Figure 3.24 shows a case of bending 
a Si nanowire. The bending was imaged in real time imaged at low and high magnifica-
tions. The high-resolution TEM images show full dislocation activities (c and d) [121]. 
Distinctive features of the incipient elastic-to-plastic transitions between the tensile and 
compressive regions of the bent nanowire are clearly seen. Burgers vectors of the dislo-
cations are determined from the high-resolution TEM images (c and d) [121]. Bending 
of SiC nanowires was also investigated, elastic deformation, elastic-to-plastic transition, 
and plastic deformation processes were successfully captured at nanoscale and atomic 
scale in a transmission electron microscope [122, 123].
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Fig. 3.22  The colloidal thin film contraction method for generating a tension force on nanow-
ires. a A drawing of a TEM Cu grid. b TEM micrograph for a hole on a TEM grid covered with a 
carbon supporting film. c Pulling of a single nanowire by the contracted carbon film (Courtesy of 
Dr. Xiaodong Han and Dr. Ze Zhang of Beijing University of Technology, China)

Fig. 3.23  In-situ TEM images showing a superplastic elongation of a silica nanowire under a 
tensile force and a moderate electron beam illumination. a–d The large strains, with the framed 
areas magnified in e–h. Scale bars a–d 500 nm, e–h 50 nm (Courtesy of Dr. Xiaodong Han and 
Dr. Ze Zhang of Beijing University of Technology, China)
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This section about in-situ nanomechanical TEM focuses on typical instruments, 
methodologies, and material systems. Nevertheless, nanomechanical property test-
ing is not limited by the aforementioned in-situ nanomechanical TEM holders or 
methods. For example, it was reported that multi-walled carbon nanotubes could 
be turned into a pressure cell to study the effects of high pressure on nanomaterials 
[124]. In this example, carbon nanotubes filled with Fe3C, Fe, or Co were heated 
to 600 °C in a 300 kV field emission transmission electron microscope. The pur-
pose of the heating was to mobilize defects in the graphite structure of the carbon 
nanotubes so to prevent defect agglomeration, which might destroy the nanotube 
structures rapidly. Self-compression of the carbon nanotubes induced by electron 
beam irradiation generated a compression force on encapsulated nanomaterials. 
~40 GPa pressure or higher pressure deformed, extruded, and broke hard materials 
such as Fe3C as clearly confirmed in the in-situ TEM experiments [124]. Because 
of the page limit of this chapter, some other areas such as in-situ TEM nanotribol-
ogy and in-situ mechanical testing on biological materials are not covered.

Fig. 3.24  A bent Si nanowire. a A low magnification TEM image. b A high resolution TEM 
image taken from the framed region in a. c and d show high resolution TEM images of the 
framed regions I and II in b, respectively (Courtesy of Dr. Xiaodong Han and Dr. Ze Zhang of 
Beijing University of Technology, China)
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3.3.6  In-situ Lorentz TEM and In-situ Electron Holography 
for Imaging Magnetic or Electric Field Distribution

For TEM imaging of the materials containing magnetic or electric field, two TEM 
techniques are commonly used, Lorentz TEM and electron holography.

3.3.6.1  Lorentz TEM: Principle

This is a phase contrast TEM imaging technique, which is used to observe mag-
netic domains. It is based on a phase shift in incident electron waves caused by 
magnetic specimens. Two imaging modes are routinely used. Fresnel mode 
(under- or over-focus imaging) is used for imaging magnetic domain walls. It is 
also sensitive to the change of electrostatic potential in specimens. Foucault mode 
(similar to dark-field imaging) is mainly used to image magnetic domains [125].

In the Fresnel mode, defocus leaves alternating bright and dark lines in a TEM 
image, the bright lines occur at the position of magnetic domain walls at which the 
magnetizations on both sides deflect the electrons towards the wall. If a coherent 
electron source is used, the convergent image of a magnetic domain wall is com-
posed of a set of electron diffraction fringes running parallel to the wall. The over-
focus imaging condition causes an image contrast reversal, see example in [126]. To 
image magnetic domains using the Foucault mode (dark-field-like), the objective  
lens of transmission electron microscope is kept in-focus, an electron diffraction 
pattern is first obtained in which diffraction spots split due to the magnetic field 
in materials. One of the diffraction spot in the split spot pairs is chosen to pass the 
objective aperture to form microscopy images.

The advantage of the Lorentz microscopy is to directly observe important  
features such as location and direction of the magnetic domain walls over a large 
field of view (up to tens of microns) and almost any modern transmission electron 
microscopes can do the job. The shortage is that the specimen surrounding area 
in the electromagnetic objective lens must have negligible external magnetic field 
strength. A popular solution to reduce the influence of the magnetic field coming 
from the objective lens of electron microscopes is to turn off the objective lens 
as well as the pre-field objective lens used for focusing the electron beam. The 
remnant magnetic field at the specimen location can be reduced to 200–300 Oe, 
which is, however, still influential for some soft magnetic materials. In addition, 
image focusing will have to be realized using the first intermediate lens and TEM 
magnification is limited to the use of the second intermediate lens and projector 
lenses. As a consequence, the magnification power is rather weak, usually lower 
than 10,000× [127].

The compromised Lorenz TEM performance on standard electron microscopes 
makes the dedicated Lorentz transmission electron microscope a better choice. 
The dedicated Lorentz microscope uses a weakly-excited long-focal length objec-
tive lens (on the order of more than 10 mm compared to ~2 mm for a standard 
lens) and the specimen is located above the pole piece gap where the magnetic 
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field is a few thousand times lower than that within the pole piece gap. Recently, 
a transmission electron microscope with dual specimen stages was invented with a 
quickly switchable conventional TEM mode and a dedicated Lorentz TEM mode 
[128–132] therefore the microscope can be used for both routine TEM characteri-
zation and for dedicated high resolution Lorentz TEM.

3.3.6.2  Electron Holography: Principle

For materials containing magnetic or electrostatic fields, the phase of incident  
electron waves are modified when the electron waves exit the TEM speci-
mens. Recovering the phase of the exited electron waves will reveal the electric 
or magnetic information in specimens. Electron holography is a technology that 
measures both phase and amplitude of the electron waves. Two or more elec-
tron waves with different phases are brought into interference and form interfer-
ence image (electron hologram), which contains three-dimensional amplitude and 
phase information at an atomic resolution level. In contrast, the phase information 
is not available from all other electron microscopy imaging techniques. Off-axis 
electron holography is the most widely used holography mode nowadays [133], 
in which an electron wave passes through a specimen (the objective wave) and a 
reference electron wave travels in vacuum. An electrostatic biprism system below 
the objective lens combines the objective wave with the reference wave, the inter-
ference between the two waves with different phases forms an electron hologram  
[134–136]. The phase difference stems from a phase shift occurred in the objec-
tive wave when passing through the specimen, and can be recovered to retrieve the 
magnetic or electrostatic potentials in materials. Recent advancement in multiple-
biprism electron holography made this technology even more flexible and powerful  
[128–132, 137–139].

3.3.6.3  In-situ Lorentz TEM and In-situ Electron Holography

If in a TEM study the specimen is under a versatile environment such as temper-
ature change [129, 140, 141], external magnetic field [142–145], bias voltage in 
active functional devices [146–152], or electric current [139, 153–155], one most 
likely should consider in-situ Lorentz TEM or in-situ electron holography. If an 
external magnetic field is required, in-situ TEM holders should be integrated with 
Helmholtz coils or electromagnets to generate a magnetic field at the TEM speci-
men area [143, 144, 156–159]. Another method to apply a magnetic field to the 
specimen inside a transmission electron microscope is to tilt the specimen in the 
intrinsic magnetic field of the objective lens [160–162]. It is also possible to bring 
a piezo-driven magnetic needle close to the specimen [163, 164]. The magnetic 
field in the specimen chamber of a transmission electron microscope can be meas-
ured using a modified TEM holder with a Hall sensor, Hall probe, or samples with 
known magnetic response together with magnetometers [165]
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As an example, in-situ electron holography was used to map the electric field 
distribution surrounding charged carbon nanotubes [166]. The experiments were 
special because the biprism used for electron holography was also made from a 
multi-walled carbon nanotube [167]. It was found that a 70 V electric field acti-
vated electron emission from the tip of a carbon nanotube. This field emis-
sion became stronger at 120 V. Electron holograms were recorded as shown in 
Fig. 3.25a–c, in which phase shifts of the electron wave at applied bias voltages of 
0, 70, and 120 V were revealed as shown in Fig. 3.25a–c.

It can be seen that no electric field exists at the zero bias voltage. At 70 and 
120 V bias voltages, high phase gradients, which correspond to electric potentials 
are seen at the tip of the carbon nanotube specimen. No high concentration of 
electric potential was seen at other locations along the nanotube length. The elec-
tric field strengths were derived based on a comparison between the experimental 
data and theoretical calculations. The measured data also concluded that for the 
same bias voltage, the local electric field strength at the tip of the nanotube was 
inversely proportional to the nanotube diameter [166].

Fig. 3.25  Electron 
holograms (a)–(c), and 
corresponding electron wave 
phase images (A)–(C) for 
a carbon nanotube applied 
with a 0, 70, and 120 V 
bias voltage, respectively. 
In this field emission study, 
the phase images show the 
electric field distributions 
around the tip of the 
nanotube (Courtesy of Dr. 
John Cumings of University 
of Maryland)
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Following the in-situ Lorentz TEM imaging principle, field emission of  
multi-walled carbon nanotubes were also studied using an in-situ biasing TEM 
holder (see Fig. 3.15) which allows a bias voltage of up to 1 kV and wide gap of 
up to 5 mm between the tip of a nanotube and the surface of anode. The wide gap, 
typically 0.5 mm in the field emission study, helps to avoid the electric discharge 
and the influence of outgas from the electrode. The large electric field induced 
high electron emission from the tips of the nanotube specimens and the observed 
emission current fluctuation at >20 mA was attributed to a peel-off damage of the 
carbon nanotubes as observed in TEM images [94, 95], and the liquid character-
istic of Fe particles at the tips of carbon nanotubes was found to be related to the 
temperature effect due to the high emission current [96].

3.3.7  In-situ Ion Beam Irradiation TEM

All of the in-situ TEM technologies except in-situ ETEM introduced so far are 
on the basis of design or modification of TEM specimen holders. Differentially 
pumped E-cell needs the addition of gas restriction apertures and an extra pump-
ing capability on the electron microscope column. There is another type of tech-
nology, in-situ ion irradiation TEM, which also requires extensive modifications 
on the microscope column. An ion beam is used to bombard the specimen while 
the effects are monitored in real time using TEM. The bombardment effects 
include phase changes and segregation, mechanical and structural changes, atomic 
mixing and chemical disorders, compositional changes, chemical reactions, grain 
growth/shrinkage, precipitation/dissolution, defect or bubble formation/growth/
motion/coalescence/removal, destruction, ionization, diffusion, and collision cas-
cades. Ion beam irradiation TEM became possible since 1961 [168] and has been 
well developed and applied for nuclear materials, space and astronautic engineer-
ing materials, semiconductor materials, materials for irradiation environments, ion 
implantation, and deformation mechanisms in materials.

More than 30 units of ion irradiation transmission electron microscopes were 
ever built in the world since 1961, and 11 of them were still in operation as of 
2009 [169]. In most cases, one or two ion beam lines were introduced into the 
microscope column and guided to the specimen area for bombardment. Ion 
sources could be light or heavy ions such as H, He, O, Ne, Ar, Fe, Ga, Kr, Xe, or 
U, and beam energies range from a thousand volts to a few million volts. Usually 
one ion beam line is not so difficult to interface with an electron microscope at low 
elevation angles. Adding two or three ion beam lines, especially at high elevation 
angles requires complicated modifications on the electron microscope column, but 
the reward is the capability of using more than one irradiation condition to explore 
the combined effects.

There are many technical requirements for a transmission electron microscope 
to adopt ion beam lines while it maintains a sound TEM performance. First of all, 
ports are needed and must be vacuum-tight when connecting to ion beam lines. 
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The pole piece gap should be wide enough to accommodate the beam lines and the 
associated accessories such as Faraday cups and electrical connections for measur-
ing the ion flux arriving at the specimen. Both extra ports and a wider pole piece 
gap compromise the TEM imaging resolution. The resolution deterioration may 
be 30–50 % but atomic resolution should still be achievable in modern high-res-
olution transmission electron microscopes. The beam lines can target the speci-
men from high (as high as 90°) or low (as low as 0°) elevation angles but there 
are some TEM operation limits for the low angle ion beam lines [169]. Active and 
passive anti-vibration measures on electron microscopes and appropriate room 
designs are also important to minimize the excessive vibration caused by ion beam 
lines and ion sources.

One of the best known, active and productive ion irradiation TEM instrument is 
at Argonne National Laboratory, USA, Fig. 3.26.

It is usually fully occupied by many ongoing materials research projects. One 
of the applications was to use various heavy ions at different energies to bombard 
the YBa2Cu3O7-d superconductor single crystals to investigate irradiation damages 
at high resolution [170].

Fig. 3.26  300 kV 
H-9000NAR transmission 
electron microscope with 
an ion beam line introduced 
from a side direction as 
marked in the figure. The 
ion beam and electron beam 
hit the TEM specimen 
simultaneously. This 
microscope at Argonne 
National Laboratory is the 
only one of its kind in the 
USA
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Another case in which a significant modification of the electron microscope is  
necessary is so-called the ultrafast TEM or dynamic TEM (DTEM). This is a technol-
ogy that uses two synchronized laser beams with nanosecond or femtosecond pulses to 
generate electrons for TEM imaging and for inducing structural changes in the speci-
men. Details are introduced in Chap. 4 of this book and therefore will be skipped here.

3.4  Some Important Notes

3.4.1  In-situ TEM: Holders and Atomic Resolution

From the above introduction into in-situ TEM technologies, one should be able to 
make an important point: To some extent, in-situ TEM is all about specimen hold-
ers. External fields, forces, or exotic environments can be applied to a TEM speci-
men area through specially designed specimen holders. There is really not much 
technical limit to the holder-based in-situ TEM technology if one has great imag-
ination and creativity. Exceptions do exist; they are chamber-based technologies 
like differentially pumped E-cell (Sect. 3.3.2.2) and ion beam TEM (Sect. 3.3.7).

Taking the most popular in-situ heating TEM as the first example, heating mecha-
nisms vary for different advantages (Sect. 3.3.1). If more than just heating is desired, 
such as in-situ evaporation deposition, one may squeeze two or three heaters into the 
holder’s specimen cup (Sect. 3.3.1). The second example is about site-specific in-situ 
heating TEM on interfaces or grain boundaries. Manual cross-sectional sample prepa-
ration is not only time consuming but also ends up with random chances of having the 
interesting, sub-micrometer structural features involved in the TEM observable area. A 
FIB system is known to be precise for lifting out a microscale piece of sample from the 
site-specific area (e.g. at an interface) and then thin it for cross-sectional TEM obser-
vation. A FIB/TEM compatible in-situ heating holder was thus developed to empha-
size this advantage. Figure 3.27 shows pictures of such a holder used by Tanigagaki 
et al. [171]. At the holder tip, a tungsten heating filament is used for the in-situ heat-
ing purpose. The holder was first loaded into a FIB system for preparation of a micro-
scale site-specific cross-sectional sample containing an interface between a Mo film 
and Ta substrate. A lift-out piece was mounted onto a heating filament and the knob 
at the holder handle was turned to the “FIB” position in order to thin the sample by 
a 40 kV Ga ion beam (Fig. 3.27a). Once the sample was thinned and ready for TEM 
observation, the holder was pulled out from the FIB system, the knob at the holder han-
dle was turned to the “TEM” position and then the holder was loaded into a transmis-
sion electron microscope to do in-situ heating TEM study on the Mo/Ta interface [171].

Improving resolution has always been a major pursue on the roadmap of electron 
microscopy and instrument developments, and in-situ TEM has been following the 
same trend. Along with the efforts to bring various external fields or forces to the TEM 
specimen area, in-situ TEM at atomic resolution is never forgotten, although such a high 
resolution is not always feasible. Some key requirements must be met by both electron 
microscopes and specimen holders in order to achieve atomic resolution in-situ TEM.

http://dx.doi.org/10.1007/978-3-642-45152-2_4
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For the electron microscope, a large pole piece gap provides spacious room for 
inserting devices, illumination or field sources, or manipulators. However, the TEM 
image resolution will be compromised. For ETEM with gas injection ports on the 
pole piece, the electro-magnetic field within the pole piece may become asymmet-
ric which lowers the image resolution, too. An optimized pole piece gap is crucial 
if atomic resolution in-situ TEM is a target. Additional pumps are often necessary 
for ETEM systems, therefore suitable anti-vibration system should be considered to 
reduce the vibration. Gas injection rate, total gas pressure or liquid amount surround-
ing a specimen should also be well controlled to minimize the influence on resolution.

For the in-situ TEM specimen holders, rule number 1 is simplicity. The design, 
arrangement of devices or field sources, sample fixation, wires, and pipelines 
should all be made or arranged in a way as simple as possible. For heating hold-
ers, it is extremely important to minimize or if possible eliminate the support grid, 
which usually contributes a major part of sample drift at temperature change. 
Keeping the power supply low and field- or force-application area local are proven 
to be efficient for lowering the sample drift.

3.4.2  Effects of Electron Beam Irradiation

As charged particles, electrons interact with matter much stronger than neutral 
X-rays or neutrons do. One of the often asked questions or discussed topics is 
the electron beam irradiation effects on phenomena observed during in-situ TEM 

Fig. 3.27  In-situ FIB/TEM specimen holder allows preparation of a microscale site-specific 
cross-sectional TEM sample in a FIB system with the controller turned to position (a), the FIB 
position. After sample preparation by FIB, the controller of the holder is turned to position (b), 
the TEM position, and the same holder is then used to perform in-situ heating TEM (Patent of 
Hitachi High Technologies Corporation, Japan)
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experiments. The question is natural because in-situ TEM experiments are different  
from routine TEM observation. in-situ TEM often concentrates on one specific 
area and the observation may easily take a few tens of minutes or hours. Also, in 
order to continuously record the structural evolution, electron beam intensity must 
be kept high enough to maintain suitable imaging conditions. Such a long time 
electron beam irradiation itself may introduce more considerable changes in the 
materials compared with normal TEM experiments. How to decouple the beam 
effects from applied field effects is always a challenge.

Electron beam irradiation effects are complex. Heating (energy transfer),  
ionization (radiolysis, breaking bond), knock-on or displacement (knock atoms 
out of their lattice sites), electrostatic charging (electron transfer), and sputtering 
(remove atoms from surfaces) are main damage mechanisms [172]. Ionization 
damage may cause severe problems for organic or oxide materials but less prob-
lematic for metallic or semiconductor materials frequently studied with in-situ 
TEM because the ionized electrons can be rapidly replaced. Electron beam heating 
effect often raises a question about the real temperature at the specimen, although 
the temperature in the specimen chamber can be derived or directly measured [48]. 
Depending on materials, beam current, thermal dissipation, and other factors, the 
rise in temperature in a TEM specimen may range from a few to more than a hun-
dred degrees Celsius which sometimes is high enough to cause visible structural 
changes such as motion of dislocations and defects [173–176], or phase transfor-
mations at much lower than nominal temperatures [177]. For the liquid TEM, the 
interaction between the high energy electron beam and the chemical solution pro-
duces species and/or hydrated electrons which may play an important role in the 
observed nanocrystal growth or interaction behaviors.

To know how to reduce the electron beam damage to certain materials is non-
trivial, because the damage mechanisms are usually interrelated and material 
dependent. One popular way is to adjust the accelerating voltage of the electron 
beam. Increasing voltage reduces the thermal and ionization damages but enhances 
the knock-on damage and the surface sputtering and vise versa. Depending on 
materials to study, one must choose an optimum accelerating voltage to mini-
mize the combined beam damages. For example, using 40–60 kV accelerat-
ing voltage for imaging carbon materials (the knock-on displacement threshold 
for carbon is between 27 and 95 kV [178] ), 74 kV or lower for BN nanotubes 
[179], and 200 kV or lower for Si can largely minimize the knock-on damage. 
In combination with the favorable beam energy, reducing as much as possible 
the beam current and shortening the beam illumination time should also be con-
sidered. Based on this consideration, electron microscope alignment and rou-
tine astigmatism correction should be done in an unimportant specimen area, 
and electron beam should be blocked when illumination is not absolutely neces-
sary. Figure 3.28a shows a case of the knock-on damage by a 300 kV electron 
beam (15 A/cm2) to an amorphous carbon shell surrounding a TiO2 nanoparticle.  
The damage became significant after 10 min beam irradiation, therefore it was hard 
to study the graphitization of the amorphous carbon shell by in-situ heating TEM.  
To shorten the exposure time, the electron beam was blocked after taking an initial 
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image at room temperature. The temperature was then raised to 600 °C using an 
in-situ heating TEM holder followed by resuming the electron beam illumination 
to image the structural change. It was clear that the carbon shell was graphitized by 
the thermal field (Fig. 3.28b) rather than electron beam irradiation.

Figure 3.7 shows a similar example, in which a SiC sample was heated for 25 h 
in a transmission electron microscope. Because the electron beam was shut off, the 
observed crystallization of the amorphous intergranular film was clearly independ-
ent of the electron beam effect.

Good conductive contacts between specimen and support or TEM holder also 
enhance thermal dissipation and reduce charging therefore minimizing the elec-
tron beam-induced temperature rise on the specimen and the charging effect. 
Cooling and beam shower (short time pre-illumination with a strong electron beam 
flux) help to retard or reduce the electron beam-induced sample damage and/or 
contamination process. Coating a layer of carbon on the sample surface may pre-
vent sputtering damage. It was also reported that heating some specimens could 
heal the beam damages. Figure 3.29 shows a multi-walled carbon nanotube dam-
aged by 200 kV electron beam (8 A/cm2) irradiation for 20 min at room tempera-
ture. The corresponding EELS spectrum shows a broadened graphite σ* peak. 
Heating the sample to 600 °C largely decreased such beam damage as evidenced 
in the TEM image and the well-defined σ* peak in the corresponding EELS spec-
trum. It was actually a self-healing process in the damaged carbon regions.

Similar healing phenomena under irradiation of a 200 kV electron beam were 
found to cause superplasticity in amorphous SiO2 nanowires and nanoparticles 
[119] and to improve the fracture strength of carbon nanotubes [112]. Heating may 
also cut down the hydrocarbon contamination rate by a factor of 10–30 depending 
on temperatures used [175].

Fig. 3.28  A practical example of reducing electron beam irradiation effects in an in-situ TEM 
experiment. a As-prepared TiO2 nanoparticle wrapped with an amorphous carbon shell. The 
image was taken at room temperature in a 300 kV H-9500 transmission electron microscope. 
b The specimen was heated to 650 °C and held for 20 min with the electron beam blocked, 
and then beam exposure was resumed for imaging. Total electron beam irradiation time was no 
longer than 5 min (the particles shown in two images are not the same ones.)
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No matter what beam energy, electron imaging conditions, and other counter-
measures are chosen, electron beam irradiation-induced damages to specimens can 
never go to zero especially after hours of in-situ TEM observations. In fact, it is 
often seen that the structural changes stem from a combined effect of the applied 
fields and the electron beam irradiation [119]. Caution is always needed in data 
interpretation. It should be a good habit to at least check the less or not irradiated 
neighboring specimen areas to make a comparison with the areas under an inten-
sive and long-time electron beam illumination in order to understand and exclude 
the electron beam effects.

It is interesting to note that in some reported in-situ TEM experiments, electron 
beam irradiation effects were intentionally used to initiate dynamic processes. For 
example, electron beam irradiation was utilized to create knock-on displacement 
of carbon in multi-walled carbon nanotubes at 600 °C and the shrinkage of the 
carbon nanotubes resulted in a high pressure on the Fe3C crystal(s) encapsulated 
inside the carbon nanotubes [124]. Similarly, carbon onions showed self-compres-
sion, too, under electron beam irradiation at ~700 °C [180]. Another experiment 
was about the role of electron beam irradiation on electric field evaporation of car-
bon nanotubes. The onset field for evaporation to start was lowered by about 30 % 
when the electron beam (200 kV, 100 A/cm2 beam current density) was turned on, 
and the knock-on effect was believed to be the main reason [89]. Going back to 
Sect. 3.3.1, a 300 kV electron beam with a beam current density of 2–14 A/cm2 
transferred electrons to the Pt(acetylacetonate)2 liquid solution and reduced Pt2+ 
to Pt [66]. Some beam effects are more significant with high gas pressure in gas 
ETEM. For example, gas molecules may be ionized by the electron beam, making 

Fig. 3.29  Irradiation effects of a 200 kV electron beam on a multi-walled carbon nanotube. At 
room temperature, the electron beam deformed the graphite-like structure on the nanotube walls. 
EELS spectrum shows a broadened carbon σ* peak. Under the same electron irradiation condi-
tion, no distinguishable structural deformation on the nanotube walls was recognized at 600 °C, 
and EELS spectrum shows well-defined σ* peak (Hitachi High Technologies Corporation, Japan)
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the molecules more reactive to interact or etch solid materials. The electron beam 
may also have a potential to be used as electron tweezers to manipulate defects in 
materials.

3.4.3  Digital Recording

A picture is worth a thousand words, a movie tells a story. The in-situ TEM is 
about discovering dynamic responses of materials to the externally applied stim-
uli. In most cases the responses include the structural evolution and many criti-
cal structural changes such as phase transformation or melting often take place 
suddenly without a clear clue beforehand. Therefore, knowing how, and having a 
live TEM observation capability is only the first step, recording what is seen at an 
adequate time resolution is equally important. The conventional film camera takes 
at least 10 s (including film transportation) to complete one exposure, this speed is 
orders of magnitude slower than that of TV cameras (30 frames/s), and certainly 
cannot satisfy the needs for instantaneous exposure and continuous high-speed 
image recording. Video recording for the entire in-situ TEM process is the best 
way to guarantee the capture of any critical moment and the continuous evolution 
processes in materials.

Before digital CCD (charge-coupled device) cameras became prevalent in TEM 
applications in the 1990s, analog TV systems were used starting in the 1980s. 
Electron microscopes output TV signals in standard video formats (NTSC: 525 
lines/50 Hz, or PAL: 625 lines/60 Hz) which allowed users to view the live images 
on a TV screen and record videos using standard video cassette recorders (VCR). 
The standard frame rate was 29.97 frames/s, or 33 ms per frame. The large infor-
mation capacity of the magnetic cassette tapes could support up to 10 h of video 
recording, reviewing the recorded movies was pretty easy. The problems were 
editing and analysis. The video file recorded on a magnetic tape needed to be con-
verted to digital using a special and costly instrument in order to clip videos, grab 
single still frames and add texts or other necessary illustrations. Also, the recorded 
video frames were not quantitative in terms of image intensity linearity. Other 
problems for the TV cameras included uneven background noise, poor dynamic 
range (only ~102), a few tens of times smaller field of view than that of the TEM 
film cameras, and non-square pixels [181].

The 21st century is the digital century with no exception for cameras used for 
TEM. Digital CCD cameras are currently used on all state-of-the-art transmis-
sion electron microscopes, darkrooms for film development and image printing 
have become history in many laboratories. The high sensitivity, high dynamic 
range, high image intensity linearity, correctable background noise, and con-
venience for frame analysis and editing make the CCD cameras ideal for in-situ 
TEM. Via software, continuous digital image output from electron microscopes 
can be captured and made into movie files with the formats of avi, wmv, mpeg, 
etc. It should be noted that the video referred here is defined as a continuous 
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stream of images in time, therefore not necessarily to be NTSC or PAL format.  
A wide range of CCD recording frame rates are commercially available, and 
10–30 frames/s are typically desired for the purpose of in-situ TEM. Higher 
frame rates are certainly desirable but the shortened exposure time for each 
frame lowers the image quality. The frame size in digital video recording varies 
but is typically in the range of 1024 pixel × 1024 pixel or smaller as of today 
yielding to the high speed.

The recent progress in developing CMOS (complementary metal oxide  
semiconductor) imaging sensors sheds a light on high speed and high sensitivity 
digital streaming video recording. Because no charge transfer will be necessary, 
each pixel on the detector chip takes and processes electrons simultaneously on 
their own, this is different from the working principle of the CCD cameras. Digital 
TEM cameras with a frame rate of 1000 frames/s will become a reality in the near 
future although there is still a concern about whether or not the number of elec-
trons recorded on each frame is adequate to present images well. Another concern 
is that if computer processing and image saving speeds cannot keep pace with the 
frame capture rate, frames will be dropped from time to time resulting in sacrificed 
time resolution and information lost. With the advent of digital video recording 
technology, high computer processing speed and associated information technolo-
gies, such a frame drop problem is possible to be avoided. Large hard disk capac-
ity is a must for the live digital video recording which easily generates 20 MB/s 
or more information to be saved, 500–1000 GB capacity should be available for 
each in-situ TEM experiment with a typical 2–4 h total time of video recording. 
Sometimes multiple hard disks are used to save image frames so that frame drop-
ping will not happen.

3.4.4  Technical Challenges Ahead

In the past more than half century, in-situ TEM technology development mainly 
focused on developing capabilities of applying fields and/or environments to the 
specimen area while performing TEM observation. The attention now moves to 
pursue the atomic spatial resolution and high temporal resolution. High prior-
ity will also be given to quantitative in-situ TEM technologies in the near future. 
Although no one will argue that in-situ TEM is entering into a booming time, con-
tinuous and innovative efforts are required to conquer technical and engineering 
challenges that lie ahead, these include but are not limited to:

– How to precisely control and quantitatively measure the applied fields or exotic 
environments at TEM specimens, for example temperature, gas pressure, gas or 
liquid composition right on TEM specimens?

– How to enable the atomic resolution TEM imaging in versatile environments 
applied to TEM specimen chambers?
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– How to achieve sub-nanometer or higher imaging resolution for the in-situ  
liquid E-cell TEM? Chromatic aberration-corrected TEM is certainly one of the 
solutions although the cost is high.

– How to squeeze multiple external fields or illumination sources into the narrow 
pole piece gap of a transmission electron microscope while maintain high reso-
lution power? A large pole piece gap combined with aberration-corrected TEM 
is promising.

– How to observe, capture, and store high quality images at high temporal resolu-
tion on a level of microseconds to picoseconds? The pulsed laser beam-induced 
ultrafast TEM (see Chap. 4) may make a breakthrough in this aspect.

– How to analyze the recorded amount of digital data in a quantitative and effi-
cient time?

– How to identify the side effects of electron beam irradiation and to reduce their 
influences?

– How to deal with beam-sensitive materials? This is a particularly tough  
challenge for in-situ TEM from the technical point of view.

3.5  Summary

Depending on what external fields or forces that are applied to the specimen in a 
transmission electron microscope, one can have in-situ heating TEM, in-situ cool-
ing TEM (LN2 and LHe), in-situ environmental TEM (gas or liquid), in-situ biasing 
TEM (electric voltage and current), in-situ straining TEM (tension or compres-
sion), in-situ Lorentz TEM, in-situ electron holography TEM, and in-situ ion beam 
(or laser) irradiation TEM available for study of materials in stimulating environ-
ments. Real-time in-situ TEM observations at high spatial and time resolutions for 
dynamic structural processes are becoming routine nowadays. In most cases, the in-
situ TEM capability can be realized on any standard transmission electron micro-
scopes, and all that needs to be done is to design a special TEM specimen holder, 
which supplies a desired stimulus to the TEM specimen. These are holder-based 
in-situ TEM technologies. Column-based technologies like in-situ ETEM and in-
situ ion beam irradiation TEM are more favorable when high resolution and multi-
ple external stimuli are desired. The reported in-situ TEM experimental results have 
shown great impact on materials science and nanoscience and nanotechnology. 
New insights have been obtained for fundamental microscopic processes, structure-
property relationships, catalytic mechanisms, and mechanisms governing mate-
rials properties. The more than ever important role of the in-situ TEM in making 
breakthroughs in scientific and technological R&Ds is stimulating another wave of 
advancement in electron microscopy after the aberration-corrected TEM.
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Abstract The development and application of pump-probe instrumentation to 
study rather complex transient events in the solid state, soft matter and life sci-
ences domains has been an area of enormous interest recently. For many years 
the emphasis has been on the laser-pump and laser-probe approach, followed by 
the laser-pump and x-ray probe approach. Lately, another method, the laser-pump 
electron-probe technique, has been gaining interest. Very early experiments using 
this technique have used electrons to explore gas-phase diffraction of photo-stimu-
lated chemical reactions, followed by experiments in the solid state domain, study-
ing for example, rapid phase transformations, solidification processes, twinning, 
and shock propagation. The following chapter will focus on the emerging area of 
ultrafast transmission electron microscopy, or simply ultrafast electron microscopy 
(UEM), as well as on ultrafast electron diffraction (UED). The topics included are 
electron sources for pulsed operation and the appropriate emitter materials for this 
application, electron pulse propagation, electron- and laser-material interactions, the 
operational challenges during an UEM or UED experiment, i.e., time-resolution and 
synchronization, the experimental variations, and the challenges encountered when 
attempting to detect ultrafast experimental processes.

4.1  Introduction

Charged particle beams have, in general, proven to be excellent tools for microa-
nalysis and characterization instrumentation aiming at high-spatial resolution or 
compositional analysis. These methods usually employ energetic electrons or ions 
as measuring probes, simply because they are charged particles that can (i) be eas-
ily accelerated with an electric field (ii) they can be manipulated and focused to 

Chapter 4
Ultrafast Transmission Electron Microscopy 
and Electron Diffraction

Alexander Ziegler

A. Ziegler et al. (eds.), In-situ Materials Characterization,  
Springer Series in Materials Science 193, DOI: 10.1007/978-3-642-45152-2_4,  
© Springer-Verlag Berlin Heidelberg 2014

A. Ziegler (*) 
Microscopy and Microanalysis Unit, The University of the Witwatersrand, 1 Jan Smuts Ave., 
Johannesburg 2000, South Africa
e-mail: alexander.ziegler@wits.ac.za



112 A. Ziegler

form very fine probes—only a few Angstroms in diameter—by means of an elec-
tro-magnetic field, (iii) they interact strongly with the material investigated, and 
(iv) they can be readily detected.

Taking for example, electrons forming a charged particle beam, one can 
accelerate these particles via an applied external electric field to almost any 
desired energy—more precisely a certain velocity. Analytical instruments 
will usually operate with electron energies between 102 and 106 V, which 
translates to electrons travelling at about 2 % and 98 % of the speed of light 
(c = 2.998 × 108 m s−1), respectively. Electrons can reach these speeds because 
of their very low mass, and typically, accelerating energies in excess of 105 V 
will require relativistic considerations as the velocities start to enter the 0.6c 
domain. At these speeds the key advantage of electrons is their unparalleled 
small wavelength. At 100, 200 and 300 kV the wavelength attained by elec-
trons is 0.0037, 0.0025, and 0.0019 nm, respectively (relativity considered). 
Considering the diffraction limited situation with far-field microscopes, d = λ/2, 
where d is the spot radius and λ is the wavelength, reducing wavelength is 
the only means to obtain highest spatial resolution. Thus, the capabilities that 
fast electrons open up in terms of high spatial resolution characterization are 
unique. High resolution transmission electron microscopy (HRTEM) has shown 
remarkable results in the last decade by making individual atoms clearly detect-
able and visible, even of elements as light as nitrogen and oxygen positioned 
in a crystal structure. A static high resolution image was (and still is in many 
instances) revolutionary to the insight and understanding of structure-property 
relationships in many material systems. Yet, the recent developments toward 
in-situ high resolution transmission electron microscopy (in-situ HRTEM), ena-
bling the capturing of the time line of a dynamical process in a sample inside of 
the HRTEM, are opening up even more opportunities to interrogate and begin 
understanding the nature of dynamic processes like melting, solidification, grain 
growth, dislocation generation and movement. These instrumental developments 
are of high interest to many fields of research. The observable processes and the 
capturing/imaging speeds are on the milliseconds to hours time scale. Since a 
more detailed description can be found in Chap. 3 in this book, we will not enter 
this field of in-situ HRTEM characterization any further in this chapter. Instead, 
this chapter will rather focus on the even faster dynamic processes that occur on 
a much shorter time scale, namely micro- to femtoseconds. Ultrafast Electron 
Microscopy (UEM), with special focus on transmission electron microscopy, 
and Ultrafast Electron Diffraction (UED) will be discussed here. The associ-
ated techniques have evolved from the conventional electron microscopy and 
electron diffraction methods. Yet, their common tool is using the electron as a 
charged particle that can excellently be manipulated (accelerated, focused and 
detected) to extract valuable high-resolution information in space and time from 
the sample and its dynamic process that is underway as we observe. The elec-
tron beam thus illuminates a specific area that is undergoing, for example, a 
rapid structural change; so rapid that it cannot be captured any more with the 
slower in-situ HRTEM method.
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The basic principle of many present-day UEM and UED set ups can be 
described as follows: A reaction is triggered in the sample and the time-delayed 
probing beam of electrons creates a distinct signal (diffraction pattern, image) that 
can be collected at specific time delays relative to the beginning of the triggered 
reaction. The triggering of a reaction is usually done via pulsed laser irradiation. 
The idea is simple and plausible, however, the technical implementation, the exper-
imental possibilities, instrumental performance and limitations are multiple and 
often challenging. A few fundamental changes in the way a conventional electron 
microscope or electron diffraction set up is operated are mandatory to enable these 
high time-resolved techniques. The major departure is to convert the conventional, 
continuous electron particle beam into a very short electron pulse. Other alterations 
evolve around the timing and synchronization of an UEM or UED experiment and 
the ultrafast electron detection methods need re-development. The following sec-
tions in this chapter will focus on the capabilities and the limitations of these two 
techniques—UEM and UED, their instrumentation development, experiments and 
future outlook. Described will be the electron sources and suitable materials for 
electron guns, electron pulse generation and propagation, laser-material interac-
tions in the sample, the synchronization issues arising in the actual UEM and UED 
experiment, and finally electron detection in imaging or diffraction mode. A few 
experimental setups will be presented toward the end of this chapter.

4.2  Electron Sources

4.2.1  Electron Emission

There are three principal methods—and a combination thereof—to extract elec-
trons out of a cathode material: (i) thermionic emission, by heating the electron 
source material to high temperatures, (ii) field emission, by applying high electric 
fields, and (iii) photoelectron emission, via irradiation of laser light. All three of 
these methods find application in the UEM and UED. Especially, a combination 
of them seems to be the most promising way to achieve high electron densities for 
very short electron pulses.

In UED and UEM the sources are heated, however, not to the degree that con-
ventional thermionic emission requires. This heating increases the kinetic energy 
of the electrons inside of the source material, yet not to the extent that they could 
overcome the binding forces that hold them within the solid structure. The idea is 
to get them closely to the kinetic energy required to overcome the exit energy—the 
work function of the material. Conventional electron microscopy cathodes consist 
of either tungsten (W) or lanthanum hexaboride (LaB6) tips, which are both widely 
used for thermionic emission. Tungsten has the advantage of being very robust and 
having a very high melting point (3410 °C), thus permitting saturation electron 
current densities of up to 10 A cm−2. However, its work function is comparably 
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high (4.2 eV) and the high operating temperatures cause relatively high vapori-
zation rates, limiting their life time considerably. LaB6 cathodes instead, with a 
lower melting point (2210 °C) are operated at lower temperatures, typically last up 
to 2000 h, exhibit a lower work function (2.66 eV) and the current densities that 
can be extracted are on the order of 100 A cm−2. The disadvantage of LaB6 cath-
odes is their high reactivity at high temperatures, such that the vacuum they are 
operating in requires pressures less than 10−4 Pa.

In field emission the application of very high electric fields to the cathode tip can 
generate electron current densities of the order of 106 A cm−2. Such high electric 
fields cause a narrow potential barrier at the cathode surface, thus facilitating elec-
tron emission by means of the quantum mechanical tunneling effect. The strength of 
the applied electric fields must generally exceed 107 V cm−1, and the cathode needle-
shaped tip must be very fine (radii of curvature <1 μm) and oriented in a particular 
crystal orientation, however, such fields in combination with an insufficient electron 
gun vacuum will accelerate residual gas pressure ions, that bombard the cathode tip 
causing detrimental damage to the cathode tip. The required ultra-high vacuum for 
field emission must therefore be below 10−7 Pa.

In photoelectron emission two parameters are important: wavelength and inten-
sity. Irradiating the cathode material with a laser of suitable wavelength provides 
sufficient energy for the electrons to overcome the work function of the cath-
ode material. For a given material and wavelength of the incident radiation, the 
number of electrons emitted is proportional to the intensity of the incident light. 
Hence, irradiating the cathode material with intense laser light will maximize pho-
toelectron emission, and when using nano-, pico-, or femtosecond focused laser 
pulses, one can generate comparable short electron pulses.

Since the common underlying physical process is to excite bound electrons to 
the degree where they can overcome the work function and exit the material sur-
face a combination of all three methods can be found in UEM and UED.

The combination of an applied external electric field and the laser irradiation 
causing photoelectric emission, both promote an initially bound electron to higher 
energy levels. One has to keep in mind though, that electric field and photoelec-
tron emission are very close, in fact, they overlap when using powerful lasers. 
Classically, in the photoelectron emission that pertains to weak optical fields the 
electron’s energy is increased by the absorption of a single photon of suitable 
wavelength and subsequently this photoelectron can exit the material surface. That 
is the process described above. For strong optical fields, i.e. powerful lasers, one 
needs to consider the effect of the inherent electric field itself that is part of the 
optical field. In this case, the (optical) electric field and not the externally applied 
electric field modifies the emission conditions. The effects are identical: a narrow 
potential barrier is created at the cathode surface, facilitating electron emission by 
means of the quantum mechanical tunneling effect. Therefore, a powerful laser 
irradiating a cathode can be regarded as a photoelectric field emission technique. 
Tuning or choosing the laser wavelength to match the required energy to overcome 
the work function via photon absorption will have it act like photoelectron emis-
sion. Adjusting and varying the laser intensity and as such its optical electric field 
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carefully, allows to operate a cathode between the classical photoelectron and the 
electric field emission technique, hence the terms: photoelectric field emission, 
photo field emission or optical field emission. One can further take advantage of 
the fact that laser light tends to be linearly polarized and that the direction or angu-
lar distribution of the emitted photoelectrons peaks in the direction of the polari-
zation of the incident radiation. Adding the possibility of using a femtosecond 
laser pulse to excite electrons in a cathode will generate comparable short elec-
tron pulses. Generally this combination is very useful and of primary choice to 
generate short electron pulses for UED. For UEM however, adding the thermionic 
emission is very practical. Certainly, heating, or partial heating contributes to the 
increase in the electron’s kinetic energy in regard of overcoming the work function 
of the material, yet, the short laser pulse of suitable wavelength and intensity will 
actually be controlling the electron emission (electron energy and number of elec-
trons emitted). Operating the setup in quasi-thermionic emission has the advantage 
that one can easily operate the entire setup with a continuous electron beam by just 
temporarily blocking the laser pulse and heating the electron source a bit more to 
reach conventional thermionic emission, and carry out electron optical alignment 
procedures which tend to be rather difficult in UEM in pulsed mode only.

Due to the physical characteristics of the processes described, photoelectric 
field emission is prompt with respect to the incident photon. It competes though 
with the thermally induced electron emission processes, which typically occurs on 
a time scale of tens of femtoseconds up to picoseconds [1–3]. These events need 
to be considered when performing the experiment, especially the synchronization 
between electron emission, the time of flight of the electron pulse over a set dis-
tance in the experimental setup, and the time delay desired to capture an event 
after triggering of a reaction in the sample. The definition of ‘time zero’ is critical 
in this case.

In all described scenarios the excited electrons do not leave the cathode tip with 
uniform kinetic energies. Generally, after emission they exhibit an energy distribu-
tion with a full width half maximum (FWHM) of approximately 1, 0.2, and 0.3 eV 
for thermionic, field, and photoelectron emission respectively. Once the electrons 
are in vacuum, they can move freely and as such can be accelerated toward the 
sample.

4.2.2  Emitter Materials

The electron sources, especially the materials for them are usually selected 
according to a set of requirements that need to be met. The primary goal is to 
extract as large a current of electrons as possible, because the intensity of the 
effects that take place in the sample during electron bombardment are greater the 
more electrons can interact with the sample per unit time. Hence, if the experi-
mental aim is to interrogate a dynamic process on the nanosecond time scale, it 
needs to be ensured that the electron source can generate as much electrons as 
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possible in such a short period of time. From conventional electron microscopy, 
where exposure times during image recording typically range between 0.1 and 
5 s, one can deduct that the amounts of electrons required for obtaining a decent, 
interpretable TEM image is on the order of 107 electrons per image, and about 
6x103 electrons to obtain a decent diffraction pattern (add the numbers of elec-
trons lost at apertures and one easily reaches 108 emitted electrons per image). 
Thus, for a similar image or diffraction pattern to be recorded but at much shorter 
exposure times, namely nanoseconds or even faster, one requires the same amount 
of electrons to be present in one single, nano- to femtosecond short electron pulse. 
Therefore, the set of requirements for ultrafast electron guns involves a low work 
function of the material, low vapor pressure, high temperature stability, high 
laser irradiation stability, and the material needs to endure occasional electrical 
discharges.

Table 4.1 presents a number of elements and alloys that are more or less suit-
able as cathode material. One can clearly identify Cs2O as ideal candidate with 
its work function at 1.08 eV, however, Cs as well as other alkali earth metals 
is unstable in air, even at room temperature, and when in service, they evapo-
rate at rates that actually cause undesired contamination of the entire cathode 
housing.

The laser irradiation stability is a very critical parameter. Figure 4.1 demon-
strates how pulsed laser irradiation caused severe microstructural damage to 
a tungsten hair pin cathode that was in service in a quasi-thermionic electron 
emission set up for UEM. Considering this damage and the invariable material 
removal—occurring most likely via ion generation and self-bombardment of the 
cathode when placed inside an accelerating triode set up (cathode, Wehnelt and 
anode)—it becomes clear how important the material selection, composition and 
electron source design is. Currently, the cathode designs for UED and UEM are 
multifaceted. For UED where thermionic operation is generally not required, very 
sharp metal tips have become the most popular design.

In conventional field emission, electron sources can have emission areas down 
to the size of single atoms. In the optical field emission variation, however, the 
source area is typically determined by the area irradiated by the laser—the laser 

Table 4.1  Brief list of 
compounds that exhibit 
acceptable work functions 
and are suitable as cathode 
material.

Compound WA (eV) Compound WA (eV)

Cs2O 1.08 ThB6 2.92
NiCs 1.36 ThO2 2.96
BaO 1.57 PrB6 3.12
SbCs 1.84 Y2O3 3.3
SrO 2.03 BaB6 3.45
CaO 2.34 ZrC 3.8
CeB6 2.59 AgBr 3.9
LaB6 2.66 AgJ 3.96
SrB6 2.67 HfC 4
CaB6 2.86 ZrO2 4.2
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spot diameter on the cathode, which is generally on the order of one microme-
ter. Additionally, fine tungsten and gold tips, which are electrochemically etched 
to very small tip radii (on the order of 20–150 nm) are smaller than the irradi-
ating laser wavelength, and as such provide perfect conditions for an additional 
electric field enhancement at the tip apex by about a factor of 4–5 [4]. Although 
these emitter characteristics are desired for very interesting and promising appli-
cations, the conditions especially for electric field enhancement will also demand 
that the material microstructure can withstand such highly localized extract-
ing fields. Generally, single or few-electron emission is achieved, and the elec-
tron currents that can be emitted from these fine tips are of the order of pico- to 
nanoamps. This however, is not quite in line with the demands for other interest-
ing applications of UED or UEM. For these, much higher electron currents are 
required—on the order of a few hundred microamps. Hence, the small material 
volume at the fine tips, which is exposed to these demanding operating conditions, 
has obviously less capacities for increased energy deposition and dissipation, and 
the diffusion of excess electron–gas heat than their bulk counterparts. One has to 
consider that intense laser-material interactions are rather used to study purpose-
ful material damage, i.e., inflicting very steep temperature gradients, phase explo-
sions, extremely rapid and highly localized electron–gas heating, electron–phonon 
scattering, shock wave propagation, pair excitation, etc. One should therefore not 
expect that in delicate cathodes these detrimental interactions between intense 
laser light and material are suddenly not taking place.

Comparably “bulk” cathode designs are currently being used for UEM appli-
cations. The current research focus is more on the material compatibility and 
resistance to the demanding operating conditions. Hair pin type cathodes, typi-
cally made of fine tungsten wires (50 μm in diameter) with a suitable coating 
at the tip have been experimented with. Table 4.2 lists a few material composi-
tions that are possible, yet their reliability and especially their reproducibility is 
limited.

Fig. 4.1  Laser irradiation 
induced microstructural 
damage on a tungsten tip
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The coating tends to be either molten or sintered to bond to the hair pin tip. 
Molten coatings exhibit often very smooth surfaces, occasionally with small eleva-
tions and bumps. The latter, however, instead of becoming preferred electron emis-
sion locations due to high electric field concentrations, they are most often preferred 
sites for electric discharge generation at high extraction and acceleration fields. 
Moreover, the molten material relocates away from the actual tip of the hair pin 
due to capillary forces driving the liquid up the hair pin shaft, and once in the liquid 
state, phase separation and/or alloy formation with the tungsten wire can take place. 
The aim is to not have the tungsten come through the molten layer, as its high work 
function is not desirable and it should thus not be exposed to the laser irradiation. 
Alternatively, the sintered material at the hair pin tip tends to exhibit rather rough 
surfaces, but bonds well to the tungsten wire and remains in place at the tip, and 
does not undergo alloy formation. The chances of electric discharges are given, but 
because the surface roughness covers the entire tip and is not just sparsely distrib-
uted over the entire surface area, electric discharge occurs less often than with the 
molten counterparts. In fact, the surface roughness creates a much larger surface 
area than the smooth molten kind of tip. This proves to be of great advantage when 
irradiated by the laser, because many more electrons can be emitted simultaneously. 
In projection, the irradiated area corresponds to the laser spot on a smooth surface, 
yet the true surface area that is excited and where photons deposit their energy can 
be much larger on a rough surface. The laser photons penetrate the rough surface at 
all locations within the laser spot. However, some locations are reached and excited 
earlier than others and, unlike on a smooth surface, many locations are not perpen-
dicular to the incident irradiation. The consequence is that electron emission is most 
irregular and not perfectly in phase with each other. Moreover, the electrons tend 
to be emitted in all possible directions and are not necessarily pointed toward the 
anode or in the direction of the laser polarization. Hence, the number of emitted 
electrons is large, but their orientation and energy distribution is large too.

These sintered cathode tips are most promising in terms of high electron yield 
per laser pulse. A few carefully selected and manufactured material combinations 
have shown electron emission currents up to 1.5 milliamps. Especially ZrC coated 

Table 4.2  Brief list of 
combinations of coatings and 
carrier materials that exhibit 
acceptable work functions 
and are suitable for pulsed 
cathode operation.

Coating Carrier WA [eV] Coating Carrier WA [eV]

Cs Pt 1.39 Na Pt 2.1
Cs W-oxide 1.44 BaO W 2.1
Rb Pt 1.57 La W 2.13
K Pt 1.62 Ce W 2.71
Cs W 1.64 U W 2.95
B W 1.75 Zr W 3.14
CaO Ni 1.77 Th W 3.2
Ba PtIr 1.77 W-oxide W 6.24
Ba W-oxide 1.8 Ni-oxide Ni 6.34
Na W 2 Pt-oxide Pt 6.55
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tips fall into this category, and they have also proven to have acceptable lifetimes 
(weeks to months). Their emission and operation characteristics (work function, 
resistance to laser induced damage, temperature stability, low reactivity, good 
bonding to carrier wire) are satisfactory.

There are a few other cathode designs that are being used in UED and UEM 
setups. One of them is to back-illuminate a thin metal foil with the pulsed laser 
to emit electrons out from the front. A development relying on the same principle 
is using negative electron affinity photo cathodes, Fig. 4.2a. Here the laser enters 
through an expansion matched glass covered with an anti-reflection (AR) coating, 
a AlGaAs diffusion blocking layer, an active region, and finally the Cs2O acti-
vation layer that emits the electrons. The advantages are: low noise, low energy 
spread, high brightness, and a submicron emission area. The greatest disadvantage 
is the continuous Cs desorption and diffusion, requiring almost continuous cesia-
tion of the activation layer. The consequences are lifetimes of only 75–100 h at 
50–160 nanoamp emission currents. Another interesting setup is to coat a short 
(few centimeters) fiber optic guide with a suitable material compound that yields 
high density electron pulses when back-illuminated with a powerful laser pulse 
through the fiber optic guide, Fig. 4.2b. The problem here is the mediocre bond-
ing characteristics of the coating materials to the glass fiber optic, laser irradiation 
endurance and possible absorption, damage and ensuing loss of power inside the 
wave-guide. Moreover, the coating has to be thin enough, such that it is almost 
light transparent, for the photons coming from the backside to still generate elec-
tron emission out of the front.

Fig. 4.2  a Negative electron affinity photocathode, using back-illuminated Cs2O films on sem-
iconductors [5], b Fiber optic wave guide coated with suitable material for electron emission, 
back-illuminated through the wave guide with a laser to emit electrons at the tip [6]
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4.3  Electron Pulse Propagation

Once the electrons are emitted and in free space they are accelerated and focused 
onto the sample. For UEM, currently the same gun designs that are most common 
for conventional electron microscopes are in use. That is, the emitting cathode is 
opposite a centrosymmetric set of electrodes, the Wehnelt electrode and the anode. 
The cathode is at a high negative potential, whereas the Wehnelt electrode is only 
slightly negative with respect to the cathode potential. This creates a potential 
threshold, causing an accumulation of electrons and a localized space charge right 
in front of the cathode that the emitted electrons have to overcome to continue 
acceleration toward the anode. By varying the Wehnelt voltage one can control this 
potential threshold and as such manipulate the emitted electron current within a 
wide range. The Wehnelt electrode and the anode also function as an electron opti-
cal lens system that shapes and directs the electron pulse—a necessary function. 
Generally, this electrode combination cathode, Wehnelt and anode allow forming 
a small disc-shaped image of the emitting area on the cathode, a crossover, and 
as such generating a powerful electron probe where a large current density and 
a small angle of divergence can be achieved. This however, can only be accom-
plished, when the Wehnelt electrode potential creates a threshold that is so high 
that only the most energetic emitted electrons that are also directed straight toward 
the anode can make it through the space charged area in front of the cathode. This 
automatically filters out low energy electrons and those with a high angular dis-
tribution. One certainly does not want to reduce the eagerly generated maximum 
number of electrons in a single pulse (up to 1012 electrons/m2/ps), yet to form a 
usefully shaped electron pulse in terms of energy and velocity distribution, one 
needs to carefully strike a balance between maximum number of electrons and 
suitable electrons.

As much as electrons can be influenced by an external electric and/or magnetic 
field, their inherent charged state can become an insurmountable obstacle when it 
comes to highly dense electron pulses in UED and UEM. The biggest challenge 
is the repulsive Coulomb force acting on the individual charged electrons when in 
close proximity—space charging. It limits the formation and propagation of ultra-
short (femto- to nanosecond) electron pulses considerably [7–10]. This detrimental 
condition is certainly met at focal points and crossovers along the beam path in 
UEM. Ultrashort electron pulses broaden in space and lengthen in time by orders 
of magnitude depending on the distance (or time) traveled and the amount of elec-
trons they consist of. For example, a 200 fs long, 60 kV electron pulse containing 
1010 electrons/m2 quickly elongates to 2 ps if traveling for about 5 ns. To avoid 
pulse lengthening it may not travel for longer than 0.5 ns (Fig. 4.3), which cor-
responds to 7.2 cm. The lateral spread in space of an “overcharged” electron pulse 
causes similar problems. Although electrons can be focused to spots only a few 
Angstroms in diameter, this does not apply anymore when more than several mil-
lions of electrons need to go simultaneously through focal points and crossovers 
(only nano- to micrometers in size) as required in electron microscopes. Besides 
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the space-charge related effect of pulse broadening, the energy spread ΔE of the 
accelerated electrons (30–300 keV) will cause similar dispersion of the electron 
pulses. Electrons with slightly more energy are accelerated to faster speeds and 
will travel further than less accelerated electrons within the same electron pulse—
the pulse begins to stretch. These implications mandate short distances when 
employing ultrashort electron pulses, which is inherently a problem in relatively 
large electron microscopes. Already, one single electro magnetic lens may exceed 
the maximum distance an ultrashort electron pulse may travel before too much 
broadening and lengthening occurs.

Hence, pulse compression techniques are required. These methods range 
from simple reflection of the dispersing electron pulse off flat electrostatic fields, 
whereby the faster electrons penetrate the field deeper and reverse direction of 
travel later than the slower electrons, to radio-frequency (RF) cavities [10], gradient 
acceleration and traveling self compression, and correlations between a synthetic 
optical-field and the electron-pulse, employing the effects of the ponderomotive 
force [11], (Fig. 4.4). Experimental setups for UED allow meeting such require-
ments best, since distances can be kept short and modifications to the setup can be 
easily implemented—from the electron source, over pulse compression elements, to 
the sample and to the detector. It is important to keep in mind that the electron pulse 
will always be subject to Coulomb forces broadening it in all dimensions. This cer-
tainly also applies after the pulse exits any pulse compression section(s) installed 
along its path—it will invariably start broadening again. Pulse compression can 

Fig. 4.3  Electron pulse spread depends on the number of electrons it contains and the time (or 
distance) it travels after being emitted from the source
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only temporarily re-shape the electron pulse at specific positions. Thus, it is helpful 
to perform pulse compression right before the sample, where pulse length is most 
critical for the achievable time resolution of the instrumentation.

Single-electron pulses instead do not experience Coulomb repulsion. They can 
be regarded as the ultimate non-dispersing electron pulse. They are only subject to 
the inherent energy spread ΔE and its consequences when accelerated. They can 
be employed in UEM, with all the bulky electromagnetic lenses, and they can be 
employed for UED. The drawback of single-electron pulses is that single-electron 
scattering events are insufficient to capture the entire ultrafast action occurring in 

Fig. 4.4  Electron pulse compression techniques: a Radio frequency-cavity, where fast traveling 
electrons at the pulse tip are retarded whereas slow traveling electrons at the pulse end are accel-
erated. b Tilted electron pulse compression, where an accelerating potential gradient (U ± ΔU) 
causes an energy gradient, inducing a controlled velocity gradient and facilitating traveling self-
compression of the electron pulse. c Ponderomotive force based pulse compression, where a 
synthesized standing optical wave is velocity synchronized with the electron pulse and the pon-
deromotive force is able to shape the incoming electron pulse to extremely short electron pulses. 
Electron pulse duration is indicated by Δt, where t is time
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the sample all at once. A solution to that is to increase their repetition rate. But even 
with very high repetition rates, one needs to revert to a recurring reaction in the sam-
ple, that is, the triggered reaction in the sample needs to be reversible [12–14]. A 
one-time, irreversible reaction is impossible to track with just one electron. A repeti-
tive reaction in the sample can be examined only because every time the reaction is 
initiated a single-electron scattering (probing) event is recorded, contributing each 
time to the completion of the final picture, either in diffraction or in imaging mode, 
UED or UEM respectively. At repetition rates of MHz or GHz, the entire experi-
ment could be concluded in less than a second (provided the reaction in the smple 
returns to the original state that fast), with sufficient scattering events and a useful 
diffraction pattern that can be evaluated. A multitude of reactions in the chemistry 
and biology domain are ideal candidates, as well as reversible solid–solid phase 
transformations and magnetic domain switching in the materials sciences. However, 
phase-explosions, melting and re-crystallization events are most likely not.

There is currently no better option for these irreversible reactions in a sample 
than using multi-electron pulses, containing as many electrons as can be generated 
and also compressed into one pulse [15–18]. Emission limits are currently ~1012 
electrons/m2 per sub-500 fs pulse. One has therefore only one single shot with one 
single multi-electron pulse to perform the entire experiment, because after that the 
sample has either transformed irreversibly or has been destroyed. There are cases 
and experiments where the reaction is not as fast and femtosecond pulses are not 
necessarily required to interrogate the time line of the process. In such cases one 
can indeed revert to multi-electron pulses, where space-charge effects and pulse 
broadening is not as critical, because the reaction time line is on the order of nano-
seconds or even microseconds [17–25]. At these speeds—taking space-charge 
effects into account—one can perform time-resolved electron microscopy, UEM. 
The high spatial resolutions as attained with non-pulsed electron microscopes can-
not be achieved though, because the correlation between space and time resolutions 
involves some inherent uncertainties Δt and Δx at the ultrafast time scale [26].

4.4  Electron- and Laser-Material Interactions

The simple concept behind ultrafast experiments was summarized at the begin-
ning of this chapter: A reaction is triggered in the sample and the time-delayed 
probing beam of electrons creates a distinct signal (diffraction pattern, image) that 
can be collected at specific time delays relative to the beginning of the triggered 
reaction. In the current scientific literature the word “ultrashort” refers to the time 
domain ranging from femtoseconds to picoseconds. Accordingly, the word “ultra-
fast” refers to physical, chemical, and biological events that occur on that time 
scale, and hence the terms femtophysics, femtochemistry and femtobiology can be 
found in the recent scientific literature. Femto materials science seems to be less 
known, possibly because it overlaps with femtophysics and in some aspects with 
femtochemistry, because ultimately we are all trying to understand how atoms and 
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electrons behave. Even faster processes than “femto” occur on the attosecond time 
scale. The main driving force for ultrafast science in physics, chemistry, biology 
and the materials sciences is the development of better, faster, brighter and more 
stable lasers. Without pico-, femto- and now attosecond laser pulses ultrafast sci-
ence would hardly be possible.

4.4.1  Ultrafast Conditions in Matter

The physical situation in a solid when it interacts with an ultrashort laser pulse 
can generally be described as follows (the time scale of such process stretches 
over several orders of magnitude): The laser pulse impinges on the surface of a 
material (assume a metal), and immediately after photon absorption via inverse 
Bremsstrahlung the free electrons have a non-thermal energy distribution and there-
fore no specific temperature can be assigned to the system. This condition changes 
within the following few hundred femtoseconds as the electron gas thermalizes due 
to electron–electron scattering. A precise, but extremely high temperature (several 
thousand Kelvin) can be attributed to the system now. The ensuing transfer of energy 
to the lattice requires a few picoseconds, due to electron–phonon scattering. Many 
electron–phonon collisions are necessary—phonons are much heavier than electrons 
(mp/me ~ 105)—in order to move phonons and to heat up the lattice. The lattice ther-
malizes and approaches an equilibrium temperature afterwards via phonon–phonon 
scattering. At sufficiently strong peak intensities material can be ablated.

The electron–electron and the ensuing electron–phonon scattering process has 
traditionally been described by a two-temperature model [27, 28], including two 
separate heat capacities, one belonging to the excited free electron gas (Te and Ce), 
the other to the lattice phonons (Tl and Cl).

where E is the absorbed laser energy, g the electron–phonon coupling constant, Ce 
and Cl the heat capacity, and ke and kl the thermal conductivity of the excited elec-
tron gas and the lattice, respectively. Ce is approximately two orders of magnitude 
smaller than Cl, and hence the increase in temperature of the bulk will be only a 
small fraction of the excited free electron gas temperature. However, this descrip-
tion is valid only when Te is known. Unfortunately, this is not the case at times 
shorter than 100 fs—before the electron gas thermalization. For shorter times, a 
model based on effective potentials needs to be used [29].

The time domain shorter than 100 fs is scientifically becoming very interest-
ing, and the precise absorption and electron-relaxation processes occurring in the 
very localized volume at these extremely short times are not fully understood yet. 

(4.1)Ce ·
∂Te

∂t
= ∆(keTe) − g(Te − Tl) + E(z, t)

(4.2)Cl ·
∂Tl

∂t
= ∆(klTl) − g(Te − Tl)
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Extremely high temperatures and pressures can be expected. The lattice may instantly 
disintegrate under such conditions, because a transfer of energy from the excited elec-
trons to the lattice (electron–phonon scattering) may not be possible. The result is a 
direct, ultrafast solid–liquid (and/or solid-plasma) phase transformation [30–32].

Under less than critical conditions but immediately after electron relaxation, 
the effective potential instantly takes on its new condition with a new equilibrium 
separation of the ions. However, the rather sluggish response of the much heavier 
ions to the altered effective potential, which is forcing the ions into new positions, 
results in enormous transient pressures building up in the irradiated area. The 
result are extremely high pressure gradients that can either disrupt the local lat-
tice and/or send shock waves (compressive and tensile stresses) into the surround-
ing microstructure, causing spallation at free surfaces and interfaces intercepting 
the shock wave path. The interface bonding characteristics, especially those of thin 
films deposited onto substrates could be examined.

The circumstances are different during the energy deposition of a nanosecond 
long laser pulse. When the deposited laser energy is sufficient and the time frame 
long enough to establish a relatively stable temperature distribution in the sample, 
slightly above the melting temperature, then the sample, for example a thin film, 
has reached a highly local hydrodynamic state of imbalance [26]. Capillary forces 
at the surface(s) are acting and will result in shear stresses—in accordance with 
the dependence of the surface tension on temperature and volume fraction of sur-
face impurities (e.g., oxygen), γ = γ (T, X).

Impurities will modify the surface structure by replacing lattice atoms, thus altering 
the surface tension characteristics. The resulting shear stresses will initiate a transport 
of liquid (melt) (Marangoni effect). The thermal gradient ∂T/∂r and the compositional 
gradient ∂X/∂r create a thermo- (∂γ/∂r)X and/or a chemo-capillary (∂γ/∂r)T driven 
flow of matter. Accordingly, three scenarios can be distinguished in Fig. 4.5a, b and c.

In case (a), pure metals, there are no contaminating elements involved (X = 0), 
and thus thermo-capillary forces will control the shear stresses. The Gaussian 
shaped energy distribution of the laser pulse imposes a negative thermal gradient 
∂T/∂r onto the thin film, whereas the thermal coefficient (∂γ/∂T)X = 0 is negative for 
pure metals. As a result, the shear stresses ∂γ/∂r are positive, pushing the molten 
material unidirectionally toward the colder, solid perimeter of the irradiated area. 
Under such conditions, a hole in the film can be created at the center of the melt. 
In case (b), contaminated metals, X ≠ 0. Before, and at the beginning stages of 
irradiation, there is no, or no significant, gradient of the contaminating species, 
∂X/∂r = 0. Contaminants are homogeneously distributed. The initial flow of mate-
rial will be controlled, as in case (a) only by the thermo-capillary forces, moving 
outward (radial). As the energy deposition of the laser continues to heat up the thin 
film, a low-viscosity surface layer of melt tends to flow to the colder perimeter 
faster than the “bulk” material inside the film. This creates a redistribution of the 
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impurities/contaminants (impurities are moving away from the center of the irradi-
ated area) and thus ∂X/∂r > 0. The growing chemo-capillary force starts to coun-
ter balance the thermocapillary force, and the initial outward flow of liquid matter 
may now be retarded (and even reversed). The governing parameter is the degree 
of surface-active contamination. The surface tension and its temperature depend-
ence ∂γ/∂T are strongly affected by the overall impurity concentration at the film’s 
surface. If X ≫ 0, then γ(T) exhibits a local maximum at a specific temperature 
T0, and the thermal coefficient (∂γ/∂T)X is positive below and negative above T0, 
respectively. The laser fluence (or the deposited energy) becomes now a control-
ling parameter. If the temperature in the entire irradiated area remains below T0, 
and with ∂T/∂r < 0, the thermo- and the chemo-capillary forces will move the melt 
toward the center. If T > T0 within a certain range r < r0, then two competing driv-
ing forces push the liquid in opposite directions. For 0 < r < r0, the thermal coef-
ficient (∂γ/∂T)X is negative, and the liquid flow is in many cases driven outward by 
the thermo-capillary force (the thermal gradient tends to be steeper than the com-
positional gradient, (∂T/∂r) > (∂X/∂r)). Outside this area, r > r0, the temperature 
is below T0 and (∂γ/∂T)X is positive, and concomitantly the flow of liquid directed 
toward the center. This scenario can result in a ring (or network) of liquid material 
suspended temporarily in space before it breaks apart. Depending on the dominat-
ing movement (in or outward), the ring/network or fractions thereof may impact 
on the perimeter of the created hole or collapse in the center. Those dynamics can 
be highly complex. In case (c), over-heated thin films, a very high temperature at 
the center of the irradiated area causes the surface-active impurities to vaporize 
right away. This results rapidly in ∂X/∂r > 0 and in addition, since the central area 
affected by this mechanism is relatively small, one finds that the temperature gra-
dient for small radii ∂T/∂r here is not as steep, and therefore (∂T/∂r) < (∂X/∂r). In 
this case, the chemo-capillary forces dominate, driving most of the liquid toward 
the center and detaching it from the perimeter.

Fig. 4.5  Laser-material interactions on thin metal films. a Pure metals, b Contaminated metals, 
and c Over-heated thin films
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Laser pulses with high fluences can catapult a material system into regimes 
of extreme pressures and temperatures never attained before [33], and this with 
very high heating and cooling rates (up to 1011 K s−1). The interactions are pre-
dominantly non-linear. The internal pressure generating mechanisms are different 
at different times of observation—femto- to nanoseconds, electrons and lattice 
ions respectively. Upon quenching, the material system may follow previously 
unknown paths of nucleation, crystallization, and grain growth. As a result, 
microstructures may also exhibit extraordinary material properties as in the case 
of “black silicon”—a surface modification of silicon, resulting in very low reflec-
tivity after being irradiated by a set of laser pulses in a halogen gas environment 
[34–41]. The surface of such laser-treated silicon develops a rather self-organized 
structure of micrometer-sized cones and the concomitant “new” material prop-
erties include enhanced absorption, extending into the infrared spectral range 
below the band gap of silicon. Pulsed laser-material interactions and the results 
are multifaceted: solids are able to undergo a phase transition without appreci-
able heating of the bulk lattice, electron dynamics can be triggered explicitly 
at solid interfaces, demagnetization and a dielectric breakdown in solids can 
be induced [30, 42], and rapid phase changes can be set off locally in memory 
alloys and small structures. Examination of pulsed laser-treated micro- and espe-
cially nanostructures on surfaces and their already size-dependent properties is as 
appealing as the possibilities that open up when a laser pulse is tightly focused 
onto a plane inside of a transparent material [31, 32, 43–51]. Nonlinear optical 
absorption occurs, leading to very high temperatures and a change of the mate-
rial microstructure at the focal point. This type of tailoring (or machining) of the 
material very locally has had some significant implications in medical applica-
tions. Corneal tissue can now be removed without any noticeable indication of 
thermal damage to the neighboring tissue, and functional neurosurgery could 
possibly also benefit from the highly localized ablation possibilities of ultra-
fast laser pulses. Furthermore, the extremely high intensities of such short laser 
pulses can cause a plethora of laser-material interactions [33], including laser-
induced collision through pair excitation, double ionization, interatomic cou-
lombic decay, stimulated scattering, soft bonding and vibrational trapping in 
molecules, and optically excite non-thermal electrons in nanostructures. A few 
examples of the outcome of laser-material interactions and the material response 
are shown in Fig. 4.6. Laser induced quenching is also able to “freeze” a micro-
structure into a semi-stable state not attainable otherwise, involving for example 
high dislocation densities. This opens the possibility for precise strain engineer-
ing: a purposeful, precise placement of residual strain fields and strain generating 
areas of high dislocation density, which is currently a method under considera-
tion to further reduce the dimensions of the next generation of electronic devices 
[52]. Precisely positioned residual internal as well as surface strain fields can 
strongly affect the free carrier mobilities in semiconducting materials.

One needs to be aware of the fact that in UED and UEM only very thin sam-
ples can be investigated and that the results may not always be representative and 
applicable to bulk properties. For conventional TEM investigations, also on thin 
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Fig. 4.6  UEM bright-field images of: a Creation and disintegration of a network of melt in a 
laser-irradiated 45 nm thick Ag foil. Surface evaporation and an ensuing decomposition of the 
cell walls (after 100 ns) accompany the disintegration of the network. b The high viscosity of 
the melt of a laser-treated 33 nm thick Ge foil helps explaining the formation of very long and 
thin filaments of melt. They rupture after 75–100 ns due to a Rayleigh-instability in melt droplets 
(150–175 ns). c Phase explosion in a 30 nm thick Ni foil. The untreated sample exhibiting bend 
lines (−∞), melting (0 ns), abrupt generation of gas bubbles (5–13 ns), and expansion and com-
pression waves (15–30 ns), final state +∞. d UED diffraction pattern illustrating the decrease of 
the lattice spacing from Ti {10–11} hcp to{110} bcc due to heating. (top) Pattern of the Ti film 
before treatment (bottom). Displacement of the reflections framed in (top) with increasing time 
after the laser pulse. Each picture was taken at the indicated time after the treating laser pulse 
from a fresh location of the same film, treated with a pulse of the same fluence. (images a, b, c, 
d: courtesy Dr. Holger Dömer [25] )
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Fig. 4.6  continued
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samples, this issue has been resolved in the past by careful and repeated exami-
nation and consideration of such boundary condition effects. For the dynamic 
aspects of thin samples this may be different. The presence of surfaces on both 
sides and the fact that the laser that usually triggers a reaction of interest in the 
sample can fully penetrate and activate the entire sample volume (laser penetration 
depth of approximately 100 nm), certainly represents a different scenario than the 
same laser triggering a surface reaction on a bulk sample, where no second (back 
or exit) surface is reached, which may influence the reaction.

Nevertheless, in order to comprehend the dynamic processes behind such inter-
esting physical and chemical changes one also needs to start thinking about the time 
domain between micro- and femtoseconds. Electrons, atoms, molecules, and even 
larger living subjects like cells tend to move, change shape, position and confor-
mation, and possibly also composition over time—short times. There seem to exist 
fundamental event durations that will need to be taken into account when address-
ing ultrafast science aspects. For example, atomic motions at the length scale of a 
few Angstroms take place within a few femtoseconds. Localized processes involv-
ing optical phonons, defect formation and non-thermal melting occur in the fem-
tosecond to picosecond, time range. The ensuing events of acoustic phonon 
generation, structural phase transitions and even strain propagation occur at much 
longer times, from nano- to microseconds. The hierarchy of length scales may 
therefore correlate with time scales. Common to all courses of action is that the 
more large-scale “global” events, occurring at later times have their initiation at the 
very short times and distances. These time scales are becoming very critical when 
designing a UED or UEM experiment. It will be almost impossible to capture an 
event occurring within 10 fs with a 1 nanosecond long electron pulse, even if the 
event is timed such that the electron pulse and the reaction of interest perfectly over-
lap in time. The number of electrons in the entire electron pulse probing the sample 
is set to, for example 106, but since the reaction is 105 times faster/shorter, only 10 
out of the 106 electrons will actually be probing the reaction—clearly a condition 
yielding a very poor signal-to-noise ratio. Experimentally, one must consider that it 
takes a few picoseconds to generate a decent electron pulse and this pulse needs to 
travel for a few hundred more picoseconds from the source to the sample. Hence, 
the synchronization between the pulse’s time scale and the triggering of the reaction 
in the sample becomes an important experimental parameter. Timing is key.

4.5  Time Resolution and Synchronization

4.5.1  Electron Pulse Profile

The best achievable time resolution and the optimum synchronization of events 
in the entire UED or UEM experiment is fundamentally tied to the duration of the 
probing electron pulse. Currently, it is the primary factor limiting temporal reso-
lution, and it is therefore very important to properly characterize and determine 
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pulse length and shape. However, this is not a straight forward process and it is 
furthermore complicated by the fact that the electron pulse broadens due to 
Coulomb repulsion acting between charged particles. Any pulse length and shape 
characterization can therefore be regarded only as a specific snapshot in time and 
space of the traveling electron pulse. At any other location the electron pulse will 
have a different length and shape. It is therefore most appropriate to characterize 
the electron pulse at the location where it matters most—the sample, where the 
reaction occurs. A short and well defined pulse at this location will determine the 
time resolution of the UED or UEM experiment.

Currently a good technique that allows electron pulse shape characterization 
is a streak camera. Here the temporal profile of the electron pulse is transformed 
into a spatial profile and recorded on a detector, by causing a time-varying deflec-
tion of the incident electron pulse. For electrons, a quickly modulated electric field 
between a pair of deflection plates serves this purpose and the electron pulse is 
swept over a linear detector, usually a charge-coupled device (CCD). The result-
ing image, a “streak” obtains detailed information about the pulse duration and 
other temporal properties of the pulse. The time resolution of such a streak camera 
is related to its response to the changing electric field at the deflector plates, the 
dimensions of the deflector assembly and its distance to the detector. Streak speeds 
of up to 2 × 108 m s−1 have been achieved [14, 53, 54] resulting in an instru-
mental time resolution of approximately 500 fs. However, the physical dimensions 
of these streak cameras (several centimeters) are also an obstacle to the achiev-
able precision too, because the electron pulse will continue broadening inside 
the detection setup. As seen earlier, a 200 fs long electron pulse containing 1010 
electrons/m2 quickly elongates to 2 ps if traveling for about 5 ns. To avoid pulse 
lengthening it may not travel for longer than 0.5  ns, corresponding to 7.2 cm.

A different approach to pulse shape measurement relies on the optical autocor-
relation, a technique well known from optical femtosecond laser pulse metrology 
[55, 56], Fig. 4.7. Here, successive optical intensity autocorrelations of increasing 
order are employed to measure the exact pulse duration. The setup is identical to 
a Michelson Interferometer, where the incident laser pulse (the one that initially 
generates the electron pulse from a cathode) is split and reflected by mirrors that 
can be set to introduce a variable time delay of a few picoseconds. Thus, two con-
secutive laser pulses arrive at the cathode, just a few picoseconds apart, generate 
two (ideally) identical electron pulses that are then focused via an electromagnetic 
(or simply a magnetic) lens onto the sample plane. The sample plane is where the 
pulse length measurement should take place as otherwise the pulse will change 
shape and length along a continued path. The fact that the focusing action com-
presses the electrons into a smaller volume, invokes the Coulomb repulsion among 
the electrons to react against this focusing action. Temporal and spatial broaden-
ing of the two electron pulses causes them to begin overlapping and interacting 
with each other depending on their electron density distribution. This represents 
an equivalent to the non-linear optical medium required for the optical autocor-
relation of femtosecond laser pulses, where interaction depends on intensity. The 
resulting beam profile is detected with an electron detector. Assuming a Gaussian 
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time profile of the electron pulses, the autocorrelation width is √2 longer than the 
actual pulse width (length), and as such a rather precise temporal pulse characteri-
zation is possible at the sample plane.

4.5.2  Synchronization at the Sample and Time Zero

In UED and UEM the probing electron pulse and the laser pulse that triggers a 
reaction in the sample are propagating along different paths. In some setups they 
might approach the sample in an almost collinear form, while in others they meet 
almost perpendicular to each other. The location of interest is the sample, the 
point of coincidence, where both, the electron and the laser pulse should arrive 
simultaneously or in slight relative delay (the electron pulse probes an ongoing 
reaction set off by the laser pulse shortly before). Ideally, both beam paths should 
be collinear, but a problem arises when the angle between both beam paths 
increases due to experimental and/or geometric setup conditions: their discrep-
ancy in propagation velocity and their point(s) of coincidence. The laser travels 
at the speed of light, c, whereas the electron beam travels at a speed according 
to the acceleration potential (or energy). As pointed out initially, at about 100 kV 
acceleration the electron reaches 0.62c—a significant difference in velocities 
with which both pulses impinge on and travel through the sample. If the UED 

Fig. 4.7  Electron pulse autocorrelation. a Concept of an autocorrelation measurement with elec-
tron pulses exploiting the nonlinearity in free space. b Experimental arrangement. A laser dou-
ble-pulse generates two identical electron pulses with a delay. A magnetic lens system focuses 
the electron pulses toward a narrow spatial waist, where Coulomb repulsion leads to a spatial 
beam broadening that depends on delay time. c and d Beam profiles are shown without (c) and 
with (d) temporal overlap between the two electron pulses. e The traces show the measured spa-
tial beam diameter versus the delay between the electron pulses for various numbers of electrons. 
The green traces are fits to Gaussian functions. Note the decrease in width with the decrease in 
the number N of electrons; here, N is relative (courtesy Dr. Peter Baum [56] )
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and UEM setups are operating in transmission mode, that is, the sample is elec-
tron transparent, then the penetration depth of the laser pulse (approx. 100 nm) 
usually exceeds the sample thickness (10–100 nm, depending on the sample 
material). Assuming no absorption or scattering effects take place, the front of 
the laser pulse traverses or reaches this distance (100 nm) in 0.33 fs. The front of 
the electron pulse traverses the same distance in 0.53 fs. Considering the instru-
mental time resolution currently attainable, there is no question this is much 
faster. This is the case when both pulses (electron and laser) are collinear. Due 
to experimental geometric conditions one cannot always attain collinearity and 
both pulses reach the sample at a relative angle. This condition poses a serious 
problem when attempting to reach highest temporal and spatial resolution. An 
example scenario could be the following (see Fig. 4.8): A UED or UEM experi-
ment is set for using electron pulses (duration: 10 fs, acceleration: 100 kV, speed 
in vacuum: 1.875 × 108 m s−1 (=0,625c), pulse focused to: 244.1 μm diameter, 
direction of incidence relative to the sample normal: parallel) and laser pulses 
(duration: 10 femtoseconds, speed in vacuum: c (=2.998 × 108 m s−1), pulse 
focused to an oval shape: 200.0 × 244.1 μm, direction of incidence relative to 
the sample normal: 35°). The oval shaped laser pulse is required to match the 
illuminated area (footprint) of the electron pulse. The 200 μm axis will, in pro-
jection at 35°, be 244 μm in size. It will be much easier to shape the laser pulse 
to such an oval form, instead of the electron pulse. Assumptions: the experi-
ment is set to using one electron and one laser pulse to perform the experi-
ment (call it single-shot experiment here, although the geometric considerations 
apply to repetitive, multi-pulse experiments as well), the laser and the electron 
pulse exhibit a Gaussian intensity profile, yet only the areas of illumination 
will be considered here, laser energy deposition will be considered as equal and 

Fig. 4.8  A 10 fs electron 
pulse and a10 fs laser pulse 
(35° relative angle) impinge 
on a 50 nm thick sample. The 
footprints of both pulses are 
set to match. The laser pulse 
travels at speed of c, whereas 
the electron pulse travels at 
speed of 0.62c. “Time zero” 
can be set to t0, t1 or t2, each 
giving a different resulting 
image or diffraction pattern
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homogeneous over the entire illuminated area, the repulsive Coulomb forces 
between the electrons are not posing a problem or pulse compression was suc-
cessful up to the sample plane, and the sample will be characterized in transmis-
sion and it is therefore electron transparent with an overall thickness of 50 nm (a 
self-supporting foil).

These boundary conditions imply the following. The physical, spatial dimen-
sions of the laser pulse are 200.0 × 244.1 × 2.99 μm, in essence a flat disc 
approaching the sample at 35°. The electron pulse, since it is travelling at a lower 
speed, has spatial dimensions 244.1 (diameter) × 1.87 μm. Note, the “thickness” 
of both these discs is much larger than the sample thickness of 50 nm, hence the 
electron pulse, coming in perpendicular, will easily cover the entire sample thick-
ness, front to back, as it propagates through it. The laser pulse instead, will not be 
able to do this under these conditions. It will only be able to do this when incident 
perpendicular (in current existing instrumentation rarely the case, see Fig. 4.9). 
In this example, the first laser energy deposition will be considered “time zero”, 
t0 = 0, that is, when the laser pulse first touches the sample on its way through. 
The time elapsed until the laser pulse is half way through the sample is considered 
t1 = 233.5 fs (distance traveled = 70.02 μm). Consequently, the time needed for 
the laser pulse depositing its last quantum of energy when exiting the sample is 
t2 = 467 fs (distance traveled = 140.04 μm).

In the following experiment we want to record the “time zero” event (exper-
imental setup as depicted in Fig. 4.8). The laser pulse is just depositing its first 
energy quantum into the sample and the electron pulse will capture that and a 
few following moments, hence, the location of the front end of the electron pulse 
at “time zero” is exactly at the entry surface of the sample. Until the entire elec-
tron pulse exits the sample, that is, the back end of the electron pulse exits the 
sample’s bottom surface 10.26 fs will have passed. During those 10.26 fs, the 
laser will have been able to deposit more energy into the sample and progressed 
3.07 μm along its direction of travel. At 35° incidence angle the laser will have 
covered/moved laterally along the sample surface 5.35 μm. Comparing the entire 
area probed by the electron pulse (4.68 × 104 μm2) and the area irradiated/excited 
by the laser pulse (256 μm2) the ratio of excited to non-excited sample area is 
0.005. The precise analysis would be to consider how much volume was probed/
excited, but the ratio will be almost identical. Thus, the information the electron 
pulse will carry onto the detector will primarily be information pertaining to the 
undisturbed sample, 99.5 %, and only 0.5 % of the electron signal will be contain-
ing information about the reaction that is just starting to unfold in the sample on 
one edge. The observer will, in essence, see no changes in the sample’s diffraction 
pattern or image. It is important to remember that once the laser photons interact 
with the sample there is a sequence of events that take place (see section Ultrafast 
Conditions in Matter) and that it usually takes about 100 fs for the excited electron 
gas to thermalize before anything else can start happening in the sample (at least 
on the nanoscale—in a 50 nm thick sample). Consequently, the laser energy that 
was transferred to the sample in those first 10.26 fs will not have caused any sig-
nificant changes to the sample.
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Fig. 4.9  Ultrafast electron imaging and diffraction apparata at University of Montreal, California 
Institute of Technology, and Lawrence Livermore National Laboratory: a A system configured for 
ultrafast transmission electron diffraction (UED) (courtesy Dr. B. J. Siwick [57] ), b Ultrafast elec-
tron diffraction (UED) and ultrafast electron crystallography (UEC) and ultrafast electron micros-
copy (UEM). Shown also are the electron streaks (inset) for10000 electrons (courtesy Dr. A. H. 
Zewail [58] ), c Ultrafast transmission electron microscope (courtesy Dr. G. H. Campbell [57] )
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Let’s move more than 100 fs ahead to t1 = 233.5 fs elapsed time, to make sure 
a detectable reaction is ongoing in the sample. The laser pulse front will have 
moved now 122.07 μm laterally across the sample and it propagated 70.02 μm 
in its direction of travel. The laser has been depositing energy for 233.5 femto-
seconds, but unfortunately not simultaneously in the entire illuminated area, but 
rather consecutively as it swept across the sample surface. The first point of con-
tact between the laser pulse and the sample has advanced the most in terms of 
reaction progress, whereas the position where the laser is now, at t1, just received 
its first photons depositing energy. If the electron pulse were to enter the sample 
surface now and again spend 10.02 fs to traverse the entire sample thickness col-
lecting information, it will encounter the situation of an ongoing reaction in one 
half of the sample, whereas the other half that has not been irradiated by the laser 
yet, is still in its original state. The ratio of excited to non-excited sample area 
is now much better, 50 % instead of 0.5 % as in the previous case. However, the 
excited sample volume reflects a reaction development that has been trailing the 
laser pulse front sweeping across the sample surface. All reaction stages that will 
develop within those 233.5 fs will now be present in the excited half of the sam-
ple, but the electron pulse will collect, in one single snapshot, all the information 

Fig. 4.9  continued
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within its 10.26 fs long presence in the sample and transfer it all in one, single dif-
fraction pattern or image onto the detector. In essence, it will be smearing all the 
relevant information of the individual reaction stages into a single detection signal.

Moving the laser pulse front to t2 = 467 fs—the end point of where the laser is 
depositing its last quantum of energy into the sample—an electron pulse entering 
the sample surface now will just collect, in an identical manner as before, informa-
tion that pertains to the continuing reaction in the sample, now ongoing for 467 fs. 
As a result the time resolution that one hopes to attain is, by far, not defined any-
more by the electron or laser pulse duration, instead it is now defined by geometri-
cal factors. Determining the moment of the true “time zero” is thus difficult, as 
there will be always one certain area of the sample that has just received its share 
of laser energy and is at the beginning of the reaction to be triggered.

There are a few ways to remedy this difficult scenario. One obvious is to 
reduce the relative angle between laser and electron path to the minimum possi-
ble (ideally zero degrees) to achieve collinearity. However, this is not always pos-
sible in the real experimental setup. Another way is to reduce the electron pulse’s 
lateral dimensions to just probe the small area that is being excited by the laser 
front. In the presented scenario above, the laser really only illuminates a thin line 
(244.1 × 5.2 μm in dimension) of the sample as it comes in at an angle and sweeps 
across. The electron pulse would therefore need to be focused down to 5.2 μm to 
just probe the currently excited sample volume. It could certainly be delayed in 
time to probe the same sample area after the laser has deposited its energy, that is, 
later stages of the reaction. However, it will be quite challenging to focus the elec-
tron pulse containing at least 108 electrons to these dimensions and still have no 
Coulomb repulsion active. This may well destroy all focusing and consequently all 
probing efforts. Making instead the laser pulse’s lateral dimensions larger, which 
is physically very easy, will not be helpful, as one still has the 5.2 micrometer thin 
line illuminating and exciting the sample volume. Switching beam paths, that is, 
the electron pulse is incident at an angle and the laser pulse comes in perpendic-
ular, certainly ensures that the laser energy is deposited simultaneously over the 
entire irradiated area and there is no reaction trailing behind the laser front, but 
the electron pulse will have only a small fraction of its electron population prob-
ing each consecutive stage of the reaction. As the electron pulse traverses the sam-
ple the reaction is unfolding continuously. In this arrangement it would take the 
electron pulse 746.8 fs to cross the entire sample and it would capture information 
belonging to every stage of the reaction unfolding for that amount of time—a very 
long time compared to the original electron pulse duration of only 10 fs.

The current state-of-the-art instrumentation does not quite permit forming 
10 fs short electron pulses hence this problematic situation described does not 
really occur yet, however, it will not take long until 10 fs short electron pulses 
can be generated. Current experiments are being performed with 1 ps electron 
pulses and 10–100 fs short laser pulses. A 1 ps long electron pulse, accelerated 
to 100 kV, incident perpendicular onto the sample, will physically be 187.5 μm 
thick and therefore need a bit more than 1 ps to traverse the entire sample, front 
to back. As above, the 10 fs short laser pulse will have traversed the entire sample 
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in 467 fs, more than twice as fast as the electron pulse. It will have deposited all 
of its energy, excited the reaction and this one would already be ongoing for 1 ps 
until the electron pulse exits the sample with its last bit of information pertaining 
to a reaction that has been ongoing for at least 533 fs (since the last energy deposi-
tion by the laser). Again, the information that the electron pulse is carrying to the 
detector is the entire collection of all reaction stages; a composite of information. 
It makes the experimental results blurred in the sense that information, structural 
information for example, of all reaction stages is printed into one and the same 
diffraction pattern or image. However, there are experimental results that show a 
fairly strong and clear diffraction pattern of such ongoing reactions, not necessar-
ily a composite of all the possible information. This may well be due to non-lin-
ear reaction trajectories and intermittent stages that can only develop once certain 
conditions are met within the sample. Remember, that approximately within the 
first 100 fs, for example, the excited electron gas needs to thermalize first before it 
can transfer its energy to the surrounding crystal structure, such that a physically 
measurable change can start taking place in the sample. The progress of a reac-
tion is therefore not linear in time (in macroscopic terms: it may stall for a brief 
moment in one intermittent stage), and as the electron pulse traverses the sample—
fairly linear in time (absorption and multiple scattering neglected)—it may pick 
up information of one particular reaction stage, more than of any other. Hence, the 
resulting diffraction pattern, for example, can exhibit clear signs of this particu-
lar intermittent reaction stage, but it never presents solely this stage. It is always 
blurred by information belonging to a previous or a following reaction stage.

The last viable way to remedy the discussed situation is to use a tilted laser 
pulse front impinging on the sample surface. A similar approach has been pro-
posed for use in ultrafast electron crystallography (UEC). There the group velocity 
mismatch between electron and laser pulse is the critical parameter [56]. For UEM 
and UED a tilted laser pulse front may come in at almost any desired angle of inci-
dence, as long as the laser pulse front can be tilted to counterbalance that angle, 
(see Fig. 4.10).

The idea is to have both the laser pulse and the electron pulse impinge on the 
sample surface in a flat manner. This condition has the advantage of having the 
laser excite the entire sample area to be probed by the electron pulse simultane-
ously, as if it were to come in collinear with the electron pulse. The sample would 
not show any trailing of a reaction across its laser-irradiated area. Any time delay 
between the laser and the electron pulse would now enable to solely probe the reac-
tion stage currently ongoing in the sample, whether it is an intermittent (stalled) or 
a highly transient stage. The resulting diffraction patterns or images would contain 
only that information and not be a composite of information anymore.

The physical realization of such tilted laser pulse front is in principle an easy 
task, however, there are a few drawbacks to consider. Any laser pulse, as mono-
chromatic as it may be, exhibits a spectrum of wavelengths—the shorter the pulse 
the broader the spectrum. There are two methods to perform a laser pulse front 
tilt: one is using a grating, whereas the second makes use of a prism. Both meth-
ods will create a tilted laser pulse front that exhibits angular dispersion and spatial 
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chirp. The latter one is a frequency variation transversely across the pulse (long 
wavelengths on one end, short wavelengths on the opposite end). Angular dis-
persion, however, is not particularly desired for ultrafast experiments with criti-
cally defined parameters. Especially the broadband character of these ultrashort 
laser pulses makes them particularly vulnerable to angular dispersion, as it tends 
to erode the temporal resolution, degrade pulse shape, and thus reduce intensity. 
Therefore, intentionally introducing angular dispersion to the laser pulses is to 
be regarded with caution. In fact, it generally is often an irritating phenomenon 
when working with ultrafast lasers. On the other hand angular dispersion serves 
our purpose to obtain a tilted laser front. Note though, that prisms will generally 
disperse light over a much larger frequency bandwidth than diffraction gratings, 
making them useful for broad-spectrum spectroscopy. Additionally, prisms do not 
suffer from complications arising from overlapping spectral orders, which all grat-
ings have. In a prism, due to the group-velocity dispersion in the medium, the red-
der end (longer wavelength) will be emerging earlier than the bluer end (shorter 
wavelength). Hence, one has created a tilted pulse front—with spatial chirp and 
angular dispersion. The latter one needs to be reversed though. This can be done, 
for example, by a spherical mirror that focuses the broadening pulse back to its 
original diameter and simultaneously maintains the tilted pulse front. This setup 
requires very careful and precise alignment of all optical components to precisely 
match the laser pulse tilt angle to the relative angle between the laser and the elec-
tron pulse. Slight misalignments will only cause loss in temporal and instrumen-
tal resolution. It is important to note that the angular dispersion was introduced 
by the prism, and it was only reversed, in fact, inversed but not eliminated by the 
spherical mirror. Once the focal point/crossover is passed the pulse will be dis-
persing again. Thus, the further the tilted pulse travels the more separation of 
the frequency components will occur and the larger the pulse dimension (trans-
verse). Clearly, a pulse shape changing mechanism that is not desired for ultrafast 
experiments.

To truly eliminate angular dispersion, one can use a second prism and align it 
anti-parallel to the first one. Since the magnitude of the group velocity dispersion 

Fig. 4.10  Identical 
experimental setup as in 
Fig 4.8, but with a tilted 
laser pulse impinging on 
the sample surface in a flat 
manner, coincident with the 
electron pulse
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depends on the propagation distance in the dispersive medium—in the first prism, 
the shorter wavelengths (blue) have the longer paths, whereas in the second prism 
the longer wavelengths (red) have the longer path to travel through the disper-
sive medium—this configuration will effectively eliminate the angular disper-
sion introduced by the first prism. Unfortunately, it does not remove the spatial 
chirp. But more importantly, it allows controlling the magnitude of the pulse 
front tilt by intentionally adjusting the relative position of the anti-parallel prisms 
(Fig. 4.11).

Pulse front tilt and angular dispersion are generally though to be equiva-
lent phenomena [59–61], however, it has been shown that pulse front tilt can be 
achieved without angular dispersion, just with a combination of spatial and tempo-
ral chirp [62]. Spatial chirp, as explained above, is characterized by the frequency 
gradient ϕ = dω0/dx, where ω0 is the mean frequency at position x, whereas tem-
poral chirp is characterized by the group velocity dispersion. For the described 
setup to produce a pulse front tilt without angular dispersion it requires an incom-
ing pulse with spatial chirp (on the second prism). Adding temporal chirp will then 
allow to conveniently adjust the magnitude of the pulse front tilt and it therefore 
facilitates a precise matching of the pulse front tilt to the relative angle between 
the electron and the laser pulse.

The only drawback to this matching-of-angles-via-laser-pulse-front-tilt method 
is the remaining spatial chirp in the laser pulse impinging on the sample surface. 
Remember that spatial chirp is a frequency variation transversely across the pulse 
(long wavelengths on one end, short wavelengths on the opposite end). The con-
sequence of this is an energy gradient transversely across the pulse, and the laser 
pulse will therefore deposit more energy on one end of the irradiated area and less 
on the opposite end. The reaction to be triggered and observed in the sample might 
require a (minimum) threshold energy to start developing, however, this may vary 
or not be as critical depending on the type of sample and what kind of reaction is 
to be investigated. If a minimum energy is required to get a reaction going, as for 
example in photoemission and the associated work function, one could adjust the 
laser minimum energy to exceed this threshold and without doubt disregard the 
surplus energy provided on the other side of the laser pulse.

Fig. 4.11  A two-prism anti-parallel configuration that allows to conveniently adjust the pulse 
front tilt
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4.6  Experimental Variations and Ultrafast Electron 
Detection

4.6.1  Single- Versus Multi-shot Experiments

In single-shot experiments one has one single chance to capture all the relevant 
information pertaining to an ultrafast reaction. The laser pulse deposits its energy 
once, unfolds the reaction, and the camera has to be quick enough to take snap-
shots during the process—ideally with shorter exposure times than the duration 
of the entire reaction path. The reaction that is of interest is usually irreversible 
and the sample may also be destroyed afterwards. Therefore, one has no second 
chance to repeat the experiment on the same sample spot, for example, on a thin 
foil. The only option for a repetition is to move to a new area on the sample and 
perform the same experiment again. Sample variations as composition, thickness, 
and location of the irradiated area have to be taken into account when compar-
ing the results of multiple such single-shot experiments. However, instead of using 
a one-laser-pulse—one-electron-pulse configuration of the experiment one may 
opt for a one-laser-pulse—three-electron-pulse arrangement. The laser that helps 
generating electron pulses at the cathode can be pulsed in such manner that for 
example three short consecutive laser pulses hit the cathode at adjustable inter-
vals, thus creating a train of electron pulses, each for example, 1 ps in duration and 
10 ps apart. The feasibility certainly depends on the time frame of the reaction. 
The reaction needs to be ongoing for longer than the time span of the train of elec-
tron pulses. However, there are many ultrafast reactions where this arrangement 
works out well, yielding results that give insight into the dynamics of the reac-
tion. In essence, one has then a “three frame movie” after the experiment has com-
pleted. The irreversible nature of such reactions demand that all the electron pulses 
are loaded with as many electrons as can be generated, compressed, manipulated, 
etc. to have maximum electron-sample interaction, collection of information and 
a decent signal-to-noise ratio. Basically, a multi-electron single-shot experiment. 
The problems associated with all these boundary conditions were discussed in pre-
vious sections and paragraphs of this chapter.

Multi-shot experiments on the other hand have the freedom to not be bound 
by the irreversible nature of the reaction. The reactions are reversible and as men-
tioned before single-electron pulses can be used. The rather cyclic experiment is a 
single-electron multi-shot arrangement. The repetitive reaction in the sample can 
be examined only because every time the reaction is initiated a single-electron 
scattering (probing) event is recorded, contributing each time to the completion of 
the final picture, either in diffraction or in imaging mode.

Both types of experiments require similar, yet different electron detectors. A 
more detailed description of the types of currently available electron detectors for 
ultrafast experiments is provided in Chap. 7 of this book. This chapter instead, will 
describe the techniques how such detectors can be used  in UED and UEM.

http://dx.doi.org/10.1007/978-3-642-45152-2_7
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4.6.2  Electron Detection Techniques

Obviously, the parameters that are critical to UED and UEM experiments are 
speed, sensitivity, and the dynamic range of the detector. To date there is no direct 
electron detector that can match the speed of the laser or the electron pulses. The 
readout speed of the camera depends on internal electronics, how large the imag-
ing area is, whether or not an integrated frame store area is part of the detector 
design, readout and reset mode, and a few other variables. Under optimum con-
ditions state-of-the-art detectors that are suitable for such experiments can reach 
tens of microsecond time resolution, that is, the readout time per frame. However, 
employing suitable techniques can yield picosecond time resolution.

One established technique to detect extremely fast electron pulse snapshots 
in time is to revert to diffraction patterns and record them on steak cameras. As 
described in a previous section of this chapter, streak cameras operate by employ-
ing a time-varying deflection of the incident electron pulse—in this case the dif-
fraction pattern. A quickly modulated electric field between a pair of deflection 
plates serves this purpose and the diffraction pattern is swept over a linear detec-
tor, usually a charge-coupled device (CCD). During an ultrafast process the spots 
in the associated diffraction pattern may either change relative distance, shape 
or intensity. All these alterations are, in principle, detectable with such a streak 
camera. In reality however, it is experimentally very difficult and the outcome is 
especially limited by the dynamic range of the linear detector. Finally, the inter-
pretation of the results is very challenging. The time dependent changes of posi-
tion, intensity and form (width) of the diffraction spots reveals information about 
structural evolutions. Increased atomic motion (or separation) due to ultrafast heat-
ing causes a shift of the diffraction spots in reciprocal space towards lower values, 
concomitant with an increase in the diffraction spot width, and a reduction of spot 
intensity. Spot displacement can in principle be monitored with such a streak cam-
era. Intensity fluctuation instead, can be a bit more challenging, and rely strongly 
on the performance, especially the sensitivity and dynamic range of the detector. 
A fundamental concept in crystallography is the structure factor. A kinematical 
approximation for diffraction gives for the intensity I of a diffracted beam.

where ψΔk is the wavefunction of the beam scattered a vector Δk, FΔk represents the 
structure factor, rj is the position (xyz)j of atom j in the unit cell, and fj is the scattering 
power of that particular atom. Observation of the intensity of a specific diffraction spot 
will therefore reveal the unique motions of atoms drawn into the dynamic process.

Another technique that has proven useful for capturing UEM images (it is also 
appropriate for recording diffraction patterns), applies a deflection field to the 
(three) individual consecutive electron pulses used in a multi-electron single-shot 

(4.4)I�k = |ψ�k |
2 ∝ |F�k|

2

(4.5)F�k =
∑

j

fje
−i�k·rj
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configuration. In essence, this allows splitting the full camera frame into smaller 
sections (half, thirds, quarters) by shifting each electron pulse to a corresponding 
area on the camera frame that has not been exposed yet. Drawbacks to this tech-
nique, is the reaction time of the electro-magnetic and deflection plates lenses that 
redirect the electron pulse(s). They tend to be in the lower nanosecond range and 
thus making this technique not suitable to record faster reactions and processes. 
Furthermore, it is not quite established how much trailing of the electron pulse to 
the changing deflection potential is involved in this technique.

4.7  Conclusion

The developments in ultrashort pulsed electron based methods for the pump-probe 
as well as for related ultrafast types of experiments have reached a point, where 
pico- and even femtosecond short electron pulses are attainable and controlla-
ble to a certain degree to monitor and follow atomic motions during an ultrafast 
process. The instrumental modifications that need to be accomplished in terms of 
electron gun design, electron emitter material, pulse propagation, space charge 
effects in electron pulses, pulse compression and characterization techniques, 
synchronization and experimental geometric considerations have been presented 
and discussed. The field of UEM and UED has by far not reached the status of 
an established characterization technique and multiple innovations and develop-
ments are still required to make this a viable and reliable method to assess the 
dynamics of ultrafast reactions that are moving more and more into the focal 
point. Scientists have come to realize that static high resolution, and even three-
dimensional structural information is not sufficient anymore to satisfy the need to 
understand structure-property and especially, structure–function relationships.
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Abstract Neutrons provide unique possibilities for in-situ studies of condensed 
matter due to their ability to penetrate large samples and work pieces, to distinguish 
between neighboring elements and even between isotopes of the same element, to 
interact with magnetic moments and to map nuclear and magnetic excitations. The 
range of applications extends from biological or soft matter systems over basic 
superconducting and magnetic investigations to all kinds of materials science under 
a great variety of external conditions. Complex and sophisticated sample environ-
ments have been developed in the past to study samples under external pertur-
bations and extreme conditions like high or low temperatures, high pressures and 
mechanical stresses, electric and magnetic fields and different kinds of chemical 
environments. Not only equilibrium studies are in the focus of neutron scattering 
investigations—increasing interest in real-time kinetic studies lead to new tech-
niques that allow even inelastic studies on time scales down to the microsecond 
regime thus providing most direct information about the changing chemical bonds in 
materials. In the present chapter, we want to provide an overview over recent devel-
opments for in-situ studies using neutrons and to highlight some application in mate-
rials science without having the ambition to give a comprehensive review. Selected 
examples of neutron studies under extreme conditions from a variety of different dis-
ciplines are collected to demonstrate the power of neutron scattering for materials 
characterization. Moreover, kinetic studies providing information about the relaxa-
tion behavior of materials under external load are presented covering time-scales 
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from hours or days down to the microsecond regime. Those investigations are the 
basis for the understanding of the basic microscopic mechanisms and allow one to 
tailor materials using non-equilibrium states.

5.1  Introduction

Neutron scattering has become a standard tool for investigating condensed mat-
ter. Like any scattering technique it extracts information about the structure and 
dynamics of the sample from the momentum and energy distribution of the scat-
tered particle. The neutron interacts with the nuclei and magnetic moments present 
in a material. This interaction has exactly the right strength for the investigation of 
bulk samples. As a rule of thumb, we aim for a scattering probability in the 10 % 
range. This value assures that we have on one hand a sufficiently intense scattered 
signal and that on the other hand only a small fraction of that signal originates 
from multiple scattering. Multiple scattering is detrimental to the data analysis 
as it destroys the correspondence of momentum (Q) and energy (E) change con-
nected with a single scattering event on one side and the detectable overall energy 
and momentum change on the other side. For a thermal neutron beam 10 % of 
scattering corresponds in the case of Aluminium to passing through one billion 
layers of atoms or about 1 cm of sample. In the case of hydrogenated samples this 
thickness has to be reduced by about a factor 100 but remains a fraction of a mm. 
The weak scattering power combined with generally weak absorption leads to a 
high penetration power of neutrons. This allows for a straightforward use of even 
complex and bulky sample environment. The low absorption has the additional 
benefit of depositing little energy per unit volume of sample. Thermal neutrons 
contrary to intense X-ray beams thus constitute a delicate probe of matter that is 
adapted even to fragile materials.

The energies of neutron beams that are available for materials research range 
from a few neVs up to eVs. The corresponding neutron wavelengths cover the 
full range from the sub-atomic (fractions of an Å) to the super-molecular spacing 
(several nm). Thus while the wavelengths are comparable to those of X-rays the 
energies are orders of magnitude smaller. This is due to the fact that the neutrons 
have been thermalized in the moderators of the neutron sources and hence possess 
energies corresponding to the moderator temperatures. As a consequence, neutron  
energies match the typical energies of excitations at these temperatures. This facili-
tates dynamic studies, as the energy exchanged with the sample is generally a good 
fraction of the initial energy of the neutron. Neutrons thus provide access to the slow 
motion of polymers as well as the fast excitations in the electronic spin system.

A particularity of neutrons is the fact that they interact with the nuclei and 
are, therefore, sensitive to isotopes. As isotopes have little influence on the chem-
istry this sensitivity can be exploited for contrast variation. The most promi-
nent example is the total or partial substitution of hydrogen by deuterium. This  
so-called deuteration is at the very heart of many investigations in the fields of 
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soft condensed matter and biology. The coupling of the spin of the neutron to  
microscopic magnetic fields makes the neutron a unique probe to decrypt even the 
most complex magnetic structures and fluctuations.

There has lately been a strong boost in performance mainly due to instrument 
upgrades enabled by new technology. These upgrades lead to an increased sensitivity 
of the spectrometers. It is now possible to investigate samples as small as 0.001 mm3 
(for other performance parameters see Table 5.1). The increased flux is particularly 
useful when it comes to kinetic studies that are the subject of this article.

Modern materials investigations require sophisticated sample environment. It 
is important that the microscopic picture given by the neutron scattering experiment 
reflects the properties of the sample under well-defined conditions. While the  in-situ 
study of systems under extreme conditions like temperatures in the  nano-Kelvin 
regime or above 2000 K, pressures of several 100 GPa, magnetic fields in the 20 
T-regime or electric fields of several 10 kV/cm provide new information about the 
properties of materials in thermodynamic equilibrium, time-resolved investigations 
allow monitoring the evolution of a system towards equilibrium. If a system is exposed 
to a sufficiently strong external perturbation, the reaction path can be tracked by micro-
scopic methods like diffraction or scattering. Quite frequently, intermediate states are 
detected that are meta-stable in character but exhibit unusual and exciting properties. 
If required these intermediate states can be stabilized over large time-intervals by 
appropriate (thermal) treatments like quenching thus leading to new non-equilibrium 
materials.

In the following, we want to illustrate the possibilities of neutron techniques 
for the characterisation of transition states and kinetic behaviour. It is not the aim 
of this article to provide a comprehensive review of kinetic studies with neutrons. 
Rather, we want to highlight recent developments in this field using some selected 
examples.

There are two fundamentally different kinds of kinetic studies: Single shot 
experiments, on the one hand, are usually restricted to processes or reactions 
that occur on time-scales adapted to the counting times of neutron experiments, 
i.e. seconds to hours. With stroboscopic experiments, on the other hand, one can 
access much shorter time scales down to the microsecond regime at least, but these 
studies are restricted to repeatable processes and can also be considered as pump-
and-probe experiments.

The unique property of the neutron as a strongly penetrating probe allows 
using sophisticated sample environments to produce the required perturbations of 
the system from equilibrium. More precisely, extreme conditions of temperature, 

Table 5.1  Characteristic performance parameters of neutrons

Size and sensitivity Time scales

Smallest sample volume 0.001 mm3 Shortest time detectable 10−15 s
Sensitivity to displacements 10−4 nm Longest relaxation times meas. 10−6 s
Chemical sensitivity 10 ppm Time resolution for kinetics <10−3 s
Magnetic sensitivity 0.01 μB/atom Stability in time: years
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pressure or stress, electric and magnetic fields as well as chemical potential can be 
realized—and this not only statically, but also in a cyclic way that allows for stro-
boscopic measurements.

5.2  Conditions Available for In-situ Studies

The main aim of this article is to give insight into the possibilities of investigation 
that neutrons offer for kinetic studies. Before doing so we would like to review 
briefly the conditions available for in-situ studies in general. Whether these condi-
tions can be applied to kinetic studies will then depend as outlined above on the 
counting-times and possibilities of cycling.

5.2.1  Temperature

Using standard techniques, temperatures between a few mK and 1500 K are easily 
accessible at almost every type of neutron instrument, from diffractometers over small 
angle instruments to spectrometers. There are, however, dedicated developments for 
experiments of lowest temperatures down to the nanokelvin range, which is particu-
larly interesting for the investigation of small magnetic interactions leading e.g. to the 
ordering of nuclear spins. One of the main activities in this lowest temperature science 
with neutrons is concentrated at the BER-II research reactor in Berlin [1].

On the other extreme, new devices are being developed that allow perform-
ing neutron scattering experiments on large samples at temperatures well above 
2500 K. Particularly promising are acoustic or electromagnetic levitation tech-
niques that allow for measurements without containers [2–4].

Subjects of investigation are the structure and dynamics of liquids and melts as 
well as anharmonic effects or disorder phenomena in high-temperature materials.

5.2.2  Pressure and Stress

Hydrostatic pressures up to 1 GPa are routinely available on nearly all instru-
ments. This value is small compared to the pressures available with diamond-anvil 
cells at X-ray facilities. The difference is explained by the larger samples needed 
for neutron experiments. The so-called Paris-Edinburgh-cell was developed to 
meet the requirement of large volume while considerably extending the pressure 
range. Pressures up to 10 GPa at sample volumes of 100 mm3 and temperatures 
from 80 to 1000 K can thus be realised in routine operation [5–8]. The applica-
tion of hydrostatic pressure is of particular interest for geological applications. 
Moreover, the origin of negative thermal expansion of materials can also be stud-
ied by high-pressure inelastic work since the variation of phonon frequencies with 
pressure determines the Grüneisen-parameters.
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High-pressure work has been identified as a very important and growing field of 
neutron science. In the US, the Los Alamos Neutron Science Centre LANSCE has 
made great efforts to provide specialised devices for the use with different neutron 
instruments [9]. At the FRM II in Garching, a multi-anvil press is being installed at 
the new time-of-flight diffractometer. This huge device will enable experiments und 
geologically relevant conditions, i.e. pressures up to 25 GPa and temperatures up to 
2800 K for sample volumes of 20 mm3. Moreover, The multi-anvil design allows 
one to perform dedicated deformation experiments since all anvils can be individu-
ally driven.

Another kind of in-situ experiments under mechanical load at stationary condi-
tions are rheological studies on soft matter with small angle neutron scattering. 
Stationary shear stresses can be applied by rotating cups in the Couette configura-
tion or by using a plate–plate geometry, e.g., in order to investigate the structural 
changes of polymers, micellar solutions or gels. A dedicated Neutron Rheometer 
for high torques up to 200 Nm or high shear rates up to 865 s−1 has been com-
missioned at the Los Alamos Science Centre recently [10]. For high-viscosity sys-
tems a rheometer using rotating plates was installed at the ISIS Spallation Source 
at Rutherford Appleton Laboratory [11].

Externally applied stress is equally a very important parameter in classical mate-
rials engineering investigations. During the past decade, diffractometers dedicated to 
the determination of stress from the measurement of lattice strain have been devel-
oped which can host complete mechanical components or structures. They enable 
in-situ studies for the determination of materials properties, manufacturing param-
eters or in service behavior, simulating real operational conditions. By measuring the 
strain response as a function of applied stress the (diffraction) elastic constants of a 
material can be determined. These parameters are vital for the calculation of stresses 
from lattice strain measurements. In the same manner, in-situ deformation studies of 
materials can be performed. Since diffraction is crystal orientation and phase selec-
tive, the study of deformation mechanisms and load sharing in single phase, mul-
tiphase or composite materials is possible. Other important investigations performed 
are on crack development, creep or fatigue behavior of a material by applying con-
stant or cyclic loading during a diffraction experiment [12–14].

Additionally, investigating phase fractions, stress and texture during processes 
such as welding is a challenging experimental work, since an automated welding 
bench has to be operated on the diffractometer. However initial in-situ studies have 
already been performed on fusion and friction welding during neutron diffraction 
experiments [15].

5.2.3  Magnetic Fields

Cryomagnets with split coil geometry are frequently used for neutron scatter-
ing experiments. The combination of strong fields and very low temperatures 
allows the study of magnetic ordering phenomena and details of complex mag-
netic interactions. The simultaneous use of polarized neutrons provides even 
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more information. Nowadays, magnets with fields up to 7–10 T belong to the 
standard equipment of modern neutron facilities and even 15 T-split coil mag-
nets are available.

To go beyond these field strengths requires extremely great efforts since the 
design of those magnets always has to provide enough space for incoming and 
scattered neutrons, thus leading to enormous forces between the pole shoes. 
Currently, a high-field magnet is going to be installed at the neutron source BER 
II of the Helmholtz-Zentrum Berlin at a dedicated instrument for extreme environ-
ments ExED [16]. It is expected that continuous fields above 30 T can be realised 
that allow entering new scientific areas such as the investigation of the fractional 
quantum Hall effect. In combination with the time-of-flight neutron instrument, 
both elastic and inelastic experiments under those extreme conditions will be 
feasible.

It is a lot easier to produce pulsed fields. The difficulty of using these devices for 
neutrons is related to the total counting statistics. The integrated acquisition time for 
a given field strength is limited by the pulse duration and the number of repetitions. 
It has only recently been demonstrated that despite these limitations neutron diffrac-
tion patterns can be obtained with pulsed magnetic fields up to 30 T [17].

5.2.4  Electric Fields

High electric fields are comparatively simple to realise for the investigation of 
structural and dynamical properties of ferroelectrics, piezoelectrics,  multiferroics 
etc. The maximum field strength usually depends on the sample itself since defects 
or irregular shape may cause electrical breakdown. Since the sample volume must 
be sufficiently large in order to yield enough counting statistics, the field are usually 
limited to some 10 kV/cm. In contrast to X-ray scattering experiments, the elec-
trodes itself are almost transparent for neutrons and provide no severe problems.

5.2.5  Chemical Potential: Partial Pressure

Studies of non-stochiometric systems like oxides in solid oxide fuel cells, in 
mixed valence systems or other oxygen conductors require the control of the oxy-
gen partial pressure in order to avoid changing concentrations [18]. Moreover, 
chemical loading of zeolites, hydrogen loading of energy materials, gas adsorp-
tion, or the investigation of catalytic reaction on surfaces needs well defined in-
situ gas handling systems in order to obtain reliable results. At the Helmholtz 
Centre Berlin a dedicated gas-handling system was installed that can be used for 
experiments at different neutron instruments [19]. This equipment opens new 
fields of chemical applications, in particular.
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5.3  Single-Shot Kinetic Experiments

We will in the following give a few examples of single-shot experiments. In a 
pump-probe configuration the evolution of the sample is monitored after an ini-
tial perturbation. Quenching or fast heating is frequently used to initiate transitions 
to a not-equilibrium state of matter. Neutron scattering then allows following the 
relaxation of this state. In the case of a chemical reaction the initial state is a com-
plex function of reactants and reaction conditions.

5.3.1  Cement Hydration

One important example that has been extensively studied by time-resolved 
neutron scattering is the hydration of cement. The extraordinary strong inco-
herent scattering cross section of hydrogen allows studying the single parti-
cle motion of hydrogen in great detail. The form of the quasielastic scattering 
from hydrogen provides direct information about its mobility. As shown by 
Peterson [20], the scattering profile consists of several distinguishable compo-
nents reflecting the different mobility of free and bound water. An example is 
displayed in Fig. 5.1.

Free water exhibits a large diffusivity and, hence, a broad quasi-elastic spec-
trum while bound water is much less mobile and leads to a narrow and almost 
elastic component. Quantitative interpretation of those data yields the so-called 
bound water index BWI that can be used to describe the hydration process. It 
could be shown, that the time-evolution of the BWI depends on the polymorph 
of tricalcium silicate that is used. Figure 5.2 shows that the diffusion-controlled 
hydration is more pronounced in the monoclinic modification resulting in a con-
siderably larger product formation [20, 21].

Fig. 5.1  Quasielastic 
scattering from hydrogen 
during the hydration of 
cement [20]
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Different kinetic models have been applied to describe the kinetic behaviour 
quantitatively and, hence the underlying mechanism could be elucidated. Details 
of the data treatment can be found in [21] or [22]. Additives such as NaOH, CaCl2 
or sucrose are found to have a considerable influence on the formation of reaction 
products [23, 24]. CaCl2, in particular, enhances the hydration of cement as dem-
onstrated by the strong increase of the narrow quasi-elastic component associated 
with bound water.

The formation of Ca(OH)2 during the hydration reaction of cement can also be 
monitored by the phonon density of states. Due to the large incoherent scattering 
cross section of hydrogen, the lattice vibration become more and more visible the 
larger the Ca(OH)2-content.

5.3.2  Transition Between Ice-Phases

Ice is one of the most fascinating systems offering a wealth of structural features 
including amorphous and crystalline phases. It is the flexibility of the hydrogen-
bond network interconnecting the water molecules that allows for this structural 
variety. While it is well known that the normal phase of ice exhibits hexagonal 
symmetry (Ih), up to now fifteen stable and metastable crystalline structures 
have been observed with interesting kinetic properties. The new high-pressure 
phase called ice XV has been detected at low temperature only quite recently 

Fig. 5.2  The time-evolution of the BWI for triclinic T1 (lower curve) and monoclinic M3 (upper 
curve) forms of tricalcium silicate, shown as points with standard deviation. The combined modi-
fied Avrami-type nucleation and growth and Fujii and Kondo-derived diffusion-limited models 
are shown as bold lines [21]
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[25]. In Fig. 5.3, the phase diagram of the known crystalline phases is displayed. 
Neutron diffraction is particularly suited for elucidating the structural details as 
well as the transitions and, hence, a good number of neutron-related publications 
are dealing with the study of the water phase diagram as a function of tempera-
ture and pressure.

In a recent investigation, Hansen et al. could demonstrate that cubic ice Ic is 
formed if recovered high-pressure phases of ice IX or ice V are annealed at tem-
peratures near 145 K [26]. Careful Rietveld refinement of the diffraction data 
allowed performing a quantitative phase analysis. It is shown that the formation 
of cubic ice takes some hours to proceed. Being metastable, the cubic phase is 
subsequently transformed into hexagonal ice on heating. The corresponding 
time-evolution of the stacking sequence could be determined in detail. Figure 5.4 
shows the variation of stacking probabilities during the transition from cubic to 
hexagonal ice.

In addition to the crystalline ice forms, several amorphous phases with dif-
ferent densities are observed. Due to the rather small difference in the chemical 
potential of these phases, the kinetics of the transition between them is often rather 
sluggish. Koza et al. give a review about the transformations between different 
amorphous structures of deuterated ice [27]. As an example, Fig. 5.5 shows the 
time-evolution of the neutron diffraction pattern during the transition from high- to 
low-density amorphous ice.

The broad patterns are characteristic for non-crystalline structures and the 
shift of the intensity maxima to smaller scattering vectors Q directly reflects 
the decrease of the packing density of the water molecules. It is also seen from 
Fig. 5.5 that there is a transient increase in intensity at small Q. Small angle scat-
tering experiments helped to study this feature in more detail (see Fig. 5.6).

Obviously, the scattered intensity near 0.1 Å−1 initially starts to increase (upper 
part of the figure) reaching a maximum and finally decreases towards the final 
state (lower part). In contrast to this finding, the intensity of the very low-Q regime 
decreases monotonically in time. This so-called Porod-regime is reflecting the grain 

Fig. 5.3  Phase diagram of 
water [25]
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structure of the sample, while the intermediate regime provides information about 
the heterogeneity of the sample. On the basis of these observations it is claimed 
that the transition between the amorphous ice phases occurs on two different time-
scales: The formation of an intermediate structure characterized by a strong het-
erogeneity is rather sluggish and depends on the history and the preparation of the 

Fig. 5.4  Evolution of the proportion of cubic stacking sequences over time (wHK + wKK), of the 
probability of finding pairs of similar stacking (wKK and wHH) and of interfaces between differ-
ent stacking types (wHH) for ice Ic as produced from ice V (a) and ice IX (b) [26]
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sample under consideration. Typical time scales are of the order of 100 min. The 
subsequent step of creating a homogenous low-density state is much faster and 
completed after several minutes for each of the different samples investigated.

5.3.3  Crystallization of Glass-Phases

Another actual topic of kinetic studies using neutrons is the crystallization of 
glass phases upon annealing. Recently, Ma et al. could show that time-resolved 
 diffraction on a time scale of minutes allows extracting the evolution of the atomic 

Fig. 5.5  Time evolution 
of the neutron diffraction 
pattern during the transition 
from high to low density 
amorphous ice [27]

Fig. 5.6  Evolution of the 
small angle intensity during 
the transformation from high- 
to low-density amorphous 
ice [27]
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pair distribution function for a Zr-based metallic glass [28]. The upper part of 
Fig. 5.7 shows the time evolution of the diffraction pattern. While at the beginning 
the characteristic diffuse scattering of the glass phase is hardly seen in this contour 
plot, the appearance of well-defined Bragg reflections of the crystalline phase domi-
nates the intensity map after about 2 h. From the Fourier-analysis of these data, the 
time-dependence of the pair distribution function is obtained as shown in the lower 
part of Fig. 5.7, which illustrates impressively the evolution of the ordered structure.

The quantitative interpretation of the experimental results allows extract-
ing the time dependence of the crystalline volume fraction. It could be shown 
that this quantity is well described by a stretched exponential function according 
to the Johnson–Mehl–Avrami model. It is inferred that the underlying process is 
interface-controlled.

Fig. 5.7  Time evolution 
of the total structure 
factor S(q) (top) and its 
Fourier transform, the 
pair distribution function 
G(r) (bottom) during the 
crystallization reaction of 
Zr50.4Cu40.6Al9 metallic glass 
at 420 °C [28]
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5.3.4  Crystallization Reactions and Extreme Conditions

Reactions under hydrothermal conditions require a sophisticated sample environ-
ment. Recently, first results with a newly designed hydrothermal cell developed at 
the Australian Nuclear Science and Technology Organisation ANSTO for use with 
the powder diffractometer WOMBAT have been published by Xia et al. [29]. Due 
to the fact that a Ti-Zr alloys with zero coherent scattering length has been used 
as cell-material excellent background conditions could be achieved. At the same 
time, a stainless-steel mesh supporting the sample serves as an internal standard. 
One of the first applications of this cell addressed the kinetics of the transforma-
tion from leucite (KAlSi2O6) to analcime (NaAlSi2O6·H2O) as an example of 
pseudomorphic transformations, Fig. 5.8.

It was known that under hydrothermal conditions leucite is dissolved in an 
aqueous NaCl-solution followed by the precipitation of analcime and the overall 
reaction can be summarized as

The time scale of this process was, however, unknown. The time-evolution of the 
corresponding diffraction pattern at 210 °C is shown in Fig. 5.8. The individual 
peaks can be well assigned to the different phases and a Rietveld-least squares fit-
ting procedure yields the time-dependence of the respective mass fractions. These 
data are displayed in Fig. 5.9 and can be well described by an Avrami-equation 
with an exponent of 2.

5.3.5  Self-Assembly in Soft Matter

Processes of self-assembly in soft matter systems can be well monitored by 
real-time small angle neutron scattering since the scattering contrast can be 
adjusted by selective deuteration of one component. An illustrative example 
is the pressure-induced reorganisation of micellar solutions. In aqueous solu-
tion, surfactant molecules of tetradecyl-trimethylammonium-bromide (TTAB) 
are forming almost spherical micelles as long as the critical micelle concentra-
tion (cmc) of 3.8 mM is exceeded. The self-organisation of these particles is 
reflected by a correlation peak at wave vector transfers close to 0.05 Å−1 as 
shown in Fig. 5.10a [30] for a 25 mM solution of TTAB. Using specific mod-
els one is able to extract not only the geometrical parameters of the micelles 
but also their charges.

If pressure is applied to this system, only minor structural changes are observed 
up to 1000 bar and can be attributed to the compressibility of the solvent (D2O). 
After increasing the pressure to 1100 bar, however, the scattered intensity drops 
dramatically on a time scale of hours due to the beginning crystallization of 
the system and the formation of so-called hydrated crystals as illustrated by the 
sequence of scattering profiles in Fig. 5.10b.

KAlSi2O6 + Na+ + H2O → NaAlSi2O6 · H2O + K+.
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This simple behaviour changes drastically if the concentration is increased to, 
say, 360 mM. Here, the transition starts at smaller pressures but it is not com-
pleted any more. Rather, the time-resolved experiments show that even after 
long periods of time a considerable part of the correlation peak, which is a 
 signature of the liquid micellar phase, remains detectable and a new equilibrium 

Fig. 5.8  In-situ neutron diffraction patterns of the transformation from leucite (KAlSi2O6) to 
analcime (NaAlSi2O6·H2O). a Two-theta range from 40° to 83°, showing the progressive phase 
transformation. b Two-theta range from 77° to 83°, highlighting the progressive increase of anal-
cime peaks and decrease of leucite peaks. L leucite peaks, A analcime peaks, L*(A*) overlapped 
peaks where leucite (analcime) is the dominant phase, SS stainless steel peaks [29]
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state is formed. For a 360 mM solution of TTAB in D2O the time evolution 
of the small angle scattering intensity after applying a hydrostatic pressure of 
700 bar is displayed in Fig. 5.11.

The correlation peak shifts towards smaller scattering angles and simultane-
ously the intensity decreases. The time-dependence of the integrated intensity 
(Porod-invariant) is shown in the inset along with the behaviour at 900 bar. Due 
to the larger thermodynamic driving force at higher pressures the kinetics become 
faster and the residual intensity corresponding to the remaining liquid micellar 
phase becomes smaller. In a pressure-concentration phase diagram, a two-phase 
regime develops towards higher concentrations where the solid and the liquid 
micellar phase coexist.

Due to the sluggish kinetics of the underlying process a careful determination 
of the phase diagram needs the time-resolved data in order to extrapolate the satu-
ration value of the intensity.

While in this system, the correlation peak in the small angle regime is the char-
acteristic feature for the (homogeneous) micellar solution, which is reduced by the 
fractional crystallization, the reverse feature, the growth of the intensity maximum is 
frequently observed, if inhomogeneous structures are formed by demixing reactions.

Exchange reactions of single surfactant molecules between micelles and 
the solution can be studied using the unique possibility of contrast variation 
by deuteration. Lund has shown that block-co-polymer micelles built from 
poly(ethylene-propylene) PEP and poly(ethylene oxide) PEO in water or water 
dimethylformamide (DMF) mixtures exhibit a complex kinetic behaviour [31]. 
The exchange of individual molecules between different micelles was  monitored 

Fig. 5.9  Mass fractions of the three involved phases as a function of reaction time during the 
transformation from leucite (KAlSi2O6) to analcime (NaAlSi2O6·H2O) [29]. Note that the total 
mass of the sample changed from 1.25 g at the beginning of the reaction to 0.92 g at the end 
because of the loss of small particles from the mesh tube; however, the mass of the stainless steel 
mesh tube remained constant at 0.57 g, so the mass fraction of (Fe,Ni) slightly increased during 
the process, serving as an excellent internal standard for quantification
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by mixing deuterated and hydrogenated polymers. The solvent was chosen to 
yield just the same scattering length density as a micelle that consists of a random 
mixture of both types of polymers. Hence, those micelles are invisible in small 
angle neutron scattering experiments. If, however, the micelles consist exclusively 
of deuterated or hydrogenated polymers the scattering contrast with respect to the 
solvent is large and the size and the shape of micelles, e.g., can be determined with 
accuracy from the scattering profiles. In a kinetic experiment, Lund et al. have 
prepared both types of micelles separately. After mixing both systems individual 
polymer molecules may leave one micelle and migrate to another, thus leading to 
a more random isotope distribution. Hence, the scattered intensity will decrease in 
time and the rate of the exchange reaction can be determined [32].

Using pure water as solvent, no exchange reaction was observed over hours. 
Adding dimethyl-formamide, however, leads to a significant reduction of 

Fig. 5.10  a Small angle 
scattering from 25 mM 
TTAB-solution at 25 °C at 
different pressures. b Time 
evolution of scattering 
profiles at 1100 bar (in the 
inset the time dependence of 
the Porod invariant is shown). 
Note, that the individual 
curves are shifted vertically 
for clarity [30]
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the interfacial tension and, consequently, also to an increased expulsion and 
exchange rate of polymers from and between the micelles. The corresponding 
relaxation function, i.e. the square root of the normalized intensity, is shown 
in Fig. 5.12 for a system of PEP1-PEO20 micelles with a volume fraction of 
1 % in a 25 % DMF-water mixture at different temperatures. It can be seen 
that the kinetics is much more complicated than expected from the simple the-
ory of Halperin and Alexander [33] that predicts a simple exponential decay. 
It could be excluded that the deviations are due to polydispersity. Rather, the 
data suggest that only part of the polymer molecules are able to escape rap-
idly from the micelle—these are molecules that are located close to the inter-
face and have a compact conformation. Other molecules in the interior of the 
micelle suffer from topological interactions with the surrounding polymers and 
dynamic constraints that lead to a much slower exchange kinetics. Therefore 
a broad range of relaxation times may be expected that leads to the kinetic 
behaviour as reflected by Fig. 5.12.

Small angle neutron scattering is also suitable for the study of the formation 
and growth of larger aggregates like vesicles. Grillo et al. [34] have investigated 
the transformation from micelles to vesicles of sodium bis(2-ethyl hexyl)sulfosuc-
cinate (AOT) induced by the addition of salts. Using a stopped flow apparatus, the 
time-evolution of the small angle intensity profile could be observed from 0.5 s 
up to several hours after mixing. The results are shown in Fig. 5.13. Quantitative 
interpretation of the data in terms of the structure factors of vesicles allows 
extracting the time-dependence of the vesicle radius.

As demonstrated by the log–log plot in Fig. 5.14 the radius grows as a power 
law with an exponent of 1/6, and this over more than four decades in time. This 
finding indicates that the aggregation rate is essentially determined by the diffu-
sion of micelles that are incorporated within already existing vesicles.

On an even larger length scale the gelation of milk has recently been stud-
ied by spin-echo and ultra small angle scattering (SESANS and USANS) [35]. 
The formation of yogurt from milk can be described as an aggregation process 

Fig. 5.11  Time evolution of 
SANS intensity of 360 mM 
TTAB solution at 25 °C 
and 700 bar. In the inset, 
the time dependence of the 
Porod invariant is shown—
for comparison the data for 
900 bar are also included [30]
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of casein-micelles under the influence of bacteria, increased acidity etc., thus 
creating a 3D network with increasing length scales. In concentrated real sys-
tems, the evolution of these structures cannot be observed by light-scattering 
or microscopy, since they are in general opaque. Hence, small angle neutron 
scattering is the method of choice for a detailed study of the structural prop-
erties. Advanced techniques like spin-scho small angle neutron scattering 
SESANS or ultra small angle neutron scattering USANS are, however, needed 
in order to access characteristic length scales of the order of several 100 nm. 
Figure 5.15 shows that on a time scale of hours the gelation takes place lead-
ing to a network of μm-sized structures.

Fig. 5.12  Relaxation kinetics of the PEP1-PEO20 micelles in a 25 mol % DMF/water mixture 
system at a total volume fraction of 1 % and different temperatures in a semi-logarithmical pres-
entation. From top to bottom: 47, 55, 60, and 65 °C. The solid line displays the theoretically 
expected single exponential decay. The dotted lines indicate the expected theoretical decay taking 
into account the polydispersity of the core blocks [32]

Fig. 5.13  Time evolution 
of small angle scattering 
intensity after mixing a 0.75 
wt. % AOT-solution with 
0.042 M NaCl [34]
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5.4  Stroboscopic Kinetic Experiments

If the time scale of kinetic processes is comparable to or even less than character-
istic counting times needed to obtain sufficient statistics, single shot experiments 
are no longer feasible. In this case, stroboscopic or pump-and-probe techniques 
can be used where the sample is cycled between to different thermodynamic 
states. This needs the periodic perturbation of the sample and an appropriate data 
acquisition system that counts neutron not only as a function of instrument param-
eters like Q or E but also as a function of time with respect to the perturbation. 
Time scales down to the microsecond regime are accessible in this way even for 

Fig. 5.14  Time-dependence 
of the vesicle radius in a 
log–log representation for 
0.75 wt. % AOT in 0.042 M 
NaCl [34]

Fig. 5.15  Time dependence 
of the characteristic length 
scale for the formation of 
yogurt as obtained from 
USANS-experiments [35]



166 G. Eckold and H. Schober

real-time inelastic scattering experiments. If the process under consideration is 
repeatable and the scattered intensity is accumulated over a large number of cycles 
detailed information about the changes of dynamics and chemical bonding in con-
densed matter can thus be obtained. Some selected examples of those studies will 
be presented in the following.

5.4.1  Decomposition Kinetics

It is well known for metallic alloy systems that demixing after thermal heat treat-
ment and subsequent quenching leads to the formation of precipitates that improve 
the mechanical properties of the material (precipitation hardening). The structure 
and morphology of precipitates depends on the type of heat treatment and the 
kinetics of the decomposition process. Two different mechanisms can be distin-
guished in order to describe the phase separation process: On one hand nuclea-
tion and growth is based on the statistical formation of small nuclei that happen 
to possess the concentration of the product phases. These nuclei then grow in 
time. Spinodal decomposition, on the other hand, starts from tiny concentration 
fluctuations that are spatially correlated within the homogeneous phase and grow 
in amplitude. This mechanism is dominating if the phase separation starts from a 
thermodynamically unstable state where even small concentration fluctuations are 
favoured over the homogeneous state. Being a diffusion-limited process, there is a 
preferred wavelength of growing fluctuations that leads to a correlation peak in the 
small angle scattering regime. In a second stage, coarsening or Ostwald ripening 
takes place, associated with an increase of the wavelength and the shift of the cor-
relation peak to smaller wave numbers.

While spinodal decomposition has been studied in some detail in alloys and 
polymer blends in the past, ionic systems are hardly investigated. Recently, it 
could be shown, however, that quasi-binary systems of the silver-alkali halide 
type are almost ideal model systems for detailed investigations of demixing 
mechanisms and, in particular the competition between nucleation and fluc-
tuations [36–40]. It could be shown, that time resolved diffraction, small angle 
scattering as well as inelastic scattering from phonons provide complemen-
tary information about these systems and allow distinguishing between differ-
ent aspects on different time-scales. It is observed that the splitting of Bragg 
reflections due to the difference of the lattice parameters of the product phases 
is almost independent of the intrinsic chemical demixing process and occurs on 
a rather long time-scale of hours to months. In contrast, small angle scattering 
clearly shows the growth of the correlation peaks within minutes. As an exam-
ple, the evolution of a Bragg reflexion in Ag1 − xNaxCl is shown in Fig. 5.16a 
after quenching a mixed crystal from the homogeneous phase at 623 K deep 
into the demixing region below the coherent spinodal line. There is almost no 
change of the profile even after a few hours apart from wings that are attributed 
to the concentration modulation [38]. The equilibrium structure with two well 
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separated Bragg peaks for the two product phases is, however, not attained even 
after months as illustrated in Fig. 5.16b.

The corresponding small angle scattering results are shown in Fig. 5.17 and 
reveal that the characteristic correlation peak starts to grow within the first few 
minutes after the quench. Unlike the behaviour of linear systems where the peak 
position remains constant, in Ag0.5Na0,5Cl the peak is shifted towards smaller Q 
already at small ageing times.

The inset shows the time-dependence of the peak position: For longer 
times, the coarsening behaviour Qmax proportional to t−1/3 according the law of 
 Lifshitz-Slyozov is obtained. Note, that the integrated intensity (in three-dimensional 

Fig. 5.16  a Time evolution 
of the (200)-Bragg 
reflexion of Ag0.5Na0.5Cl 
at 373 K. b Bragg profile 
of a Ag0.4Na0.6Cl single 
crystal after ageing for more 
than one year at ambient 
temperature [39]
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Q-space) is almost constant over the whole time interval proving evidence that the 
final concentrations are reached already after some minutes.

Inelastic scattering from phonons in single crystals has been used to 
monitor the variation of the local interionic interactions directly. Due to the 

Fig. 5.17  Time-evolution of 
the small-angle intensity of 
Ag0.5Na0.5Cl at 373 K (inset 
shows the time-dependence 
of the peak position) [37]

Fig. 5.18  Time-evolution 
of the TA1[0.2 0.2 0] phonon 
in Ag0.45Na0.55Br during 
demixing at 373 K. The 
lines are the results of a fit 
with two Lorentzians, except 
for the spectrum at t = 45 s 
which corresponds to the 
homogeneous state [39]
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different elastic constants of the constituents, acoustic phonons separate into 
two distinct components during the demixing reaction. For a single crys-
tal with the overall composition Ag0.45Na0.55Br, the time-evolution of pho-
non spectra is shown in Fig. 5.18. It is clearly seen, that the phonons separate 
within some minutes. This is the most direct proof that the demixing reaction 
is, in fact, a rather fast process.

The different time-dependent behaviours of Bragg-reflections, phonons, 
small-angle intensity and correlation peak position are compared in Fig. 5.19 
for Ag0.45Na0.55Br. It is readily seen that phonons and small angle scattering go 

Fig. 5.19  Time-dependence 
of the autocorrelation 
function for phonons and 
Bragg reflections (top), 
integrated small angle 
intensity (middle) and 
position of correlation peak 
during demixing at 373 K 
[39]
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hand in hand while the Bragg peaks are delayed. Reason for this behaviour is the 
 existence of coherence strains that keep the lattice almost invariant during the 
chemical demixing. Only if the precipitates are grown beyond a characteristic size 
of about 50 nm (as estimated form the position of the correlation peak), the lattice 
starts to relax giving rise to the splitting of Bragg peaks.

In the corresponding chlorine system, the coherence strains are considerably 
smaller and so is the driving force for lattice relaxation, which is still not com-
pleted after months as shown in Fig. 5.16.

Spinodal phenomena are also observed in crystallization studies of fluoroapatite 
glass–ceramics. These systems are particularly interesting due to their medical appli-
cations and also for opto-electronical applications. It is believed that on cooling cast 
calcium-fluorapatite glasses are entering a two phase region and an amorphous phase 
separation takes place leading to a coexistence of a Ca- and F/P-rich phase, on the 
one hand, and an Al/Si-rich phase, on the other hand, with different glass tempera-
tures. Depending on the initial composition, the phase separation is either dominated 
by nucleation or spinodal decomposition. In the latter case, the characteristic fea-
tures of coherent concentration fluctuations can be observed in small angle scattering 
experiments [41]. On annealing at temperatures close to the respective glass tran-
sition temperature, crystallization of the respective phases takes place. This can be 
monitored by the variation of the small angle intensity profiles as shown in Fig. 5.20.

It can be seen that the correlation peak starts to grow and shifts slightly to 
smaller momentum transfer. At the same time, the intensity at very small q 
increases drastically due to the incipient formation of the crystalline phase. At 
longer ageing times, the correlation peak is completely drowned by the low-q con-
tribution, which seems to saturate after about 800 s. This is an indication that the 
size of the crystals that can be estimated from the width of the intensity distribu-
tion remains in the nanometer regime due to the presence of the second phase that 
was built during the amorphous phase separation.

It has been pointed out by Hill et al. [41] that the use of neutron techniques 
is essential for these experiments since they provide the intrinsic bulk behav-
iour while earlier X-ray data were strongly affected by surface effects. Here, 
nucleation or phase separation processes may be different to the bulk and, 
moreover, the surface composition might vary due to the loss of volatile spe-
cies like silicon tetrafluoride.

5.4.2  Switching Processes In Ferroelectrics and Piezoelectrics

Using stroboscopic thermal neutron diffraction or inelastic scattering, the switch-
ing processes or domain redistribution in ferroics under the influence of e.g. 
pulsed electric fields can be characterized on a microscopic scale. In most cases, 
the rise time of the electric fields is limiting the time-resolution, due to the inher-
ent capacities present in the sample, leads and plugs. Nevertheless, real-time data 
in the microsecond-regime could be achieved for several systems.
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One example is the field-induced polarization inversion in ferroelectric PZN 
(PbZr1/3Nb2/3O3)–PT (PbTiO3) single crystals. Under zero field conditions, the 
spontaneous polarization can be oriented along one of the eight (111)—directions 
of the pseudo-cubic elementary cell. Hence, eight different domains can be dis-
tinguished that simultaneously exhibit different piezoelectric strains and slightly 
different positions of the corresponding Bragg reflections in reciprocal space. 
Application of an external field will favour one or more of these domains over 
the others. The redistribution can be monitored by observing the changes of the 
Bragg-profiles. In Fig. 5.21, selected data are shown for a PZT-PT crystal at dif-
ferent static electric fields as obtained by Daniels et al. [42]. The expected Bragg-
positions for the individual domains are marked by black squares.

Fig. 5.20  Time-evolution of small angle neutron scattering from a calcium-fluoroapatite glass 
during annealing at 750 °C [41]
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During polarization reversal under the influence of a bipolar 750 V/mm square 
wave, the intensity variation was measured at constant crystal orientation along the 
dashed line. The result is shown in Fig. 5.22. It is clearly seen, that the polarization 
reversal is associated with an increase of the peak-intensity and occurs almost instan-
taneously on the time-scale of seconds. There is, however a long time-relaxation with 
a characteristic decay time of about 5 s leading to a significantly reduced intensity. It is 
argued that this effect is due to the creep nature of the underlying domain structure [42].

Not only can the domain distribution in ferroelectrics be influenced by an external 
electric field. Moreover, the ferroelectric transition itself can be induced and its kinet-
ics can be investigated by time-resolved neutron scattering. Modulated ferroelectrics of 
the A2BX4-type (A = K, Rb, NH4,…, B = Zn, Se, …, X = Cl, Br, O,…) e.g., have 
been studied in some detail in the past [43–45]. This family of compounds exhibits a 
variety of modulated phases and the prototypic sequence of phase transitions  consists 
of the high-temperature para-phase, an incommensurate (INC) phase and a low- 
temperature ordered and sometimes ferroelectric commensurate (C) phase. In this 
case, the C-phase is stabilised by an electric field and, hence, the lock-in transition 

Fig. 5.21  Profiles of the (222)c-Bragg reflection of a PZN-PT single crystal at different electric 
fields [42]
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between the INC and the C-phase may be driven by the external field. The underlying  
mechanism is governed by the nucleation and growth of topological defects called 
stripples and antistripples [46, 47]. Details can be studied, if the characteristic satellite 

Fig. 5.22  Time evolution of the Bragg-profile during a bipolar square wave of amplitude 750 V/
mm and period 30 s [42]

Fig. 5.23  Time-evolution of the first order (top) and the third order (bottom) satellite patterns in 
K2SeO4 at three temperatures close to the lock-in transition [40]
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reflections are observed experimentally during the transition. For the case of K2SeO4, the 
 time-evolution of the intensity maps is shown in Fig. 5.23 not only of the first order satel-
lite (top) but also of the third order one (bottom) for three different temperatures [48].

Since in the C-phase the third order satellite coincides with the fundamental Bragg 
peak, the switching between the phases is most clearly reflected by the appearance 
of this new peak when entering the INC-phase. The sequence of temperatures dem-
onstrates that the INC wave vector approaches gradually the commensurate value of 
2/3 c* on cooling. Careful inspection of the time-evolution of both types of satellites 
reveals that the relaxation time is considerably temperature dependent. The formation 
of the ferroelectric phase is delayed by about 200 μs at higher temperatures, while 
the back-transformation into the INC-phase becomes more sluggish at lower tempera-
tures. The varying thermodynamic driving forces can explain this behaviour.

Even if the phase transitions in K2SeO4 are associated with a soft phonon and 
phason mode, their frequencies close to the lock-in transition are not at all affected 
by an applied electric field. It is believed that the INC-phase consists of an ordered 
arrangement of nanometer sized commensurate domains that grow during the 
(field-induced) lock-in transition. Hence, the local dynamics is already determined 
by the commensurate structure and independent of the size of domains.

Of particular interest are systems in which the external field is able to affect the 
balance of interatomic forces, thus inducing softening and a phonon-mediated phase 
transition. SrTiO3 as a member of the perovskite family is a famous example. Unlike 
its isotypical counterpart BaTiO3, it does not become ferroelectric even at the low-
est temperatures. The transition behaviour is governed by the competition of two soft 
phonon modes: A zone-boundary phonon becomes soft and on condensation at 105 K, 
it leads to an antiferrodistortive orthorhombic phase [49]. The zone-centre polar soft-
mode, on the other hand, exhibits an incomplete softening and remains stable down to 
the lowest temperatures. According to Müller et al. [50], quantum fluctuations prevent 
its condensation and, hence, the transition to a ferroelectric phase. The application of a 
sufficiently strong external electric field, however, can induce the ferroelectric order. It 
has been shown by Eckold [40] that, the softmode itself is altered by the electric field 
thus leading to a complete softening at the transition and subsequently to a stabilisa-
tion within the polar phase. The kinetics of this transition can thus be characterised 
on a microscopic scale by observing the time-evolution of phonon spectra during the 
application of pulsed electric fields. Figure 5.24 shows first results obtained with the 
three-axes spectrometer PUMA at the FRM-II neutron source.

The variation of the inelastically scattered intensity at the Gamma-point (002) is 
presented (Fig. 5.24a) in the form of a contour plot as a function of frequency and 
real-time during a 200 Hz pulsed electric field of 8 kV cm−1. Note, that the strong 
elastic Bragg peak at zero frequency is omitted for clarity. If the field is off, a maxi-
mum of the intensity is observed at about 0.75 THz. After switching the field on 
the maximum is shifted to higher frequencies of about 1 THz as soon as the transi-
tion has taken place. As can be seen from the contour plots the phonons are heav-
ily damped. Hence, a careful analysis is needed in order to obtain reliable phonon 
frequencies. Taking into account the non-linear dispersion of the softmode, contami-
nation from acoustic modes as well as the 4D-resolution function of the three-axes 
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spectrometer, we were able to determine the time-dependence of the softmode  
frequency. The results are shown in Fig. 5.24b. Obviously, the phonon reacts on a 
time scale of microseconds and seems to follow the applied field instantaneously. 
Domain walls or other defects do not significantly disturb the dynamical behaviour.

These data show for the first time that it is possible to characterise transfor-
mation processes by real-time phonon spectroscopy even on time scales down to 
microseconds. This technique provides the most direct information about the vary-
ing interatomic interactions and chemical bonding.

5.4.3  Limitations of Stroboscopic Techniques

There is a principle limitation of the time scales accessible with stroboscopic  neutron 
scattering due to the energy or wavelength distribution of the neutrons. If  neutrons 
with different energies are scattered at a given moment by the sample they will not 

Fig. 5.24  Time evolution 
of the Γ-point soft-mode in 
SrTiO3 at 30 K under the 
influence of a pulsed electric 
field of 8 kV/cm. a Intensity 
distribution at Q = (2 0 0). 
Note, that the Bragg-intensity 
around ν = 0 is omitted. 
The field is on within the 
time-interval marked by the 
vertical lines. b Variation 
of the phonon frequency 
as obtained by fitting the 
intensity distribution with a 
damped harmonic oscillator 
[40]
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arrive simultaneously at the detector. Thermal neutrons with typical  velocities of 
4000 ms−1 (wavelength 1 Å) need e.g. 0.5 ms to travel a distance of 2 m between 
sample and detector. If there is a velocity or wavelength spread of 3 % neutrons that 
leave the sample simultaneously will be registered in the detector over a time-interval 
of 15 μs. This gives a lower limit for the attainable time-resolution in kinetic experi-
ments. For cold neutrons this limitation becomes more serious. Typical small angle 
experiments use neutrons with wavelengths around, say, 5 Å with 10 % bandwidth. 
If the distance between sample and detector is chosen to be 10 m, the  time-resolution 
becomes worse than 1 ms. In order to overcome this limitation, Wiedenmann et al. 
have proposed a pulsed beam technique called TISANE [51]. In this approach a 
chopper placed at a certain distance before the sample generates a bunch of neutrons 
with a rather large wavelength spread. Neutrons with different wavelengths hit the 
sample at different times and probe a different state if the sample is perturbed periodi-
cally. If scattered elastically, these neutrons can be distinguished by their respective 
arrival time at the detector. Moreover, the careful synchronization of chopper period, 
sample perturbation and detector acquisition guarantees that corresponding neutrons 
of different pulses are always counted in the same time frames of the detector. Hence, 
neutron counts can be accumulated over a large number of cycles until sufficient sta-
tistics is obtained. This method allows accessing time-scales well below 1 ms in small 
angle experiments even if slow neutrons are employed.

5.4.4  Magnetic Relaxation in Ferrofluids

One of the first examples for the application of this method was the investiga-
tion of the structural relaxation of ferrofluids under the influence of AC magnetic 
fields. Polarized neutrons were used to monitor the spatial orientation distribution 
of magnetic moments and their variation with the applied magnetic field.

While without any field, the scattered intensity is isotropic and it exhibits a sig-
nificant angular dependence if a magnetic field is switched on. In Fig. 5.25, the 
time-dependent intensities scattered from a cobalt-ferrofluid are shown for wave 
vectors parallel and perpendicular to the applied field. In the upper part of this fig-
ure, the results obtained with conventional stroboscopic technique are presented 
for different frequencies of the applied field. As a reference, the isotropic intensity 
level for zero field is shown by the dashed line.

Clearly, the time-dependent contrast is almost vanishing at a frequency of 400 Hz. 
Due to the non-zero wavelength band, the time resolution of this experiment is limited 
to 1 ms and, hence the signal is averaged over almost half of the period at this fre-
quency. Quantitative analysis has shown that the decay of the signal is not due to the 
finite mobility of the magnetic moments but simply to the resolution effect.

Application of the TISANE method allows increasing the frequency beyond 
1 kHz without restrictions from resolution as shown in the lower part of Fig. 5.25. 
Here, the intensity modulation is still visible at 1099 Hz and the number of freely 
oscillating magnetic moments gives its amplitude. At 1424 Hz the scattering contrast 
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Fig. 5.25  Frequency dependence of scattered intensities from Co-ferrofluid. Bars indicate the 
experimental resolution. Open (closed) symbols represent the intensity of neutrons scattered into 
a sector parallel (perpendicular) to the applied field. The dashed lines are the results from static 
SANS experiments without applied field. a Stroboscopic SANS mode. b TISANE mode. Solid 
lines are the results of fits to a theoretical model [51]
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is fading away since the moments are no longer able to follow the external field. 
Hence, these real-time experiments provide direct information about the relaxation 
behaviour of the magnetic moments even on time scales well below the millisecond 
regime.

5.5  Further Prospects of In-situ Investigations

Great progress has been achieved in the field of neutron scattering from materi-
als under extreme or non-equilibrium conditions. Developments for sophisticated 
sample environment, multiplexing and real-time techniques lead to new fields of 
application for elastic and inelastic neutron scattering. At different places, instru-
ments are being equipped with user-friendly sample environment. To mention 
only one specific example: the VULCAN diffractometer at the Spallation Neutron 
Source SNS in Oak-Ridge focusses on in-situ and real-time experiments for the 
investigation of the mechanical behaviour of materials [52]. Going one step further 
many facilities are in the process of setting-up dedicated interface laboratories to 
allow for more sophisticated experiments by providing extensive off-line prepa-
ration and in-situ equipment. Examples are the partnerships for soft condensed 
matter as well as the extreme conditions initiative at the Institut Laue Langevin in 
Grenoble, France.
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Abstract Advanced experiments and theory make it increasingly clear that there 
can be essential differences between the behavior of catalysts under actual opera-
tion conditions and under the (near)-vacuum conditions of traditional laboratory 
experiments and total-energy calculations. These differences involve the struc-
ture, morphology, composition, reaction mechanisms and, importantly, the activity 
and selectivity of the catalyst. This forces us to cross the ‘pressure gap’ with new 
instruments and adapted versions of existing experimental techniques. This  chapter 
focuses on the development of dedicated scanning probe microscopy for  operando 
observations of active model catalysts. The combination is advocated of an 
uncompromised, ultrahigh vacuum environment for the preparation and traditional 
characterization of model catalyst samples with a high-pressure flow reactor cell, 
integrated with the essential components of a Scanning Tunneling Microscope 
(STM) or Atomic Force Microscope (AFM). With such a configuration it becomes 
possible to perform atomic-scale observations on well-defined model catalysts 
under fully controlled working conditions. These structural observations acquire 
further significance by being combined with time-resolved mass spectrometry 
measurements on the gas mixture that flows out of the reactor, allowing one not 
only to measure the influence of the gas mixture on the surface structure but also 
to correlate that structure with the catalytic performance. This chapter highlights 
some of the important design considerations for high-pressure scanning probe 
instruments and illustrates their performance with results obtained for catalytic 
oxidation and reduction reactions.
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6.1  Introduction

The conditions of practical catalysis, whether in industrial processes or in the 
three-way car catalyst, are usually at variance with the conditions that are required 
to perform accurate measurements with the majority of surface-sensitive tech-
niques for microscopy and spectroscopy of the outermost atomic layers of model 
catalysts. Even though ‘real’ catalysis often involves pressures above 1 bar and 
temperatures above 100 °C, many fundamental studies of heterogeneous cataly-
sis have been limited by the employed electron- and ion-based methods to pres-
sures typically below 10−5 mbar and temperatures below 100 °C [1]. Although 
there are several cases where low-P-low-T results can be extrapolated completely 
up to industrial conditions [2, 3], the number of examples is growing where the 
‘pressure gap’ of e.g. ten orders of magnitude between true process conditions and 
laboratory experiments is found to fundamentally change the process [4, 5].

6.1.1  Are High Pressures Necessary?

There are good reasons why there can be such important differences between low 
and high pressures. It is not primarily the mechanical force that is decisive, but 
rather the chemical force, or, expressed more accurately, the chemical potential of 
the reactants and the products to which the active surfaces are exposed. Because 
of the logarithmic relation between pressure and chemical potential, the influence 
of pressure is weak. Nevertheless, the differences in chemical potential associ-
ated with the pressure gap, i.e. with pressure changes of 10 orders of magnitude or 
more, are significant and can easily be sufficient to stabilize new surface structures 
and surface compositions [6–9]. In other words, a surface configuration that has a 
high formation energy and is therefore unfavorable at low pressures, may become 
the preferred phase, i.e. the structure with the lower free energy, at high pressures. 
In such cases, a first-order phase transition will occur in the surface configuration 
at a certain pressure. If more than a single surface composition can be formed, 
there can be several such phase transitions, each at a different pressure (chemi-
cal potential). In most catalytic reactions, the catalyst is exposed to a mixture of 
two (or more) reactants. Even if we can neglect the presence of the reaction prod-
ucts, we need to consider the two-dimensional phase diagram of the surface as 
a function of the partial pressures of the reactants, taking into account possible 
co-adsorption structures and ternary (or even more complex) surface compounds. 
Figure 6.1 illustrates this scenario with a phase diagram calculated by Rogal et al. 
[10, 11] for one of the model systems that will be discussed in this chapter.

What is clear from the above description is that the difference between low 
and high pressures (chemical potentials) is not a trivial matter of longer or shorter 
exposure times to the reactants; whether or not a structure is stable does not 
depend on the patience of the experimentalist. In an experiment at low pressures, 
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the model catalyst may simply be in the ‘wrong’ phase. This is why it is necessary 
to traverse the pressure gap and perform our experiments under the relevant, high-
pressure conditions.

6.1.2  Why Can’t We Use the Thermodynamic Back Door of 
Temperature?

Thermodynamics provides a second way to make the chemical potential high, 
namely by lowering the temperature. This is illustrated implicitly by the two tem-
perature scales in Fig. 6.1. This implies that the high-pressure (high-temperature) 
structures should also be stable at low pressure when the temperature is made low 
enough. However, this approach comes with several risks. First of all, the activa-
tion energy for the restructuring into the most favorable configuration may be too 
high for a transition to take place on a reasonable time scale at low temperatures, 
as may be expected in cases that require a significant sub-surface rearrangement of 
the model catalyst. Secondly, the catalytic reaction itself may be important in keep-
ing the system permanently out of the equilibrium of the phase diagram (Fig. 6.1). 
If the reaction runs by virtue of the deviation from equilibrium, e.g. the disorder 

Fig. 6.1  Phase diagram calculated by a combination of Density Functional Theory and thermo-
dynamics for the Pd(100) surface in contact with mixtures of CO and O2. At low pressures, the 
clean metal surface is stable. When only CO is introduced, a variety of adsorption structures is 
obtained, depending on the chemical potential (left vertical axis). The axis on the right trans-
lates the CO chemical potential into the partial pressure of CO for two different temperatures. 
When the surface is exposed to increasing amounts of O2 (horizontal axis), it progresses through 
a sequence with an adsorption layer, a thin surface oxide and, finally, the stabilization of the bulk 
oxide, PdO. When exposed to mixtures of CO and O2, the surface adopts various additional CO 
adsorption structures on the surface oxide. The thick black line indicates the experimental regime 
of catalytic conditions for this system. (From [10, 11]; figure courtesy of Prof. Karsten Reuter, 
Technische Universität München. Copyright 2007 by the American Physical Society)
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introduced by the reaction itself, as has been suggested by the computer simulations 
by Rogal et al. [12], the exponential reduction of the reaction rate that accompa-
nies the lowering of the temperature will have a dramatic effect that is not captured 
by the value of the chemical potential. Finally, each catalytic process involves sev-
eral thermally activated steps, such as dissociation, diffusion, reaction, and desorp-
tion, each step having its own activation energy. When the temperature is lowered 
the rate at which each of these steps proceeds is reduced by a different factor. This 
means that the overall reaction will not just run more slowly (or even effectively 
come to a stand-still), but it will do so in a manner that is not representative for the 
situation during the active process at high temperatures and high pressures.

What we learn from these arguments is that there is no general guarantee for 
the existence of a niche of low-temperature-low-pressure conditions where we can 
observe the same processes in ‘slow motion’ that make a catalyst work under prac-
tical conditions. There is no ‘escape’: we are simply forced to modify our meas-
urement techniques so that we can use them under realistic reaction conditions.

6.2  High-Pressure Techniques

The last decade has witnessed a rapid growth of the number of surface-science 
techniques that are adapted to bridge the pressure gap in some way or another. 
A natural approach is to combine a reaction zone at high pressures with tradi-
tional ultrahigh-vacuum (UHV) instrumentation by use of differential pumping. 
One can extend the pressure ranges of techniques such as X-Ray Photoelectron 
Spectroscopy (XPS) [13, 14], Low-Energy Ion Scattering (LEIS) [15], and 
Transmission Electron Microscopy (TEM) [16, 17], into the millibar regime. A 
recent review of several of these developments can be found in [18]. A new devel-
opment is that of micro- and nanoreactors that separate a small high-pressure vol-
ume from a low- or ultrahigh vacuum environment by ultrathin walls of an inert 
material, such as SiN. This approach has been demonstrated in TEM [19] and 
X-Ray [20] microscopy experiments.

A few experimental methods are relatively robust with respect to the presence 
of a gas atmosphere and can be applied to catalytic surfaces at atmospheric pres-
sures. Examples are surface-sensitive optical spectroscopy and various microscopy 
techniques [21–26]. X-Ray Absorption Spectroscopy [27, 28] and Surface X-Ray 
Diffraction (SXRD) [29, 30] have been used successfully to resolve the electronic 
and atomic structures of catalytic surfaces at elevated pressures in single-compo-
nent gasses or during reaction.

For most forms of scanning probe microscopy, in particular for Scanning 
Tunneling Microscopy (STM) and Atomic Force Microscopy (AFM), there are no 
fundamental reasons why they cannot be employed with high resolution for the 
investigation of model catalyst surfaces, even under the harsh conditions of indus-
trial catalysis. The distance between the apex of the tip of the scanning probe instru-
ment and the catalyst surface is so small that on average there will be less than one 
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gas phase molecule between the two that could significantly alter the probe signal, 
i.e. the tunneling current or the interaction force. However, there are several practi-
cal aspects that can seriously affect the imaging quality and resolution.

The following sections review the design and performance of the so-called 
‘ReactorSTM’, a dedicated instrument that combines a miniature flow reac-
tor with a compact scanning tunneling microscope [31–33]. Most of the exam-
ples presented here have been obtained with the ‘first-generation’ version of this 
instrument. Recently a new, improved ReactorSTM has been completed in our 
laboratory. It is the design of the latter instrument that will be discussed and a few 
recent results obtained with it are provided to illustrate its performance. The two 
ReactorSTMs have provided us with a first direct, atomic-scale look on surfaces 
under combined high-pressure, high-temperature conditions. This has led to sur-
prising, new insight in the thermodynamics and kinetics of surfaces under such 
conditions.

6.3  High-Pressure STM Instrumentation

The most straightforward approach towards STM observations at atmospheric 
pressures of reactive gasses is to use a microscope in an ultrahigh vacuum (UHV) 
chamber that is backfilled with the gas after preparation of the sample. This has 
been demonstrated first by McIntyre et al. for the Pt(110) surface in atmospheric 
pressures of H2, CO and O2 [34] and it has been adopted by several other research 
groups [35–39], to image adsorbate structures and gas-phase induced restructur-
ing of metal surfaces and supported metal nanoparticles [40–54]. In order to rou-
tinely operate a high-pressure STM also at elevated temperatures in a reactive gas 
mixture, i.e. during a catalytic process, several conditions need to be met that are 
briefly summarized below.

6.3.1  Requirements for STM Under Catalytic Conditions

For the ReactorSTM that we have developed for dedicated STM observations 
during catalytic reactions, we have adopted a rather unconventional design. The 
configuration of this instrument stems from the combination of the following 
requirements.

(1) The STM should operate under reaction conditions, i.e. while chemical reac-
tions are taking place on the model catalyst surface at elevated temperatures 
(100 °C or higher) and atmospheric pressures (1 bar or higher). Under these 
conditions, the microscope should be capable of imaging the active surface 
with atomic resolution and with acceptably low drift, low enough to enable 
one to track individual features on the surface.
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(2) The instrument should enable the combination of the imaging of the model 
catalyst surface with simultaneous, accurate measurements of the catalytic 
performance, so that the two can be correlated with a meaningful time resolu-
tion (10 s or better), allowing one to follow the chemical effects accompany-
ing variations in surface structure.

(3) The configuration of the instrument should be chosen such that it minimizes 
undesired chemistry in the form of chemical reactions taking place elsewhere 
than on the model catalyst surface; this might either contaminate the gas mix-
ture that is to be analyzed in order to characterize the catalytic performance or 
even corrode components of the microscope.

(4) Measurements should be possible on well-prepared model catalyst surfaces 
that are at least initially highly ordered and atomically clean. Between prepa-
ration and experiment the model catalysts should not be exposed to air.

Before introducing the actual design of the ReactorSTM, let us briefly consider 
these requirements and their implications.

6.3.1.1  Atmospheric Pressures

As remarked before, the scanning tunneling microscope has no intrinsic difficulty 
with imaging surfaces at atmospheric and higher pressures. Since the technique 
even works routinely for imaging surfaces in liquids, we can be confident that the 
mere presence of a gas will not interfere unacceptably with the tunneling effect 
and disable imaging with atomic resolution. One point of concern, however, is 
the degree to which the gasses modify the apex of the STM tip, because this may 
directly affect the imaging quality. To our knowledge, a systematic search for opti-
mal tips for imaging under high-pressure and high-temperature conditions has not 
been conducted yet.

6.3.1.2  Elevated Temperatures

Even though temperature changes lead to expansions or contractions of the 
mechanical components of most STM setups and therefore form the potential 
source of strong drifting of the images, a wide variety of STMs exist that can oper-
ate at either low or high temperatures [55, 56]. Usually this is achieved by the use 
of special materials with low expansion coefficients, symmetric STM geometries, 
and by allowing the instrument to settle after each change in temperature, before 
the tip engages the surface. For the development of a dedicated variable-temper-
ature STM, our group has undertaken a full optimization of the thermal behavior 
of the microscope and specimen by a complete, finite-element analysis, which has 
resulted in an instrument that can routinely image surfaces during a full tempera-
ture sweep from room temperature to 1300 K and higher [57].
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6.3.1.3  Atmospheric Pressures Combined with Elevated Temperatures

Whereas high pressures and high temperatures may not pose too much of a prob-
lem for STMs separately, their combination is challenging. One problem is that the 
piezo elements that are used in most STMs to actuate the tip must be kept below 
their Curie temperature, also when the sample is much hotter. This is no problem 
in vacuum, where temperature differences of hundreds of degrees can easily be 
maintained over short distances, but the heat transport through the gas atmosphere 
makes it difficult to do the same at high pressures. When nevertheless a strong 
temperature difference is maintained between the hot specimen and the nearby 
piezo element, the gas will be set into a convective flow. We have observed that 
the accompanying thermal transport is not constant in time. It fluctuates, which 
we ascribe to variations in time of the convection pattern. As a consequence, the 
temperatures of the specimen, the tip, the piezo element and the other compo-
nents that are part of the mechanical loop between sample and tip are all subject to 
small variations with characteristic times in the order of a few seconds. The con-
sequences are recognizable in the STM images as erratic drift, changing direction 
and strength several times within a single image. One approach to avoid this prob-
lem is to keep most of the components of the STM in vacuum, while the specimen 
is exposed to reaction conditions.

6.3.1.4  Correlation with Catalytic Performance

The requirement to measure the chemical activity simultaneously with the imaging 
of the model catalyst surface makes it necessary to treat the environment of the cata-
lytically active surface as a reactor. Here, we distinguish two conceptually different 
reactor types. A flow reactor operates with a steady supply of reactants and it has an 
exhaust through which products and unused reactants continuously leave the reac-
tor. A batch reactor is a closed system that starts with a mixture of reactants that 
is consumed in the reaction, while the reaction products remain stored in the same 
container. The catalytic activity can be determined by analyzing the composition of 
a small fraction of the gas that is allowed to leak from the exhaust (flow reactor) or 
from the reactor itself (batch reactor) into a mass spectrometer. In order to optimize 
the combination of the time resolution in this mass spectrometry and the sensitivity 
to changes in the concentrations of reactants and products, we need to maximize the 
ratio between the surface area of the model catalyst and the volume of the reactor. 
Here, we are immediately confronted with an intrinsic drawback of scanning probe 
microscopes, which is that they cannot be used on the complex, three-dimensional 
architectures of most practical catalysts. Instead, we are limited to nearly perfectly 
flat surfaces or ensembles of nanoparticles on flat supports and therefore we are lim-
ited also to an extremely small area of catalytically active surface. The only way for 
us to make the active-surface-area-to-reactor-volume ratio high is to make the reac-
tor volume as small as possible.
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6.3.1.5  Minimal Chemical Side Effects

Under the high-pressure, high-temperature conditions of the catalytic processes, 
chemical reactions can take place not only the surface of interest of the model cat-
alyst but also on the side and rear faces of the catalytic specimen and on other 
components that are exposed, such as the specimen holder, the heating element 
and the essential scanning probe microscope components, such as the electrical 
wiring, the piezo electrodes, the tip holder and the tip. Obviously, such parasitic 
chemistry can damage the instrument. It can also lead to contributions to the mass 
spectrometry signals that stem from the instrument and from the differently ori-
ented sides of the specimen, rather than the model catalyst surface that is imaged 
by the microscope. These aspects favor a design in which only the catalytic sur-
face of interest is brought in contact with the gasses, while the rest of the specimen 
and most of the microscope is not exposed.

6.3.1.6  Well-Prepared Model Catalysts

Standard methods to clean a model catalyst surface, such as ion sputtering, anneal-
ing, metal deposition, and gas exposure, require high vacuum. Techniques to 
check the crystal structure and quality, such as low-energy electron diffraction, 
and the surface composition and cleanliness, such as Auger electron spectroscopy, 
require high or ultrahigh vacuum. Between preparation and catalytic experiments, 
the specimens should not be exposed to air. This requirement calls for a combina-
tion of an ultrahigh vacuum system with the high-pressure reactor and the STM.

6.3.2  Design of the ReactorSTM

The combination of the above design criteria is satisfied by the special geome-
try of the ReactorSTM [5, 31–33], which is illustrated schematically in Fig. 6.2. 
The heart of the setup is formed by the integration of a tiny flow reactor with a 
scanning tunneling microscope. This combination is placed inside an ultrahigh 
vacuum system, in which model catalyst specimens can be prepared, character-
ized by conventional surface-science techniques and transported without break-
ing the vacuum. During STM experiments, the reactor volume is sealed off by the 
specimen itself, which acts as one of the reactor walls and is pressed against the 
reactor body via a Kalrez seal. The specimen is held in a holder that further car-
ries a heating element behind the specimen and a reliable temperature measure-
ment, directly attached to the specimen. During experiments, the specimen forms 
the hottest component of the reactor. Two generations of the ReactorSTM have 
been developed. In the first, that we will refer to as Mark I, the reactor body was 
made out of a low-expansion metal (Invar), while in the second, Mark II [33], we 
have replaced the metal by low-expansion glass (Zerodur). The metal version was 
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coated with a non-reactive metal film (gold), while the glass is non-reactive by 
itself for the oxidation–reduction reaction systems that we have investigated so 
far. The only components of the STM that are inside the reactor are the STM tip 
and its holder. In this way we have been able to limit not only the volume of the 
reactor to a minimum (approximately 500 μl), but also the number of materials 
that are exposed to high pressures and high temperatures. The piezo element that 
actuates the tip motion is pressed against the reactor from the outside via a small 
Viton O-ring that closes the reactor off from below but is flexible enough to allow 
the piezo element and the connected tip holder to move. During catalytic experi-
ments, only the inside of the reactor is brought up to atmospheric pressures, while 
ultrahigh vacuum is easily maintained on the outside with the use of an ion pump. 
The ReactorSTM combination is mounted inside the ultrahigh vacuum system on 
a single conflat support flange in a conventional spring suspension configuration, 
combined with eddy current damping. Two capillaries, one for the gas supply and 

Fig. 6.2  Schematic cross section of the central part of the ‘ReactorSTM’. The instrument can 
image a surface, while it is active as a catalyst, under gas flow conditions at pressures up to 5 bar 
and temperatures up to 600 K. Apart from the surface of the sample, only the tip of the STM is 
in contact with the flowing, hot, high-pressure gas mixture. The specimen (yellow) serves as the 
upper wall of the small reactor volume. Together with the filament that heats it from the rear and 
the thermocouple that is used to monitor its temperature, the specimen is held in a holder (upper 
grey block) that can be manipulated through the surrounding ultrahigh vacuum system for sample 
exchange, preparation and characterization. The tube shaped piezo element (green) is used both 
to actuate the xyz-scan motion and to drive the coarse approach of the STM tip towards the sur-
face of the specimen. For that purpose, the tip holder (dark blue) can be made to perform up- and 
downward stick–slip motion along two rails inside the double shield (dark grey) that is attached 
to the top of the piezo element. The tip holder is gently pulled against these rails by a small mag-
net (purple). Two O-rings (light blue) seal the reactor from the surrounding ultrahigh vacuum. 
The flexibility of the lower seal is sufficient not to frustrate the scan and coarse approach motion 
of the piezo element. Two capillaries (red and light blue) serve as the gas supply and exhaust 
channels. The total volume of the cell is as small as 0.5 ml
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one for the exhaust gasses, connect the flow reactor cell to connections on the sup-
port flange. These capillaries are sufficiently thin and flexible not to strongly cou-
ple external vibrations into the STM.

We have developed a dedicated gas cabinet, with pressure regulators, flow con-
trollers and tailor-made mixing valves, to prepare mixtures of up to 4 different, 
high-purity gasses, over wide ranges of partial-pressure ratios. The gas exhaust of 
the ReactorSTM is connected to a separate pumping stage. By controlling the pres-
sures on the in- and outgoing gas lines separately, we can independently set the 
operating pressure in the reactor and the gas flow rate, i.e. the residence time of the 
gas in the reactor. Special care has been given to minimize the volume of all gas 
lines and to avoid dead volumes in the gas system. Under typical flow conditions, 
the time delay between changes in gas composition in the gas cabinet and in the 
reactor is as short as a few seconds. A small fraction of the gas leaving the reactor 
via the exhaust gas line is dosed into a separate ultrahigh vacuum chamber with a 
quadrupole mass spectrometer. With this we can accurately determine the compo-
sition of the exhaust gas, again with a short time delay of typically a few seconds.

The combination of materials, the mechanical construction and the temperature 
distribution in the setup are such that experiments can be performed at specimen 
temperatures up to 600 K (limited by the Kalrez seal) and pressures up to at least 
5 bar (currently limited by the gas system; see below). The low-expansion mate-
rials and the compact, symmetric configuration result in low thermal drift, even 
during modest variations in temperature. Since there is no gas atmosphere outside 
the reactor, the piezo element does not exhibit erratic drifting due to convection-
induced temperature variations. The mechanical rigidity of the microscope-reactor 
assembly in combination with the spring suspension system makes the STM fit for 
imaging with atomic resolution on a close-packed metal surface. With this we fully 
satisfy the first requirement of uncompromised operation under reaction conditions. 
As a result of the small reactor volume, we also meet the second requirement: even 
for relatively slow reactions, e.g. 1 conversion per site per second, the converted 
fraction of the gas (at atmospheric pressure) is sufficient to be detected by a QMS, 
also when the gas resides in the reactor only for a few seconds. The reactor geom-
etry is also such that most of the STM components are not in contact with the high-
pressure gas mixture. Also the specimen has only a single surface exposed to the 
gas. Together this makes the design also optimal for fulfilling the third requirement: 
no undesired chemistry. Finally, the setup with the microscope and specimen inside 
an ultrahigh vacuum system enables us to transfer the specimen in-situ between 
the ReactorSTM and various other techniques inside the system, for preparation 
(ion sputtering, annealing, metal deposition, gas exposure) and characterization 
(low-energy electron diffraction, Auger electron spectroscopy, X-ray photoelectron 
spectroscopy), thus satisfying the fourth requirement of enabling catalytic STM 
experiments on well-prepared and well-characterized model catalysts.

Figures 6.3, 6.4 and 6.5 are photographs of the ReactorSTM setup. The com-
plete UHV system, including three separate chambers for analysis, preparation 
and high-pressure STM experiments, is shown in Fig. 6.3, together with the gas 
cabinet, the electronics and the control system. The central STM part, including 
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Fig. 6.3  Commercial version of the complete ReactorSTM setup. The vacuum setup consists of 
three separate UHV chambers for STM imaging (right), preparation (center) and characterization 
(left), connected via a linear transfer arm. The entire system is supported on air legs to reduce 
vibrations. Also shown are the electronics (left) and the gas cabinet (blue unit on the right) with 
which a wide range of gas compositions, pressures and flows can be set. (Photo courtesy of 
Dr. Gertjan van Baarle, Leiden Probe Microscopy B.V. [58] )

Fig. 6.4  Flange with the completely assembled, central part of the ReactorSTM. The copper 
block that serves as the mounting plate for the reactor body with the STM components is sus-
pended by six springs from the upper ring and its motion is reduced by eddy current damping. 
In addition to electrical connections for the heating, temperature measurement and STM con-
trol, capillaries run from the bottom flange to the reactor body as gas supply and exhaust lines.  
(After [33])
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all electrical connections and gas capillaries, is mounted on a single flange. This 
part of the setup is shown in Fig. 6.4. What can be recognized is the spring sus-
pension combined with the copper of the eddy current damping unit, with which 
the mechanical coupling between the microscope and bottom flange is reduced. 
The gas capillaries run to the in- and outlets of the reactor body in a gentle loop, 
thus minimizing their contribution to the mechanical coupling. The construction 
in Fig. 6.4 further contains a mechanism that is used to push the reactor body 
upwards against the sample holder, in order to make mechanical contact between 
the reactor and the sample and to simultaneously seal off the reactor volume from 
the UHV chamber. An additional mechanism is used to lock the suspension system 
during the introduction and removal of either sample holders or Kalrez seals.

The photograph in Fig. 6.5 shows the sample holder (colored green in the 
inset), the Kalrez seal (yellow) and a view on top of the reactor body (red). The 
sample holder can be made of various low-expansion-coefficient materials. The 
one shown here was made of invar. The sample holder contains a double set of 
electrical connections, for heating, temperature measurement and STM bias volt-
age. The reactor body was machined from Zerodur glass. The actual reactor is a 
cylindrical hole, directly below the Kalrez ring in the center of the body; the tip 

Fig. 6.5  View on the ReactorSTM assembly with the reactor opened. The sample holder is the 
part that is colored green in the inset. The reactor body (red part) has been lowered to open the 
reactor. The Kalrez seal is attached to a metal strip (together forming the yellow part) that ena-
bles one to pick it up and exchange it easily. The ReactorSTM is closed in a smooth way by 
inflating a bellow that is located below the reactor body. (After [33])
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holder and tip of the STM are inside. One of the gas capillaries can be recognized 
in the front. The ring-shaped Kalrez seal was vulcanized onto a metal strip that 
allows us to exchange such seals with a wobble stick, without the necessity to 
break the vacuum of the STM chamber.

6.4  High-Pressure Observations

In this section we illustrate the observations that are possible with the 
ReactorSTM for two catalytic reactions, namely the oxidation of CO and the 
reduction of NO. Most STM images and movies obtained thus far, have been 
acquired with the Mark I version of the ReactorSTM. In most cases, the resolu-
tion in these images is just insufficient to distinguish individual molecules, atoms, 
or atom rows, but it is good enough to recognize the terraces and steps, which 
already provides a wealth of useful information. One example will be shown 
below of the images obtained nowadays with the Mark II instrument, in which 
much more detail of the surface structure is resolved.

6.4.1  CO Oxidation: The Special Role of Surface Oxides

In Figs. 6.6, 6.7 and 6.8 results are shown that have been obtained on the Pt(110) 
surface during the oxidation of CO by O2, one of the reactions running in the 
three-way car catalyst. Figure 6.6 contains a sequence of images, acquired with the 
platinum surface at an elevated temperature of 425 K. The sequence starts after the 
surface has been brought into contact with a high pressure of 1.25 bar CO. Whereas 
the clean surface has been shown to exhibit the missing-row reconstruction, with 
every second Pt row in the surface missing [59], low pressures of CO make the 
surface adopt an unreconstructed geometry [60]. Under the high-pressure, high-
temperature conditions of Fig. 6.6, the surface also prefers the unreconstructed 
geometry, which initially brings the surface into the problematic situation of being 
only half-occupied. As a consequence, the CO-exposure immediately introduces a 
high density of steps on the surface, as the surface is broken up into two height 
levels everywhere, corresponding to the present and the absent rows in the initial 
missing-row structure. Edge diffusion of Pt atoms leads to a coarsening of this step 
structure and eventually to the complete removal of these extra steps [32, 61].

In this particular case, the structure of the metal surface at high pressure is not 
different from that at low-pressure exposure to the same gas, even though the den-
sity of the CO overlayer may depend on the CO pressure [63]. The higher-res-
olution images in Fig. 6.7 show the close-packed atom rows of the missing-row 
reconstruction of the initial surface and the doubled density of atom rows of the 
CO-induced unreconstructed surface, as obtained with the Mark II version of the 
ReactorSTM.
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Fig. 6.6  Series of STM snapshots (140 × 140 nm) taken on Pt(110), starting immediately after 
introduction of 1.25 bar CO in the Mark I ReactorSTM at 425 K. The ‘tiger skin’ pattern in the 
first panel shows that the CO-induced removal of the ‘missing-row’ reconstruction has divided 
the surface in two levels, each 50 %, and a high density of steps. Subsequent images show the 
progressive reduction of the step density by coarsening of the step pattern. The elapsed time in 
minutes is indicated in each panel. The two ball models indicate the atomic-scale geometries 
characteristic for the starting and end situations. (After [61]. Copyright 2005 by Springer Verlag)

Fig. 6.7  High-resolution images obtained with the Mark II ReactorSTM on Pt(110). a The 
(1 × 2) missing row reconstruction of the clean surface observed a short time after placing the 
platinum specimen on the reactor (22 × 19 nm). The high density of defects in the structure 
results from the adsorption of contaminants, such as CO in the poor vacuum of the reactor. b 
The (1 × 1) unreconstructed surface in 1 bar of CO at 160 °C (5.9 × 5.0 nm). The imaged region 
contains many height defects that result from the (1×2) to (1×1) transition and that are slowly 
removed with time, as is seen on a larger length scale in Fig. 6.6. Note that the scales of the two 
images are rather different. (After [33])
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The powerful combination of simultaneous imaging and mass spectrometry 
under reaction conditions is illustrated in Fig. 6.8, which shows the (110) sur-
face of Pt in contact with several CO/O2 mixtures at atmospheric pressures and 
elevated temperatures. In addition to the unreconstructed structure of Figs. 6.6 
and 6.7, characteristic for a CO-covered, metallic surface, which we find in 
CO-dominated gas mixtures, the images reveal the presence of an atomically thin 
surface oxide in strongly O2-dominated mixtures. STM-images obtained during 
slow variations in the gas composition show that the transitions between the two 
structures, from metal to oxide and vice versa, are all very abrupt. They happen 
within a single scan line, well within the STM time resolution of ~1 s, thus sup-
porting the 1st-order character of the transition, expected on the basis of the ther-
modynamic considerations discussed in Sect. 6.2.

Figure 6.8 also displays the calibrated mass spectrometer signals that were 
collected simultaneously with the images. The signals for the three most impor-
tant masses are shown here, corresponding to the reactants, CO and O2, and the 
reaction product, CO2. When we vary the partial pressures of CO and O2, the 

Fig. 6.8  Images obtained with the Mark I ReactorSTM and mass spectrometer signals measured 
simultaneously during CO oxidation on Pt(110) at a temperature of 425 K in a 3.0 ml/min flow 
of a CO and O2 gas mixture at a total pressure of 0.5 bar. (Upper panel) A selection of STM 
images (210 × 210 nm) from an STM movie [62]. Images a, b, the lower part of c and image e 
show the metallic, mainly CO-covered Pt(110) surface. The upper part of image c and image d, 
represent the oxide surface which gradually roughened. (Lower panel) Partial pressures of the 
reactant gasses CO and O2 and the reaction product CO2. Rmetal denotes the reaction rate on the 
metallic surface and Roxide is the rate on the oxide surface. The arrows indicate where the sur-
face switched from metal to oxide and back. (Figure adapted from [5]. Copyright 2002 by the 
American Physical Society)
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partial pressure of CO2, which is directly proportional to the CO2 formation rate, 
responds by going up or down in a continuous fashion. However, precisely at the 
points in time where the STM images show that the surface switches from metal to 
oxide or from oxide to metal, the CO2 signal exhibits an abrupt change. The reac-
tion rate that we observe when the surface oxide is present is higher than that on 
the metal surface.

High-resolution images, obtained with the Mark II ReactorSTM under reaction 
conditions, with the Pt(110) surface in the oxide phase, reveal a regular (1 × 2) pat-
tern [33]. This pattern has also been observed in separate surface X-ray diffraction 
experiments on this surface under the same conditions [64]. The crystal truncation 
rods, measured in this experiment indicate that every second row of Pt atoms is 
pushed upwards and shifted sideways over substantial distances with respect to its 
position for the unreconstructed surface. It is probably these rows that stand out in 
the high-resolution STM images. Density functional theory calculations by Hammer 
and coworkers explain this unconventional structure by the presence of a row of car-
bonate ions (CO

−2
3 ) below the row of high Pt atoms plus a separate row of oxygen 

atoms adsorbed on top of the surface [64]. Whether the name “surface oxide” is 
appropriate for this special surface layer should be regarded as a semantic issue.

The scenario of Fig. 6.9 explains these STM observations of the Pt(110) 
model catalyst during CO oxidation at atmospheric pressures and elevated tem-
peratures. When the surface is in the metallic state, the CO oxidation reaction 
proceeds according to the Langmuir–Hinshelwood (LH) mechanism [65], famil-
iar from detailed investigations of many catalytic reactions at low pressures (high 
vacuum). In the LH reaction, CO and O2 compete for adsorption sites on the sur-
face. If a CO molecule and an O atom are adsorbed on neighboring sites, either by 
direct adsorption or by diffusion from other adsorption positions, they can react 
with each other to form CO2 that will desorb from the surface after some time. 
When the surface is made to switch from metal to oxide, the reaction switches 
from the LH mechanism to an alternative mechanism that can be regarded as the 
surface analog of the well-known Mars-van-Krevelen (MvK) mechanism [66]. In 
the traditional MvK mechanism an oxidation reaction makes use of the oxygen 
atoms that are part of an oxide matrix. The resulting oxygen vacancies in the oxide 
(the ‘missing’ oxygen atoms) are refilled by oxygen that is supplied from the gas 
phase, the newly arriving oxygen atoms diffusing through the oxide to annihilate 
these vacancies. In the present case, the latter diffusion step is not necessary, as 
the oxide is atomically thin; the oxygen vacancies are formed and removed at the 
very surface, where there is direct contact both between the oxygen atoms and the 
CO and between the oxygen vacancies and the O2. The kinetics of the two reaction 
mechanisms, LH and MvK are quite different. In the regular LH situation, the rate 
of CO2 formation depends nonlinearly on the partial pressures of both reactants, 
CO and O2, while in the MvK reaction, the rate depends linearly on the partial 
pressure of CO and is independent of the O2 pressure: after all, the relevant oxy-
gen content corresponds to the fixed density of O atoms in the oxide rather than 
the density of O2 molecules in the gas phase. The rates observed on Pt(110) and 
on other surfaces that display the same behavior are fully consistent with these 
kinetics.
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In addition to the measurements described here on the (110) surface of Pt, we have 
investigated the oxidation of CO on Pt(111), Pt(100), Pd(100) and on surfaces vicinal 
to Pd(111) and Pd(100) [67–69], at atmospheric pressures and elevated temperatures. 
In all cases we have encountered similar scenarios, with the surface switching upon 
increasing partial pressure of O2 or decreasing partial pressure of CO from a metallic 
state, covered by adsorbed CO molecules and/or O atoms, to a surface oxide or thin 
bulk oxide, the reaction mechanism switching accordingly from LH to MvK. For sev-
eral of these cases, we have performed experiments in parallel with operando SXRD, 
supporting these conclusions and in each case providing detailed information on the 
thickness and atomic structure of the oxides [64, 70, 71]. The formation of a surface 
oxide or thin bulk oxide on these metal surfaces should be regarded as a genuine 
pressure-gap effect. With the exception of the surface oxide on Pd(100), these surface 
oxide structures are not observed under the low-pressure conditions of typically 10−5 
mbar and lower of most surface-science experiments, even when the low pressures are 
combined with a matching low temperature (see Sect. 2.2).

6.4.2  CO Oxidation: Roughness, Steps and Spontaneous 
Reaction Oscillations

A salient feature of the STM images during the CO oxidation reaction in the oxide 
phase on all metal surfaces mentioned above is that they show the steady buildup 
of a significant surface roughness, which was shown in the case of Pt(110) to scale 

Fig. 6.9  Schematic of reaction mechanisms for CO oxidation on Pt(110). At low partial pres-
sure of oxygen the Pt(110) surface is smooth and almost fully covered by a dense, CO overlayer 
(upper left). The CO oxidation reaction proceeds via the Langmuir–Hinshelwood mechanism 
with dissociatively adsorbed oxygen. At sufficiently high oxygen pressure a thin surface oxide 
is formed (upper right). Then, the reaction takes place between CO molecules and oxygen atoms 
that are removed from this oxide (center right). Occasionally, an under-coordinated Pt atom dif-
fuses out of the reduced region, to be oxidized on top of the oxide, making the oxide surface 
increasingly rough (bottom). When exposed to a high CO pressure, the rough oxide is removed 
by the reaction; a rough metallic surface remains (center left), which quickly becomes smooth to 
restore the initial situation (upper left). (After [61])



198 J. W. M. Frenken

more or less linearly with the total amount of CO2 produced [32, 61]. Such rough-
ening is observed only under reaction conditions, when the surface is in contact 
with both CO and O2, at atmospheric pressures and elevated temperatures. This 
kinetic roughening has also been observed with SXRD measurements [64] and 
can be explained naturally in the context of the MvK mechanism. STM movies 
[62] in a pure O2 atmosphere show that at the temperatures of these experiments, 
the oxides on the Pt and Pd surfaces exhibit very low mobilities, whereas the 
metallic surfaces in a pure CO or CO-dominated atmosphere are rather mobile. 
This implies that every mechanism that leads to height variations on the oxide 
will result in the accumulation of roughness. The MvK mechanism itself, i.e. the 
removal of O atoms by CO molecules, cannot be responsible for the roughening. 
Every time that an oxygen vacancy is filled up, the flat surface oxide is locally 
restored again. The STM movies and SXRD measurements have shown that the 
roughness involves also the metal atoms. These observations all strongly suggest 
that the metal atoms near a (single or multiple) oxygen vacancy have a small, but 
non-zero probability for diffusing out of the oxide matrix. In the high partial pres-
sure of O2, such a diffusing metal atom will be oxidized, and thus immobilized, 
very quickly. In this way, a new, somewhat rougher surface contour is ‘frozen’ in, 
every time that a metal atom is relocated. In the case of Pt(110), we have esti-
mated that on average one such a relocation of a Pt atom takes place per 500 CO2 
molecules formed.

The combination of the kinetic roughening that accompanies the MvK mecha-
nism on the surface oxide with the smoothening that results from the rapid surface 
diffusion in the metal phase (see Fig. 6.6) can lead to an interesting instability that 
makes the surface structure and the reaction rate oscillate spontaneously [61]. An 
example of such a spontaneous oscillation is visible in Fig. 6.10 in the variations 
of the partial pressures of the reaction product CO2 and the reactant CO during 
catalytic oxidation of CO on Pd(100) [72].

The character of these oscillations is that of a sequence of abrupt transitions 
between two distinct reaction rates, the lower corresponding to the LH rate and 
the higher to the MvK rate that were discussed above [61, 72]. The STM images 
recorded during these oscillations indeed indicate that the surface is switching 
back and forth between the corresponding structures: metal and surface oxide. 
The same, first-order transitions between metal and surface oxide and vice versa 
were seen in our surface X-ray diffraction experiments during reaction oscillations 
on Pd(100) under the same conditions [72]. At first sight it may seem difficult to 
reconcile spontaneous oscillations with the two-phase character of the first-order 
transitions. Any mechanism that would lead to such a periodic sequence of first-
order transitions necessarily features at least one parameter that evolves and oscil-
lates continuously during the process. It should be this ‘hidden’ parameter that sets 
the characteristic time between the first-order transitions and thus determines the 
oscillation period. The only property that changes continuously in our STM images 
is the surface roughness; as explained above, it increases continuously during the 
MvK phase of the oscillation cycle, whereas it decreases continuously during the 
LH phase. We explain this via the thermodynamics of the first-order transition 
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between the metal surface and the surface oxide. The observations suggest a direct 
influence of the surface roughness on this transition. Additional surface X-ray dif-
fraction measurements, in which the Pd(100) surface was forced through the tran-
sition at different values of the surface roughness, which can be quantified via the 
width of a surface diffraction profile, show that this is indeed the case: a rough 
surface oxide requires a lower partial pressure of CO to switch to a (rough) metal 
surface than a smooth surface oxide. The rational behind this relation is that CO 
molecules bind more strongly to the steps on the metallic Pd(100) surface than to 
terrace sites, whereas such a preference for steps is not present or much weaker on 
the surface oxide. As a consequence, the free energy difference between the metal 
and oxide surfaces, in contact with the CO containing gas mixture, is a direct func-
tion of the step density. This leads to a window of partial pressure ratios between 
CO and O2 in which the smooth metal surface is not stable, but the surface oxide 
can develop sufficient roughness to make it switch spontaneously to the rough 
metal surface, which is necessarily smoothening due to surface diffusion. In this 

Fig. 6.10  Spontaneous oscillations in the CO oxidation rate on Pd(001). The top panel shows 
the reaction rate (PCO2) and the CO pressure (PCO), observed in the Mark I ReactorSTM at a 
constant oxygen pressure of PO2 = 1.2 bar and a temperature of 408 K. The STM images 
(140 × 140 nm, slow scan direction along the time axis) have been recorded simultaneously with 
the CO2 and CO pressures and show that the oscillations are accompanied by the oxidation and 
reduction of the Pd surface. The metal phase exhibits characteristic terrace-and-step configura-
tions with the well-defined step height of Pd(001), while the oxide is rougher and shows no such 
order. (Figure from [72]. Copyright 2010 by Macmillan Publishers Limited)
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scenario, the typical time that the surface spends in the oxide phase is determined 
by the precise setting of the partial pressures of the reactants and by the rate at 
which the oxide roughens, which is a super-linear function of the reaction rate and 
a weak function of temperature (because of the modest mobility of the oxide). The 
average time that the surface spends in the metal phase is determined mostly by the 
step removal rate, i.e. by the edge diffusion rate of the CO decorated step atoms, 
which depends strongly on temperature an only very weakly on the partial pres-
sures of the reactants. These simple expectations are borne out by our experiments. 
A crude, numerical simulation of the oscillation mechanism described here, pro-
vides a nearly quantitative fit of our experimental observations [72].

6.4.3  NO Reduction: From LH to LH

Also the reduction of NO by CO is one of the reactions in the three-way car cata-
lyst, running simultaneously with the oxidation of CO and of hydrocarbons. We 
have used the Mark I ReactorSTM to image the Pt(100) surface during this reac-
tion at atmospheric pressures and at elevated temperatures, under various ratios 
between the partial pressures of the reactants, NO and CO [73]. Some of the 
results from this investigation are given in Figs. 6.11, 6.12 and 6.13. Like Pt(110), 
the clean (100) surface of platinum exhibits a reconstruction. The outermost layer 
adopts a quasi-hexagonal symmetry (hex-reconstruction), thus allowing itself to 
acquire an areal density of Pt atoms that is 20 % above that of a non-reconstructed 
(100) plane of the platinum lattice. It is known that low pressures of either NO or 
CO remove this reconstruction and force the Pt(100) surface to return to the square 
symmetry and the accompanying lower density of the underlying crystal [74, 75].

The images in Figs. 6.11, 6.12 and 6.13 indicate that there was again a clear 
difference between structures observed at high and low pressures. Whereas the 
Pt(100) surface was still unreconstructed at high CO pressures, the hex-reconstruc-
tion appeared to return when the surface was exposed to a high partial pressure of 
NO. Even though the resolution in the STM images was insufficient to distinguish 
the platinum atoms and, thus, to identify these two surface structures directly, the 
images present several clues that allow us to draw conclusions about these struc-
tures. First of all, the height variations in the height images, for both CO-rich and 
NO-rich gas mixtures, all correspond to the interlayer distance d100 of Pt(100), thus 
showing that the surface has precisely the same structure everywhere; oxides with 
more than one thickness, such as we have observed on various platinum and pal-
ladium surfaces, would have given rise to a variety of height differences that are 
not integer multiples of d100. Second, the 20 % difference in areal density between 
the two structures leads to the expulsion of 20 % of a monolayer of platinum atoms 
when the hex-reconstruction of the surface is lifted. This leads to the sudden for-
mation of platinum islands that cover 20 % of the substrate, when the gas mixture 
is made sufficiently rich in CO. Similarly, when the ratio is made NO-rich, the sur-
face reconstructs and forms vacancy islands that accommodate the 20 % deficit of 
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Fig. 6.11  STM images taken with the Mark I ReactorSTM during NO reduction by CO on 
Pt(100) at a total pressure of 1.25 bar and a temperature of 395 K. a Flat terraces under NO-rich 
conditions (90 %). The height variations visible in the image all correspond to the step height on 
Pt(100). b During the transition from NO-rich to CO-rich conditions. c–e Several minutes later 
in a CO-rich atmosphere (75 % and higher). Islands are formed on the terraces and the steps 
become wavy. After its introduction, this roughness decays with time. (a–c 400 x 400 nm, d–e 
120 x 120 nm). (After [73])

Fig. 6.12  STM images taken with the Mark I ReactorSTM during NO reduction by CO on 
Pt(100) some time after switching from a CO-rich gas mixture to an NO-rich atmosphere 
(85 %). The total pressure was 1.25 bar and the temperature was 382 K. The initial surface, in 
the CO-rich mixture, had been smooth. The switch to the NO-rich mixture had resulted in the 
formation of vacancy islands in the platinum surface. This roughness decayed with time, with 
the vacancy islands disappearing and the steps becoming less wavy. (a 310 x 300 nm, b–d 120 x 
120 nm, e 350 x 370 nm). (After 73)

Fig. 6.13  STM images taken with the Mark I ReactorSTM during NO reduction by CO on 
Pt(100) briefly after changes in gas composition. Two different symmetries are found for the 
adatom or vacancy islands. a, b Under NO-rich conditions a weak hexagonal symmetry can be 
distinguished. c CO-rich conditions correlate with a rectangular symmetry. (After 73)
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platinum in the outermost atom layer. In both cases the adatom or vacancy islands 
evolve via a combination of Smoluchowski ripening (coalescence dynamics) and 
Ostwald ripening (atom-by-atom exchange between islands), which makes them 
disappear after some time, thus restoring a flat surface with a low step density.

The third clue is that when the mixture is switched from NO-rich to CO-rich 
and the hex-reconstruction is lifted, we temporarily observe a significant influence 
of the STM tip on the surface structure: the adatom islands that are formed line up 
precisely in the direction of motion of the tip. This suggests that immediately after 
the phase transition, there is a temporarily high density of highly mobile platinum 
adatoms on the surface that accumulate into islands under the influence of the 
modest Van der Waals attraction exerted by the tip. After a few minutes the islands 
disappear and the tip influence effect is no longer observed. Finally, as can be seen 
in Fig. 6.13, the shapes of the vacancy islands formed upon switching to NO-rich 
conditions, rounded hexagons, were different from those of the adatom islands that 
were formed upon switching in the opposite direction, squares and rectangles.

Of course, when the surface structure changes, it is obvious that also the bind-
ing energies for atoms and molecules on the surface should change and so should 
the energy barriers for adsorption, desorption, dissociation and for the reactions 
between the adsorbed species. Measurements with the quadrupole mass spec-
trometer of the production of N2, obtained simultaneously with the STM images, 
are consistent with Langmuir–Hinshelwood kinetics, both for CO-rich and for 
NO-rich gas mixtures. The fit to the experimental data becomes slightly better 
when we allow each rate constant in the fit to have two different values, one for 
the CO-dominated, unreconstructed surface and the other for the NO-dominated, 
hex-reconstructed surface. The most important difference that we find between 
the two sets of best-fit rate constants is that the ratio of the rate constants for NO 
adsorption and desorption seems to be higher on the hex-reconstructed surface 
than on the unreconstructed surface [73]. This makes sense, in view of the fact 
that the correspondingly increased adsorption strength actually stabilizes the hex-
reconstruction under these conditions. The increase in rate constant is larger than 
the 20 % increase in the number of potential adsorption sites, which indicates that 
the effect is, at least partly, due to the difference in electronic structure between 
the reconstructed and unreconstructed surfaces.

6.5  Conclusion and Outlook

The ReactorSTM is providing us with a direct view of working model catalysts 
under realistic or nearly realistic conditions, involving the combination of high 
pressures and elevated temperatures. The Mark II version of the instrument, which 
has recently become operational, images the model catalyst surfaces under reaction 
conditions with full atomic resolution at high imaging rates, even above 1 frame/s 
[76, 77]. This instrument is now in a sufficiently mature state that a commercial ver-
sion has been developed in the meantime by Leiden Probe Microscopy B.V [58].
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The examples given here of the oxidation of CO and the reduction of NO on 
catalytically active metal surfaces demonstrate the pressure gap between atmos-
pheric pressures and the traditional regime of low-pressure experiments, where 
simple adsorption structures and the familiar Langmuir-Hinshelwood reaction 
mechanism prevail. The effect of the high pressure is to thermodynamically (or 
kinetically) stabilize new surface structures and compositions that incorporate 
one or more of the reactants. This is introducing a much more active role of the 
catalyst. Instead of serving merely as a two-dimensional arena on which the reac-
tants adsorb, encounter each other and react, with each of these steps affected by 
the interaction with the substrate, the catalyst surface is involved much more inti-
mately in the process at higher pressures; one might rather describe its role as that 
of an intermediate product, providing a truly alternative reaction pathway. This 
scenario is not necessarily limited to CO oxidation. Similar effects may well be at 
play in a wider variety of catalytic processes, in which the partial pressures of one 
or more of the reactants (or products) may be high enough to introduce a phase 
transition to a new structure of the catalyst surface, involving e.g. oxides, carbides, 
nitrides, sulfides or other compounds.

It is clear that the complexity introduced by the high pressures in these experi-
ments on well-defined, single-crystal, elemental catalysts can be taken as a guar-
antee that the materials gap, between these model systems and the full richness 
of a supported catalyst, containing a support material, small particles and promot-
ers, will have important surprises for us in store. Adapting our techniques to make 
them suitable for more realistic catalyst structures and compositions therefore 
forms a very relevant challenge. A first step in this direction is the development 
of a non-contact Atomic Force Microscopy (nc-AFM) version of our instrument, 
the ReactorAFM. A prototype of such an instrument, with the nc-AFM running 
by means of a miniature tuning fork, has recently been constructed. First results 
obtained with the ReactorAFM show that it is possible to perform in-situ observa-
tions during catalytic reactions on non-conducting specimens, e.g. on model sys-
tems of supported catalysts in the form of metal nanoparticles on an insulating, 
oxide support.

A limiting factor in both the ReactorSTM and the ReactorAFM and in other 
high-pressure scanning probe instruments is the quality of the tips that are used to 
probe the surface. The tip is exposed to the same gas environment as the catalyst 
surface. Typical tip materials, such as tungsten and platinum-iridium, are sensitive 
to the presence of reactive gas mixtures. Adsorption certainly also takes place on 
the tip and at sufficiently high oxygen pressures, the tip may even oxidize. Even 
though such tip changes usually do not lead to a resistance that disables the STM, 
they can have a severe impact on the resolution obtained with the microscope. 
More work will be necessary to identify materials and manufacturing methods, 
required to produce reliable and sharp tips that are not affected by the typical con-
ditions used in the experiments.

In closing, we should emphasize that ‘seeing’ a catalyst at work with the 
ReactorSTM or the ReactorAFM will at best provide part of the picture. For a full 
understanding of catalytic processes under practical conditions it will be essential 
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to combine a wide spectrum of experimental techniques, involving real-space and 
reciprocal space geometrical information, spectroscopic information and provid-
ing access to the ultra-fast timescales of the actual bond-breaking and -making 
processes, all under the appropriate high-pressure, high-temperature conditions. 
Several high-pressure techniques have been mentioned already in Sect. 3. In this 
respect, the flow-reactor setup that we have developed recently for surface X-ray 
diffraction under reaction conditions at atmospheric pressures deserves special 
attention [78]. Finally, for a proper, in-depth interpretation and eventually predic-
tion of the experimental findings on catalysts under reaction conditions, it is essen-
tial that the experimental progress go hand in hand with further development of 
appropriate theoretical and computational tools [9–12].
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Abstract Suitable detectors for these expensive and highly complex  experimental 
instruments described in the previous chapters are a key factor to consider,  
primarily because if one cannot visualize or record the experimental results with 
an appropriate detector, any experiment will fail. The general challenge for all  
position-, energy-, and time-resolving detector systems is the fulfillment of 
 stringent requirements for direct X-ray and electron detection experiments. These 
include a priori a high detection sensitivity and efficiency, but most important is 
coping with extremely high flux (1012 highly energetic X-ray photons or 108 
300 kV electrons per second), exhibiting appropriate radiation hardness to maintain 
proper detection sensitivity and operability, low electronic noise for finest energy 
resolution in single-photon counting mode, and high frame rates for high time res-
olution. Parameters such as the Modulation Transfer Function (MTF), the Detector 
Quantum Efficiency (DQE), the dynamic range, pixel size, sensitivity, linearity, 
uniformity, background noise, read out speed, and reliability (or life time) among 
other characteristics will need to be considered to decide which detector design is 
best for what application. There are a variety of designs in the development and/or 
prototype stage. Costs are high, because most are produced using expensive wafer 
fabrication processes. A point of consideration is flexibility, adaptability, and how 
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swift detector parameters can be changed. The trend at high-end, multi-national, 
multi-user scientific research facilities (Synchrotrons, FELs) however, is to oper-
ate dedicated, non-transferable detectors for specialized applications, whereas the 
medium to small scale research facilities may well decide for a more versatile, 
multi-purpose detector. The following sections will address detectors for electrons 
and detectors for X-ray photons separately. Development efforts for these detector 
types overlap, in part due to the high costs involved, and in part due to the compat-
ibility of some developmental stages and components for both detector types.

7.1  Detectors for Electrons

7.1.1  Introduction

Detectors for electron imaging have continuously been evolving over the past 
three decades. Before the 1980s photographic film was the only choice for suit-
able electron image recording. The transition from the very traditional photo-
graphic film over imaging plates, indirect detection techniques, to the novel 
direct detection techniques has provided electron microscopists with a number 
of options for image recording. In brief, the traditional photographic film comes 
with the associated light sensitive negatives, their development in the dark room 
and printing on photographic paper. The imaging plates use less light sensitive 
negatives, but still require digitization and printing. The indirect detection tech-
nique using Charge Coupled Devices (CCD) require electron-to-light conversion 
methods—i.e., scintillators and CCDs that operate in the visible range of the 
spectrum. Finally, the novel digital detectors use direct conversion of the incom-
ing particle, electron or photon, to an electrical signal and perform digitization 
in the detector front-end.

The motivation for the transition from the classical photographic film over 
imaging plates to electronic, CCD-based, indirect electron detectors is the sheer 
advantage of having a digital image, which is directly and immediately viewable 
and adjustable on a computer screen at the time of recording. This is certainly 
more user friendly than having to deal with negatives and their developing condi-
tions (and the capabilities of the microscopist), and the post-microscope session 
scanning of negatives or image plates. The biggest disadvantage of photographic 
film or the imaging plate, is that mishaps and system failures can often only 
be seen after the negatives have been developed or the imaging plate read out. 
The possibilities that digital imaging offer—not only in terms of direct image 
acquisition, but also for any ensuing on-line and/or live image processing—have 
opened doors to a number of research fields, in particular but not exclusively, in-
situ microscopy, electron tomography, and remote microscopy (where the opera-
tor may be located in an adjacent office or even in a different city or country). 
Digital detectors have therefore become the de-facto standard in electron optical 
imaging.
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However, none of the electron imaging devices is perfect. From the plain image 
recording perspective each device has advantages and disadvantages that need to 
be taken into account depending on the application.

7.1.2  Electron Image Recording Devices

7.1.2.1  Photographic Film

Electron microscopy conform photographic film consists of an emulsion of fine 
silver halide particles (3–6 μm in size) suspended (1:1) in an approximately 
20 μm thick layer of gelatine. The film thickness corresponds approximately 
to the mean free path of 120 kV electrons—purposefully designed so that these 
electrons scatter statistically only once while traversing the film. Multiple scatter-
ing inside the film layer would only degrade the quality and the resolution of the 
recorded image, because lateral scattering and propagation of the primary elec-
tron away from the incident direction would only generate metallic silver particles 
where no incident electron may have hit the film. The silver halide grains convert 
to metallic silver grains when exposed to the electron beam. The energy required 
for this conversion is approximately 7 eV, clearly indicating that one single high-
energy electron in an electron microscope can easily generate 104 silver atoms—
representing a large portion of one single silver halide grain in the film emulsion. 
This process stores a latent image in the film made of silver halide grains. In com-
parison, film exposure to visible light of about 3 eV requires a collective process 
involving many photons to convert the silver halide atoms to metallic silver atoms. 
During chemical development of the photographic film in the dark room, the sil-
ver grains containing the latent electron image information are fully converted to 
metallic silver, whereas the non-irradiated and therefore non-converted silver hal-
ide grains are removed.

For photographic film, its non-linearity, the limited possibilities to reduce the 
inherent noise characteristics, and the limited dose (or intensity) range, plus the 
strong dependence on the film developing conditions, make film not quite suitable 
for applications like low-dose imaging, or where electron intensity quantification is 
important. One has for decades recorded electron diffraction patterns on film, and 
it has shown very suitable for the recording of high-intensity peaks (except for the 
central diffraction peak). However, with the non-linear characteristics of film, and its 
best operating conditions in an intermediate yet limited dose (intensity) range, film 
tends to reduce the true intensity of the very high-intensity peaks, appropriately rep-
resent the medium-intensity peaks, and obscure the low-intensity peaks below rec-
ognition. Precise quantification of the electron intensities however, is important for 
convergent beam electron diffraction patterns. With film, this is done by measuring 
the optical density in a film scanner. The optical density here is defined as the frac-
tion of light that is transmitted by the film. However, considering the non-linearity  
of film the quantification allows reconstructing the true intensities only when 
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knowing the non-linear relation between optical density and dose. Systematic errors 
affect the results significantly. Nevertheless, in some cases experimental and theo-
retical intensities can be matched with an accuracy of close to 99 %.

7.1.2.2  Imaging Plate

An imaging plate consist of an approximately 110 μm thick photo-stimulable 
layer of phosphor grains (BaFX {X = Cl, Br}, doped with Eu2+) that is encap-
sulated by a flat sheet of plastic support below and a protective layer above. The 
grains are nominally regarded as pixels 25 × 25 μm in size. This flexible sheet 
can be used just like film in the standard film cassette of the microscope. During 
recording, the phosphor layer stores the electron energy in the potential well of 
the defect states of the phosphor grains. In essence, by ionizing Eu2+ to Eu3+, 
some of the electrons are excited to the conduction band and are trapped in  
F+-centers of the crystal creating a metastable state. This process allows the 
phosphor grains to store a latent image. However, at room temperature these 
defect states do have a limited life time of up to a few days, during which one 
can digitally read out the imaging plates many times. However, each read out 
reduces the amount of energy stored, and as such the signal decreases as the 
number of read outs increases. The read out mechanisms relies on the narrow 
spectral range of a He–Ne laser that scans the imaging plate causing luminescent 
light emission from the imaging plate that is captured, logarithmically amplified 
by a photomultiplier, and digitized into 14 bits. Exposing the imaging plate to 
white light erases the latent image by irradiating the phosphor with sufficient 
photon energy, causing the removal of the defect states in the phosphor grains 
and a back-conversion of the Eu3+ ions to Eu2+, such that the imaging plate can 
be re-used. All imaging characteristics are the combined response of the imaging 
plate and the read out device. One cannot isolate the characteristics of the imag-
ing plate from the reader.

Imaging plates exhibit a highly linear counts versus electron dose behavior, 
offer possibilities to reduce the inherent noise characteristics by adjusting the read 
out device to a high sensitivity setting, and their broad dose (or intensity) range 
in which they operate, make imaging plates very suitable for low-dose and high- 
resolution imaging applications. They are not very good at recording and storing 
high electron doses (intensities) as the inherent noise characteristics increase dra-
matically with dose. This signal-to-noise limitation is due to granular variations of 
the phosphor. The 25 × 25 μm pixel of an image plate consist of a varying num-
ber of Eu2+ doped phosphor grains (due to grain size variations). Consequently, 
the number of Eu atoms varies from pixel to pixel, and concomitantly the gain 
factor, which in return causes large variations in gain across the image plate, con-
tributing to the intensity dependent noise, also known as granular noise. In prin-
ciple—and this is technically feasible—the read out device would need to be 
precisely aligned with the image plate inserted, such that it normalizes these gain 
variations. For this to work out properly, the positioning and alignment error of the 
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image plate would need to be less than 1 μm for every read out. Another remedy 
to reduce the gain variations among pixels is to reduce the grain size of the phos-
phor, such that a more homogeneous distribution of grains (and Eu atoms) can be 
achieved. Binning of pixels is another method that allows reducing gain variations, 
however at the expense of spatial resolution.

7.1.2.3  CCD-Based Indirect Electron Detector

The working principle of the CCD-based, indirect detection strategy involves three 
processes, namely (1) capturing and converting electrons to photons via a phos-
phor scintillator, (2) guiding these photons to a light sensitive CCD array via fiber 
optical coupling, and (3) converting the photons back into an electronic signal via 
electron-hole pair generation in the CCD pixel, which can be read out consecu-
tively to form an image.

This indirect electron detection approach is characterized by a number of opti-
cal interfaces within the entire detector assembly, resulting in multiple scatter-
ing events and a subsequent loss in resolution. The scintillator layer at the very 
top of the detector assembly consists of a material that converts electrons to 
photons. A variety of powder phosphors, in particular Gadolinium Oxysulphide 
(GOS) phosphor, as well as an Yttrium Aluminum Garnet (YAG) single crys-
tal doped with Cerium serve this purpose. Both materials have significantly dif-
ferent photon yields. The generation of photons in GOS phosphor is about twice 
as high as in YAG, resulting in a highly sensitive detector if equipped with GOS 
phosphor. Yet, the variations in GOS powder morphology, especially grain size, 
cause a larger variance in response characteristics. In contrast, the YAG crystal 
exhibits a more uniform photon emission and is more resistant to electron beam  
irradiation—hence a favorite material for CCD based electron detector manufac-
turers. Additionally, scintillator thickness affects electron-to-photon conversion—
the gain. A thicker layer emits more photons than a thinner scintillator, allowing 
the tailoring of detector sensitivity according to the application. Generally, low-
dose applications call for the enhanced gain found in thicker scintillators, because 
the sample consists of beam sensitive, low-contrast matter (biological samples), 
and a decent signal-to-noise ratio is critical. Instead, a thin scintillator is used for 
high-dose applications, examining more beam resistant samples that exhibit better 
contrast, and aiming at high spatial resolution in the image.

While thicker scintillators yield higher gain, the result is not independent 
of the variable accelerating voltage of the electrons in electron microscopes (in 
most cases anywhere between 30 and 300 kV). Lower accelerating voltages and 
thus slower incident electrons have a shorter mean free path—that is the distance 
between consecutive scattering events—than higher accelerating voltages (and 
faster electrons). Consequently, a slow electron will scatter more often in a given 
scintillator thickness, yielding a higher gain than a fast electron. This is shown 
in Fig. 7.1 where the dependence of gain on accelerating voltage is plotted for a 
CCD-based electron detector in comparison to an imaging plate.
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The CCD-based detector is equipped with a fiber-coupled YAG scintillator, 
whereas the imaging plate pixels consist of phosphor powder. Observe how the 
gain peaks at 100–120 kV accelerating voltage and drops off at higher accelerat-
ing voltages. The scintillator thickness of this particular detector shown, as well as 
the imaging plate was designed to yield highest gain for 100–120 kV mircoscopes/
applications. (Note: 100–120 kV or even 60 kV applications are not to be con-
fused with low-dose applications. Low-dose microscopy can also be performed at 
300 kV. Low-dose only stands for low-intensity, not low-accelerating voltages.)

As mentioned before, it can also be observed that the YAG crystal is less gain 
efficient than the phosphor used in the imaging plate.

Electron scattering occurs in all scintillators, resulting in photon generation 
across a number of phosphor grains, or alternatively, across a number of optical 
fibers that guide the photons to the CCD pixel array. Fiber-coupling connects each 
pixel via an optical fiber with the scintillator. Thus, one single electron that ideally 
should activate only one corresponding pixel on the CCD may in reality—due to 
scattering—activate some neighboring pixels too. While a thicker scintillator may 
generate a larger number of photons, it also exhibits a larger spatial spreading of 
these photons over a larger number of optical fibers. Thus spatial resolution in the 
recorded image is compromised. Additionally to the spreading of photons, reflec-
tion of photons back into the YAG scintillator (from both, the entry and exit plane) 
contributes to lateral signal spreading and image blur. Photons that enter the optical 

Fig. 7.1  The dependence of detector gain on accelerating voltage—comparing a CCD-based 
electron detector to an imaging plate
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fibers at high incident angles can—provided the internal reflection conditions are 
such that the acceptance cone (critical angle) is not too small—cause a leaking of 
photons out of fibers adding to the image blur and loss of spatial resolution.

An alternative to fiber-coupling the scintillator with the CCD pixel array is 
lens-coupling. Lens-coupling allows for a somewhat higher flexibility in detec-
tor assembly and design, but it is less efficient than fiber-coupling. Fiber-coupling 
is done by permanently attaching a set of parallel fibers (bound together forming 
a block of fibers) to the scintillator and an identical block of fibers to the CCD. 
When assembling the detector, the fiber blocks from the scintillator and the CCD 
need to be aligned properly and connected optically. This is best done via a thin 
film of oil spread between the blocks of optical fibers. In any case, the measured 
overall response of the detector is a combined response of scintillator, fiber optics, 
CCD array, and the interfaces therein.

Compromised spatial resolution due to electron scattering and the ensuing pho-
ton propagation in the optical fibers is the major limiting factor for the CCD based 
electron detectors. Although the individual pixel in the CCD array is small (the 
majority of CCD have 14 or 24 μm pixels), this is rarely the actual image resolu-
tion as usually more than one pixel is activated by one single incident electron.

Very high electron intensities, encountered for example in the central spot of a 
diffraction pattern, over saturates the CCD—even if blocked with the beam stop of 
the electron microscope, the brightness “spills over”, causing oversaturation of an 
entire array of CCD pixel rows and columns. There are some CCD based detectors 
that can handle higher intensities, with the consequence that they do not perform 
well in the medium to low electron intensity regime.

Beside the image quality compromising effects in the scintillator and fiber 
optics, the CCD based electron detectors are also characterized by significant 
levels of conversion, readout and dark-current noise in the pixel array. The dark 
current and the readout noise (from here on denoted as background noise) are pro-
portional to the temperature of the pixel array and the thermally excited electrons 
inside each pixel are proportional to the exposure time. Experimentally they are 
hard to distinguish. This background noise can be reduced by cooling the detec-
tor down to −25 °C—usually with Peltier cooling elements. Both, the readout and 
the dark current noise are independent of illumination, dominating in low-dose 
images, whereas the photon-to-electron conversion noise in the pixel increases 
with increasing illumination. The latter type of noise can strongly affect the signal-
to-noise ratio at high-dose applications. However, it can be minimized by perform-
ing a gain normalization of the entire detector area prior to image recording. To 
understand this, consider each pixel as an independent detector. Hence, the CCD 
array consists of many small, separate detectors, each one with its own set of 
background and conversion noise. The conversion noise in each of them results in 
a distinctive gain response that increases proportional to the illumination intensity, 
and each individual gain response varies constantly during continuous exposure. 
By recording a number of full sized (entire detector array) images under uniform 
illumination, these gain variations can be averaged and normalized to adjust the 
pixel-to-pixel variations across the entire pixel array. Similarly, one can perform  
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a dark current assessment by recording a number of dark current images (no  
illumination), which for obvious reasons include the readout noise. Both, the 
resulting gain normalization and the dark current images are subtracted from each 
image that is recorded during the ensuing microscope session. In contrast, this 
type of digital image processing for noise reduction purposes cannot be performed 
with photographic film or the imaging plate.

The CCD-based indirect electron detectors exhibit a highly linear counts ver-
sus electron dose behavior, and their broad dose (or intensity) range (also called 
dynamic range) in which they operate, make these digital detectors very suitable 
for medium- to high-dose applications. However, considering the disadvantages 
of the indirect electron detection strategy, especially the inferior spatial resolution 
due to relatively large pixels, and the lack of sensitivity in the low-dose domain 
due to the high levels of inherent background noise, are motivation enough to con-
tinue with electron detector development.

Thus, the reason and motivation to further transition from the indirect to the 
next level—direct electron detection techniques—is the prospect to finally operate 
an electron detector with all the digital and user friendly advantages of the existing 
CCD based detector systems, yet with better characteristics. In particular, the abil-
ity to investigate highly beam sensitive samples, especially in the soft-matter and 
the life sciences is sufficient motivation to advocate further detector development. 
The direct electron detection technique has the potential to provide a much more 
sensitive imaging device, because its noise and spatial resolution figures can be up 
to 10 times better. Single electron detection is the goal here. These enhanced capa-
bilities of direct electron detectors have inimitable consequences, because it allows 
taking on the major problem in beam sensitive investigations using electrons: radi-
ation damage. Radiation damage to the sample is also found in experiments using 
other high-brightness radiation sources, i.e., synchrotron and X-ray Free Electron 
Lasers (XFEL). Fact is that the ultimate resolution of structural studies using elec-
trons and/or X-rays is limited by the radiation sensitivity of the sample.

There are in principle two approaches to overcome the degrading effects of radi-
ation damage. One is to perform single-shot experiments, where a large number of 
electrons (>108) or X-ray photons (>1012) is directed in one single, but very short 
pulse (10–1000 fs) onto the specimen. The idea here is to record the image (or spec-
tral information) faster than the damage mechanism can unfold and destroy the sam-
ple. Generally, the damage mechanisms can be associated with the ionization of atoms 
due to the incoming X-rays. Once ionized and exhibiting a charge, the subsequent 
effect of so many same-charge ions, which are still densely packed in their origi-
nal volume causes a so-called Coulomb explosion. Such ultrafast experiments can 
be performed and they are currently of high scientific interest (see Chaps. 2 and 4),  
concomitant with the development of XFELs. The second approach pertains so far 
only to the use of electrons and entails performing single-electron experiments allow-
ing for energy and heat dissipation within the sample and thus avoiding thermal dam-
age mechanisms to destroy the sample. Both approaches have in common that they 
require highly sensitive direct detectors. Additionally, the very large dynamic range of 
these novel detectors becomes very important here.

http://dx.doi.org/10.1007/978-3-642-45152-2_2
http://dx.doi.org/10.1007/978-3-642-45152-2_4
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In order to be able to objectively compare electron imaging devices one needs 
to understand the critical parameters that are generally used to characterize detec-
tors. The concepts of spatial resolution (pixel size) and the Modulation Transfer 
Function (MTF), noise and the Detector Quantum Efficiency (DQE), dynamic 
range, linearity, and uniformity are the parameters of interest. While we will dis-
cuss all of them in the following section, the MTF, the DQE, and the dynamic 
range, are the primary parameters used to compare electron detector types here. 
There is an increasing demand and an enormous list of publications (too many 
to list them all here) that all aim at uniform and standardized detector charac-
terization methods. However, due to the large variability of detector designs and 
applications, this task is not as easy and straightforward as it may seem [1]. The 
medical imaging community has their standards, for instance the IEC-62220-1 
for the determination of the DQE. Applying this standard to similar yet different 
detectors in other disciplines proves practically impossible in many cases.

7.1.3  Critical Parameters for Detector Characterization

7.1.3.1  Modulation Transfer Function

The MTF measures the ability of a detector to distinguish a black-white transition. 
Ideally, a black-and-white variable-width line pattern (Fig. 7.2) would need to be 
placed right in front of the detector and an image recorded, and even more ideally 
in both the horizontal and the vertical direction. The ability of any image record-
ing device to perfectly record and display such black-white features will decrease 
(and thus the MTF decline) as the features—here the line spacing—become 
smaller and smaller. Eventually, the black-white-black will turn into shades of 
grey and the ability to discern accordingly small features in a high-resolution 
image will vanish.

However, such an ideal fine line pattern cannot be fabricated with line spac-
ings small enough (<1 nm) to cover the entire detector’s ability to transfer spa-
tial frequencies. As one alternative to such a fine line pattern only one black-white 
transition—a sharp knife-edge—is used to record images for the MTF analysis. A 
second alternative is the noise approach. In the latter a series of noise images are 
recorded and analyzed to extract the required information for the MTF.

In essence, the MTF measures how contrast is transmitted within the detector. 
Contrast is defined as

where Imax and Imin are the intensity maxima and minima respectively. Figure 7.3 
shows a simulation of the effect the MTF has on a set of parallel lines that vary 
in separation (increasing distance from 1 to 11). The top row (a) depicts the 
ideal image without blurring of the signal (perfect contrast, perfect MTF = ideal 

(7.1)Contrast =
Imax − Imin

Imax + Imin
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detector). The rows below (b–i) show an increasing signal blur (real detector) in 
conjunction with decreasing contrast and a decreasing MTF (j).

The reason for a detector to not be able to fully reproduce such line patterns 
with razor-sharp edges in the image is the spreading or blurring of the signal 
inside of the detector. The photographic film, the imaging plate and the scintil-
lator/fiber optic/CCD array they all exhibit the inherent scattering events of elec-
trons and photons. Accordingly, one single electron (and the ensuing photons), 
which enters the detector at one single point, excites not only one single pixel 
or grain but the signal spreads to neighboring pixels and grains too. This behav-
ior can be expressed by the Point Spread Function (PSF), which describes the 
response of the detector to a single incident electron or photon—the input signal 
gets convoluted with the detector response, producing the output signal. If one 
were to illuminate one single pixel or grain with one single electron one could 
directly determine the PSF. However this method is extremely challenging. Two 
more manageable approaches are to follow the sharp knife-edge method or the 
noise method. Both methods assume that the PSF is independent of the position of 
the pixel in the array.

The knife-edge method requires placing a very sharp metallic edge across of 
the detector area. The material should not permit electron transmission. The result-
ing input signal into the detector can therefore be described by a step-function. 
However, the detector output signal shows a blurred edge in the image. Note 
though, that the knife-edge method has one-dimensional character—just like the 
step-function—not allowing determination of the PSF in the other lateral direction 
(along the knife-edge). Hence, a Line Spread Function (LSF) is used instead of 
the PSF. The LSF can be determined as the first derivative of the step function, or 
from the experimental edge profile, the edge spread function (ESF).

(7.2)LSF =
d

dx
ESF(x) ≈

�ESF

�x

Fig. 7.2  A black-and-
white variable-width line 
pattern used to determine the 
modulation transfer function
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Fig. 7.3  Image simulation of the effect the MTF has on features in the image. Row a shows the 
unaffected image (perfect detector), rows b–i demonstrate increasing blur, j depicts the corre-
sponding MTF graphs used for the image simulation
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The ESF is determined by recording the knife-edge image, averaging over each line 
(or column) of pixels that runs parallel to the knife-edge and normalizing. The ESF 
cannot be differentiated analytically, hence the finite difference method applies.

Unfortunately, direct differentiation of the experimental edge profile has shown 
to be too noisy for a decent assessment of the LSF. Alternatively, a fitting proce-
dure can be employed. The analytical approach to the LSF is by superimposing 
Gauss functions. The ideal input signal (perfect step function) is then convoluted 
with this analytical LSF and the result is compared to the experimental output 
signal. Variation of the free parameters of the Gauss functions allows adjusting 
the analytical LSF to match the experimentally measured LSF. The LSF corre-
sponds to the PSF only under the condition that the PSF has rotational symmetry. 
However, in a real detector the PSF can be anisotropic. In photographic film this 
effect is known as Eberhard effect [2]. However, once the PSF (or the LSF) has 
been determined experimentally, the MTF is acquired by taking the Fourier trans-
form of the PSF (LSF).

The issue of the noisy edge function and therefore a rather ineffective LSF 
can be explained by the metallic knife-edge causing stray X-rays and dif-
fracted electrons right at the edge that can reach the detector where it should 
not be illuminated. This effect contributes to the artificial blurring of the edge 
that is independent of the detector response. Thus, the knife-edge method tends 
to overestimate the spreading of the input signal. On the other hand, inserting a 
sample into the electron beam might just as well introduce this type of edge blur— 
obviously, depending on the material composition. While the knife-edge is  
supposed to be inserted right above the detector to minimize such  scattering 
effects, the sample is usually inserted at a much higher position along the  electron 
beam. Thus, minute scattering along, for example, the ion-milled hole in the 
 sample or any thicker section, and which may be regarded as considerably less 
scattering than the knife-edge, can cause similar effects in the image, which  
is recorded at a much larger distance. Thus, it remains debatable, whether or not it 
is better to de-convolute an experimental image (with sample) with an MTF that 
was acquired without image distorting scattering, than using an MTF that was 
 captured with a possibly more realistic experimental scenario. Reproducibility and 
standardization of such distinct test methods are a challenge though.

An alternative to the knife-edge method to determine the MTF of a detector is 
the noise method. It requires a homogeneous illumination of the entire detector 
area. The number of electrons per unit time and unit area that reach the detector 
are Poisson distributed. An ideal detector would therefore have pixel/grains that 
are statistically independent (each a small individual detector, with no PSF effects) 
and the frequency spectrum of the noise could be expressed by a constant. This 
number would only depend on the variance of the noise in the image. In a real 
detector, however, the recorded homogeneous noise image requires a convolution 
with the PSF and the inherent detector noise (background noise, conversion noise) 
needs to be added.

(7.3)Noise image = Poisson noise ⊗ PSF + detector noise
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Discrete Fourier Transformation (DFT) yields the frequency spectrum.

where DFT (PSF) = MTF, and DFT (Poisson noise) = constant + noise.
As can be seen the PSF can be calculated by taking the Fourier back trans-

form of the MTF. The constant is unknown and as such the result has to be scaled 
and normalized to unity under the assumption that for small spatial frequencies 
the MTF tends to unity. Averaging over the entire illuminated area allows mini-
mizing the noise in the frequency spectrum. This can be achieved by first Fourier 
transforming and then averaging the noise line-by-line or column-by-column. This 
method also allows examining the rotational symmetry of the MTF and the PSF. 
Any additional inherent noise of the detector introduces only systematic errors to 
this method. Therefore, to minimize these errors one needs to record these noise 
images in a dose (intensity) range where the inherent detector noise is negligible 
compared to the noise of the input signal.

7.1.3.2  Detector Quantum Efficiency

The DQE is a most commonly used measure characterizing the overall quality 
of an imaging detector. Imaging quality is particularly affected by the combined 
effects of signal and noise performance expressed as a function of object detail—
spatial frequency. In other words, it determines how well a detector can distinguish 
important low-contrast information from noise. This is of particular importance for 
low-dose applications, where the number of incident electrons is limited, e.g., due 
to sample radiation exposure limits, and resulting beam damage. Figure 7.4 dem-
onstrates how image contrast and noise interplay.

Any signal inherently comes with its noise spectrum—call it shot noise, which 
should be Poisson distributed. An ideal detector registering such signal under per-
fect imaging conditions, will transfer that signal (and its noise) to the read-out end 
without adding any further noise (background noise) to the signal—hence, it has a 
DQE = 1. However, in practice the detector background and/or conversion noise 
will cloud the true signal, making it difficult, for example, to clearly discern very 
small features of interest in the image. A detector cannot increase the true signal, 
but it always adds noise—consequently, it has a DQE < 1. Background and con-
version noise are inescapable in any digital imaging chain. Thus, image quality 
strongly depends on the often used Signal-to-Noise Ratio (SNR).

It is intuitive that without input signal there is only uniform background noise 
that can be displayed. Increasing the signal to, for example, a few electrons (or pho-
tons) may by far not suffice to allow distinguishing the signal from the background 
noise either. Increasing the signal more and more may result in a threshold signal 
strength that will eventually permit distinguishing the signal from the background 
noise. There are a number of threshold values of what the minimum SNR needs to 
be for the signal to qualify as a ‘true’ or ‘good’ signal. SNR numbers of 3:1 and 5:1 

(7.4)
DFT(Noise image) = DFT(Poisson noise) × DFT(PSF)

+ DFT(detector noise)
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are very common ratios. Hence, the minimum number of incident electrons required 
to meet a specified SNR is a measure of a certain level of image quality. Knowing 
(ideally) also the noise level that was involved in this specific SNR allows determin-
ing the number of incident electrons that would have been sufficient for this image 
quality level if the noise had been non-existent—in essence the number of equivalent 
incident electrons, K. Relating K to the actual number of incident electrons, q, that 
were used to record an image with specified SNR defines the DQE

In the ideal case where noise is non-existent, K = q and the ideal detector is char-
acterized by DQE = 1. A real detector, as mentioned above, will have DQE < 1. In 
other words, the DQE describes how good a real detector represents the true image 
information relative to the ideal detector.

Experimentally, it is a challenge to determine both K and q with high accuracy. 
Even with very sensitive electron current measurements in the pico-Amp range, 
1 pA still corresponds to over 6 million electrons, and at this level the measure-
ment error is as large a the value measured.

Alternatively, the DQE can be expressed as [3]

relating the signal-to-noise ratios of the output to the input signal. However, in this form 
care is advised as this equation is only valid if the input signal corresponds to a uniform 
Poisson distribution. In the second expression Iout is the detector read out count rate, q 
the number of incident electrons (as before), and σout and σin are the respective vari-
ances. Assuming uniform Poisson distribution, q = σin

2, simplifying (7.6) to

(7.5)DQE =
K

q

(7.6)DQE =
SNR2

out

SNR2
in

=

(

I2
out

σ 2
out

)

(

q2

σ 2
in

)

(7.7)DQE =
I2
out

qσ 2
out

Fig. 7.4  Demonstration of 
how contrast and noise affect 
image quality
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Further simplification can be arranged by considering the conversion rate, c. 
Each detector system associates a count rate (usually counts per second) to a spec-
ified number of incident electrons (or electron intensity). That count rate is what 
the detector displays, for example as a pixel value (or grey scale value). The con-
version rate, c, is therefore defined as the count rate per incident electron.

A CCD-based electron detector allows determining and adjusting this conver-
sion rate at the A/D converter. Depending on the detector manufacturer conversion 
rates vary between 5 and 50. Combining (7.7) and (7.8) gives

Remember that adjacent pixels cannot be considered as completely isolated 
from each other and that the PSF tends to spread the incident image informa-
tion over a few neighboring pixel. This results in a noise-leveling operation. The 
input noise may therefore be higher than the output noise, causing an unrealistic 
DQE > 1. This error can be compensated by introducing a mixing factor [4]

which is defined as [5]

where N is the number of pixels in one dimension. This mixing factor is independ-
ent of the incident dose. For an ideal detector m = 1, whereas for a real detector 
m < 1. Therefore, (7.9) needs to be amended

The above equations allow determining the DQE experimentally by selecting a 
specified region of interest, for example, 512 × 512 pixel taken from noise images 
recorded under varying electron intensities.

With   

and 

and (7.11), one can experimentally determine the DQE using (7.12).

(7.8)c =
Iout

q

(7.9)DQE = c
Iout

σ 2
out

(7.10)σ 2
out, comp =

σ 2
out

m

(7.11)m =
1

N2

N
∑

i=1

N
∑

j=1

MTF2
i, j

(7.12)DQE = c
mIout

σ 2
out

Iout =
1

5122
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∑
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512
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Ii, j

(7.13)σ 2
out =

1
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512
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j=1

(
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Note, that the mixing factor, m, introduces the MTF into the DQE equation. This 
allows a direct correlation of the DQE with the spatial frequencies in the image. In 
other words, if a sample is viewed under the same contrast and detector noise con-
ditions, large features of the sample can be deciphered easier than small features in 
the recorded image. This makes the DQE a rather important parameter, more than 
for example, the spatial resolution limit of a microscope. Even if a microscope can 
in theory resolve features on the sub-nanometer scale, one cannot take advantage 
of those resolution capabilities if the detecting system has low DQE, which pre-
vents recognizing very small objects in the image. Consequently, high DQE (i.e., 
high SNR) or low system noise is therefore key to capturing the greatest portion of 
useful image information. Often, the only way to compensate for poor SNR is to 
increase radiation dose, which is for many applications an unacceptable trade-off.

There is a connection between DQE and CCD pixel size. Generally, the larger 
the pixel size the better the SNR. This is because the input signal is much bet-
ter converted into output signal in a large pixel, while the pixel noise remains 
constant. A minimized PSF also contributes to this improvement as the incident 
electrons—although scattering inside the larger pixel as much as before—do not 
cause a spreading of the incident signal over a number of neighboring pixels. As 
a logical consequence, CCD-based electron detectors should preferably display 
large pixels. However, from the spatial resolution point of view small pixels are 
better suited for high-resolution imaging. Hence, a careful evaluation of applica-
tion requirements is mandatory when designing an imaging detector. There is a 
point of diminishing return: while noise remains constant in a given detector sys-
tem, the amount of useful signal captured per pixel dwindles with decreasing pixel 
size. As a result, the finer the pixel matrix, the lower the SNR at each pixel. This, 
combined with the lower inherent contrast of small objects will limit detectability 
and visualization. Determining the optimum balance between pixel size and noise 
is therefore crucial to the development of CCD-based electron detectors.

The ideal case of single-electron recording can be best achieved with large pix-
els (>100 μm). Capturing electron after electron, suitably spaced in time as they 
arrive at the pixel and are read out individually before the next electron enters the 
pixel is the best for single-electron detection, because the SNR is optimized under 
such conditions. The draw back of miserable spatial resolution with such large 
pixels can be overcome by employing algorithms designed to back-track the tra-
jectory of the electron to its point of entry into the pixel. These algorithms rely on 
scattering simulations and center of gravity determination of the ‘scattering cloud’ 
and the energy deposited by the electron. This method works only if the scattering 
cloud covers two or more pixels. Equipped with such algorithms one can virtually 
reduce the pixel size to <10 μm and thus have a more accurate positioning of the 
electron in detector-space. However, in real electron imaging more than just one 
electron at a time is registered by each pixel. Already two incident electrons will 
make the back-tracking and positioning algorithms infinitely more difficult to han-
dle. Any large number of electrons will render this back-tracking approach highly 
impractical, if not impossible when considering that normal electron imaging 
deals with electron numbers, per pixel, per exposure (<500 ms) in the 106 range.
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7.1.3.3  Dynamic Range

The dynamic range of a detector is defined as the range between the largest and 
smallest possible values of a variable quantity—in this case the number of elec-
trons that a detector can register. This range should be as large as possible, from 
a single electron to several millions of electrons in one and the same image—a 
condition encountered for example in diffraction patterns. For the CCDs behind 
the scintillators that convert electrons to light, the dynamic range of such CCDs 
is many times less than that of the human eye (in the visible spectral range). 
Assessing the dynamic range for film with electrons is difficult, due to the ambigu-
ity on how to determine the minimum and maximum detectable signals. For CCD-
based electron detectors the minimum is certainly determined by the readout noise 
of the detector.

7.1.3.4  Linearity

The linearity of a detector is generally determined by recording images of uni-
form illumination and plotting detector readout (counts) as a function of electron 
intensity (electron dose). However, the difficulty lies in accurately determining 
the electron intensity on both the high- and low-dose end. Linearity is important 
when intensity variations are to be determined as is the case for structure factor 
determination.

7.1.3.5  Uniformity

The uniformity of a detector measures the gain variations among different pixels. 
Examining the raw data (pixel values) of an image that was recorded under uni-
form illumination will reveal that there are large variations in the readout signal 
among pixels. As every pixel has its own readout pathway each one will therefore 
exhibit unique conversion and gain characteristics. It is not unusual with CCD-
based electron detectors that neighboring pixels differ by a factor of 10 in gain, 
thus, the almost identical incident signal (considering the PSF effects) results in 
a pixel that may be ten times brighter (or dimmer) than its neighbor. On a larger 
scale, this behavior can even manifest in entire detector areas that respond stronger 
than other areas of the detector to the identical uniform illumination. The ideally 
uniform image may now look as if it were displaying stains.

Similar gain variations but not as distinct, applies to film and the imaging plate. 
Variations in gain depend here on the phosphor grain morphology and orienta-
tion relative to the incident electron that may cause stronger or weaker scattering 
events inside affecting energy deposition and structural changes (silver halide to 
silver conversion). Regardless of random grain orientation and a homogeneous 
distribution, neighboring phosphor grains may differ significantly in their response 
to electron irradiation.
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In CCD-based electron detectors this non-uniformity can be corrected for by 
averaging over many images recorded with the same uniform illumination. This 
primarily levels out gain variations over time within each pixel but not among 
neighboring pixels or any other pixel in the detector area. The average image gain, 
ḡimg, is calculated according to

where b̄ is the average background noise and N̄e is the averaged electron dose per 
pixel. The gain variations among all pixels are reduced by taking the average pixel 
gain and dividing it by the average image gain.

7.1.3.6  Resolution and Pixel Size

For a discrete 2-dimensional detector the spatial resolution obtained in the image 
is solely determined by the pixel size. However, in practice a detector’s spatial res-
olution is determined by the PSF as discussed before, and not simply by the detec-
tor pixel size. The problem arises when the PSF extends as much as 70–90 μm 
FWHM—as generally obtained in commercial CCD-based electron detectors. In 
light of that, all efforts to improve the spatial resolution in the image by reduc-
ing the pixels size as much as technically possible (standard pixel size is currently 
14 μm, with some detectors having 5 μm pixels) will not be as successful as 
expected. As long as the PSF extends beyond the pixel boundaries and cannot be 
confined to it, the PSF will be determining the spatial resolution. Numerous opti-
cal elements and interfaces as encountered in CCD-based electron detectors con-
tribute to signal spreading and a broad PSF. However, knowing the particular PSF 
of a detector allows deconvoluting each image, and in return improving the spatial 
resolution in the image. This possibility explains why it is not customary to settle 
for pixel sizes as large as the PSF for a specific detector.

As mentioned already at the end of Sect. 7.1.3.2, pixel size has to be carefully 
chosen, depending primarily on application. Single-electron and ultra-low-dose 
applications will benefit from large pixels and their improved SNR characteristics. 
Instead, regular and high-dose applications will most likely not benefit from large 
pixels because of the lack of spatial resolution in the image.

7.1.4  Comparison of Electron Detectors

The following section will present a few results of those critical detector charac-
terization parameters for the ‘conventional’ electron detectors. Figure 7.5 shows 

(7.14)ḡimg =
Īout − b̄

N̄e

(7.15)γ (n) =
Īout(n) − b̄(n)

N̄eḡimg

=
Īout(n) − b̄(n)

Īout − b̄
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the MTF plotted as a function of spatial frequency, f, for photographic film (Kodak 
4463), an image plate (Fuji IP25), and a CCD-based electron detector (Gatan 679 
with YAG scintillator). The film has the typical 3 μm silver halide grains, whereas 
the pixels sizes of the image plate and the CCD-based electron detector are 25 and 
24 μm respectively. Consequently with 25 μm pixel, the MTF shown here is lim-
ited to the frequency range 0–20 mm−1—up to the Nyquist frequency of the image 
plate, which is defined as fN = 1/(2 · pixel size). Furthermore, the regions of interest 
in all three detectors were chosen to be 1024 × 1024 pixel (grains) in size.

The noise method was used for the determination of the MTF. However, due to 
the sensitivity of this method to inherent background noise, and in the attempt to 
reduce the negative effects caused by background noise, the MTF was determined 
in the medium- to high-dose range for the CCD-based electron detector and the 
photographic film, while the image plate was analyzed using low-dose electrons. 
Remember that reproducibility and standardization of such distinct MTF test 
methods are a challenge. The described methods of analysis used for determining 
the MTF of a detector, especially their computational aspect may vary only little in 
their approach, but may produce considerably different looking graphs. Although 
a uniform and consistent analysis method is everybody’s aspiration and intention, 
differences in, for example, the Gauss fitting parameters, the line and/or column 
averages, and especially the order in which these separate steps are applied to the 
data set can make a significant difference in the outcome. Thus, in publications 

Fig. 7.5  The MTF is plotted as a function of spatial frequency, f, for photographic film (Kodak 
4463), an image plate (Fuji IP25), and a CCD-based electron detector (Gatan 679 with YAG scin-
tillator). The noise method was used for the determination of the MTF
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one can find MTF graphs as presented in Fig. 7.5, but also MTF graphs (even of 
the same detector) that look like the graph shown in Fig. 7.6.

The MTF graph displayed in Fig. 7.5 shows how the difference between the 
three detection systems can be minimal over a wide range of spatial frequencies. 
Only at low spatial frequencies, the CCD-based electron detector is performing 
better than the other two detection systems, whereas at high spatial frequencies 
the photographic film is transmitting information better, i.e., 0.38. The MTF of all 
three detection systems in this high spatial frequency domain agree well with other 
publications [6–8] where CCD-based electron detectors achieve MTF values of 
0.22–0.28, and imaging plates are slightly better with 0.27–0.33.

Alternatively, Fig. 7.6 shows how the CCD-based electron detector now relays 
the least amount of information, whereas the image plate and the photographic 
film are better in this regard [9]. Across the entire range of spatial frequencies the 
photographic film is the best recording media. Film still transmits 0.73, i.e., 73 %, 
of the original signal at 20 mm−1, whereas the image plate and the CCD-based 
electron detector transmit only 0.34 and 0.28 respectively. The value for the CCD-
based electron detector and the image plate at 20 mm−1 agrees well with what is 
presented in Fig. 7.5, however, the shape of the curve and its behavior at low spa-
tial frequencies is considerably different.

Transmission of information at high spatial frequencies is generally desirable 
for high-resolution electron microscopy work, so the MTF behavior of the detec-
tion system is of significant interest there.

Fig. 7.6  Alternative MTF graph, plotted as a function of spatial frequency for film, image plate, 
and CCD-based electron detector
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The effect of electron acceleration voltages (120, 200 and 300 kV) on the MTF 
is shown in Fig. 7.7. The MTF tends to be better at lower acceleration voltages, 
especially at the low-spatial frequency end. The reason for this behavior is the 
diminished scattering of the incident electron in the scintillator and therefore the 
signal is spread less over the fiber-optics and the ensuing pixels.

Figure 7.8 shows the DQE of these three detector types. The DQE is shown 
as a function of electron dose in terms of electrons per unit area (μm2), because 
the pixel and grain sizes differ. Furthermore, it is a double logarithmic graph. The 
DQE of the CCD-based electron detector exhibits a fairly high and level DQE in 
the medium- to high-dose range with values around 0.45–0.55. This relatively high 
DQE for CCD-based electron detectors agrees well with other published investi-
gations [5, 6]. The DQE however decreases to <0.2 in the low-dose range, i.e., at 
less than 0.006 e/μm2, which is caused by the inescapable background noise in the 
CCD that becomes predominant at low electron doses.

The imaging plate and film show larger variations. The imaging plate has a high 
DQE in the low-dose range, 0.4, and decreases in the medium- to high-dose range 
to levels below 0.07. This is due to the conversion noise that increases consider-
ably with electron dose. Film instead, shows a decent DQE only in the medium-
dose range, 0.38, and drops off steeply at high and low doses. The general shape 
and position of the DQE for film can be manipulated (within narrow limits) by 
varying the film development parameters. The results agree with the observation 
that a CCD-based detector with high DQE can improve one’s ability to distinguish 

Fig. 7.7  The effect of electron acceleration voltages on the MTF
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Fig. 7.8  DQE of three detector types, shown as a function of electron dose in terms of electrons 
per unit area (μm2)

Fig. 7.9  The effect of electron acceleration voltages on the DQE
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small, low-contrast features from background noise—even though this high-DQE 
detector may have substantially inferior spatial resolution capabilities, i.e., signifi-
cantly larger pixel size, than film.

Similar to the MTF, one can also notice an effect of acceleration voltage on the 
DQE performance of the CCD-based electron detector. Figure 7.9 shows how the 
DQE changes by varying the acceleration voltage (120, 200 and 300 kV).

Considering the dynamic range, and linearity: the CCD-based electron detector 
and the imaging plate make full use of their analog-to-digital converter that provides 
for 16 and even 32 bit. Film instead is limited to approximately 11 bit (depending 
on the film scanner). The linearity of the three detector types is shown in Fig. 7.10. 
Note the large scale of the electron dose (more than 10 e/μm2, which translates to 
approx. 6000 e/pixel at 24 and 25 μm pixel size) that the CCD-based electron detec-
tor and the imaging plate can handle, while still exhibiting a linear response. Film 
instead is highly non-linear and not as a capable in handling large electron doses.

7.1.5  Direct Electron Detectors

As mentioned at the end of Sect. 7.1.2.3, the reason and motivation to further tran-
sition from the indirect to the direct electron detection techniques, is the prospect 

Fig. 7.10  The linearity of the three detector types: CCD based electron detectors, film, and 
image plate
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to finally operate an electron detector with all the digital and user-friendly advan-
tages of the existing CCD based detector systems, yet with improved characteris-
tics. The main driving force for these detector developments are the high-energy 
physics and the medical imaging communities. Therefore, the applications differ 
significantly as well as the type and energy range of the radiation (high and low 
energy electrons and X-rays).

Direct detection generally entails that the detector is directly exposed to the 
radiation source (electrons, X-rays, visible photons, ions, and other ionizing par-
ticles). Electron-to-photon conversion is not required anymore, which eliminates 
the problem of an extended PSF caused by optical interfaces within a CCD-based 
detector system (see Sect. 7.1.2.3). The direct exposure to the incident electron 
beam however poses a different set of challenges that need to be overcome, radia-
tion hardness being the most ‘damaging’ problem.

7.1.5.1  The Active Pixel Sensor

The development of direct detections technique dates back as far as 1968 and 
1969 [10–12], even before the CCD was invented in 1970 at Bell Labs. However, 
technical difficulties in the manufacturing process of direct detectors made the 
CCD more viable and applicable at the time. The direct detection techniques back 
then and today are all based on the Complementary Metal-Oxide-Semiconductor 
(CMOS) technology for designing and manufacturing integrated circuits (IC). 
In the 1990s the CMOS technology was in a better position to reliably manufac-
ture ICs at smaller and smaller scales, allowing for the design of a direct detector 
that used intra-pixel charge-transfer possibilities [13]. These CMOS-based direct 
detectors are called Active Pixel Sensor (APS). The basic APS design and its func-
tionality will be described in the following section. There are a large number of 
design possibilities and layout variations one could dive into—too many to cover 
them all in the limited the space provided here. Furthermore, many of these detec-
tor variations and designs are still in the prototype stages with extensive and costly 
development, improvement, and testing stages still ahead.

A CMOS type APS, designed to efficiently detect electrons, X-rays, and other 
ionizing particles, especially the low energy type of radiation, differs from any 
other standard CMOS imaging sensor. The critical parameter is the thickness of 
a p-epitaxial layer that determines detector sensitivity. A very thin layer allows 
only very few secondary electrons (electron-hole pairs) to be created via scattering 
events of the primary, incident electron, causing a very shallow junction depth, and 
consequently the amount of collected charges inside the sensing layer is limited. 
As a result the signal-to-noise ratio (SNR) of such a detector is poor. Increasing 
the epitaxial layer thickness improves the SNR significantly.

Figure 7.11a demonstrates in a schematic cross section of the detector the 
working principle of the direct detection mechanisms. It shows how an incident, 
primary electron creates secondary electrons through scattering events along its 
path throughout the entire layered structure of the detector. The p++ bulk layer is 
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a highly doped standard silicon wafer that acts as support structure. A p-epitaxial 
layer is grown on top of the substrate and is the key feature because it is an inte-
grated epitaxial silicon layer (purer silicon of higher resistance) that acts as the 
sensing component of a detector. On top of that is an n+ diffusion layer, which 
is added as a standard practice in normal CMOS processing. A depletion zone is 
formed at the interface between the n+ diffusion layer and the p-epitaxial layer, 
which is equivalent to an n+/p- diode. This layered structure creates internal elec-
tric fields and potential barriers and gradients that allow manipulation and guiding 
of the secondary electrons. For example, the interface between the p++ bulk and 
the p-epitaxial layers create an electric field barrier that reflects secondary elec-
trons back into the epitaxial layer, preventing them from entering the p++ sub-
strate. In contrast, in the epitaxial layer there is no electric field, and secondary 
electrons inside tend to diffuse following a rather random path until they reach the 
depletion zone. Once inside the depletion zone the secondary electrons experience 
the electric field of the n+ diffusion layer, causing them to drift (rather than to dif-
fuse) into the n+ diffusion layer and remain trapped inside its deep potential well. 
Figure 7.11c depicts the electrostatic potential of such a layered structure as shown 
in Fig. 7.11a.

The presented concept can be utilized and adjusted to create a highly sensitive 
sensor, capable of single electron detection. It can also be extended to incorporate 

Fig. 7.11  A schematic cross section of (a) a CMOS detector and (b) an APS detector, depicting 
the working principle of the direct detection mechanism. c and d show their respective electro-
static potentials
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the read-out circuitry into the sensor—effectively creating an APS. A schematic 
cross section through an APS is shown in Fig. 7.11b. The sensor structure shows 
a similarly layered configuration as before, but also displays the incorporation of 
additional structures, especially at the top. The p++ bulk substrate is the same, 
and the p-epitaxial layer is thicker than before (not shown in schematic, Fig. 7.11b 
as it is not to scale), but on top of the epitaxial layer comes a p-well layer with 
inclusions of lightly doped n-well zones. The former n+ diffusion layer is now 
reduced to small n+ diffusion spots within the n-well zones. A depletion zone as 
before is not specifically shown anymore, but exists in reduced size at the interface 
between the n-well and the p-epitaxial layer. This configuration is now represent-
ing a small diode junction placed in direct contact with the epitaxial layer, and 
thus capable of collecting all secondary electrons. To enhance electron collection 
at the small diode and to make the entire epitaxial layer volume and as such the 
entire pixel surface area sensitive to incoming radiation, the n-well and n+ dif-
fusion area is surrounded by p-well structures that reflect the secondary electrons 
just like bottom p++ bulk substrate does, helping to confine and guide the sec-
ondary electrons toward the small diode junction. These confining and guiding 
potential barriers are due to the doping level of the epitaxial layer, which is lower 
than that of the surrounding p-well structures and the p++ substrate, and they are 
of height [14]

where k is the Boltzmann constant, T is the absolute temperature, q is the electron 
charge, and Nepi and Nsub are the doping levels of the epitaxial layer and the sub-
strate, respectively.

An additional benefit of the p-well structures is that they shield the embedded 
n-channel transistors from the diffusing secondary electrons. Figure 7.11d shows 
the electrostatic potential at positions (I) and (II) through the cross section of the 
APS.

The n-channel transistors embedded in the p-well structures and the metallic 
contacts constitute the on-sensor readout and control electronics. The layout of 
these electronic components allows for a large variety of configurations. Here, 
only three basic and very common configurations are shown in Fig. 7.12a–c.

The first one (Fig. 7.12a) represents the very basic version, a Passive Pixel 
Sensor (PPS), that includes just one single transistor, which multiplexes the col-
lected charge for readout. The layout is very simple and compact, but because it is 
unbuffered it brings about a slow readout and a poor SNR. The second circuit lay-
out (Fig. 7.12b) represents a standard APS with three transistors (buffering, multi-
plexing and resetting), resulting in a faster readout and better SNR. Figure 7.12c 
shows an APS with an additional fourth transistor and a capacitor that can be used 
for either a shutter function or a sample-and-hold function.

Typical dimensions of these APS layers and structures are: 12–16 μm epitax-
ial layer thickness, 3 μm square diode, 20 μm square pixel with between 1 and 4 

(7.16)V =
kT

q
ln

Nsub

Nepi
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diodes. The 4-diode arrangement is expected to reduce charge spreading between 
neighboring APS pixels. Charge spreading to neighboring pixel is an undesired 
effect, because it reduces spatial resolution in the recorded image in an identical 
manner to the CCD-based electron detectors where the signal spreads due to the 
internal optical interfaces. Unfortunately, the thickness of the epitaxial layer strongly 
affects this performance. Increasing the epitaxial layer thickness not only increases 
the number of generated secondary electrons, but it also allows for charge spreading 
and it increases the collection time, which in turn affects the readout speed. Another 
structural parameter that needs to be considered when designing an APS is the depth 
of the n-well zone, as it affects charge collection time. Furthermore, the fill-factor—
the ratio of radiation sensitive area to the total area of the pixel—is important. If the 
electronic circuitry is covering too much surface area of the pixel, it hampers the 
penetration of primary electrons into the sensitive epitaxial layer. Remember, that 
for example 300 kV electrons cannot penetrate through samples that are more than 
400 nm thick (a typical value for metals), without being severely diverted off the 
their initial direction of travel—hence becoming useless for TEM imaging purposes. 
Some of the incoming electrons are absorbed in that 400 nm thick sample, while 
the rest will exit the sample, but will have lost a significant amount of the energy. 
The “cloud” of secondary electrons instead can reach much farther into the sam-
ple (or detector in this case) and as such the scattering volume is much wider and 

Fig. 7.12  Electric diagrams of three direct detector types, (a) a Passive Pixel sensor (PPS), (b) a 
standard Active Pixel Sensor (APS), and (c) an APS with additional functionality
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much deeper than the primary electrons may be able to reach. Hence, covering the  
surface area of the pixel with circuitry that measures a few micrometers in thickness 
will make it difficult for the primary electrons to reach the epitaxial layer, whereas 
the secondary electron cloud may well reach into the epitaxial layer, but  generating 
a weaker signal. X-rays and other ionizing radiation have different penetration 
depths—again, a clear indication, that the detector requires appropriate design 
depending on the application.

From the operational aspect, the readout and data handling options are also 
affecting the performance of an APS. Whether or not the APS pixels in a detector 
array are reset before each readout (individually or row/column-wise) affects SNR. 
Increasing the integration or collection time improves SNR.

The bottom line is that detectors with APS offer a large number of parameters 
that can (and need to) be tuned to the respective application to achieve optimum 
performance. And it is certainly understandable that most of the current research 
into APS detectors concentrates on how to improve sensitivity and the SNR, espe-
cially for low-energy and low-intensity applications [15–28]. Less research is ded-
icated to the following problem: radiation hardness [29–32].

Some applications for these APS detectors can be demanding, requiring further 
development, re-designing and adjustment of current APS detectors. One experimen-
tal condition found in numerous investigations is high-intensity and/or high-energy 
radiation. Such experimental conditions can be detrimental to the APS detector. 
Damage to the detector can occur in a single, first exposure or over a slightly longer 
period of time (hours, days, weeks). Therefore, for such applications an APS detec-
tor needs to be radiation hard. It has been observed in many APS prototype test 
experiments that the electronic circuit on top of the APS gets damaged and malfunc-
tions after a short period of time of being exposed to the incoming radiation. The 
degrading effect is associated with interface charges that hamper detector sensitivity 
and functionality. One has to remember, that scientists that are primarily interested 
in the outcome of the experiment may not think about the detector radiation hard-
ness. The radiation source and its intensity may be intentionally selected to destroy 
the sample in a single, short exposure. In fact, the objective of the experiment may 
be to observe damage mechanisms. However, what the radiation source can do to 
the sample it can also do to the detector. In diffraction experiments, for example, 
there is little one can do to protect the detector from the central, highly intense beam. 
The only solution here is to manufacture a detector with a hole in the middle, where 
the damaging central beam can just pass through (and hit a Lead shield behind the 
detector). In this case, only the electrons that are scattered in the sample are reaching 
the detector as their path deviates from the central beam. Furthermore, fractions and 
pieces of the destroyed sample (even in the micrometer size range) that get propelled 
towards the detector during exposure to the intense incoming radiation can cause 
physical damage to the detector.

A solution for less intense incoming radiation, which nevertheless may still 
create damage over time, is to have the detector back-side illuminated. So far the 
APS detector described here was illuminated from the front, where the circuitry 
is located. Inverting the detector and removing the p++ substrate (this process is 
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called back-thinning) such that the epitaxial layer is directly exposed to the incom-
ing radiation, opens up another avenue for detector protection and making it radia-
tion hard. The control and readout circuit is now at the back end of the detector 
and not anymore in the direct “line of radiation fire”. For damage to occur to the 
circuit, the incoming radiation has to traverse the entire epitaxial layer and still 
possess enough energy to damage the circuit. Depending on application one can 
increase the epitaxial layer thickness to avoid incoming electrons reaching the 
backside of the inverted APS (circuit side) altogether. Figure 7.13 shows schemati-
cally how an APS detector undergoes back-thinning.

This back-side illumination idea was initially conceptualized to improve sensi-
tivity and SNR, especially for low-energy applications (3–30 kV). As mentioned 
above, such low-energy electrons would not reach the epitaxial layer if the pixel 
surface is covered with p-wells and n+ diffusion structures a few micrometers in 
thickness. Even if they were to reach the epitaxial layer, the number of electrons 
reaching that far and the few secondary electrons created would be too little to 
generate a sufficiently strong signal that surpasses the electronic background noise 
within each pixel.

There is an alternative to the APS type of detector: the pn-CCD—or direct 
CCD—which is a detector based on the CCD working principle, but uses CMOS 
fabrication processes. While the APS sensor has all functions and all necessary 
transistors included within one pixel, a direct CCD has those functions remotely 
operating on a separate circuit board. CMOS image sensors offer superior integra-
tion, power dissipation and system size at the expense of system flexibility and 
image quality, especially in the low-dose range. In contrast, direct CCDs offer 
superior image quality in the low-dose range, and higher system flexibility, but at 
the expense of system size. The radiation damage discussed is a problem for APS 
detectors. In contrast, a direct CCD offers better radiation hardness, because there 
are no active MOS structures directly exposed to the incoming radiation, and the 
remaining structures can be designed to be fairly radiation hard.

7.1.5.2  The Direct CCD

The direct CCD comes close to many of the experimental requirements, yet further 
development is ongoing. To date, this detector performs such that the electronic 
noise is between 2–5 electrons (rms), frame readout speed is at 1100 frames/s, and 
single incident photon or electron events can be located to within 5 μm precision. 
The currently available pixel dimensions of 36–75 μm are optimized for high-speed 
readout and excellent signal-to-noise characteristics, however, for high-resolution 
multi-photon/electron imaging (i.e., multiple incidents in one pixel within one read-
out cycle) the pixel size needs to be reduced to 15–20 um. The concept of this direct 
CCD is based on a 450 um thick sensitive n-type Silicon layer, which can be fully 
depleted (sideward) by applying appropriate reverse-biased voltages to the pnp-
structure from both the front and back of the direct CCD. Full depletion results in 
high detection efficiency, because the entire pixel volume is sensitive to radiation. 
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Fig. 7.13  A schematic explanation of the APS detector back-thinning process
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By appropriately applying voltages to the pn-junctions a potential minimum close to 
the front surface is created, where electrons generated by the incoming radiation are 
stored. The pixel structure and transfer registers are created by ion-implantation on 
the front side, whereas a completely homogeneous and unstructured p+ implanta-
tion on the backside represents the entrance window for the incoming radiation. The 
rectifying pn-junction permits maximizing the electric field at the entrance window, 
which helps controlling the spatial spread of the charge cloud generated by the ion-
izing radiation within the pixel. The generated electron-hole pairs (secondary elec-
trons) are then separated owing to their charge and the applied electric field. The 
electrons drift to their potential minimum, located within a layer of low resistance. 
During recording, i.e., the photon or electron integration time, the charges are stored 
within the potential well of each pixel, which is regulated by three transfer regis-
ters and two separate voltage levels. The stored charge in the image frame is then 
quickly transferred to the frame store segment—an adjacent section on the detector, 
with identical number of smaller and shielded pixels. The image frame can now be 
exposed again for the next image, while the frame store segment is read out row by 
row through the readout anodes of each channel of the CCD, amplified, shaped, pro-
cessed and multiplexed by a dedicated analogue amplifier array, and transferred to 
an external computer for image processing. The external amplifier chip uses multi-
correlated sampling for noise filtering. This chip also controls the detector sam-
pling number, affecting so the detector noise and read out speed characteristics. The 
sampling number can be adjusted to meet specific experimental conditions. A high 
sampling number minimizes noise at the expense of read out speed, whereas a low 
sampling number increases detector speed.

7.1.5.3  Performance of a Direct CCD

A direct CCD detector has been employed on experiments using synchrotron 
X-rays, electrons, and photons in the visible and near-infrared domain [33–37]. 
Here, only some characteristics of the direct electron detection will be shown, 
taken from prototype experiments using a transmission electron microscope 
(TEM) operated at 100 keV. As mentioned in previous sections of this chapter, one 
of the parameters of interest to microscopists, and which is primarily relevant for 
imaging is the MTF.

Figure 7.14 demonstrate the MTF of this direct CCD (pnCCD) detector in com-
parison to a conventional indirect CCD-based electron detector. Clearly, direct 
detection is superior to conventional indirect detection, because it is still able to 
record and display high spatial frequency information where the conventional 
camera fails to do this. This dramatic improvement however, is a direct proof that 
a reduced number of optical interfaces (no fiber-optics, no scintillator) and thus a 
reduced number of sites that may cause scattering and signal spreading holds great 
potential for significant detector improvement.

However, this MTF is the result of ultra-low-dose experiments using electrons. 
The TEM was adjusted in such manner that the electron dose, incident on the 
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direct CCD detector, was set to the lowest possible setting. Images were recorded 
with exposure times of 100 s. A major drawback of such very long exposure 
times is a compromised spatial resolution in the image due to sample drift (cer-
tainly noticeable at high magnifications). Nevertheless, MTF measurements using 
the knife-edge method could be performed without being negatively affected by 
sample drift. Furthermore, this ultra-low-dose setting allowed the center of gravity 
algorithm to be fully exploitable. As mentioned previously, this algorithm relies 
on electron scattering simulations inside the pixel and the energy deposited by the 
electron into the pixel. Equipped with such an algorithm the spatial resolution is 
increased to 5 μm allowing a more accurate positioning of the electron entrance 
location in detector-space. In practice this single-electron read-out mode ena-
bles single electron detection as long as the incident dose corresponds to single- 
electron illumination conditions.

However, in real electron imaging more than just one electron at a time is regis-
tered by each pixel. Detector read-out speed controls the amount of electrons (per 
pixel per unit time) that can be processed as single-electron events. If the inci-
dent dose of electrons exceeds the processing speed, i.e., two or more electrons are 
registered within one pixel during one read-out cycle, then the back-tracking and 
positioning algorithms will be infinitely more difficult to handle. Naturally, any 
large number of electrons that one encounters during ‘regular’ TEM use will ren-
der this back-tracking approach highly impractical.

A small number of prototype detectors are designed to then default to signal 
integration mode, departing from single-electron counting mode permitting to 
maintain their operational readiness and expanding their application flexibility.

In conclusion, direct detection systems promise to outperform conventional elec-
tron imaging detectors. Some characteristic parameters, which are relevant for imag-
ing, demonstrate this already on a number of prototypes, and there still is room for 
improvement and fine-tuning of detector fabrication and performance parameters.

Fig. 7.14  MTF comparing 
a conventional CCD-based 
electron detector (indirect 
detection) to a novel direct 
electron detector
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7.2  Detectors for X-rays

7.2.1  Introduction

X-ray sources have traditionally been used for the investigation of static structures, 
rather than dynamic processes using time-resolved or in-situ experiments. There 
are various reasons for this, and a few of these are listed here without an attempt 
for completeness. One very important reason is the limited flux at the sample pro-
duced by laboratory based X-ray sources, which results in relatively long exposure 
times. Therefore, only relatively slow processes can be studied. This is particularly 
true for scattering based experiments, where a significant part of reciprocal space 
needs to be sampled in order to be able to perform reliable Fourier transforms to 
real space. The situation is more favorable for direct X-ray imaging experiments, 
but in this case the spatial resolution is limited to a few tens of micrometers at 
best. Another limitation for some in-situ and time-resolved experiments is the 
use of complicated sample environments, like furnaces, or reaction cells, which 
requires high energy X-rays with sufficient penetration power. The increase in 
X-ray energy means a dramatic decrease in the scattering power of the sample, 
increasing the required exposure times.

The available photon flux at the sample has increased exponentially over the 
last decades; with the improvement of storage ring based synchrotron sources 
(see following section). However, time-resolved and in-situ experiments gener-
ally require dedicated and often complicated sample environments, which are 
difficult to develop for an external user of a user-facility where access to meas-
urement time is severely limited. Real progress and groundbreaking results 
have been obtained at synchrotrons in the cases where an experimental station 
is fully dedicated to specific time-resolved or in-situ experiments. One exam-
ple is the time-resolved beamline ID09 at the European Synchrotron Radiation 
Facility in Grenoble, France. With the increase of the number of synchrotron 
storage rings and experimental stations worldwide this situation is expected to 
improve in the future.

Another reason for the relatively low number of time-resolved and in-situ 
experiments as compared to the number of static and ex-situ experiments is 
the lack of suitable X-ray detectors. Traditionally, the development of X-ray 
detectors has been lacking behind the development of the storage ring X-ray 
sources. This is not so much because of a lack of detector developments, but 
rather because of the exponential increase in source brilliance. Furthermore, 
every facility has only one source, but many tens of different X-ray detec-
tors. A number of detector systems have been developed specifically for time-
resolved and in-situ experiments and some of these will be discussed in this 
chapter.
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7.2.2  Storage Ring Based X-ray Sources

7.2.2.1  Source Developments

X-ray storage ring sources have developed spectacularly over the last 30 years, 
thanks to progress in storage ring accelerator technologies. This is best illustrated 
by the source brilliance as function of time given in Fig. 7.15, which shows an 
increase by one order of magnitude every 3 years.

Brilliance is not equivalent to flux, since it includes the sources size as well as 
the beam divergence, which both have decreased dramatically over time. However, 
it is the most relevant parameter in many experiments, since a high brilliance beam 
allows focusing many photons onto a small spot. This is important since either the 
samples themselves are small (micrometers to millimeters), or only a small vol-
ume of the sample is to be investigated. It is difficult, if not impossible, to translate 
the evolution of the source brilliance into an evolution of the number of photons in 
the detector, or detector volume. But even though a significant part of the increase 
in source brilliance has been offset by a parallel decrease in sample size and an 
evolution towards weaker scattering events, it is unambiguous that there has been 
a correlated increase in the flux on the detector. This increased measured inten-
sity has made possible a corresponding decrease in exposure times, which opened 
the way for many time-resolved and in-situ X-ray experiments. Another important 

Fig. 7.15  Source brilliance 
as function of time
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development, besides this exponential increase in source brilliance, is the increase 
in number of sources, and thus available experimental stations worldwide.

What follows in the Sect. 7.2.2.2 are some illustrative examples of 2-dimensional 
X-ray detectors used in in-situ and time-resolved experiments at synchrotron sources. 
A distinction has to be made between so-called “integrating” and “photon counting” 
detectors. Integrating detectors, integrate the total signal, produced by the X-rays as 
well as by the noise, during a user determined integration time. Since there is no 
signal processing during the integration period large fluxes can be recorded. This is 
not to be confused with read-out speed. For example, the read-out speed of CCDs 
is relatively low, whereas they can record large instantaneous fluxes. The down side  
is that the noise is also integrated. In photon counting detectors, the signal generated 
is amplified and compared to a threshold, providing a means to discriminate between 
noise and photons, and thus providing near noise free detectors. The down side in 
this case is the time it takes to amplify and process the signal, thus limiting the num-
ber of counts per second that can be recorded.

7.2.2.2  Examples of Detectors for In-situ Experiments at Storage Rings

In this chapter we will give three examples where the X-ray detector has played 
an essential role in enabling in-situ or time-resolved experiments. It is impossi-
ble, and by no means attempted, to be complete or to give a balanced representa-
tion, and many examples that could be included are omitted. We will concentrate 
on X-ray scattering experiments, but would like to stress that both imaging and 
spectroscopy techniques have very successfully been used in time-resolved and in-
situ experiments. Furthermore, we will limit ourselves to 2-dimensional solid-state 
detectors.

The Cornell AP-HPAD

One of the first hybrid pixel detector systems specifically developed for fast in-situ 
and time-resolved experiments at synchrotron sources is the Analogue Pipeline 
Hybrid Pixel Array Detector (AP-HPAD), developed by the group of Sol Gruner 
at CHESS/Cornell [38–40]. The system was designed for fast time-resolved imag-
ing experiments, with micro-second framing times. In order to get statistically 
meaningful data within micro-seconds, photon counting is not an option and an 
integrating detection scheme is mandatory. To optimize the efficiency of the exper-
iments 8 consecutive images can be recorded and stored within the pixel, before 
reading out the detector. The schematic pixel layout of the system is shown in 
Fig. 7.16, and has been the basis for other systems including the Adaptive Gain 
Integrating Pixel Detector (AGIPD) detailed below.

Early small-scale prototypes of this system have been successfully used for 
high-speed radiography experiments of fuel injectors [41, 42]. In these experi-
ments a high-pressure common-rail diesel injection system typical of that of  
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a passenger car was used to study the ultra-sonic and shock wave behavior of the 
diesel fuel vapor immediately after exiting the orifice. The details of the three-
dimensional density distribution as well as the transient behavior turned out to be 
considerably more complex then originally expected. The microsecond time reso-
lution of the detector as well as the perfect repeatability and triggerability of the 
system under study were essential for this experiment.

The PILATUS detector

The PILATUS detector was developed by the Paul Scherer Institute for protein 
crystallography at the Swiss Light Source [43]. In contrast to the above described 
AP-HPAD, it is a photon counting detector, which has the advantage of near zero 
noise and excellent stability in time, as explained in the introduction. The draw-
back is that photon counting automatically limits the instantaneous flux that can 
be recorded. With a maximum count rate per pixel of the order of 106 counts per 
second, exposure times of a microsecond, used in the previous example, will yield 
statistically meaningless intensities. However, the system is well suited for both 
time-resolved and in-situ experiments. The PILATUS can be gated fast enough to 
isolate a single bunch of for instance the Advanced Photon Source operating in 
24 bunch mode, with 153 ns separation between consecutive bunches [44]. This 
results in a time resolution determined by the X-ray pulse length. Similar time res-
olutions have been obtained before by isolating single pulses using a series of fast 
mechanical shutters, including fast spinning disks with slotted holes [45], which 
is only possible on a dedicated experimental station. The gated PILATUS detector 
can then be used in pump-probe experiments, where a pump, usually an optical 
laser, excites the sample, and a given time delay later the X-ray pulse measures the 
state of sample. This is then repeated many times, until enough statistics has been 

Fig. 7.16  Pixel layout of the Cornell analogue pipeline HPAD chip, [40]
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accumulated, after which the delay between pump and probe is changed, and the 
measurement repeated. The possibilities have been demonstrated in an experiment 
performed on polycrystalline organic thin films of α-perylene [44].

The PILATUS detectors have been used in a large number of in-situ experi-
ments, including surface diffraction, powder diffraction and small angle scattering. 
We present here a recent experiment where small angle X-ray scattering is combined 
with in-situ rheology [46]. Small angle scattering gives access to nanoscopic length 
scales, and is well suited for millisecond and slower processes. Rheology probes the 
viscoelastic properties of fluid materials under steady or oscillatory shear conditions. 
Struth et al. used a vertical scattering geometry in order to have access to otherwise 
inaccessible sample orientations. The unique setup including a specially designed 
X-ray optical element and a modified HAAKE MARS II rheometer gives enough 
freedom to vary the sample-to-detector distance to the desired value (see Fig. 7.17). 
A PILATUS 300K system was used to record two-dimensional scattering patterns. 
The unique combination of in-situ rheology and a fast area detector resulted in the 
observation of new states of liquid crystal 8CB under nonlinear shear conditions 
[46]. Due to the noise free characteristics of the Pilatus module, even the weakest 
signals from the sample could be detected in reasonable time scales. Since beam 
damage is always an issue for soft condensed matter materials, fast detection times 
are crucial for such kind of experiments. On the other hand the time resolution in this 
experiment was not limited by the speed of the detector but by the flux of the source.

7.2.3  Free-Electron Laser Based X-ray Sources

7.2.3.1  Source Developments

As shown in Sect. 7.1.2.1, and Fig. 7.15, storage ring based synchrotron X-ray 
sources have seen an exponential increase in brilliance, revolutionizing X-ray sci-
ence as well as X-ray detectors. However, this trend will not continue with storage 
ring based sources, as the newest sources are already very close to what is con-
sidered as the “ultimate storage ring”. The next generation of sources are Free-
Electron Lasers (FEL), using linear accelerators instead of circular storage rings. 
A thorough discussion of source and accelerator physics is far beyond the scope of 

Fig. 7.17  Experimental 
setup in-situ rheometer 
with PILATUS 300K pixel 
detector



244 A. Ziegler and H. Graafsma

this chapter, but it is important to discuss some of the principles involved, as they 
have crucial consequences for the beam characteristics and thus also for the X-ray 
detectors involved.

The FEL sources are based on the Self-Amplified Spontaneous Emission 
(SASE) principle, where the electrons inside a single bunch interact with their own 
radiation field while traversing the insertion devices. As a result the electrons start 
emitting radiation in phase, with the result that the total intensity becomes pro-
portional to the square of the number of electrons in a bunch. This is to be com-
pared to storage ring sources where the electrons emit incoherently, and thus the 
intensity is only proportional to the number of electrons in the bunch. A number 
of conditions have to be fulfilled in order for the electrons to interact with their 
own radiation field, and emit coherently. Firstly, the electron bunches have to be 
very compact, in order to have a sufficiently large electron density. This is hard to 
achieve in storage rings, which are equilibrium sources. In single-pass linear accel-
erators there is no need for equilibrium, and the electron bunch can be highly com-
pressed. As a result, not only is the generated X-ray pulse very intense, it is also 
very short, typically in the femtosecond range, which is to be compared to tens of 
picoseconds for storage rings. In summary, the photon pulse length is more than a 
1000 times shorter than at classical 3rd generation synchrotron storage rings, the 
horizontal emittance is by a factor of 100 smaller, and the vertical emittance by 
a factor of 3, while the number of photons per pulse is more than a factor of 300 
higher, and the natural monochromaticity a factor of 10 better, giving an increase 
in peak brilliance by more than 9 orders of magnitude (Fig. 7.18). Another major 

Fig. 7.18  Peak brilliance of 
FEL sources as compared to 
storage ring sources
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difference is the fact that the FEL beams are fully laterally coherent. It is evident 
that these improvements will allow for new science to be performed with the  
consequence that new types of X-ray detectors are required [47].

7.2.3.2  Requirements for X-ray Detectors for FEL Based Sources

A detailed description of the specifications for the X-ray detectors for Free 
Electron Laser sources based on scientific requirements can be found in [47]. 
However, it is important to point out that the field of X-ray FEL science is still in 
its infancy and developing rapidly, meaning that scientific requirements and detec-
tor specifications will evolve over the coming years. Nevertheless, a few specifica-
tions, resulting from the high intensity per pulse, can safely be given, and will be 
discussed here.

The high intensity per pulse will not only allow for, but often impose sin-
gle-shot experiments. Due to the high flux of the refocused beam, samples will 
often not survive a single pulse because of ionization and subsequent coulomb- 
explosion [48]. However, since the pulse is very short, the sample will provide a 
full diffraction pattern before sample disintegration sets in, the so-called diffract-
before-destroy principle [49, 50]. As a consequence X-ray detectors will have to 
record a complete diffraction image for every X-ray pulse. This means that, first 
of all, the X-ray detectors will have to cover a sufficiently large part of recipro-
cal space, with sufficiently fine pixellation. Both the size of the detector and the 
number of pixels required depend on the targeted scientific application [47], but 
generally a few million pixels of few hundred microns are required. Since a full 
diffraction pattern, spanning a large dynamic range, needs to be recorded per pulse 
(<100 fs) photon counting is excluded, leaving integrating detectors as the only 
option. In many experiments it is essential to distinguish between 0 and 1 photon, 
meaning that the detector needs to be low noise, which is particularly challeng-
ing for integrating detectors. At the same time the most intense pixels need to be 
able to handle more than 104 photons per pulse. For single-shot experiments with 
randomly oriented samples it is not known a priori which pixels will see low and 
which high intensity. Finally, the intense beam will generally prohibit the use of 
beam stops in front of the detector, as is customary in storage ring source experi-
ments, and consequently the detector will need to have a central hole for the direct 
beam to pass through.

The requirements given above are valid for all X-ray Free-Electron Lasers, inde-
pendent of the exact time structure. The European XFEL, with its  super-conducting 
accelerator technology, presents an additional challenge, as compared other  
projects using so-called warm technology (LCLS in the USA and SCSS in Japan). 
In Fig. 7.19 the time structure of the European XFEL is shown. Bunch trains, with 
up to 2700 bunches separated by 220 ns are repeated 10 times per second. Since 
a mega-pixel detector cannot be read out in 220 ns, images will have to be stored 
inside the pixel for readout during the 99 ms inter-train periods. This significantly 
complicates the pixel design, as well as it limits the minimum pixel size obtainable.



246 A. Ziegler and H. Graafsma

There are a number of detector development projects for X-ray FELs world-
wide and a detailed technical description of these can be found in [51 and ref-
erences therein]. The system most used to date, however, is the pnCCD adapted 
from astronomy applications [37] and as discussed also in the Sect. 7.2.3.1 on 
electron detectors—novel direct electron detectors.

For the European XFEL there are three projects ongoing, each one attempt-
ing to achieve the large dynamic range and the in-pixel frame storage in differ-
ent technical ways. The Large-Pixel Detector (LPD) project uses three gains (high/
medium/low) in parallel, and stores the images in an analogue pipeline [52]. The 
DEPFET Sensor with Signal Compression (DSSC) project uses a non-linear 
response of the sensor, and a digital memory for image storage [53]. The Adaptive 
Gain Integrating Pixel Detector (AGIPD) project uses an automatically adapted 
gain to cover the large dynamic range, and an analogue memory for image storage 
[54]. The AGIPD project will be presented in more detail in the Sect. 7.2.3.3.

7.2.3.3  The Adaptive Gain Integrating Pixel Detector Project

The AGIPD detector is a Hybrid Pixel detector with a silicon diode array bump-
bonded to a pixellated readout chip (Application Specific Integrated Circuit, 
ASIC) and is being designed and built by a consortium consisting of DESY in 
Hamburg, the Swiss Light Source at the Paul Scherer Institute in Switzerland and 
the Universities of Hamburg and Bonn (Germany). Dynamic gain switching is used 
to provide the required large dynamic range. In this concept each pixel automati-
cally adjusts the gain of its pre-amplifier according to the incoming signal strength, 
without any external intervention, and for every X-ray pulse in the bunch train. 
There are three possible gain settings: high, medium and low, which together cover 
a dynamic range from single photon sensitivity to 104 photons of 12 keV. As stated 
above, the X-ray pulses in the bunch train are separated by 220 ns (4.5 MHz), which 
is too short to read out the entire detector. Images are therefore stored in an analogue 
memory, which is randomly accessible. This last feature is important, since at most 

Fig. 7.19  Time structure 
of the European X-ray free 
electron laser in Hamburg
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350 images can be stored, which is significantly less than the possible maximum of 
2700 images available from the European XFEL source. The detector is therefore 
laid out for vetoing and image overwriting, such that only good images are stored. 
The analogue memory is then read out and digitized during the 99.4 ms train inter-
vals. A schematic layout of the pixel cell is given in Fig. 7.20.

Detailed measurements on various prototypes are still under way, but the essential 
gain switching as well as the random access analogue memory have been proven 
to work. The current pixel size of 200 μm is a compromise between the scientific 
push for small pixels and the technological limitations to integrate enough func-
tionality and storage capacity in the pixel. A single readout ASIC, the fundamen-
tal building block, will have 64 × 64 pixels. The ultimate 1k × 1k pixel detector 
will be constructed using monolithic multi-chip modules, with 2 × 8 readout chips 
(128 × 512 pixels), as indicated in Fig. 7.21, and is foreseen to be ready by 2014.

Although AGIPD, is specifically developed for the European XFEL, with its 
unique time structure (see Fig. 7.19), it also offers great opportunities for time-
resolved and in-situ X-ray experiments at storage ring sources. Since it is an inte-
grating detector, it does not suffer from count rate limitations, which often limits the 
time resolution when using photon counting detectors. At the same time, up to 350 
images can be recorded in very fast succession, down to 220 ns or 4.5 MHz. This 
could be used in, for instance, pump-probe experiments, where a trigger initiates 
a reversible or repeatable reaction and the evolution of sample is then followed in 
220 ns intervals. This can then be repeated 10 times per second. Since the operation 
of the detector is fully triggered by external signals, there is a considerable freedom 
in the sampling rate. For instance one could follow the sample shortly after the pump 
has initiated a change at 220 ns time intervals, and gradually increase this spacing. 
There are, however, some technological limits to the degrees of freedom. Since an 
analogue memory is used to store the signal inside each pixel, one has to read out the 
images within a given time, otherwise the stored signal will slowly fade away due to 
the so called signal droop. The full extend of the limitations of the degrees of free-
dom will only become clear once the final readout ASIC is ready and fully tested.

It should be pointed out that, although developing a system like AGIPD is a 
multi year and multi million Euro project, deriving variations, optimized for stor-
age ring applications, is considerably faster and cheaper.

Fig. 7.20  Schematic layout of the AGIPD pixel cell
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7.2.4  Outlook

X-ray detectors have traditionally been the weakest part in many synchrotron-
based experiments, especially in time-resolved and in-situ experiments. This is not 
due to a lack of progress in detector technology, but rather due to the phenomenal 
increase in source brilliance over the last decades. Since this brilliance increase is 
leveling of for storage ring based X-ray sources, an increased emphasis is put on 
detector development. Although it is impossible to give an accurate prediction of 
the future, a few directions and expected developments should be mentioned.

For synchrotron experiments there is a clear shift away from using or adapting 
detectors or components developed for other scientific or non-scientific applica-
tions, towards custom made detector systems. A good example is the PILATUS 
based system developed specifically for protein crystallography experiments 
[43]. This trend is continuing with, for example, the AGIPD development men-
tioned above. The hybrid pixel array detector technology with Application Specific 
Integrated Circuits (ASICs), will show a trend towards using more intelligence 
inside the pixel, like the automatically adapting gain or communicating pixels 
[55, 56]. Using new developments in industry, like the 3-dimensional integra-
tion of CMOS technology [57] one can dramatically increase the functionally per 
unit area, or alternatively decrease the pixel size, while keeping full functionally. 
This 3D-integration will also open the way for building 4-side buttable detector 
modules, which can be tiled together into large detector systems, with negligible 
dead areas. In parallel to the developments in the readout electronics, we are see-
ing rapid developments in the sensor technology, like 3D and edgeless silicon [58] 
or high-Z semiconductors [59] for high photon energies. With avalanche diode 
arrays or silicon PMTs one will be able to reach time resolutions down to the 

Fig. 7.21  Layout of the final 
1k × 1k detector, featuring a 
central hole for the primary 
beam
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nano-second level [60], while low noise, and thus high-energy resolution can be 
obtained with DEPFET based pixel sensors [53]. In the coming years we will see 
various combinations of the above possibilities. It might not be impossible that we 
will be able to determine for every recorded photon its energy with near Fano lim-
ited resolution, and assign it to the electron bunch that generated it, thus reaching 
machine limited energy, as well as time-resolution in the long term.
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