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Abstract. Among the post-processing association rule approaches, clus-
tering is an interesting one. When an association rule set is clustered,
the user is provided with an improved presentation of the mined patters.
The domain to be explored is structured aiming to join association rules
with similar knowledge. To take advantage of this organization, it is es-
sential that good labels be assigned to the groups, in order to guide the
user during the association rule exploration process. Few works have ex-
plored and proposed labeling methods for this context. Moreover, these
methods have not been explored through subjective evaluations in order
to measure their quality; usually, only objective evaluations are used.
This paper subjectively evaluates five labeling methods used on associ-
ation rule clustering. The evaluation aims to find out the methods that
presents the best results based on the analysis of the domain experts.
The experimental results demonstrate that there is a disagreement be-
tween objective and subjective evaluations as reported in other works
from literature.

1 Introduction

Association rule mining (ARM), introduced in [1], is an important task of data
mining. ARM aims to “find all co-occurrence relationships, called associations,
among data items” [11].

Association rules have been successfully applied for decision support (such
as the cross-marketing, attached mailing applications, catalog design, add-on
sales, store layout, and customer segmentation based on buying patterns) [3],
for applications of telecommunications alarm diagnosis and prediction [2], for
inter-disciplinary domains beyond data mining (such as indexing and similarity
search of complex structured data, spatio-temporal and multimedia data mining,
stream data mining, web mining, software bug mining, and page-fetch prediction)
[8], and for disease prediction [17].

When generating association rules, it is necessary to deal with a huge amount
of rules since the number of rules grows exponentially with the number of items in
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the data set [9]. Many algorithms have been developed to overcome the problem
of dealing with these generated rules. These algorithms follow one of these post-
processing approaches:Querying (Q), EvaluationM easures (EM ), Pruning (P),
Summarizing (S ), or Grouping (G) [5,22,14,10]. The algorithms that belong to
the approaches of Q, P, and S aid the exploration process by reducing the
exploration space (RES ); the ones that belong to EM approach explore the
process by d irecting the user to what is potentially interesting (DUPI ); and,
finally, the algorithms of G approach explore the process by structuring the
domain (SD).

Grouping is a relevant approach related to SD, since it organizes the rules
in groups that contain, somehow, similar knowledge. These groups improve the
presentation of the mined rules, providing the user a view of the domain to be
explored [18,19]. A methodology was found in the literature for post-processing
association rules that utilizes the grouping approach. This methodology, called
PAR-COM [5], combines clustering and objective measures to direct the user
to what is potentially interesting and, consequently, reduces the association rule
exploration space. Thus, the user only needs to explore a small subset of the
groups that contain the potentially interesting knowledge. However, it is essential
that groups be represented by labels that may provide the user a view of the
subjects contained in the exploration space, helping to guide its search.

Although some methods have been proposed to label document clusters in
Text Mining (TM) and Information Retrieval (IR) [13,12,16], there are few re-
searches in the literature that deal with selecting labels for association rule
clustering. Padua et al. [15] and Carvalho et al. [4] assess some labeling methods
using objective evaluations. Chang et al. [7] discuss about a disagreement be-
tween objective and subjective evaluation results in a topic extraction context.
The latter found that some results of objective measures are not always a good
predictor of human judgments regarding the terms selected as labels for the topic
extraction task. The same problem is found here since the label selection task is
similar to topic extraction and association rule clustering approaches.

Considering that, we use a subjective methodology to evaluate label sets ob-
tained by labeling methods for association rule clustering. For that, this paper
presents an adapted version of the subjective evaluation methodology proposed
in [7] (details in Section 3). The evaluation was applied in five labeling methods
for association rule clustering in order to identify which one obtains suitable
label sets according to the

The proposal of an evaluation methodology adapted from [7] is introduced
and adjusted for an environment that considers clusters of association rules ob-
tained from structured data. Specifically, the proposed evaluation methodology
is based on a task named word intrusion. The word intrusion task, proposed
in [7], consists of identifying a spurious word inserted into a set of words1 that
represent the extracted topic. The word intrusion task was initially proposed to
evaluate whether an extracted topic has human-identifiable semantic coherence.

1 In this work, a set of words represents the labels of a group.
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This paper is organized as follows. The labeling methods used in this work
are presented in Section 2. The subjective evaluation methodology is described
in Section 3. The configuration of the experiments are introduced in Section 4
and the results are discussed in Section 5, arguing about the differences obtained
between the subjective and the objective analysis. Finally, the related works are
presented in Section 6 and conclusions in Section 7.

2 Labeling Methods

Although the organization of association rules through clustering provides some
important clues for user, the exploration task remains a challenge since there
is no explicit information about the subject of each cluster. Even in a small
data set, it is not easy to define a main idea that links the association rules in
each cluster. However, the cluster may be represented by a set of meaningful
labels. Therefore, it is important to find a good set of labels for each cluster.
In this paper, five labeling methods (LM) for association rule clustering, briefly
described below, were selected and implemented to be subjectively evaluated.
These labeling methods were the ones indicated by [4,6,15] as good solutions to
this kind of problem (for details, please, see the references).

LM-M (Labeling M ethod M edoid) selects as labels of each cluster the items
in the rule that is more similar to all the other rules in the same cluster (the
cluster’s medoid). The method computes the accumulated similarity of each rule
considering its similarity with respect to all the other rules; then, the one with
the highest value is selected. Therefore, the labels of each cluster are built by
the items that appear in the cluster’s medoid.

LM-T (Labeling M ethod T ransaction) builds the clusters labels by selecting
the items in the rule that covers the largest number of transactions. A rule
covers a transaction t if all the rule items are contained in t. Therefore, this
method counts the number of transactions each rule covers and selects the rule
that covers the largest number of transactions. In the end, the rule items are
considered as the clusters labels.

In LM-S (Labeling M ethod Sahar due to its reference to [19]), a simplified
version of the process described in [19], the labels of each cluster are built as
follows: (i) considering a set I = {i1, ..., im} containing all the distinct cluster
items, a set R = {r1, ..., rn} containing all the possible relationships a ⇒ c,
where a, c ∈ I – each one of these relationships represents a rule pattern; (ii)
the number of rules that each pattern ri ∈ R covers is computed (Nc); a pattern
a ⇒ c covers a rule A ⇒ C if a ∈ A and c ∈ C; (iii) the pattern with the highest
cover is selected; in the event of a tie all tied pattern are selected; (iv) all the
selected patterns compose a set P ⊆ R; (v) in the end, all the distinct items in
P compose the labels.

In LM-PU (Labeling M ethod Popescul and U ngar due to its reference to
[16]), the labels of each cluster are built by the N items in the cluster that
present the best tradeoff between frequency and predictiveness; formally we have:

f(in|Cn)∗ f(in|Cn)
f(in)

. The f(in|Cn) measure computes the frequency f of each item
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in in its cluster Cn. The
f(in|Cn)
f(in)

measure computes the frequency f of each item

in in its cluster Cn divided by the item frequency in all the clusters. The in items
are all the distinct items that are present in the rules of the cluster. Each time
an item in occurs in a rule its frequency is incremented by one. Therefore, the
labels are built by the N items that are more frequent in their own cluster.

In GLM (Genetic Labeling M ethod [15]), the labels of each cluster are cho-
sen by optimizing two measures, Precision and Repetition Frequency [4]. The
Precision measure (P ) computes the number of rules the labels cover in their
own cluster and divides by the number of rules in that cluster. A rule is covered
by the clusters labels if one or more items in the labels are part of the rule.
The Repetition Frequency (RF ) measures how different the labels are among
the clusters by counting the number of items that are repeated in different clus-
ter labels and dividing this value by the number of distinct items in all the
labels. Values near 0 show that there are few repetitions among the labels while
values near 1 indicate that the labels are very similar. It was considered, dur-
ing the optimization process, RF = 1.0 − RF so that both P and RF were
maximized. GLM is a genetic algorithm approach that aims to ensure a good
tradeoff between P and RF . The fitness function of an individual is defined by

Fitness(I) = (P+RF )−
(

Max(P,RF )
Min(P,RF ) ∗ 10−5

)
, where 10−5 indicates the minimal

possible value the measures may get, (P + RF) show how good are the measures

according to the labels and
(

Max(P,RF )
Min(P,RF ) ∗ 10−5

)
the penalty proportional to the

distance between P and RF . Initially, the method randomly selects the labels
of each cluster among the rule items in each cluster. Thereafter, the population
of labels undergoes crossover until it reaches a given number of generations.

3 Item Intrusion Task: The Subjective Evaluation
Methodology

In order to subjectively evaluate the labels obtained by each labeling method de-
scribed in Section 2, we implemented the item intrusion task, which was adapted
from [7]. As proposed in [7], the users’ task is to find the item, among a set of
items, that is out of place or does not relate with the others, i.e., the intruder.
The methodology works as follows:

Step A. The n best items and the m worst items in each cluster are selected
according to each labeling method described in Section 2. n and m are num-
bers to be chosen. The n best items in each cluster represents the labels of
the clusters. The m worst items, called here as intruders, are the m least
items to be selected as labels and, also, the ones that appear in some of the
other clusters. The last condition ensures an item will not be selected as a
bad item due solely to its rarity. The process is illustrated in Figure 1. In
this example, considering n = 5, the best ranked items, that compose the
labels of the cluster k, are “Item 1”, “Item 2”, “Item 3”, “Item 4”, and “Item
5”. On the other hand, considering m = 5, the worst ranked items that also
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occur in the other clusters are “Item j”, “Item j-2”, “Item j-4”, “Item j-6”,
and “Item j-8”. The underlined and emphasized items are considered to be
present only in the current cluster. The rank is based on the criteria used on
a given LM.

Fig. 1. The selection process of the n best items
and the m worst items

Fig. 2. Illustrative example of the
evaluation process

Step B. A intruder i is picked up at random from a pool built with the m items
identified in [Step A].

Step C. The n items plus the intruder i are shuffled and presented to the user,
as in Figure 2. In this example, the user is asked to identify the intruder,
i.e., the item that should not be selected as label. It is expected that the
user chooses the item i. The authors of [7] claim that when the set of labels
minus the intruder i makes sense together, then the subject should easily
identify the intruder.

Step D. Finally, as seen in Figure 2, the user is also asked about the cohesion of
the set of labels minus the intruder i. The cohesion in this work is evaluated
through four available options: “not related”, “somewhat related”, “related”,
and “closely related”. The options are associated with values ranging from
1 to 4 – 1 regarding the “not related” option until 4 regarding the “closely
related” option. The cohesion value may be used to determine if a labeling
method is selecting the labels in a random way. When combined with the
results of [Step C], the cohesion value improves the evaluation regarding the
coherence of the set of labels.

It is important to mention that the methodology here presented is primarily an
adaptation of the one presented in [7] for an environment that considers clusters
of association rules obtained from structured data. The major difference is [Step
D]. Therefore, the main contribution of this work is the subjective evaluation of
labeling methods for association rule clustering. However, the presented method-
ology is also another contribution, since it discusses a standardized assessment
process to the context of association rule clustering.
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4 Experiments

Experiments were carried out to subjectively evaluate the five labeling methods
applied in the context of association rule clustering (see Section 2). Thereby, this
section is divided in three parts: one related to the criteria used to evaluate the
obtained results, one that describes the data sets used and, finally, the one that
discuss the experimental setup.

4.1 Evaluation Criteria

Based on the methodology described in Section 3, the evaluation of the results
was done considering two different aspects: (i) percentage of correct answers
(PCA) and (ii) cohesion (Co).

In the first aspect, the quality of the labels is measured by the rate of correct
answers given by the subjects regarding the intruder selection method [Step
C]. In high quality label sets the relationship of selected items presents a good
summary of the cluster content. Also, the intruder item can be easily identified
in the label sets with high quality. Thus, PCA metric may be expressed by
PCA = # of correct answers

# of clusters . In this case, the metric checks how many times the
user identifies the intruder i in each of the clusters, related to a given association
rule clustering, and divides it by the total number of clusters in the clustering.
A PCA = 5

10 = 50% indicates that the clustering has 10 clusters and in 5 of
them the user identified, among the labels, the intruder item.

In the second aspect, the cohesion metric aims to measure how correlated the
labels are without the intruder i in the subject opinion. However, in this case, a
mean of the cohesions is obtained. Thus, this metric may be expressed by Co =
∑# of clusters

i=1 Coi
# of clusters . In this case, the metric sums the cohesions assigned to each of

the clusters by the user, related to a given association rule clustering, and divides
it by the total number of clusters in the clustering. A Co = 4+3+2+4+2

5 = 3.0
indicates that the clustering has 5 clusters and, in average, a cohesion of 3.0.

4.2 Data Sets

Four data sets (DS) were considered to run the experiments: Adult (48842;115),
Income (6876;50), Groceries (9835;169), and Sup (1716;1939). The numbers in
parenthesis indicate, respectively, the number of transactions and the number of
distinct items in each data set. The first three are available through the package
“arules”2. The last one was donated by a supermarket located in São Carlos
city, Brazil. All the transactions in Adult and Income contain the same number
of items (named here as standardized data sets (SDS)), different from Gro-
ceries and Sup (named here as non-standardized data sets (NSDS)), whereupon
each transaction contains a distinct number of items. Thus, the experiments
considered different data types. The rules, in each data set, were mined using

2 http://cran.r-project.org/web/packages/arules/index.html.

http://cran.r-project.org/web/packages/arules/index.html
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an Apriori implementation3 with a minimum of 2 and a maximum of 5 items
per rule. From the Adult set 6508 rules were extracted using a minimum sup-
port (min-sup) of 10% and a minimum confidence (min-conf) of 50%; Income
3714 rules with min-sup=17%, min-conf=50%; Groceries 2050 rules with min-
sup=0.5%, min-conf=0.5%; Sup 7588 rules with min-sup=0.7%, min-conf=0.5%.
The parameters were set experimentally.

4.3 Experimental Setup

Initially, in order to apply the five labeling methods described in Section 2 to
perform the subjective analysis, the rule sets, related to each data set, were
clustered. The clusterings were obtained using the Ward Link algorithm [21]
and, as similarity measure, J-RT (see Section 6). This configuration, clustering
algorithm + similarity measure, was selected because, as shown by [6], it obtains
the best results when the clustering is done in the post-processing phase. Each
one of the dendrograms were cut with a threshold of 0.24 (the value was obtained
experimentally). Based on these cuts, 12 groups were obtained for the Adult data
set, 5 for Income, 33 for Groceries, and 10 for Sup.

After clustering the rule sets, all the five labeling methods were applied to
each clustered set. The methodology described in Section 3 was then executed
in each considered configuration, i.e., labeling method + data set. In total, 20
experiments were done (20 = 5 LM × 4 DS). The values of n = 5 and m = 5
were considered to apply the subjective evaluation (see Section 3).

Once subjective evaluations are often expensive due to the large amount of
data available and to the limited available time of the evaluators, a sampling of
clusters was considered in each data set in all the LM. Thus, in this work, we
randomly selected 20% of the clusters in each clustered rule set. Therefore, 2
groups were considered for Adult in each LM, 1 for Income, 6 for Groceries, and
2 for Sup. These selected groups, for each data set, in each LM, were the ones
presented to the users as shown in Figure 2.

All the users assessed the same clusters, and also the items in the groups, in
the same sequence, because as the users’ interaction with the system improves,
he/she may change the choices and, consequently, the results. The sequence of
presentation was set randomly. However, each user evaluated only one data set of
each type, i.e., one group of users evaluated the results related to Adult and Sup
data sets and the other the ones related to Groceries and Income. This split was
done aiming to lower the number of questions each subject should answer and
to force each subject to evaluate both a standardized and a non-standardized
data set.

Finally, it is important to mention that a warm-up step was considered dur-
ing the experiments. In this phase, two more groups were selected to be initially
presented to the users (so in Adult, for example, 4 groups were selected in the

3 http://www.borgelt.net/apriori.html [Christian Borgelt’s Web Page].
4 Considering dendrograms with maximum height of 1. The root node is close or equal
to 1.

http://www.borgelt.net/apriori.html
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total). These 2 additional groups were used as a training phase, aiming to intro-
duce the validation process to the subjects. In this stage, the user learns how the
environment works and how to interact with it. In this phase, right and wrong
answers may not represent the user knowledge. These initial groups were not
considered in the final results.

The Groceries and Sup data sets were evaluated by 5 users, each one having
a good knowledge of the domain. The Adult and Income data sets were also
evaluated by 5 users, but in this case the users did not have a good knowledge
of the domain (related to customer’s profile).

5 Results and Discussion

As mentioned before, to analyze the obtained results the metrics PCA and
Co (Section 4) were used. The results are presented in the Tables 1 and 2 for
Groceries and Sup data sets and in the Tables 3 and 4 for Adult and Income
data sets. The results express the averages of PCA and Co obtained from the
assessments of all the users in the analyzed clusters in each data type.

The highest values in each of the tables, regarding each one of the metrics,
are marked with � in each considered data set. For the Groceries data set, for
example, the best value for PCA is the one related to GLM (51.43% (Table 1));
for Co also the one related to GLM (3.43 (Table 2)). It may be noted that,
regarding the NSDS (Tables 1 and 2):

PCA aspect: according to the results obtained by [15], LM-PU is the more
suitable method to be used according to objective evaluations; however, in
this subjective evaluation:

– GLM is the more suitable LM to be used according to the user views;
– LM-M obtained good results;
– LM-PU and LM-S present the worst results.

Thus, there is a disagreement between the two evaluations, as noted by [7]
for the topic extraction task.

Co aspect: following the same reasoning, it may also be observed the same
disagreement regarding this other aspect:

– although GLM presents the highest value in only one data set (Gro-
ceries), in the other data set the values are more closely, indicating that
GLM is also the more suitable LM to be used according to the user views
considering this criterion;

– the values for Groceries have a low variation among the LM, except for
GLM that presents a high value – mean of 3.26;

– the values for Sup also have a low variation among the LM, except for
LM-PU that presents the worse value – mean of 3.20.

The analysis of the tables also shows interesting behaviors. In cases of high
Co and low PCA values, such as in LM-S on Sup data set (3.50 x 0%), it
is understandable that the method failed to distinguish the groups, i.e., the
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labels of the clusters were not specific enough to describe their own groups and,
consequently, to distinguish each one from the others. On the other hand, in
cases of low Co and high PCA values, such as in LM-PU on Sup data set (2.70
x 40%), it is understandable that the method obtained less correlated labels, but
it was successful on selecting labels that best represent each group, making it
easier for the subjects to find the intruder. Finally, Figure 2 shows an example
of an answer given by an user regarding a group related to the Groceries data
set. In this case, considering this unique group, PCA = 1 and Co = 4.

On the other hand, regarding the SDS, the users did not have a good knowl-
edge of the domain (related to customer profile) and, therefore, the results were
much worse. It may be noted that (Tables 3 and 4):

PCA aspect: according to the results obtained by [15], GLM is the more suit-
able method to be used according to objective evaluations; however, in this
subjective evaluation:

– the number of low PCA values is high, being some of them 0%. Thus,
although LM-T presents the highest value in only one data set (Income),
it is the only method that has an uniform behavior in both data sets.
Therefore, it may be assumed that LM-T is the more suitable LM to be
used according to the user’s views.

Thus, there is a disagreement between the two evaluations, as noted by [7]
for the topic extraction task.

Co aspect: following the same reasoning, it may also be observed the same
disagreement regarding this other aspect:

– Both data sets had high Co values according to the subject’s opinion,
contrasting to the low PCA values.

Table 1. PCA results related to NSDS

Data set LM-M LM-T LM-PU LM-S GLM

Groceries 46.67% 20% 11.43% 11.43% 51.43%�
Sup 50% 50% 40% 0% 70%�

Table 2. Co results related to NSDS

Data set LM-M LM-T LM-PU LM-S GLM

Groceries 3.23 3.23 3.29 3.14 3.43�
Sup 3.30 3.30 2.70 3.50� 3.20
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Table 3. PCA results related to SDS

Data set LM-M LM-T LM-PU LM-S GLM

Adult 30% 40% 50%� 30% 10%
Income 0% 40%� 0% 0% 20%

Table 4. Co results related to SDS

Data set LM-M LM-T LM-PU LM-S GLM

Adult 3.0 3.1� 3.0 2.9 3.0
Income 3.6 3.8� 3.6 3.4 3.8�

6 Related Works

Since this paper aims to evaluate labeling methods for association rule cluster-
ing, in this section, we briefly review some papers related to association rule
clustering, mentioning their labeling methods and the methodologies used to
evaluate the methods.

The aim of the clustering approach in the post-processing phase is to improve
and organize the presentation of the obtained association rules. The result of
this process is a structured view of domain to be explored. In [20] the authors
propose a similarity measure based on transactions and apply a density clus-
ter algorithm to group the association rules. They also present an evaluation
in a small set of the rules to motivate the research with association rule clus-
tering approach. The approach proposed in [10] explores the lexical features of
the rules, rather than their statistical properties, for structuring the rule space.
They explored hierarchical cluster algorithms in the evaluations using Jaccard
as the similarity measure. In [10], the Jaccard value between two rules r and s,

expressed by J-RI(r,s)= |{items in r}∩{items in s}|
|{items in r}∪{items in s}| , is calculated considering the

items the rules share. The authors of [18] compare two kinds of clustering meth-
ods, partitional and hierarchical, also using Jaccard as the similarity measure.
However, in this case, the Jaccard value between two rules r and s is expressed

by J-RT(r,s)= |{t matched by r}∩{t matched by s}|
|{t matched by r}∪{t matched by s}| , where t is the common transac-

tions the rules match. In [10] and [18], the labels of each group are compound
of the items that are presented in the rule that is more similar to all the other
rules in the group (the medoid of the group). Toivonen et al. [20] do not mention
how the labels are found, but provide some clues that the labels represent the
most frequent and distinct items in the group.

In all the cases, the authors are mainly concerned with the domain organiza-
tion and do not present a deeper evaluation of the labels. In [15], an interesting
labeling method based on genetic algorithm is proposed. A comparison of label
methods for association rule clustering is presented by [4]. The authors of [4]
evaluate the method ideas presented in [20,10,18]. They also use an adaptation
of an idea presented by [19] and the method proposed in [16] applied in the con-
text of the document cluster. More detailed results may be found in [6]. Finally,
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to objectively evaluate labeling methods for association rule clustering, [4] pro-
pose two measures, P and RF , the ones used by [15] and, therefore, described
in Section 2.

7 Conclusions

In this paper, we performed a subjective evaluation of labeling methods used for
association rule clustering. The results show that the GLM method is the most
suitable method to be used for NSDS according to the user’s views. On the other
hand, LM-T is the most suitable method to be used for SDS according to the
user’s views. However, in the last case, the results obtained from the evaluation
suggests that it is more difficult to identify the intruder in standardized data sets.
This result may be explained due to the fact that the users did not have a good
knowledge of the domain (related to customer profile) but more experiments are
necessary to identify the causes of this behavior.

Considering all the results, we may affirm that a good objective evaluation
does not imply in a good subjective evaluation. As noted by [7] for the topic
extraction task, there is, with a certain frequency, a high disagreement between
the two kinds of evaluation. The results also indicate that the organization of
the data set has a high impact on the quality of the results.

As future works, we intend to evaluate hybrid labeling methods that combine
objective and subjective aspects.
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