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Abstract. The aim of this paper is to analyze the potentialities of Bidirectional 
Recurrent Neural Networks in classification problems. Different functions are 
proposed to merge the network outputs into one single classification decision. 
In order to analyze when these networks could be useful; artificial datasets were 
constructed to compare their performance against well-known classification 
methods in different situations, such as complex and simple decision bounda-
ries, and related and independent features. The advantage of this neural network 
in classification problems with complicated decision boundaries and feature re-
lations was proved statistically. Finally, better results using this network topol-
ogy in the prediction of HIV drug resistance were also obtained. 
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1 Introduction 

The classification task is based on assigning a new pattern to one class of a set of N 
discrete classes. The pattern is represented by a vector X = (x1, x2, …, xN) of N charac-
teristics or features. Classification problems are just as common in bioinformatics as 
they are in other areas. In this work we focused on the classification of biological 
sequences, such as nucleotide and protein sequences. 

Just like in any classification problem, the search for appropriate features is the 
first step in building a knowledge database. The representation of biological se-
quences is particularly difficult; analyzing most biological sequences is easier if we 
have the three-dimensional structure, but unfortunately it is very difficult and expen-
sive to obtain. This is one of the motives to use primary or secondary structures as an 
alternative to represent the sequences.  These representations are linear and very 
different to the three-dimensional structure. Complex relations between the amino 
acids or between some parts of the sequence are hypothetically presumed in order to 
relate these structures. To represent the sequences, some authors use biological prop-
erties such as: hydrophobicity, polarity, etc., in order to end the problem of the varia-
ble size of the sequences. However, sometimes it is common to keep the natural  
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representation or replace the amino acids or nucleotides with any quantitative meas-
ure. This representation takes into account the complex relations that may exist  
between the elements; this representation can therefore be seen as a time sequence 
that induces the incentive to use dynamic structures to solve this problem. 

Although we will use the primary structure to represent the biological sequences, 
the variable size is not the objective to use dynamic structures in this paper. In this 
paper we have supposed that the sequences are all the same sizes or an alignment 
method was applied. This assumption was done to compare the network against the 
classic classification methods. The motivation of this paper is to see the one specific 
structure’s ability to deal with problems of complex relation between the features, that 
we suppose biological sequences have.  

To solve classification problems there are some different models of machine learn-
ing. Recurrent Neural Network (RNN) has become an increasingly popular method in 
bioinformatics problems over recent years. Given its temporal connections, the RNN 
has the particularity of making possible a temporal memory, regardless of whether 
they are future or past times. Temporal problems are not the only ones that can be 
solved with this network. Just like a Multilayer Perceptron (MLP) or how a Support 
Vector Machine (SVM) does with nonlinear kernels, RNN makes an internal feature 
extraction, By separating the features in subsets associated with times, more complex 
feature extraction combinations can be achieved. 

In particular Bidirectional Recurrent Neural Networks (BRNN)  have been used 
for protein secondary structure prediction [1].  Currently this architecture is consi-
dered to be one of the best models for addressing this problem [2]. Some authors have 
used methods based on BRNN [3] or a combination with other methods [4].  

Bidirectional Recurrent Neural Network is a type of Recurrent Neural Networks 
[5]. This structure has the advantage of not using fixed windows like MLP and can 
use information from both sides of the sequence, right and left.  

The objective of this paper is to compare the behavior of BRNN and classical clas-
sification methods when dealing with problems of different dependencies of the fea-
tures. The topology of BRNN used is the one proposed by Baldi [1], specifically the 
topology already described in [6]. The main difference between these topologies is the 
way they combine the outputs. In this paper some output combination functions are 
used to take into account that the network has one output for each time and in classifi-
cation problems there is only one output.  

Artificial databases with different dependences of the features were built in order 
to illustrate the potentiality of this type of network in datasets with complex relation 
between the features. In this paper, we selected a Multilayer Perceptron, as the classic 
neural network to classification problems as well as the Support Vector Machine and 
Bayes Network. With this comparison we don’t pretend to generalize when the use of 
BRNN is appropriate. Our purpose is to justify that this method improves the predic-
tion in some problems of biological sequences analysis in comparison to the classical 
classification methods.  

To conclude this paper shows the results using the BRNN to solve the problem of 
prediction of HIV resistance, using the information of one protein: protease. Also, the 
results obtained by the BRNN are compared with the other methods. 
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2 Methods 

2.1 Data Preparation 

Artificial datasets were generated for this experiment. To build the datasets three fac-
tors were kept in mind: feature relation, direction of the relation and decision region 
of classes. 

For each feature a further subset of features was randomly selected.  A mathemati-
cal dependency was built between the feature and the selected subset. Dependencies 
were generated by linear, polynomial and piecewise polynomial functions f(X) as can 
be seen in equations 1, 2 and 3 respectively. X = (x1, x2, …, xN) represents the feature 
vector with dimension  N. 
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In this linear function, ai is the coefficient for each i, and c is an independent term. 
This function is finally normalized by the maximum possible value of the numerator, 
keeping in mind the features generated in the interval [0,1]. 

As was explain before each feature has a subset of features of which they are de-
pendent upon, named as SDFk.  SDFk = (dk1, dk2,…, dkm), where dkj represents the 
index of features and m is also generated randomly. The coefficient ai is generated 
randomly if i is a member of SDFk, or else the value will be 0. 

In equation 2, the coefficients bi ∈ [1,10] are added, so the equation behaves poly-
nomially. 
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On the other hand, piecewise generated by polynomial function h(X) defines dif-
ferent behaviors for the last kind of functions: piecewise polynomial functions (equa-
tion 3).  
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 (3) 

Function gi defines this behavior for each subdomain. A set of thresholds was gen-
erated at random: U = (u0, u1, ..., uR), where R represents the number of intervals 
(generated at random too in the [5,15] interval). A final consideration:  u0=0, uR=1 
and ∀i∈ [1,R]: ui-1 < ui. 

At first, a subset without any feature relation was generated; and used as our refer-
ence for the comparison.  
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Dependencies between the features were analyzed in three ways: forward, back-
ward and in both directions. To build dependencies forward, the selection of the sub-
set of dependent features for a particular feature in the position i, a subset of indexes j 
were generated in the interval [0, i-1], to backward [i+1, N] and to both directions 
[1,N],  j ≠ i. 

Additionally, the classes were generated with the same features described below. 
In total, 285 datasets were generated, 95 datasets with the class generated from 

each function. Each dataset is described by 9 features and a dichotomy class. 

2.2 Models Used 

All models used in this paper were implemented in Weka (version 3.6; Waikato Envi-
ronment for Knowledge Analysis), a software developed at the Waikato University, 
New Zealand, and available at: http://www.cs.waikato.ac.nz/ml/weka/index.html.  

To compare the results, a Multilayer Perceptron, Support Vector Machine, Bayes 
Network (BayesNet) and C45 decision tree (named J48 in Weka) were selected. 

Also BRNN mentioned before was implemented in Java using the Weka package 
and added to it. 

2.3 Bidirectional Recurrent Network Topology 

The use of these networks in dissimilar fields has increased in the last few years. 
These networks have the particularity of making a temporal memory given their tem-
poral connections possible, no matter whether they are future or past times. There are 
many real problems with these characteristics.  

In order to deal with biological sequences problems, a bidirectional model to estab-
lish recurrences in two directions was used. On the left in Figure 1 the proposed to-
pology, with three-hidden-layers is shown. This makes the correlations independent 
of each time with the others. On the right, one can see the unfolded network to the 
time t. A size of window for the sequence is defined as a parameter of this model. The 
sequence is divided in sub-sequences according to the size of window (n) defined, 
where each one represents a time for the network.  According to the size of windows 
it is also possible to define the number of neurons in the input layer. As is shown in 
figure 1, the topology has a recurrent to one step backward (time t-1) and one forward 
(time t+1), that is the unfolding is of T times, where T = Sequence Length / n. For 
example for a sequence divided into three parts (times), the unfolding of the network 
will be replicated exactly three times.  

The network is trained with the Bakpropagation Through Times algorithm [7]. 
Once the basic algorithm steps for processing a problem have been defined, a pro-

cedure for combining the results was introduced. 
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Fig. 1. Bidirectional Recurrent Neural Network and its unfolding in t, t-1 and t+1 times 

Output Aggregation Functions 

The outputs can be either labels or continuous values. Label outputs refer to the dis-
crete value assigned to each class label. On the other hand, when continuous outputs 
are used, a c-dimensional vector [d1, d2, ..., dc] is provided, where dj represents the 
support for the hypothesis that output vector comes from the jth class, and c is the total 
amount of classes.  

The model can be compared with a multi-classifier, where each time is a classifier 
with its own output.  Taking into account this idea, the model output can be 
represented as T vectors, one for each time. 

In literature, several approaches for aggregating these values into a single output 
have been proposed and discussed. In this paper, we use the three following variants. 
Each function returns one vector of membership probabilities for each class, where 
the final result is the class associated to the index of value in the vector:  

• Average function: Calculates the average of the probabilistic values associated 
with the class membership of the network outputs. 

• Max Probability function: Calculates the highest value of class membership proba-
bility and returns the class with more probability. 

• Mode function: Calculates the class with more probability for each network output 
and return the class that appears most often as result. 
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2.4 Performance Evaluation 

As was mentioned before, the databases were built artificially with binary classes. 
The most commonly used parameter to assess the predictively of the classification 
models is the percent of well-classified cases (eq. 4).  

 100
FNTNFPTP
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Where TP is the true positive rate (positives correctly classified/total positives), TN 
is the true negative rate (negatives correctly classified/total negatives), FP is the false 
positive rate (negatives incorrectly classified/total negatives) and FN is the false nega-
tive rate (positives incorrectly classified/total positives). 

Here we used the accuracy and 10-fold cross-validation to show and compare the 
results. 

3 Results and Discussion 

3.1 Results from Artificial Databases 

The training of the BRNN is based on the topology presented before. To simplify the 
experiment, three times and the same amounts of neurons for each hidden layer were 
selected: 4, 6, 8 and 10 neurons. Three output combination functions were tested: 
mode, max and average. Backpropagation Through Time algorithm was used with 
learning rate 0.01 and momentum 0.9. 

We trained a J48, BayesNet, 10 SVMs with polynomial kernels (from 1 degree to 
10 degrees), 10 MLPs with 2, 4, 6, 8, 10, 12, 14, 16, 18, and 20 neurons in the hidden 
layer. Then a 10-fold cross-validation was performed for each base, taking the accu-
racy as performance measures. Also statistical tests were applied. 

The analysis of the results is focused on the three factors used to build the databas-
es: feature relation, direction of this relation and the decision boundary, beginning 
with the last one. 

When the class is obtained by a linear function the results of BRNN are not as 
good as the other methods. In this case, SVMs and MLPs provide better results than 
BRNNs. This could be due to their capability to find hyperplanes to separate the 
classes. They are also cheaper computationally speaking, so it is not advisable to use 
BRNNs in problems with linear separation.  

On the other hand, when the class is obtained by polynomial or piecewise poly-
nomial functions, BRNNs are superior to other classifiers depending on the output 
combination method used. 

Figure 2 shows the results of accuracies in datasets with the features generated by a 
polynomial function. Vertical axes show results obtained by BRNNs with the pro-
posed output combination functions (average, max and mode), and horizontal axes 
represent the highest accuracy values of the other classifiers: J48, BayesNet, SVM 
and MLP. The BRNN superiority can be seen, at first sight, in this unfair comparison. 
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Fig. 2. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with class relation by polynomial  
function 

 

Fig. 3. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with class relation by piecewise poly-
nomial function 

The best results are obtained with the mode as output combination function. 
Similar results are shown in figure 3, but in this case, the piecewise polynomial 

function to generate the features is being used. BRNNs are superior again. This sug-
gests that when the decision boundary is complex the BRNN is an alternative method 
to solve the problem. 

Taking into account the factor of feature relation, one could predict that, the results 
obtained by BRNN in datasets without relation between the features are not really 
better than others methods. BRNN is computationally expensive and complex. For 
this reason we suggest not using these networks when the problem has independent 
features. On the other hand, there are significant differences in datasets with feature 
relations, no matter the complexity of these relations.  Fig 4 shows the comparison 
between the classical classification methods and the BRNN. Most of the time, BRNN 
achieve the higher result.  
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Fig. 6. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with different directions of dependen-
cies between features 

The Wilcoxon test shows highly significant differences between results obtained 
by BRNN and the other classifiers in those datasets where the class is obtained by 
polynomial and piecewise polynomial functions.  

Furthermore, the comparison between the results related with features relation and 
with the dependencies between them reconfirms the superiority of the BRNN when 
the data has dependencies between the features in any direction. 

Finally, output combinations were compared. Mode and max probability were best 
for accuracy, instead of the expected average function (the continuous central tenden-
cy measure). 
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3.2 Results Using the HIV Drug Resistance Database 

The information to build the databases is from the “Stanford Database” [8]. There are 
7 databases corresponding to drug resistance in the following protease inhibitors: 
Amprenavir (APV), Atazanavir (ATV), Indinavir (IDV), Lopinavir (LPV), Nelfinavir 
(NFV), Ritonavir (RTV) y Saquinavir (SQV). 

In [6] the use of this BRNN topology is shown with mode as the output combina-
tion function, to solve this problem, but with another version of the database. Here 
more cases from the database were used. BRNN is compared with previous results 
with others methods. In [9] the results obtained by a lot of classification methods to 
predict the HIV drug resistance is shown. 

Here the BRNN is trained with the three output combination functions used before. 
Also other classification models were trained: J48, SVM with different kernels: linear, 
polynomial and Gaussian; BayesNet, MLP.  

In this work the amino acids are represented with their contact energies and the da-
tabase is the last version of the Stanford Database. For these reason the obtained re-
sults are a slightly different to those obtained in [9] and [6]. 

Table 1 illustrates the results obtained by different models. BRNN achieves accu-
rate similar or superior results in all cases. The best output combinations for this prob-
lem are mode and max probability.  

Table 1. Results of accuracy for database of protease inhibitors 

 J48 
SVM 

linear 

SVM 

Polynomial 

SVM 

 Gaussian
 BayesNet MLP 

BRNN 

Average

BRNN 

Mode 

BRNN 

Max Probability 

APV 0.82 0.82 0.82 0.69 0.81 0.79 0.82 0.83 0.83 

ATV 0.65 0.75 0.73 0.61 0.68 0.76 0.74 0.75 0.77 

IDV 0.89 0.89 0.88 0.82 0.89 0.88 0.87 0.90 0.90 

LPV 0.89 0.87 0.88 0.85 0.86 0.89 0.89 0.91 0.89 

NFV 0.90 0.88 0.86 0.71 0.90 0.88 0.91 0.91 0.92 

RTV 0.93 0.90 0.90 0.80 0.91 0.90 0.91 0.93 0.93 

SQV 0.76 0.74 0.74 0.74 0.72 0.73 0.72 0.74 0.76 

Average 0.83 0.84 0.83 0.74 0.83 0.83 0.84 0.85 0.85 

 
In this biological sequence problem the BRNN also achieves the best or at least 

similar results in most of the databases, as is shown in table 1. Although the mode 
achieves better results with respect to the rest of methods, the max probability is now 
the aggregation function with best results.  

4 Conclusions 

BRNN is not the best classifier in linear decision boundary problems. In these prob-
lems, other simpler methods are in fact better, such as, SVM and MLP. However, in 
problems with complex decision boundaries, as soon as relations start emerging be-
tween features, BRNN becomes the best classifier. The best results of this model are 
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when the features have dependencies in the sequences on both backward and forward. 
It is recommended to use the mode or the max probability as output combination. 

In regards to the problem of HIV drug resistance the results of the topology of 
BRNN proposed has superior results or at least similar to the results obtained by the 
other techniques. These results and conclusions do not mean that the model described 
here is better than other methods for any type of biological problem, but it is a prom-
ising method to bear in mind. 
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