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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a
yearly international conference series organized by the Mexican Society of Arti-
ficial Intelligence (SMIA) since 2000. MICAI is a major international AI forum
and the main event in the academic life of the country’s growing AI community.

MICAI conferences publish high-quality papers in all areas of AI and its
applications. The proceedings of the previous MICAI events have been published
by Springer in its Lecture Notes in Artificial Intelligence (LNAI) series, vols.
1793, 2313, 2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094, 7095, 7629, and
7630. Since its foundation in 2000, the conference has been growing in popularity
and improving in quality.

The proceedings of MICAI 2013 are published in two volumes. The first vol-
ume, Advances in Artificial Intelligence and Its Applications, contains 45 papers
structured into five sections:

– Logic and Reasoning
– Knowledge-Based Systems and Multi-Agent Systems
– Natural Language Processing
– Machine Translation
– Bioinformatics and Medical Applications

The second volume, Advances in Soft Computing and Its Applications, contains
45 papers structured into eight sections:

– Evolutionary and Nature-Inspired Metaheuristic Algorithms
– Neural Networks and Hybrid Intelligent Systems
– Fuzzy Systems
– Machine Learning and Pattern Recognition
– Data Mining
– Computer Vision and Image Processing
– Robotics, Planning and Scheduling
– Emotion Detection, Sentiment Analysis, and Opinion Mining

The books will be of interest for researchers in all areas of AI, students specializ-
ing in related topics, and for the general public interested in recent developments
in AI.

The conference received 284 submissions by 678 authors from 45 countries:
Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Brazil, Bulgaria,
Canada, Chile, China, Colombia, Cuba, Czech Republic, Egypt, Finland, France,
Germany, Hungary, India, Iran, Ireland, Italy, Japan, Mauritius, Mexico, Mo-
rocco, Pakistan, Peru, Poland, Portugal, Russia, Singapore, South Africa, South
Korea, Spain, Sweden, Switzerland, Thailand, Tunisia, Turkey, UK, Ukraine,
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Uruguay, and USA. Of these submissions, 85 papers were selected for publi-
cation in these two volumes after a peer-reviewing process carried out by the
international Program Committee. In particular, the acceptance rate was 29.9%.

MICAI 2013 was honored by the presence of such renowned experts as Il-
dar Batyrshin of the IMP, Mexico; Erik Cambria of the National University
of Singapore; Amir Hussain, University of Stirling, UK; Newton Howard, Mas-
sachusetts Institute of Technology, USA; and Maria Vargas-Vera, Universidad
Adolfo Ibáñez, Chile, who gave excellent keynote lectures. The technical program
of the conference also featured tutorials presented by Roman Barták (Czech Re-
public), Ildar Batyrshin (Mexico), Erik Cambria (Singapore), Alexander Garcia
Castro (Germany), Alexander Gelbukh (Mexico), Newton Howard (USA), Ted
Pedersen (USA), Obdulia Pichardo and Grigori Sidorov (Mexico), Nelishia Pil-
lay (South Africa), and Maria Vargas-Vera (Chile). Four workshops were held
jointly with the conference: the First Workshop on Hispanic Opinion Mining
and Sentiment Analysis, the 6th Workshop on Hybrid Intelligent Systems, the
6th Workshop on Intelligent Learning Environments, and the First International
Workshop on Semantic Web Technologies for PLM.

In particular, in addition to regular papers, the volumes contain five invited
papers by keynote speakers and their collaborators:

– “Association Measures and Aggregation Functions,” by Ildar Batyrshin
– “An Introduction to Concept-Level Sentiment Analysis,” by Erik

Cambria
– “The Twin Hypotheses. Brain Code and the Fundamental Code Unit: To-

wards Understanding the Computational Primitive Elements of Cortical
Computing,” by Newton Howard

– “Towards Reduced EEG Based Brain-Computer Interfacing for Mobile Robot
Navigation,” by Mufti Mahmud and Amir Hussain

– “Challenges in Ontology Alignment and Solution to the Contradictory Evi-
dence Problem,” by Maria Vargas-Vera and Miklos Nagy

The authors of the following papers received the Best Paper Award on the basis
of the paper’s overall quality, significance, and originality of the reported results:

1st place: “A Bayesian andMinimum Variance Technique for Arterial Lumen Seg-
mentation in Ultrasound Imaging,”by Sergio Rogelio Tinoco-Mart́ınez,
Felix Calderon, Carlos Lara-Alvarez, and Jaime Carranza-Madrigal
(Mexico)

2nd place: “The Best Genetic Algorithm I. A Comparative Study of Structurally
Different Genetic Algorithms,” by Angel Kuri-Morales and Edwin
Aldana-Bobadilla (Mexico)
“The Best Genetic Algorithm II. A Comparative Study of Structurally
Different Genetic Algorithms,” by Angel Kuri-Morales, Edwin Aldana-
Bobadilla, and Ignacio López-Peña (Mexico)
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3rd place: “A POS Tagger for Social Media Texts Trained on Web Comments,”
by Melanie Neunerdt, Michael Reyer, and Rudolf Mathar (Germany)1

The authors of the following paper selected among all papers of which the first
author was a full-time student, excluding the papers listed above, received the
Best Student Paper Award:

1st place: “A Massive Parallel Cellular GPU Implementation of Neural Network
to Large Scale Euclidean TSP,” by Hongjian Wang, Naiyu Zhang, and
Jean-Charles Créput (France)

We want to thank all the people involved in the organization of this conference.
In the first place, the authors of the papers published in this book: It is their
research work that gives value to the book and to the work of the organizers.
We thank the track chairs for their hard work, and the Program Committee
members and additional reviewers for their great effort spent on reviewing the
submissions.

We are grateful to Dr. Salvador Vega y León, the Rector General of the
Universidad Autónoma Metropolitana (UAM), Dr. Romualdo López Zárate, the
Rector of the UAM Azcapotzalco, Dr. Luis Enrique Noreña Franco, Director of
the Fundamental Science and Engineering Division, M.Sc. Rafaela Blanca Silva
López, Head of the Systems Department, M.Sc. Roberto Alcántara Ramı́rez,
Head of the Electronics Department, and Dr. David Elizarraraz Mart́ınez, Head
of the Fundamental Science Department, for their invaluable support of MICAI
and for providing the infrastructure for the keynote talks, tutorials and work-
shops. We are also grateful to the personnel of UAM Azcapotzalco for their
warm hospitality and hard work, as well as for their active participation in the
organization of this conference. We greatly appreciate the generous sponsorship
provided by the Mexican Government via the Museo Nacional de Antropoloǵıa,
Instituto Nacional de Antropoloǵıa e Historia (INAH).

We are deeply grateful to the conference staff and to all members of the local
Organizing Committee headed by Dr. Oscar Herrera Alcántara.We gratefully ac-
knowledge the support received from the following projects: WIQ-EI (Web Infor-
mation Quality Evaluation Initiative, European project 269180), PICCO10-120
(ICYT, Mexico City Government), and CONACYT-DST (India) project “An-
swer Validation through Textual Entailment.”The entire submission, reviewing,
and selection process, as well as preparation of the proceedings, was supported
for free by the EasyChair system (www.easychair.org). Last but not least, we are
grateful to the staff at Springer for their patience and help in the preparation of
this volume.

October 2013 Félix Castro
Alexander Gelbukh

Miguel González Mendoza

1 This paper is published in a special issue of the journal Polibits and not in this set
of books.
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Carlos Rub́ın Montoro Sanjose
Jaime Mora Vargas
Marco Antonio Morales Aguirre
Guillermo Morales-Luna
Masaki Murata
Michele Nappi
Juan Antonio Navarro Perez
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Igor Braga, Láıs Pessine do Carmo, Caio César Benatti, and
Maria Carolina Monard

Reinforcement Learning Method for Portfolio Optimal Frontier
Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
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Malumbo Chipofya, Angela Schwering, and Talakisew Binor

Classification of Mexican Paper Currency Denomination by Extracting
Their Discriminative Colors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
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Abstract. Genetic Algorithms (GAs) have long been recognized as 
powerful tools for optimization of complex problems where traditional 
techniques do not apply.  However, although the convergence of elitist GAs to a 
global optimum has been mathematically proven, the number of iterations 
remains a case-by-case parameter. We address the problem of determining the 
best GA out of a family of structurally different evolutionary algorithms by 
solving a large set of unconstrained functions. We selected 4 structurally 
different genetic algorithms and a non-evolutionary one (NEA). A schemata 
analysis was conducted further supporting our claims. As the problems 
become more demanding, the GAs significantly and consistently outperform 
the NEA. A particular breed of GA (the Eclectic GA) is superior to all 
other, in all cases. 

Keywords: Global optimization, Genetic algorithms, Unconstrained functions, 
Schemata analysis. 

1 Introduction 

Optimization is an all pervading problem in engineering and the sciences. It is, 
therefore, important to rely on an optimization tool of proven efficiency and 
reliability. In this paper we analyze a set of optimization algorithms which have not 
been analyzed exhaustively before and achieve interesting conclusions which allow us 
to recommend one such algorithm as applicable to a large number complex problems. 
When attempting to assess the relative efficiency of a set of optimization algorithms 
one may take one of two paths: a) Either one obtains closed models for the algorithms 
thus allowing their parametric characterization [1], [2], [3] or b) One selects a set of 
problems considered to be of interest and compares the performance of the algorithms 
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when measured vs. such a set. Modeling an algorithm is frequently a complex task 
and, more importantly, even slight changes in the algorithm lead to basically different 
models [4], thus making the purported characterization impractical. The second 
option, therefore, seems better suited for practical purposes. However, although there 
are many examples of such an approach (for instance see [5], [6], [7]) it is always true 
that a) The nature of the algorithms under study and their number are necessarily 
limited and b) The selection of the benchmarking functions obeys to subjective 
criteria. In this paper we choose to establish the relative efficiency of a set of genetic 
algorithms (GAs) which are structurally different from one another as will be 
discussed in the sequel. We have selected a set of such GAs and, for completeness, 
we have also included a particular non-evolutionary algorithm (the Random Mutation 
Hill Climber or RMH) whose efficiency has been reported in previous works [8], [9]. 
Many GAs are variations (i.e. different selection criteria [10], crossover strategies 
[11], population size [12], 13] relationship between Pc and Pm, [14], [15], etc.) of the 
initial one proposed by Holland (the so-called “Simple” or “Canonical” Genetic 
Algorithm [CGA] [16]) which do not significantly improve on CGA’s overall 
performance. For benchmarking purposes the mentioned variations are not useful 
since they all share the same basic algorithmic structure. However there are GAs 
where the strategies to a) select, b) identify and c) recombine candidate solutions 
differ from the CGA’s substantially. The purported changes impose structural 
differences between these algorithms which have resulted in remarkable performance 
implications. We have selected four GAs with this kind of diverse characteristics. We 
begin, in Section 2, by introducing the necessary notation; then presenting some 
concepts and definitions. In Section 3 we describe the five algorithms in our work. In 
section 4 we present the functions and results for a suite of problems that traditionally 
have been used for benchmarking purposes of optimization algorithms [17] [18]. In 
Section 5 we present our general conclusions. 

2 Preliminaries 

Throughout we use the following notation and definitions: A : Set of selected 
optimization algorithms; iA : The i-th optimization algorithm (i.e. AAi ∈ ); x : Vector 

in nℜ ; Ω : Feasibility region of the space nℜ ; B : Set  defined as }1,0{=B ; t: 

Iteration number such that ∈≤≤ tGt ;1 ℕ; G: Upper bound on the number of 

iterations of iA . Without loss of generality our discussion will be focused on 

numerical optimization problems. One such problem f is defined as: 

 

1,...pmi0)x(g                   

1,...mi0)x(h    to Subject

)xf(    Minimize

i

i

+=≤
==





                 (1) 

where ℜ→ℜn)xf( :  is the objective function, 0)( =xhi
  and 0)( ≤xgi

  are 

constraint functions defining Ω . This means that if a vector x  complies with all 
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constraints it belongs to Ω . In a problem without constraints, such as the ones 
discussed here, all vectors x  lie within Ω .  

We briefly pause to define what we understand as a genetic algorithm. Elsewhere 
[20], it has been argued that an algorithm is “genetic” when it exhibits implicit 
parallelism. Instead, we list the characteristics an iterative algorithm must have to be 
considered “genetic”. Implicit parallelism is a consequence of these. 

 
Definition 1: 
A genetic algorithm is one which satisfies the following conditions: 

1. It works on an n-dimensional discrete space D defined in   rather than in 

.  
2. It traverses D searching an approximation of the optimum vector x  of (1) by 

simultaneously analyzing a finite set DtS ∈)( of candidate solutions.  

3. The elements of )}(),...,(),({)( 21 tstststS n=  are explicitly encoded in some 

suitable way. 
4. The information regarding the partial adequacy of the elements in )(tS  is 

extracted by solving the optimization problem for all )(tsi . 

5. The qualified elements of )(tS  are analyzed to select an appropriate subset 

in order to improve the search in the problem's space. 
6. Selected sections of the codes of )(tsi  are periodically combined. 

7. Selected elements of the codes of the )(tsi are periodically and randomly 

altered. 
8. A subset of the best solutions of )(tS  is preserved for all the future steps of 

the algorithms. 
9. The algorithm cycles through steps 4-8 until a stopping condition is met. 

 
The algorithms selected for this study satisfy all of the characteristics above and, 

therefore, may be aptly considered to be genetic in a broader sense then the one 
implied by the frequently cited “bio-inspired” analogy. In fact, this analogy, attractive 
as it may seem, frequently distracts the attention of the user from the basic efficiency 
elements which any optimization algorithm should incorporate. These issues must 
supersede other considerations when determining the desirability of one algorithm 
over others. 

Consequently, set A includes the following GAs: 

a) An elitist canonical GA (in what follows referred to as TGA [eliTist 
GA]) [21]. 

b) A Cross generational elitist selection, Heterogeneous recombination, and 
Cataclysmic mutation algorithm (CHC algorithm) [22]. 

c) An Eclectic Genetic Algorithm (EGA) [23]. 
d) A Statistical GA (SGA) [24] [25]. 
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3 Selected Genetic Algorithms 

It is frequent to cite the variations of the GAs by their “popular name”. However, in 
so doing one incurs in the risk of not being precise on the details of the algorithm. 
One of the basic tenets of this paper is that even small variations lead to potentially 
important differences in their behaviors. For this reason, we now include the pseudo-
codes of the algorithms in our study. Keep in mind that our results refer to their 
precise implementation and no others. As a case in point, when discussing SGA (the 
Statistical GA) it may be easy to confuse it with EDA (Estimation of Distribution 
Algorithm). However, in EDA no mutation is explicitly included, whereas in SGA it 
is (see the code below) 

In the description of the algorithms which follows a) We denote the arguments 
),...,( 1 kxxx =  with xi and the corresponding fitness function ),...,()( 1 kxxfxf =  

with f(xi), b) The function f(xi) to be optimized is numerical, c) We aim to minimize 
f(xi), and d) The arguments xi of the fitness function f(xi) are encoded in binary. 

Let ≡G number of generations; ≡n number of individuals; ≡I(n) the n-th 

individual; ≡L length of the chromosome; ≡CP probability of crossover; 

≡MP probability of mutation. 

By “Generation of a random population” we mean that, for a population of n 
individuals each of whose chromosome’s length is L we make 

for i = 1 to n 
 for j=1 to L 

                                                   Generate a uniform random number 10 <≤ ρ . 

                                                    If <ρ  0.5  make 0←jbit ; else make 1←jbit . 

 endfor 
  endfor 

3.1 Elitist Canonical GA (TGA) 

This is the classical CGA with two provisions: a) The best individual is kept along the 
whole process forming part of the evolving population and b) In step 3 of the 
algorithm 

( )|)(||))((|)()( iiii xfavgxfminxfx ++=ϕ                           (A.1) 

is used. These two steps ensure that no fitness value is negative making the 
proportional selection scheme always feasible (see [28, 29, 30]). 

 
0. Make 1←k . 
1. Generate a random population 
2. Select randomly an individual from the population (call it best).  

Make f(best) ∞← . 
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3. Evaluate. 
 for i=1 to n  

Evaluate f(xi) . 
Make ))(()( ii xfxf ϕ← . 

If  f(xi) < f(best) make best  xi and f(best)  f(xi) 
     endfor 
4.  If  k = G return best and stop. 
5. Selection 

Make 
=

=
n

i
ixfF

1

)(   

for i = 1 to n; 
F

xf
PS i

i
)(

= ; Endfor 

  for i =1 to n; Select I(i) with probability PSi.; endfor 
6. Crossover 
for i = 1 to n step 2 

Randomly select two individuals (say I(X) and I(Y)) with probabilities PSX 
and PSY, respectively. 

Generate a uniform random number 10 <≤ ρ . 

 If ≤ρ PC do 

• Randomly select a locus   of the chromosome; Pick the leftmost L-

  bits of I(X) and the rightmost   bits of I(Y) and concatenate them 
to form the new chromosome of  I(X); Pick the leftmost L-   bits of 
I(Y) and the rightmost   bits of the previous I(X) and concatenate 
them to form the new chromosome of  I(Y) 

Make )()( XIiI ← ; )()1( YIiI ←+ . 

endfor 
7. Mutation 
for i = 1 to n 

 Select I(i) 
 for j=1 to L 

Generate a uniform random number 10 <≤ ρ . 

 If ≤ρ PM  make jj bitbit ← . 

 endfor 
endfor 
8. Make 1+← kk  and go to step 3. 

3.2 Cross Generational Elitist Selection, Heterogeneous Recombination and 
Cataclysmic Mutation GA (CHC) 

This algorithm focuses on maintaining diversity while retaining the characteristics of 
the best individuals. Inter-generational survival-of-the-fittest is attempted by unbiased 
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parent selection. Furthermore it tries to maintain diversity implementing the so-called 
HUX crossover (Half, Uniform X-over) and introducing cataclysmic mutations when 
the population’s diversity falls below a pre-defined threshold (see [20]). 

 
0. Make  

0←  
4/Lthreshold ←  

1. Generate a random population. 
2. Evaluate f(xi) i∀  
3. i))min(f(xbestf i ∀←)(  

     est)bisxfiI best i )(|(←   

4.  ←  +1 

    If    = G return best and stop. 
5. Copy all individuals from population P into set C 
6. [HUX Crossover] 
Let xyBit  denote the y-th bit of  individual x 

for i=1 to n/2 
Randomly select individuals IX and IY from C 

 0←hammingXY  

 for j ← 1 to L 
  if  bit j (IX) ≠ bit j( IY); DiffXY[j]=true; 
                          hammingXY ← hammingXY+1; else DiffXY[j]=false; f 
 endfor 
 if (hammingXY/2 ≤ threshold) 

 eliminate C(X) and C(Y) from C 
else 

  mutated ← 0 
  while (mutated<hammingXY/2) 

j ← random number between 1 and L 
if DiffXY[j] 

  Interchange the j-th bit of IX and IY 

  mutated ← mutated+1; DiffXY[j] ← false   
endwhile 

endfor 
Evaluate f(xi) in C( i) i∀  
Make P’= CP ∪  
Sort P’ from best to worst 

P’ ←  Best n individuals from P’; )(xfbestf 1←)( ; ← best 'P1  

if P =  P’ 
 threshold ← threshold-1 
 if threshold=0 

for i=2 to n  
 Select the i-th  individual 
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  for j=1 to L 
Generate a uniform random number 10 <≤ ρ  

If ≤ρ  0.35  make jj bitbit ←  

threshold ← L/4 
P ← P’; go to 4 

3.3 Eclectic GA (EGA) 

This algorithm uses deterministic selection, annular crossover, uniform mutation and 
full elitism (a strategy akin to λμ +  selection of evolutionary strategies [31]). The 

probabilistic nature of EGA is restricted to parameters PC and PM. In EGA avoidance 
of premature convergence is achieved by a two-fold strategy. First, the 2n individuals 
from the last two generations are ordered from best to worst and only the best n are 
allowed to survive. Then the individuals are deterministically selected for crossover 
by mixing the best with the worst (1 with n), the second with the second worst (2 and 
n-1, . . .,), and so on. In this way n new individuals are generated. As the iterations 
proceed, the surviving individuals become the top elite of size n of the whole process. 
Annular crossover (equivalent to two-point crossover) is preferred because it makes 
the process less dependent on a particular encodings. This algorithm was first reported 
in [26] and included self-adaptation and periodic cataclysmic mutation. Later studies 
[27] showed that neither of the two mechanisms was necessary. EGA is relatively 
simple, fast and easy to program. 

 
0. B2M ←  MPnL ×   ( Expected number of mutations per generation) 

1. i ←  1 
2. Generate a random population 
3. Evaluate the population.  
4. [ Duplicate Population] 
for j = 1 to n 
 I(n+j) ←  I(j) 
 fitness(n+j) ←  fitness(j) 
endfor 
5. [ Deterministic Selection Annular Crossover] 
for j=1 to n/2 

Generate a uniform random number 10 <≤ ρ  

If cP≤ρ  

Generate a random number 2/1 L<≤ ρ  

Interchange the semi-ring starting at locus ρ between I(j) 

 and I(n-j-1) 
endif 

endfor 
5. [Mutation] 
for j=1 to B2M 
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Generate uniform random numbers 1,0 21 <≤ ρρ  

 Mutate Bit  L2ρ  of I(  n1ρ ) 

endFor 
6. [Evaluate the New Individuals] 
Calculate fitness(xi) for i=1,…,n 
7. [ λμ +  Selection] 

Sort the 2n individuals by their fitness, ascending 
8. i ←  i+1 
   if  i = G return I(1) and stop 
  Go to 3  

3.4 Statistical GA (SGA) 

In this case the algorithm takes advantage of the fact that the average behavior of 
traditional TGA may be achieved without actually applying the genetic operators but, 
rather, statistically simulating their behavior [24]. SGA starts by generating the initial 
population’s (P0) individuals randomly. The fitness for each individual is calculated 

as per (A.1). It is then easy to determine its relative fitness ←Φ
j

jj xfxfx )(/)()(  

which, immediately, induces a partial ordering in the population according to the 
value of )(xΦ . Once this is done, the so-called probabilistic genome (PG) is 

calculated. In this genome, the probability that the k-th bit of a genome attains a value 
of 1 is derived from 

LkbP
j

jkjk ,...,1=Φ=   (A.2) 

where bjk denotes the k-th bit of the j-th individual. Notice that Pk actually represents 
the weighted expected number of times that bit k will take the value 1 as a function of 
the fitness of the i-th population. This is equivalent to defining a set of probability 
distribution functions (pdfs); one for each of the L bits in the genome. These pdfs are 

Bernoulli distributed and, initially, may have rather large variances ( 2σ ). Every new 
population is generated by sampling from the j-th distribution to compose its new N 
individuals. The i-th population consists of individuals that respond to the average 
behavior of the (i-1)-th. Every new population is also Bernoulli distributed but with 
an increasingly small σ . Eventually the pdfs of the final population will have a 
Bernoulli distribution with 0≈σ , implying approximate convergence. In a strict 
sense, the SGA avoids the need to include explicit mutation provisions. Preliminary 
tests showed that premature convergence is avoided if such provisions are made. The 
whole process may be seen as a search for a crisp encoding of the solution with a set 
of fuzzy bits. Each bit is progressively de-fuzzyfied in consecutive generations.  
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0. Make 1←k ; 
   B2M ←  MPnL ×  ( Expected number of mutations per generation) 

1. Generate a random population 
2. Select randomly an individual from the population (call it best). Make f(best) ∞← . 
3. [Get probabilistic genome] 
 PopFit ←  0 

 for i=1 to n  
Evaluate f(xi)  
If f(xi)<f(best) 
 best ←  I(i); f(best) ←  f(xi) 

  endif 
Make ))(()( ii xfxf ϕ← ; PopFit  ←  PopFit + f(xi) 

     Endfor 
 for  i=1 to n 
  RelFiti ←  f(xi)/PopFit; 
 endfor 
 for i=1 to L 
  PGi ←  0;      

  for j=1 to n 
   if bitji = 1 PGi ←  PGi+RelFitj 
  endFor 
 endFor 
4. [Get new population] 
 [Probabilistic Individuals] 
 for i = 1 to n 
  for j = 1 to L 

Generate a uniform random number 10 <≤ ρ  

   if ≤ρ  PGj  Bitij ←  1; else Bitij ←  0 

  endFor 
 endFor 
 [Mutate Individuals] 
 for i=1 to B2M 

Generate uniform random numbers 1,0 21 <≤ ρρ  

  Mutate Bit  L2ρ  of I(  n1ρ ) 

 endFor 
5. k ← k+1 
   If k = G return best and stop; else Go to step 3 

3.5 Random Mutation Hill-Climber (RMH) 

This algorithm is the only non-evolutionary one considered in this study. In general, a 
“hill-climber” is an algorithm which attempts, iteratively, to improve on its best found 
value by refining the last attempt. 
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1. [Generate the individual] 
for i=1 to L 

Generate a uniform random number 10 <≤ ρ . 

If <ρ  0.5  make 0←ibit ; else make 1←ibit . 

endfor 
Make best ←  I(0) 
          BestFit ←  ∞  
2. [Iterate] 
for i = 1 to G 

[Evaluate the individual] 
 f(i) ←  fitness (xi) 

if  fitness(i)<BestFit  best ←  I(xi); BestFit ←  fitness(xi) 
[Mutate]  

           Generate a uniform random number Lk ≤≤1 ; Make kk bitbit ←  

endfor 
 
For the case of RMH, )(tS  is a unitary set such that )}({)( tstS =  where )(ts is 

also a binary encoded candidate solution which is chosen at random and whose fitness 
is evaluated.  We explored the behavior of the Ai’s taking snapshots of their progress 
in steps of 50 generations up to 800. A GA works with several candidate solutions 
that allow it to explore different regions of Ω  in parallel. On the other hand, the 
RMH works with a single candidate solution that allows it to explore a single region 
of Ω . The number of iterations of RMH needed for convergence, for this reason, 
differs significantly from that of a GA. For benchmarking purposes, therefore, we 
established the following standard. 

1) Let M  be the number of candidate solutions for a GA. Thus, for Ai it holds 
that MtS =|)(|  

2) The upper bound on the number of iterations of a RMH is set to GM × . 
3) The upper bound on the number of iterations of any GA is set to G . 

Any iA  will, therefore, approach the solution to a problem f in at most G iterations. 

For a detailed discussion of the algorithms see Appendix A. 

4 Selected Functions 

In this section we discuss the behavior of the algorithms for selected functions whose 
minima are known and, therefore, allow us to establish a measure of effectiveness 
relative to the best value found by the algorithm. The evaluation of all algorithms in A 
is based on a set of unconstrained functions (UF) which have some properties 
(multimodality, non-convexity, non-linearity, etc.) that make them good choices for 
benchmarking purposes, 



 The Best Genetic Algorithm I 11 

For reasons of space we may only succinctly present 6 of the 23 functions 
considered in this study. 1) Hansen Function. Unimodal; it is defined in a n-
dimensional space Ν∈∀n : 

)1)2cos(()1()1cos()1(),(
4

0
1

4

0
0 +++++++= 

==

jxjjiixixnf
ji

. Ω is 10|| ≤ix ; 

the known minimum is -176.54. 2) De Jong’s Function. Continuous, convex and 

unimodal: 
=

=
n

i
ixxf

1

2)( . Ω is nixi ,...,1,12.512.5 =≤≤− ; the known minimum is 

0:  3) Rotated hyper-ellipsoid function. Continuous, convex and unimodal: 

 
= =














=

n

i
j

i

j

xxf
1

2

1

)( ; Ω is -65536 <= xi <= 65536; the known minimum is 0.  

4) Rosenbrock's valley function. The global optimum lies inside a long, narrow, 
parabolic shaped flat valley. To find the valley is trivial. However convergence to the 
global optimum is difficult and hence this problem has been frequently used to test 

the performance of optimization algorithms: 222
1

1
1 )1()(100[)( ii

n

i
i xxxxf −+−=

−

=
+ . 

Ω is nixi ,...,1,048.2048.2 =≤≤− ; the known minimum is 0.  5) Rastrigin's 

function. It is based on the function of De Jong with the addition of cosine 
modulation in order to produce frequent local minima. The function is highly 

multimodal: )2cos(10[10)(
1

2
=

−+=
n

i
ii xxnxf π . Ω is nixi ,...,1,12.512.5 =≤≤− ; 

the known minimum is 0. 6)  Schwefel's function. It is deceptive in that the global 
minimum is geometrically distant, over the parameter space, from the next best local 
minima. Therefore, the search algorithms are potentially prone to convergence in the 

wrong direction: ]||sin([)(
1

i

n

i
i xxxf 

=

−= . Ω is nixi ,...,1,500500 =≤≤− ; the 

known minimum is -418.9828n.  
All 23 functions have known optima. This allows us to define a relative measure of 

performance for iA  as follows: 

 
*

*
),(

j

jj
ji y

yy
fAQ

−
=  (2) 

where *jy  is the known optimum of jf  and jy  is the best value found by iA .  

We ran every algorithm 100 times for every problem and obtained its average 

performance. We obtained this average performance for all iA  with G = 800. We got 

snapshots of the process every 50 generations. In Figure 1 we show the corresponding 
results.  
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Fig. 1. Average Performance for UF 

Notice that in these functions all of the GAs outperform the RMH only marginally, 
with the exception of EGA which is considerably better. Also notice that TGA (the 
canonical GA) is able to reach an acceptable value only after a large number of 
generations. From a further analysis we determined how the algorithms identify larger 

order schemata. We indicate that iA is better than 
j

A   when the order of the schemata 

of  Ai is larger than the order of the schemata of  Aj. (see Fig. 2). Consistent with the 
previous results, TGA is the slowest algorithm to identify schemata of higher order. 
That is, the sluggish nature of TGA is due to the fact that it spends many more 
generations in identifying the better individuals in terms of their schemata order. 

 

Fig. 2. Average order of the schemata for UF 
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5 Conclusions 

The table for the suite of unconstrained problems (see Table 1) show that EGA 
outperforms the rest of the algorithms; in this case, notably so. TGA is, by far, the 
worst of the algorithms. Again RMH’s behavior is close to SGA’s and CHC’s. 

Table 1. Average minimum for the suite of unconstrained problems 

Algorithm Average Minimum Relative Efficiency 

EGA 0.0635 100.00% 

SGA 0.1260 50.43% 

RMH 0.1491 42.60% 

CHC 0.1501 42.32% 

TGA 0.2272 27.96% 

 
The best algorithm is EGA. Considering the wide size and variety of the set of 

problems we can say that, with high probability, the EGA is the best global 
optimization algorithm in our study.  

 
In concluding: 
 

1. In all experiments, the EGA exhibited the best performance. We know that 
EGA is a good alternative in problems with hard search spaces (e.g. non-
convex, constrained or highly dimensional spaces) . 

2. From a large set of runs it is possible to obtain a practical estimate of the 
schemata found by the algorithms. 

3. The analysis of schemata order of the algorithms leads to results consistent 
with the previous one. 

4. A similar analysis including other optimization techniques (e.g. Simulated 
annealing, Evolution strategies, Ant colony optimization, Particle swarm 
optimization, Differential evolution, etc.) may be easily implemented. 
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Abstract. Genetic Algorithms (GAs) have long been recognized as po-
werful tools for optimization of complex problems where traditional techniques 
do not apply.  In [1] we reported the superior behavior, out of 4 evolutionary al-
gorithms and a  hill climber, of a particular breed: the so-called Eclectic Genetic 
Algorithm (EGA).  EGA was tested vs. a set (TS) consisting of large number of 
selected problems most of which have been used in previous works as an expe-
rimental testbed. However, the conclusions of the said benchmark are restricted 
to the functions in TS. In this work we extend the previous results to a much 

larger set (U) consisting of 
50

1011
31

1i

i
)

64
(2ξ ×≈

=
≈ unconstrained func-

tions. Randomly selected functions in U were minimized for 800 generations 

each; the minima were averaged in batches of 36 each yielding iX  for the i-th 

batch. This process was repeated until the iX ’s displayed a Gaussian distribu-

tion with parameters xμ  and xσ . From these, the parameters μ  and σ   

describing the probabilistic behavior of each of the algorithms for U were cal-
culated with 95% reliability. We give a sketch of the proof of the convergence 
of an elitist GA to the global optimum of any given function.  We describe the 
methods to: a) Generate the functions; b) Calculate μ  and σ  for U and c) Eva-

luate the relative efficiency of all algorithms in our study. EGA’s behavior was 
the best of all algorithms. 

Keywords: Genetic algorithms, Unbiased functions, Statistical validation. 
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1 Introduction 

Optimization is an all pervading problem in engineering and the sciences. It is, there-
fore, important to rely on an optimization tool of proven efficiency and reliability. In 
this paper we compare a set of optimization algorithms which were analyzed in [1] 
over a set of unconstrained selected functions in ℜ×ℜ . Here we extend our study in 
two ways: First, we consider a, for all practical purposes, unlimited reservoir of un-
constrained functions. Second, we use the same basic reservoir so that the functions 
correspond to ℜ×ℜ , ℜ×ℜ 2and ℜ×ℜ 3. The results may be generalized for 

ℜ×ℜ n. In analogous comparative studies in the past (for instance see [2], [3], [4]) it 
is always true that a) The nature of the algorithms under study and their number are 
necessarily limited and b) The selection of the benchmarking functions obeys to sub-
jective criteria. We know that any elitist GA will find the global optimum. The time 
(iterations) the GA has to spend is, however, not bounded. Therefore it seems appro-
priate to seek the fastest GA, in general. We analyze a set whose functions are 

tiveRepresentaa) , b) Large enough, c) Automatically generated and d) Randomly 

selected. We may apply statistical methodologies to extract the probabilistic behavior 
of the algorithms under study with arbitrary reliability. The results from an analysis 
following the previous guidelines will enable us to ascertain which of the GAs is fast-
est, i.e. the best, for most functions likely to be found in practice. 

In [5] it is shown that elitist GAs always converge to a global optimum. The basic 
idea hinges on the following: a) Because GAs perform the search in a discrete space, 
the number of possible points to examine is finite; b) Any combination of individuals 
in the population may be thought of as a state in a Markov chain (MC), c) Via muta-
tion, there is a non-zero probability that the GA will reach all possible states in the 
MC and d) If the best individual is retained throughout the process, when the GA is 
stopped, the best individual will correspond to the best possible solution to the prob-
lem. This is true iff there is no sink state (i.e. if there is always a non-zero probability 
of exiting a given state of the MC). Holland’s original GA [6] did not include elitism. 
But most practical implementations do. In fact, any elitist algorithm, even if it is not 
evolutionary, satisfying the condition of exhaustive visits to all possible states, will, 
by the same token, reach a global optimum. A case in point is the so-called Random 
Mutation Hill Climber or RMH (for which see [1, 7, 8]).  If we keep track of the best 
value, however, the behavior of the algorithm may be illustrated as in Figure 1. In this 
case, even if the process looses its aim in the final stages of the evolutionary search, 
the best value is retained and, eventually, the best overall value will be reached. 

It is easy to see that, given the above, the only basic difference in speed between a 
RMH (for example) and a GA has to reside in the crossover operator. The crossover 
component of a GA is actually responsible for the convergence speed of the process. 
Because of this we want to analyze several possible alternative GAs in trying to de-
termine which is most effective.  The GAs considered were the following: 
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Fig. 1. Convergence with Elitism 

a) An elitist canonical GA (in what follows referred to as TGA [eliTist 
GA]) [7]. 

b) A Cross generational elitist selection, Heterogeneous recombination, and 
Cataclysmic mutation algorithm (CHC algorithm) [9]. 

c) An Eclectic Genetic Algorithm (EGA) [12]. 
d) A Statistical GA (SGA) [10] [11]. 

For a detailed description and the pseudo-code of all the algorithms see [1]. Be-
cause we found that EGA was the best, we consider of interest to reproduce it here. 
When this algorithm was first reported it included self-adaptation and periodic cata-
clysmic mutation. Later studies [13] showed that neither of the two mechanisms was 
compulsory. EGA is relatively simple, fast and easy to program. In what follows, the 
next variables are used: n  number of individuals; L  length of the chromosome in 
bits; PM  Probability of mutation; Pc  probability of crossover; I(i)  the i-th 
individual; G  number of generations. 

 
Pseudo-Code of the Eclectic GA (EGA) 
0. B2M ←  MPnL ×  ( Expected number of mutations per generation) 

1. i ←  1 
2. Generate a random population 
3. Evaluate the population.  
4. [ Duplicate Population] 
for j = 1 to n 
 I(n+j) ←  I(j) 
 fitness(n+j) ←  fitness(j) 
endfor 
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5. [ Deterministic Selection Annular Crossover] 
for j=1 to n/2 

Generate a uniform random number 10 <≤ ρ  

If cP≤ρ  

Generate a random number 2/1 L<≤ ρ  

Interchange the semi-ring starting at locus ρ between I(j) 

 and I(n-j-1) 
endif 

endfor 
5. [Mutation] 
for j=1 to B2M 

Generate uniform random numbers 1,0 21 <≤ ρρ  

 Mutate Bit  L2ρ  of I(  n1ρ ) 

endFor 
6. [Evaluate the New Individuals] 
Calculate fitness(xi) for i=1,…,n 
7. [ λμ +  Selection] 

Sort the 2n individuals by their fitness, ascending 
8. i ←  i+1 
   if  i = G return I(1) and stop 
  Go to 3  

________ 
 
The rest of the paper is organized as follows: in Section 2 we show how to extract the 
mean value μ  and the standard deviation σ  from the minima of  the functions in U. 

In Section 3 we describe how the functions in U may be generated and evaluated in 
ℜ×ℜ , ℜ×ℜ 2and ℜ×ℜ 3. In Section 4 we present our conclusions. 

2 Statistical Determination of the Best Algorithm in U 

A thorough experimental test of a given set of algorithms (A) implies running a large 
series of minimization trials. The probability that Ai reaches some minimum value 
(which we denote by κ ) is unknown. These κ  will vary for every problem and will 

distribute with mean μ and standard deviation σ which are also unknown. We shall 
approximate these values by sampling U. It is, therefore, of utmost importance that 
we select sample S adequately; both in its nature and its size. Typically, the size of S 
is determined from assumptions (directly or indirectly) depending on the form of the 
population’s (κ ’s distribution). We followed a method which does not necessitate 
from such assumptions. It relies on the knowledge that any sampling distribution of 
means (sdom) will eventually become Gaussian. Therefore, we generate a succession 
of problems to optimize (i.e. minimizing, every time, 36 problems of U) and calculate 
the corresponding mean X . The iterations will be stopped only after the κ ’s are 
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distributed normally. Normality was considered to have been reached after dividing 
the results in deciles when a) χ 2 28.3≤  and b) Oi, the number of observations in the 

i-th decil, is 5 or more. We rely on the following theorems. 

Theorem 1 
Any sampling distribution of means (sdom) is distributed normally for a large enough 
sample size n. [ The Central Limit Theorem]. 

Remark: It is considered that any n>20 is satisfactory. We have chosen n=36. 

Theorem 2 
In a normal distribution (with mean Xμ  and standard deviation Xσ ) approximately 

one tenth of the observations lie in the intervals: Xμ –5 Xσ  to Xμ -1.29 Xσ ; Xμ -

1.29 Xσ  to XX σμ 85.0− ; Xμ -0.85 Xσ  to Xμ –0.53 Xσ ; Xμ -0.53 Xσ  to Xμ –

0.26 Xσ ; Xμ -0.26 Xσ  to Xμ  and the positive symmetrical.  

Remark: These deciles divide the area under the normal curve in 10 unequally 
spaced intervals where the expected number of observed events will be one tenth. 

Theorem 3 
The relation between the population distribution’s parameters μ  and σ and the 

sdom’s parameters Xμ  and Xσ   is given by Xμμ =  and Xn σσ ⋅= . 

Theorem 4 
The proportion of any distribution found within k standard deviations of the mean is, 

at least, 1-1/k2. That is, 2/11)( kkykp i −≥+≤≤− σμσμ . 

We selected k = 3.1623, which guarantees that our observations will lie within the 
selected interval with 90.0≥p .  

The question we want to answer is: How small should χ 2 be in order for us to as-

certain normality?  Remember the χ 2 test is designed to verify whether two distribu-

tions differ significantly so that one may reject the null hypothesis, i.e. the two popu-
lations are statistically NOT equivalent. This corresponds to large values of χ 2 and is 

a function of the degrees of freedom. In this case, if we wanted to be 95% certain that 

the observed ix ’s were NOT normally distributed, we would demand that 

χ 2 0671.14≥ . However, this case is different. We want to ensure the likelihood that 

the observed behavior of the ix ’s IS normal. In order to do this we performed the 

following Monte Carlo experiment. We set a desired probability P that the ix ’s  are 

normal. We establish a best desired value of χ 2 which we will call χ best. We make 

NS ← 50. We then generate NS instances of N(0,1) and count the number of times the 
value of the instance is in every decile. We calculate the value of  the corresponding 
χ 2 and store it. We thusly calculate 100,000 combinations of size NS. Out of these 

combinations we count those for which χ 2 χ≤  best AND there are at least omin =5 

observations per decile. This number divided by 100,000 (which we shall call p) is  
the experimental probability that, for NS observations, χ 2 “performs” as required. 
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We repeat this process increasing NS up to 100. In every instance we test whether p > 
P. If such is the case we decrement the value of χ best and re-start the process. Only 

when Pp ≤  does the process end. The probability that χ 2
  exceeds χ best as a func-

tion of the number of problems being minimized (M) is shown in Figure 2. Every 
point represents the proportion of combinations satisfying the required conditions per 
100,000 trials. For this experiment, χ best = 3.28.  We obtained an approximation to a 

Gompertz model with S=0.0023 and r=0.9926. It has the form 
cMbeaep

−−= ; 

where 50.04621355 a = , 012.4023120  b = , 00.19522111 c = . From this expression 

we solve for M, to get ( ){ } cpabM /]/ln[ln−= . As may be observed, p<0.05 for 

85M ≥ , which says that the probability of obtaining χ 2 28.3≤  by chance alone is 

less than five in one hundred. Therefore, it is enough to obtain 85 or more ix ’s to 

calculate μ  and σ  with 95% reliability. 

 

 

Fig. 2. Probability of χ 2 and Oi>5 as a function of the number of problems solved 

In what follows we describe the algorithm which results from all the foregoing 
considerations.  
 
Algorithm for the Determination of the Distribution’s Parameters 
Select an optimization algorithm A. 

1. Make ←G number of generations. 
2. Generate a random binary string. This is one possible )(xfi . 

3. Minimize )(xfi  iterating A, G  times. 

4. Store the best minimum value iκ . 

5. Repeat steps (2-4) 36 times. 
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6. Calculate the average best value κ j= 
=

36

1
)36/1(
i iκ . 

7. Repeat steps (5-6) 50 times. 

8. Calculate κμ  and κσ . 

9. Repeat step (7) 85 times. The sdom’s distribution is normal with p=0.95. 
10. Calculate κμμ =  and κσσ 6= . We have inferred the expected best value 

κ  and the standard deviation for this algorithm. 
From T4: 

90.0)3.16233.1623( ≥+≤≤− σμκσμP  (1) 

We have found a quantitative, unbiased measure of  Ai’s performance in ℜ×ℜ . 
These values for the different Ai’s allow us to make a fair unbiased assessment of their 
behavior. 

3 Generation of U for ℜ×ℜ n 

Once we have determined how to extract the parameters of the pdf for the algorithms 
we need an unbiased and automated way to obtain the problems to solve. We started 
by using Walsh’s polynomials for ℜ×ℜ . Next we used a monomial basis to, like-

wise, do so for ℜ×ℜ , ℜ×ℜ 2, ℜ×ℜ 3. The behavior of the algorithms for all three 
cases was analyzed. The distributions were statistically equivalent. An induction prin-

ciple leads to the conclusion that the observed behavior will be similar for ℜ×ℜ n. 

3.1 Generation of Unbiased Functions Using Walsh Polynomials 

A reservoir of 250,000 randomly generated binary strings of length L 
( 1024||32 ≤≤ L ) may be interpreted as a set of 250,000 functions in ℜ×ℜ . Call this 

set “U”. By “unbiased” we mean that, because the functions in U are randomly gen-
erated, there is no bias in their selection.  To generate functions automatically we 
resort to Walsh functions )(xjψ  which form an orthogonal basis for real-valued 

functions defined on )1,0( , where x is a bit string and   is its length. Henceforth, 

any function f(x) thusly defined can be written as a linear combination of the jψ ’s 

yielding a Walsh polynomial. 


=

=
31

0
)()(

j
xjjxf ψω         (2) 

   where                             




=∧−
=∧+

=
1)(1

0)(1
)(

jxif

jxif
xj π

π
ψ          (3) 
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jx ∧  is the bitwise AND of x and j; )(xπ  denotes the parity of  x; and ℜ∈jω . 

Therefore, the index j and argument x of )(xjψ  must be expressed in comparable 

binary. We, therefore, used 16 bits to represent x in a P0,15(x) format. This means that 
we used one sign bit, 0 integers and 15 bits in a fixed point format for every term in 
the x’s of (2). Consequently, we also used 16 bits for the indices j of (2). That implies 
that 24218750.9999694824218750.99996948 +≤≤− x and 535,650 ≤≤ j . For ex-

ample, consider 1)1250.00048828(680,61 −=ψ . To see why, notice that j=61,680, in 

binary, is 1111000011110000. Also, x= 1250.00048828  (with P0,15(x) format), cor-
responds to 0000000000010000. And jx ∧  = 0000000000010000 for which 

1)0100000000000000( =π . The length of the binary strings for the coefficients was 

also made 16 and, hence, 24218750.9999694824218750.99996948 +≤≤− jω . 

Therefore, any Walsh monomial jjψω  is uniquely represented by a binary string of 

length 32. Finally, we allow at least one but no more than 32 non-zero terms in (2). 
This last conditions is mathematically expressed by including an αj term which may 
only take two values (1 or 0) depending on whether the term appears. Given this, we 
have 


=

=
32

1

)()(
j

jjj xx ψωαγ  

where               




−
−

=
presentnotistermthjtheif  

    presentistermthjtheif
j 0

1
α  

 

(3) 

 
Denoting with τ  the number of non-zero terms in 3 we see that a full (τ =32) func-
tion’s binary representation is 1,024 bits long. We denote the space of all possible 
functions defined by (3) with U and its cardinality with ξ . It is easy to see that 

501011
31

1i

i)64(2ξ ×≈
=

≈ . The method outlined provides us with an unlimited 

reservoir of functions in ℜ×ℜ . Equally importantly, the random selection of a num-
ber τ and the further random selection ofτ different indices and τ  different jω ’s 

yields a uniquely identifiable function from such reservoir. The pool of Walsh func-
tions was randomly generated at the beginning; the )(xf ’s which the algorithms 

were required to minimize were all gotten from the same pool, thus allowing us to test 
the algorithms in a homogeneous functional environment. 

3.2 Generation of Unbiased Functions from a Monomial Basis  

Although it is possible to extend Walsh polynomials to higher dimensions, we found 
it more convenient to appeal to a monomial basis for the remaining cases, as follows. 
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3.2.1 The Case y=f(x) 
For the same functions in U  we generated 150 random values 10 <≤ ix  and calcu-

lated )( ii xfy =  for i=1,…,150. The sample consists of 150 binary strings of length 

16. We stored these binary strings in a set we shall call B. Likewise, we stored the 
resulting yi’s in a set we shall call F. Notice that ℜ∈ii yx , . Then we obtained the 

least squares approximating polynomial of degree 7.  We will denote this set of ap-
proximated polynomial functions as U2. 

We minimized enough polynomials in U2 for the distribution of the means to be 
normal. We did this for each of the algorithms in our study. The results of the mini-
mization process are shown in Figure 3.  

 A χ 2 goodness-of-fit test did not justify us to reject the null hypothesis H0: “The 

distributions of the Walsh basis functions (WBF) and the monomial basis functions 
(MBF) are similar”. Hence, we conclude that the statistical behaviors of the  
algorithms when faced with problems defined with WBF and MBF are analogous. A 
quality index Q = mean value of the minima with p = 0.95 was defined for all the 
algorithms in our study. To visually enhance the difference between algorithms, we 
represent the values of Q in a logarithmic scale. Since some of the Q’s are negative, 
we first scaled them into the interval [δ ,1) , where δ << 1 . Q* is defined  as follows: 
 

Q*= log10{[Qi-min(Q)]/[max(Q)-min(Q)](1-δ)+δ} 
 

 

Fig. 3. Behavior of the algorithms minimizing unbiased polynomial y=f(x) functions 

3.2.2  The Case z=f(x,y) 
In this case we considered the binary strings of set B. They were split into two binary 
string sets of length 8 each, with P0,7. Then the leftmost 8 bits were mapped into ℜ  
(which we now call x) and the rightmost 8 bits were also mapped into ℜ  (which we 
shall call y). These (xi,yi) pairs were stored in matrix XY. The values of the indepen-
dent variable z were those of set F. Our aim is to find polynomials of the form 
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z=f(x,y). In general, the problem is to find a set of (m) coefficients on a set of (n) in-
dependent variables expressed as a linear combination of monomials of the n va-

riables of degree up to ndd ,...,1  such that the absolute difference between an approx-

imating function and the observed data is minimized. This problem is considerably 
more complex than the case y=f(x). Furthermore, m grows exponentially as n and di 

do. For instance, if n=2 and d1=d2=7, m=64; likewise, for n=3, 7321 === ddd  

we have that m=512. This is the so-called called curse of dimensionality. Both prob-
lems were circumvented by applying the Ascent Algorithm (AA) [14].  The purpose 
of this algorithm is to express the behavior of a dependent variable (y) as a function of 
a set of n independent variables (v). 

)(

),...,,( 21

vfy

vvvfy n

=
=

                                           (4) 

The approximant is defined to have the following form: 

mm XcXcXcy +++= ...
2211

                                  (5) 

Xi denotes a combination of the independent variables. That is, Xi = fi(v). According 
to the way these combinations are defined one may obtain different approximants.  
Now, from the universal approximation theorem [15], any function of n variables may 
be approximated with at most  
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terms of degree k. The expression of T yields numbers of the order of  1012 even for 
small n. Obviously it makes no sense to try to approximate any function with a poly-
nomial of these many terms. Therefore, we use a GA to select the best subset of the 
terms we decide to consider to make the problem reasonably expressible. 
 
Genetic Polynomials 
The basic reason to choose AA is that it is not dependent on the origin of the Xi in (5). 
We decided them to be the monomials of a full polynomial 
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1
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1
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i
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n

vvccy . But it makes no difference to the AA whether the Xi 

are gotten from a set of monomials or they are elements of arbitrary data vectors. To 
avoid the problem of the coefficient’s explosion we define the number (say β) of de-
sired monomials of the approximant and then focus on slecting which of the p possi-
ble ones these will be. There are C(p, β) possible combinations of monomials and 
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even for modest values of p and β an exhaustive search is out of the question. This 
optimization problem may be tackled using a genetic algorithm (GA), as follows. 

The genome is a binary string of size p. Every bit in it represents a monomial. 
These monomials are ordered as per the sequence of the consecutive powers of the 
variables. If the bit is ‘1’ it means that the corresponding monomial remains while if it 
is a ‘0’ it means that such monomial is not to be considered. All one has to ensure is 

that the number of 1’s is equal to β. Assume, for example, that )3,2,1( vvvfy =  and 

that d1=1, d2=d3=2. In such case the powers assigned to the 18332 =××  positions 
of the genome are 

000,001,002,010,011,012,020,021,022,100,101,102,110,111,112,120,121,122. 
For the case where β=6 the genome 110000101010000001 corresponds to the poly-
nomial in (7). 

2
3

2
2112231101

2
3

2
2022

2
20203001000321 ),,( vvvcvvcvvcvcvccvvvP +++++=       (7) 

The initial population of the GA consists of a set of binary strings of length p in which 
there are only β 1’s. The RMS error 


=

−=
N

i
iiRMS yf

N
1

2)(
1ε                                     (8) 

 is calculated for each tested polynomial and, at the end of the process, the one exhi-
biting the smallest such error is selected as the best approximant for the original data 
set. That is, for every genome the terms corresponding to the 1’s are calculated. These 
take the place of the X in (5). Then the AA is applied to get the corresponding coeffi-
cients. To each combination of β  1’s there corresponds a set of β  coefficients mini-

mizing i|)yfmax(| iiMAX ∀−=ε . For this set of coefficients RMSε  is calculated. 

This is the fitness function for the GA. In the end, we retain the coefficients which 

best minimize RMSε  (from the GA) out of those which best minimize MAXε  (from 

the AA). 
In our experiments, we set d1=d2=4 and β =6. We obtained an expression of the 

form: 

665544332211 XcXcXcXcXcXcz +++++=                            (9) 

where ijς ’s value is either 0 or 1 as determined by the GA and 
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Following the above procedure we found a polynomial for each of the functions in 
xyz. We denote this new set of approximated polynomial functions as U3. Once the 
distribution of the means is normal, as before, we inferred the mean μ  and the stan-

dard deviation σ of the pdf of the minimum values reached by each of the algorithms 
in our study. The results of the minimization process are shown in Figure 4. 
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Fig. 4. Behavior of algorithms minimizing unbiased polynomial z=f(x,y) functions 

3.2.3 The Case w=f(x,y,z) 
In this case we considered the binary strings of set B but they were now split into 
three binary sets of lengths 5-5-6 with P0,4, P0,4, P0,5, respectively. Then the leftmost 5 
bits, the middle 5 bits and the rightmost 6 bits were, likewise, mapped into ℜ . We 
call the corresponding variables x, y and z. These (xi,yi,,zi) triples were stored in matrix 
XYZ. The values of the independent variable w were those of set F. Our aim is to find 
a polynomial of the form w=f(x,y,z). Following a process entirely similar to the one 
described above, we now defined d1=d2=d3=4 with β=6 and obtained 
 

 665544332211 XcXcXcXcXcXcw +++++=                                (11) 

 but now 
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Again we found a polynomial for each of the functions now in wxyz. We denote this 
new set of approximated polynomial functions with U4. We minimized enough poly-
nomials in U4 for the distribution of the means to be normal. Again we inferred the 
mean μ  and the standard deviation σ  of the pdf of the minimum values reached by 

each of the algorithms. The results of the minimization process are shown in Figure 5. 
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Fig. 5. Behavior of algorithms minimizing unbiased polynomial w=f(x,y,z) functions 

4 Conclusions and Future Work 

The results of our study show: 

1) All the algorithms have a very similar behavior. We had to use a logarithmic 
scale on the quality (Q*) of the results to make them apparent. 

2)  Remarkably, the RMH turns out to be as efficient as any of the GAs except for 
EGA. 

3) Their behavior as the search space grows from ℜ×ℜ , to ℜ×ℜ 2 to ℜ×ℜ 3 is 
statistically indistinguishable. 

4) We may expect, from an induction principle, that the algorithms behave 
similarly in ℜ×ℜ n. 

5) Even though all algorithms eventually approach similar minima, they do so with 
evidently different rates. For example, TGA does not reach adequate values until the 
very last generations. 

6) SGA turns out to be the worst algorithm albeit it is the fastest (in CPU time) of 
all the Ai. 

7) As in [1], where the minimized functions were hand-picked, EGA is the best 
algorithm of all. 

8) EGA reaches its best minima in a relatively short number of generations. 
Therefore, it is guaranteed to reach the best solution without having to specify a large 
G. 

 
In a paper to appear soon, we show that EGA works above par even when faced 

with constrained problems. Intuitively this should be the case since even constrained 
problems have to be, somehow, transformed into unconstrained ones. In the end, it 
appears that, for very simple problems, RMH is enough to reach acceptable solutions 
given enough time. However, when faced with more demanding ones, EGA seems to 
be the best alternative: it is better and faster. 
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Abstract. In this article the possibility of saving evaluations during
the running of the genetic algorithm is investigated. The study begins
with the presentation of the concept on inheritance, already proposed
in literature. The article develops further this idea with the addition of
the concept of confidence, enabling the possibility of new schemes of in-
heritance, such as dynamic ones. The intuition of this enhancement is
mathematically explored. The performance of the new schemes is com-
pared via experimentation, leading to some interesting results.

1 Introduction

The genetic algorithm (GA) can be used as a powerful optimization technique
suitable for a wide range of applications. A brief description follows: Several solu-
tions are proposed as a population of candidates; these are efficiently recombined
using suitable operators to make the population converge into the optimal solu-
tion. Schemata theorem provides an explanation to GA dynamics, establishing
landmark concepts such as “building-blocks” or “Implied parallelism”.

The properties which are the foundations of GA advantages are also the base
of their hindrances. Assuming a population of N individuals evolved along M
generations, a total of MN evaluations should be needed to find the optimal
solution. Some of them can be avoided with little effort. For example, if the new
individual is identical to some of the parents, its evaluation is not necessary. The
possibility of further savings implies an interesting question.

The literature describes some of the efforts taken into the direction of an
answer. For example, Goldberg [2] provides useful guidelines to determine popu-
lation size and number of generations. Although it is true the proper selection of
GA parameters is essential to good performance, these approaches do not take
into account the possibility “to do more with less.” It is the objective of this
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article the exploration of promising ways to make an efficient search with some
given MN computation time.

This work is organized in the following manner: In the first part, the concept
of inheritance is introduced. Then the concept of confidence is proposed as a
way to improve inheritance performance. Then, confidence-based schemes are
presented. In the second part, the GA and the inheritance-based algorithms are
compared with the use of benchmark problems. Finally, the results are discussed
in the conclusion.

2 About Inheritance

In the direction of improving the efficiency of GA, the work of Smith [6] is found.
In that report, the concept of inheritance is explained for the first time. From the
ideas of Goldberg ([2] and [3]), it is clear that noise is inherent to the operation
of GAs. The idea behind inheritance is that noise can be purposely induced into
the run of GA for the sake of evaluation-saving. In the work of Grefenstette
[4], the possibility to use approximate function evaluations instead of the real
objective functions is investigated.

The key idea of inheritance sustains that parent fitness can be used to com-
pute a good enough estimation of child fitness value. Recalling the schemata the-
orem, it is clear an individual contains several schemata (according to Goldberg
[1], around the order of O(N3) in an entire population), when crossover takes
place, parents common schemata will pass unmodified to the child. Therefore,
an approximation based on parents evaluation will be an estimation of common
schemata average fitness. When the parents are more alike, the estimation will
be a better approximation of the child’s real fitness value. At the light of this
idea, parents not common schemata passed down to the child will be a source
of noise. Then, the use of approximate evaluation will induce a source of noise
besides the ones already present in the GA dynamics.

The original idea is to estimate a fraction of the population each generation.
For the sake of this article, let α be the fraction of the population that is esti-
mated, therefore, randomly chosen αN individuals will inherit their evaluations
from their parents. In the work of Smith [6], the average of parents fitness is
proposed as a good estimator of child fitness. Also, the weighted sum of fitness,
based on cross-point, is proposed in that report. Expressions for both ways of
inheritance estimation appear in equations 1 and 2.

f̂ =

(
fp1 + fp2

2

)
, (1)

f̂ = (kcp1 + (1 − k)cp2) . (2)

In equation 2, k represents the normalized crossover point. From Smith [6], an
expression of the evolution of schemata fitness over time when inheritance is
applied can be found to be
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fe(t+1)(Hi) =

[
fe(t) + f̄

2

]
α+ (1− α)ft(Hi). (3)

Equation 3 means the overall effect of inheritance is to drift estimations to the
mean value of common schemata present in population. From this equation,
the use of equation 1 as a way to compute inheritance seems reasonable. For the
sake to remain supported over the developed theory, this work will use equation
1 to compute inheritance.

3 About Confidence

It should be clear the use of inheritance makes the GA work under uncertainty.
Since crossover is a stochastic operator, there is the possibility an individual
inherits its fitness from parents who are heirs themselves. As more ancestors
are selected to inherit evaluation, there is less certitude about the child’s fitness
estimation. It seems reasonable to think there is a trade-off among uncertainty
and the quality of the solution. Besides, it is clear there is a relationship among
uncertainty and speed. To achieve higher evaluation savings, a higher α value is
needed, and this will cause higher uncertainty in the evaluations which could be
harmful if not handled properly.

There could be several ways to compute confidence. Basically, confidence
should be a quantity which decreases when inheritance takes places and should
be a function of parents confidence. Following the same ideas of inheritance an
analogous expression for confidence can be proposed

cc = β

(
cp1 + cp2

2

)
. (4)

In equation 4, the parameter β ∈ (0, 1) and can be understood as a decay factor.
This expression implies confidence is inherited in a similar way as estimations
do.

Although the precision of estimation is not directly computed by confidence,
some correlation between confidence and estimation error is expected. In figure
1, this relationship is shown for the case of inheritance-based GA. The feature of
confidence was added to the GA, even the information provided is not used at the
moment. Figure 1 suggests the existence of negative correlation between error
and population mean-confidence. Therefore, confidence can be used someway to
lead the algorithm into better performance.

It could be hypothesized, as correlation becomes higher, the performance of
a confidence-based GA will improve. In the ideal case, where real evaluations
could be obtained without computation, inheritance-based GA would behave as
a GA with variable population. It is not the case for regular inheritance-based
GA, as estimations induce noise into the algorithm, making it harder to find the
optimal solution. A good estimation of confidence would lead inheritance-based
GA into the direction of a variable-population GA.
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Fig. 1. An example of expected relationship between absolute-mean error and mean
confidence for a inheritance-based GA. The samples are taken from the results of 10
different runs. From the graph can be inferred some negative relationship between the
variables. The correlation coefficient ρ = −0.88.

3.1 A Model of Confidence

It is possible to modify an inheritance-based GA to perform confidence estima-
tion and then investigate the effects of uncertainty, even if confidence itself is
not used in someway to control the process. It is possible to derive an equation
of the evolution of mean population confidence during runtime by realizing the
following facts:

– Evaluated individual have a confidence of 1.
– There are (1− α)N individuals in the population which are evaluated.
– Estimated individuals will have a confidence computed by equation 4.
– Individuals not selected to crossover (pc < 1) will retain their original confi-

dence value.
– There is the possibility for the crossover of identical parents. In this case,

their children will be also identical to their parents. These individuals will
retain their original confidence value.

All these effects can be summarized in the following equation

C̄t =
[
pc1βC̄t−1 + pc2C̄t−1 + (1− pc)C̄t−1

]
α+ (1− α). (5)

In equation 5, C̄t is the mean population confidence value for time t. pc1 rep-
resents the probability of crossover which lead to children who are different to
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their parents. On the other hand, pc2 represents the probability of crossover
which lead to children identical to parents. Therefore, pc = pc1 + pc2. The exact
values of pc1 and pc2 are a function of the quantity of individuals in population
that share the same schemata.

Although equation 5 is not so difficult to solve under certain conditions, empir-
ical observations made clear that the final state and the steady-state are actually
the ones of some interest. In the final state of the algorithm the population con-
verges to the (hopefully) optimal solution. In this case, pc1 → 0 and pc2 → pc.
Performing the required operations leads to the result

C̄M = 1. (6)

On the other hand, the steady-state expression can be found by realizing the
steady-state happens early during runtime and it is broken when population
converges to a single solution. At that moment pc1 → pc, pc2 → 0 and C̄ss =
C̄t = C̄t−1. Under these assumptions the C̄ss can be expressed as

C̄ss =
1− α

1− α(1 − pc(1− β))
. (7)

From equations 6 and 7, it can be concluded the algorithm begins with ab-
solute certainty of evaluations (every individual is evaluated as a first step) and
then confidence will drop until some stable value. As good building-blocks dom-
inate the population, individuals start to be more alike with each generation.
This causes the confidence of new individuals to raise, as individuals identical to
their parents do not suffer confidence degradation. Eventually the new offspring
will be identical to the final solution and they will preserve their confidence value
of 1. If the GA is given enough time to converge completely, all individuals in
the populations will be identical with confidence value of 1.

4 Applying Confidence to Inheritance

The information about uncertainty provided by confidence can be used to control
inheritance. Several schemes could be devised. In this article the possibility to use
the mean population confidence C̄t as the proportion of estimated individuals,
α, will be explored. This is reasonable because of the correlation between error
and mean population confidence. Also, both confidence and α are defined in the
range [0, 1]. If the value of mean confidence is high, this will imply uncertainty
is low and there is room for more estimations. In the other case, if confidence is
too low, this will imply an urgency for more evaluations.

The effect on this scheme can be analyzed in the manner shown in the past
section. In this case, C̄ss and α can be used interchangeably. The analysis of the
final state leads again to a final confidence of 1. For this new case, equation 5
should be modified to
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C̄t =
[
pc1βC̄t−1 + pc2C̄t−1 + (1− pc)C̄t−1

]
C̄t−1 + (1− C̄t−1). (8)

Under the same assumptions applied for equation 5, the steady-state mean con-
fidence value can be found to be

C̄ss =
1

1 +
√
pc(1− β)

. (9)

It could be useful to see the plots of equations 7 and 9. As an example,
let us take the values of α = 0.5 and pc = 1. The plot is shown in figure 2.
There is no intersection different from the cases when β = 0 and β = 1. In this
case, it is clear the confidence-controlled GA will work with higher confidence
than a regular inheritance-based GA. It is possible to choose any value of β to
outperform the inheritance GA and to enjoy higher confidence level. The same
applies for lower values of α.

As another example, the plot for the case of α = 0.7 and pc = 1 is presented
in figure 3. In this case, there is an intersection when β ≈ 0.81. It is possible to
outperform the inheritance GA by choosing a higher value of β, although, the
algorithm will work with lower confidence than the inheritance GA. Is it possible
for the confidence GA to outperform inheritance GA while working with lower
confidence level? This will be clarified in the experiments section.
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Fig. 2. Mean Confidence plots for α = 0.5 and pc = 1
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Fig. 3. Mean Confidence plots for α = 0.7 and pc = 1

5 Experiments

To make a fair comparison, the following experiment is suggested: After a com-
mon test problem is selected, the algorithms to compare should be selected. In
this case, the GA, and inheritance-based GA and the confidence-controlled GA
will be tested. The base of comparison will be the GA. The population size and
number of generations will be configured in order to make them able to complete
the test successfully, finding the optimal solution every run. The test consist in
running each algorithm a fixed amount of times (100 times for these experiments)
to compute the best-so-far curve based in the average of these tests. Crossover
probability pc and mutation probability pm will be selected as 1 and 0, respec-
tively. The particular parameters of each algorithm ( α for inheritance-based
GA and β for confidence-controlled GA) will be adjusted in order to make the
respective algorithm able to find the optimum in every single run. The common
parameters will be the same for the three algorithms.

The benchmark problems selected are the following: The onemax problem,
which has been an important benchmark in several publications, as the report
of Smith [6] or Sastry [5]. Looking for another problem, one with inherent non-
linear nature, the sphere problem (found among others in the compendium by
Tang [7]) is proposed. This can be defined as

f(x) =

D∑
i=1

x2
i . (10)

In equation 10, D is the quantity of dimensions considered in space. Considering
a string of � bits, the problem would have �/D bits per dimension.
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6 Results

In figures 4, 5, and 6, the results of the proposed experiments can be found.
The final configuration of parameters for each algorithm can be found in tables
1, 2, and 3. The purpose of the values of pc and pm is to analyze the effects of
confidence and inheritance without disturbances from other sources. The values
of quantity of generations M and population size N were selected to enable the
GA to find the optimum in every run. The standard deviation of the final value
of each best-so-far curve shown is 0.

Table 1. Parameters Configuration for 20-bits Onemax Problem

Algorithm pc pm M N Parameter p− value

GA 1 0 50 60 NA 0

Inheritance-Based 1 0 50 60 α = 0.5 2.59 × 10−13

Confidence-Controlled 1 0 50 60 β = 0.6 NA

Table 2. Parameters Configuration for 40-bits Onemax Problem

Algorithm pc pm M N Parameter p− value

GA 1 0 120 120 NA 0

Inheritance-Based 1 0 120 120 α = 0.4 0

Confidence-Controlled 1 0 120 120 β = 0.6 NA

Table 3. Parameters Configuration for 8 dimensions, 32-bits Sphere Problem

Algorithm pc pm M N Parameter p− value

GA 1 0 80 200 NA 0

Inheritance-Based 1 0 80 200 α = 0.7 2.91 × 10−8

Confidence-Controlled 1 0 80 200 β = 0.8 NA

Under the described conditions both inheritance-based GA and confidence-
controlled GA performed better than the simple GA, as expected. In all the
experiments the performance of the confidence GA was higher than the other
ones. The best-so-far curve of the confidence GA practically dominates along the
whole run. Due to the conditions of the test, even a small difference is significant.

It can be said all these algorithms can be configured to work faster. For
example, it is possible to configure the inheritance GA for higher estimation
levels, making it able to achieve the promised performance saving of 70% (Smith
[6]). Nevertheless, that configuration would make the inheritance GA unable to
abide to the conditions of the proposed experiments. The results suggest the
use of confidence leads to a more robust algorithm. Under these conditions, the
performance is more in accordance with the results reported by Sastry [5], which
are more conservative.
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Fig. 5. Best-so-far curves of algorithms for the 40 bits onemax problem

An important fact is that the values of α and β allowed the confidence GA to
work with higher confidence than the inheritance GA for every test presented.
It should be noted the parameters were not chosen to attain a higher confidence
beforehand, but to allow the algorithms to abide to experiment conditions. The
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Fig. 6. Best-so-far curves of algorithms for the 32 bits sphere problem

cases of α = 0.4 and α = 0.5 are clear. In the case of α = 0.7, the difference
is small, although undeniable. This could explain why the best-so-far curves
of confidence GA are clearly better for the onemax problem but tighter for
the sphere problem. In the sphere problem, the trade-off between working with
higher α value (faster algorithm) and working with higher confidence difference
(better estimation precision) is more critical.

Finally, in tables 1 to 3, the p-value of a statistical t-test is presented. The
null hypothesis H0 holds the mean value of the best-so-far curve stabilization
time (the moment the curve reaches its maximum)of the confidence-controlled
algorithm is the same than the other algorithms (not real improvement). H1

holds the other algorithms have higher stabilization time, therefore, confidence-
controlled savings are significant. It is considered a significance value αtest =
0.05. From the results, it is clear the statistical evidence is enough to say the other
algorithms have higher stabilization time, then, they are slower. It can be said
the confidence-controlled scheme actually helps to save unnecessary evaluations.

7 Conclusions

In this article, the concept of inheritance in GA was extended by considering
the concept of confidence. Confidence was conceived as a measurement of the
uncertainty caused by the estimation of ancestral lines along the GA run. It was
shown that population average confidence is related to estimation error. The
hypothesis of a highly correlated confidence measurements can lead to a vari-
able population GA was stated. Some mathematical results about the proposed
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scheme performance were found. The experimental results suggest the proposed
confidence-controlled GA is a more robust approach than regular inheritance-
based GA. The results were object of statistical testing, showing the results are
significant.

The possibility of better definitions of confidence and their use are still open
questions. The conjecture about how high correlation between error and confi-
dence can lead to better performance is remarked. There is still room for future
work and development.
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{A00456476,vallejo}@itesm.mx

Abstract. This paper introduces a new evolutionary algorithm for solv-
ing multi-objective optimization problems. The proposed algorithm sim-
ulates the infection of the endosymbiotic bacteria Wolbachia to improve
the evolutionary search. We conducted a series of experiments to com-
pare the results of the proposed algorithm to those obtained by state of
the art multi-objective evolutionary algorithms (MOEAs) at solving the
ZDT test suite. Our experimental results show that the proposed model
outperforms established MOEAs at solving most of the test problems.

Keywords: Evolutionary Algorithms, Genetic Algorithms, Multi-
Objective Optimization, Wolbachia.

1 Introduction

Over the last few years, our research efforts have been directed towards the con-
struction of computational simulation models that would be useful to increase
our knowledge on the dynamics of populations of disease vectors and its po-
tential application to the control of vector borne diseases such as malaria and
dengue [6]. A promising biological strategy for the control of such diseases is the
release of mosquitoes infected with the Wolbachia bacteria into wild populations
for controlling the dengue disease [12] [5]. The Wolbachia bacteria comprises a
collection of fitness and reproduction altering mechanisms that can induce the
rapid establishment of immune populations replacing the native ones [4]. The
Wolbachia bacteria infection is considered a safer approach than the use of trans-
genic mosquitoes for population replacement because no DNA modification is
involved[7].

As part of our results, we have implemented and tested a collection of com-
puter simulation models for a variety of gene drive mechanisms such as transpos-
able genes and the maternal effect dominant embryonic arrest (MEDEA) in order
to explore the conditions required to the replacement of a wild population with
a transgenic one for disease control purposes [8] [9]. So far, these computational
tools have proven to be useful for understanding the dynamics of the interacting
populations and posses several advantages over experimental approaches.
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Conversely, we believe that these biological mechanisms could be simulated to
improve the efficiency of evolutionary algorithms. So far, we have developed a ge-
netic algorithm that incorporatesWolbachia infection and tested its performance
on the optimization of a collection of continuous functions. Our preliminary ex-
perimental results suggested that Wolbachia infection could prevent evolving
populations from sticking in local optima [10].

In this work, we explore how the proposed model performs at solving complex
multi-objective optimization problems. Our prediction is that the Wolbachia in-
fection could help to improve the performance of the evolutionary algorithm
by infecting the non-dominated solutions among the entire population and thus
improving the dynamics of convergence to the Pareto front. In this paper, we
present a collection of experiments with the most widely used benchmark of
multi-objective functions (ZDT) using the proposed model [3]. The results are
then compared with those yielded by the state of the art multi-objective evolu-
tionary algorithms (MOEAs) NSGAII, SPEA2, MOEA/D and MODE-LD+SS.
The results presented here suggest that Wolbachia infection improves the per-
formance of the MOEAs in terms of the Pareto front obtained.

2 Background

2.1 Wolbachia

Wolbachia pipientis is a bacteria that is pervasive among insect species. It is
estimated that about half of the insect species are infected by this bacteria.

X

X

X

X

Fig. 1. Cytoplasmic incompatibility in Wolbachia. Filled circles correspond to individ-
uals infected with Wolbachia.

Wolbachia possess the capability of spreading rapidly in an uninfected pop-
ulation due to the induction of an specific biological mechanism known as cy-
toplasmic incompatibility [5]. This mechanism causes the death of the offspring
when an uninfected female mates with an infected male. In all other cases the
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Fig. 2. Geographic distribution of males and females in the population. Circles indicate
the possible mates of the female in the center of its neighborhood. Individuals with the
plus sign are infected with Wolbachia.

offspring will survive but the infection status of the progeny is determined by
the infection status of their parents(See figure 1).

Wolbachia bacteria provides the infected host with some advantages such as
immunity to virus infection that contributes to increase the host’s fitness. This
attribute contributes to the rapid invasion of the host population. Similar bio-
logical mechanisms have been embedded into evolutionary algorithms to assist
them achieve better results. In the evolutionary algorithms literature, several
mating restrictions have been proposed to help maintain the genetic variabil-
ity in the population an thereby favoring the balance between exploration and
exploitation of the solution space. However, despite of its usefulness in natural
organisms, the cytoplasmic incompatibility mechanism has not been explored
within genetic algorithms until recently [10].

3 Materials and Methods

The computer model we propose here is a MOEA but we introduce several
variations that make it resemble more to natural populations. The first one is the
structure of the population that mimics in a more realistic way the spread of the
individuals of the population in the environment. In our MOEA, the population
is located on a two dimensional grid array so as to model geographic proximity.
The second is related with the individual itself. The reproduction process we are
introducing is a little different from the reproduction in a canonical MOEA. We
incorporated the cytoplasmic incompatibility caused by the Wolbachia bacteria
in the reproduction process when generating each new population. Finally, we
simulated a Wolbachia infection during reproduction in the population to allow
us to achieve better solutions and in some cases, in less generations.
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3.1 Representation of Individuals

Each individual of the population was represented by a set of attributes that
try to resemble the Wolbachia infection process. In particular, we represented
the chromosome as an array of floating point numbers of the same length as the
dimensions of the problem we want to optimize. Each one of the numbers in the
chromosome was forced to lie within a desired range in order for the individual
to remain a feasible solution. It is important to point out that all of the genetic
operators used enforce this property. Probably the most important difference
between how we modeled the individuals of the population in contrast to a
canonical MOEA is that in our algorithm every individual has a gender: male or
female. We wanted to emulate a natural population as close as possible not only
in its structure, but in the reproduction process so we decided to include this
important feature to restrict sexual reproduction between individuals of different
gender.

In our model, location of the individuals is very important especially in the
reproduction process so we maintain a record of the position of every individual
within the population using two variables. The Wolbachia infection is simulated
by a boolean variable that indicates whether the individual is infected or not;
once the individual is infected it cannot be disinfected. The fitness of the in-
dividual is maintained in a vector of variables that represent the evaluation of
the functions we want to optimize using the values in the chromosome of the
individual. Finally, for selection purposes, two variables are used to determine
if an individual belongs to the Pareto front. The first variable represents the
number for individuals of the population that dominates it. The second variable
represents the number of individuals that it dominates.

3.2 Population Structure

The structure of the population was modeled by a two dimensional symmetric
toroidal array similar to those used in cellular genetic algorithms [1] (See figure
2). The position of the individuals in the grid is relevant because we are not only
restricting reproduction between individuals by gender. We are also restricting
the possible mates within a neighborhood.

We are proposing the neighborhood restriction to favor the exploration of
the search space. It is known that MOEAs not possessing a proper balance
between exploration and exploitation tend to get stuck in local optima or to
diverge from optima. It is important to mention that the composition of the
initial population is about half males and half females. The composition can
vary randomly generation by generation but the proportion of females and males
remains approximately even along the whole simulation.

As with the gender, we used this population structure to keep the reproduc-
tion process as close as possible of how it occurs in natural populations where
the geographic location of the individuals poses spatial constraints on the re-
production of individuals. It is known that the best adapted individuals of a
population are often clustered together in the center of the population while the
less favored ones segregate from the optimal clusters.
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3.3 Wolbachia Infection

Every generation, a portion of the population is infected with the Wolbachia
bacteria. To select these individuals from the rest of the population we use a
very well known criteria in multi-objective optimization called non-dominance.
In particular, we are using weak non-dominance. Those individuals in the Pareto
front are the ones that become infected. We selected these individuals because
they are the best solutions found hitherto so we want them to produce more
offspring than the less favored ones. Overall, we tried to move towards an equi-
librium between exploration and exploitation. The gender and neighborhood
mating restrictions were used to enforce exploration. By using Wolbachia infec-
tion we are encouraging the spread of the best solutions to assert exploitation
as well.

3.4 Genetic Operators

Selection. As mentioned previously, we used two restrictions in the selection
process. The first one is the gender restriction and the second one is the neighbor-
hood restriction. These restrictions are enforced as follows. To produce offspring,
it is required to mate individuals with different gender. The first parent we se-
lected from the population was the female. The selection is done randomly so
each female had the same chance to be selected.

After we have selected the female, we selected the male. The neighborhood
restriction took place at this point. Only males that are within the neighborhood
of the female could be eligible for reproduction(See figure 2). The size of the
neighborhood depends on the benchmark function and can be consulted in table
1. We used a tournament between the males to pick the best of them based on
two criteria. The first one was its Pareto ranking –the number of individuals that
strongly dominated it. If two or more males were tied on this criteria we chose
the one that strongly dominated more individuals of the population. If two or
more males tied on these criteria, one of these male was selected randomly.

Crossover. The first step before performing the crossover was to verify if the
parents were infected with Wolbachia. As described before, if the male was in-
fected but the female did not, crossover is not needed since cytoplasmic incom-
patibility would kill all of the offspring. If the offspring is feasible, we used a
one-point crossover operation. After the chromosome is obtained, the infection
attribute of the offspring is set according to the parent’s infection status. The
canonical MOEA usually recombines parents with a probability around 60% to
75%. In our algorithm, we performed crossover with a 100% of probability. We
did that to increase exploration during the evolutionary search.

Mutation. We implemented a single point mutation for our computermodel [11].
Given that our chromosome is not binary but an array of floating point numbers,
the mutation was a little different. First, we generated a random number for ev-
ery position in the chromosome. If this number was above a certain threshold, the
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chromosome was mutated at that locus. To perform the mutation we generated a
random number between 0 and 0.1. Then, this number was added or subtracted
from the number at the position of the chromosome depending on a bit flip. If the
mutated number fell off the feasible range of the function, we changed it to the
closest valid number possible. The range of the random number generated for the
mutation was obtained empirically so we used the values that produced the best
results in our experiments.

3.5 Pareto Front

To calculate the Pareto front we used the criterion of weak non-dominance. At
every generation, the non-dominated solutions were saved in a one-dimensional
array separated from the population. The individuals in the Pareto front were
infected with Wolbachia and included in the population so that they can partici-
pate in the reproduction process. After the reproduction, the new non-dominated
solutions were added to the Pareto front array. If one of the individuals that were
already in the Pareto front resulted to be dominated by a newcomer, the domi-
nated one was taken out of the Pareto front array. At the end of the simulation,
the hyper-volume was calculated using the current Pareto front individuals [3].

4 Experiments and Results

In this section, we present the results we obtained by testing our algorithm
with the ZDT benchmark functions; ZDT1, ZDT2, ZDT3, ZDT4 and ZDT6. We
decided to use this suite because it has proven to be a very useful and reliable
tool to measure the effectiveness and efficiency of evolutionary algorithms for
multi-objective optimization [3]. To measure the quality of the solutions we are
using the S-metric –also known as hyper-volume. This quality indicator is wide
used because it measures in a single value how good a Pareto front is [14]. At the
end of the section, we compare our algorithm against state of the art MOEAs:
SPEA2, NSGAII, MOEA and MODE-LD+SS [3]. A general algorithm used in
all the experiments is described in Algorithm 1:

4.1 ZDT Test Suite

Originally proposed by Zitzler, Deb and Thiele, this suite comprises six functions,
all of them are bi-objective. The functions do not scale with the number of
objectives [13]. For this paper, we tested our algorithm with five out of the six
functions. We left out function ZDT5 because it defines a boolean function over
binary strings and for this study we are not using binary encoded solutions. In
all of the experiments, we used the same parameters that can be found in table 1,
unless otherwise specified.
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Algorithm 1.

1 - Create Initial Population
2 - Calculate Pareto Ranking
3 - Store Pareto Front
4 - Infect Individuals of Pareto Front with Wolbachia
while Generations ≤ 100 do

5 - Mix Individuals in Pareto Front with Population
while Mosquitoes ≤ PopulationSize do

6 - Select parents
if Offspring is feasible then

7 - Calculate number of offspring
while N ≤ Numberofoffspring do

8 - Perform crossover
9 - Perform mutation
10 - Calculate fitness of the offspring

end while
end if
11 - Calculate Pareto Ranking
12 - Store Pareto Front
13 - Infect Individuals of Pareto Front with Wolbachia

end while
end while

Table 1. ZDT test suite parameters

Parameter Value

Population 100
Generations 150
Mutation Probability 10%
Tournament Size 15
Maximum Offspring 1
Neighborhood Size 5
Crossover Probability 100%
Hyper-Volume Reference Point (1.05,1.05)

ZDT1. This function possesses a convex Pareto-optimal front. We employed
a chromosome length of 30. Each value in the chromosome was restricted in
the range of [0,1]. Figure 3(a) shows the Pareto front obtained at the end of the
simulation. As can be seen in the figure, the solutions are well distributed among
the Pareto front.

ZDT2. This function possesses a non-convex Pareto-optimal front. In this exper-
iment, we used again a chromosome length of 30 and a range of [0,1] for the values
in the chromosome as the experiment above. Figure 3(b) shows the Pareto front
obtained after the simulation. The individuals are relatively well distributed in the
Pareto front but a bit of crowding can be observed near the beginning.
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ZDT3. The Pareto-optimal front of this function is convex, disconnected and
have five segments in total. As with the other two experiments, the chromosome
length is 30 and the range of the values in the chromosome is [0,1]. As can
be seen in figure 4(a), our algorithm was able to find the five segments of the
Pareto-optimal and the spread of the solutions is good. Although, the algorithm
found just a few individuals of the Pareto-optimal.



WIGA: Wolbachia Infection Genetic Algorithm for Solving MOPs 49

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

ZDT6 Pareto Front

f1

f2

(a) ZDT6 PF

Fig. 5. ZDT Results

ZDT4. This function possesses a Pareto-optimal front that is identical in shape
to that of the ZDT1 but is a much more complicated function because the
solution space contains 219 local Pareto fronts. The chromosome length used for
this problem is 10. The ranges of the values within the chromosome are [0,1]
for the first variable and [-5,5] for the rest. Additionally, in contrast with the
other functions of the test suite, we are using 200 generations. The increase in
the number of generations is due to the difficulty of this particular problem. All
the other parameters are the same(See table 1). Figure 4(b) shows the Pareto
front obtained by our algorithm. The spread of the solutions is good but they
are a little bit far from the Pareto-optimal front.

ZDT6. This function is very similar to ZDT2. It possesses a non-convex Pareto-
optimal front. It has two major complications though: The first one is a deformity
in the search space. The second one is a difference in the density of the solutions
in the function fitness landscape. The number of variables in the chromosome
is 10 and the values it can take vary between [0,1]. As shown in figure 5(a) our
algorithm could surpass the difficulties and find solutions very near or in the
Pareto-optimal front. The solutions are well spread, although there are some
empty spaces between the solutions.

4.2 Summary of Results

Table 2 shows a summary of the results of the functions used in this paper. The
results for the NSGAII, SPEA2, MOEA/D and MODE-LD+SS algorithms were
reported in [2]. The upper value is the average hyper-volume of 30 independent
runs. The lower value is the standard deviation. The values in bold highlight the
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Table 2. The values in the table represent the average hyper-volume obtained by all
the algorithms after 30 runs with their respective standard deviation

Summary of Results
Function NSGAII SPEA2 MOEA/D MODE-LD+SS WIGA

ZDT1
0.757357 0.761644 0.749964 0.763442 0.8305106
0.000928 0.000556 0.009777 0.000112 0.0303432

ZDT2
0.422221 0.321971 0.387237 0.430358 0.4422294
0.001263 0.171286 0.061361 0.000141 0.0376425

ZDT3
0.61148 0.615533 0.608377 0.616381 0.703495
0.008038 0.000416 0.015638 0.00015 0.104415

ZDT4
0.217626 0.287359 0.745887 0.74177 0.6537009
0.192914 0.188726 0.009983 0.058697 0.0803251

ZDT6
0.345949 0.392697 0.39772 0.411054 0.5091942
0.008772 0.002336 0.002886 0.000003 0.1084696

best result of every test function. As can bee seen, our algorithm produced the
best results in 4 out of the 5 test problems. The standard deviation is a little
higher in most cases due to the difference between runs, sometimes the algorithm
got very superior results and in the rest of the runs, the results were just above
or the same as the other algorithms.

5 Conclusion

This paper shows how the simulated infection of the Wolbachia bacteria con-
tributes to improve the performance of genetic algorithms for solving multi-
objective problems. The proposed mechanism seems to produce a synergic inter-
action with the proposed mating restriction mechanism to provide an appropriate
balance between exploration and exploration during the evolutionary search. To
test our algorithm we used the ZDT test suite that is the the most used in the
literature. The computer model proposed, in fact, provided better hyper-volume
values in most cases. Sometimes, these results were achieved in less generations
than the other MOEAs presented here.

Given the good results obtained in our experiments, the next step is to test our
algorithm with more benchmark functions like the DTLZ test suite, the WFG
test suite and the Okabe functions [3]. This will help us determine in what kind
of problems our algorithm would be a good alternative. Further, these additional
experiments would contribute to understand the capabilities and limitations of
the proposed approach at solving multi-objective problems generally.

Another avenue we are considering to explore is to apply the proposed model
in real life problems. Also, additional comparisons between our algorithm and
other state of the art MOEAs, would be valuable to continue to asses the
effectiveness and efficiency of the proposed Wolbachia infection mechanism.
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In addition, we believe that formal statistical analyses would be needed to sup-
port the validity of the results shown here and to corroborate the robustness of
the computer model proposed.

All in all, we believe that population replacement strategies that have been
proven its effectiveness in controlling vector borne diseases are a promising alter-
native worth to consider in order to improve the performance of the evolutionary
algorithms for solving multi-objective optimization problems, in general.
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Abstract. Surface approximation using splines has been widely used in
geometric modeling and image analysis. One of the main problems as-
sociated with surface approximation by splines is the adequate selection
of the number and location of the knots, as well as, the solution of the
system of equations generated by tensor product spline surfaces. In this
work, we use a hierarchical genetic algorithm (HGA) to tackle the B-
spline surface approximation problem. The proposed approach is based
on a novel hierarchical gene structure for the chromosomal representa-
tion, which allows us to determine the number and location of the knots
for each surface dimension, and the B-spline coefficients simultaneously.
Our approach is able to find solutions with fewest parameters within of
the B-spline basis functions. The method is fully based on genetic algo-
rithms and does not require subjective parameters like smooth factor or
knot locations to perform the solution. In order to validate the efficacy of
the proposed approach, simulation results from several tests on smooth
surfaces have been included.

1 Introduction

Surface approximation is a recurrent problem in geometric modeling, data anal-
ysis, image processing and many other engineering applications. In this regard,
surface approximation aims to construct a surface that represents the best esti-
mation of an unknown function from given a data set of noisy values. To tackle
this problem, several methods have been proposed in the literature. For instance,
the Shepard’s method [1], the finite element methods [2, 3] and the tensor prod-
uct spline [4–7] are the most widely used and successful methods.

The Shepard’s method, also known as the original inverse distance weighted
interpolation method deals with this issue through a continuous interpolation
function from the weighted average of the data. The finite element method is
a numerical approach for solving differential equations. This method consists of
assuming the piecewise continuous function for the solution and obtaining the
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parameters of the functions in a manner that reduces the error in the solution.
The tensor product spline is another method commonly used to approximate
surfaces. It is a generalization of the spline approximations, which aims to get
smooth functions from scattered points.

Since we consider a spline based approach, we remark the fact that the main
issue associated with the surface approximation through splines is to find the best
set of knots, where the term “best” implies an adequate choice in the number
and location of the knots. To perform this task, in [4], the author provides a
survey on the main algorithms used to carry out this task, which are based on
regression spline methods and their respective optimizations.

Unlike the authors mentioned above, we tackle the B-spline surface approx-
imation problem by using the hierarchical genetic algorithm. To be more spe-
cific, we consider a hierarchical structure to represent both, the model structure
(number and knots location) as a binary encoding and the model parameters
(spline coefficients) as a real encoding. Thus, we search for the best B-spline
based surface model using a novel fitness function. As a result, our method can
simultaneously determine the number and position of the knots as well as B-
spline coefficients. In addition, our approach is able to find solutions with fewest
parameters within the B-spline basis functions.

This paper is organised as follows: the notation and description of B-spline
surfaces are presented in section 2, followed by the description of our approach
in section 3. In section 4 we present some numerical results and we conclude in
section 5.

2 Surface Approximation by Tensor Product Splines

We can describe the problem of surface approximation as follows: given a set
of noisy measurements in a rectangular domain described as zi,j , i = 1, . . . , Nx,
j = 1, . . . , Ny and expressed in the following form:

zi,j = f(xi, yj) + εi,j (1)

where f is an unknown functional relationship that we wish to estimate, the
term εi,j represents the zero-mean random errors and zi,j is a sample at (xi, yi).
Therefore, the goal is to find the best estimation of the function f .

In this study, we assume that f is a smooth surface that can be well ap-
proximated in the interval [a, b]× [c, d] by a B-spline surface. The B-spline sur-
faces are constructed as a tensor product of univariate B-spline basis functions.
The B-spline surface is modeled using the following considerations: let us define
{u1, . . . , um} as a set of m points placed along the domain of the variable x and
{v1, . . . , vn} be a set of n points placed along the domain of the variable y, which
are called interior knots. Thus, the knot vectors are defined as follow:

u : u1−k =, . . . ,= u0 = a < u1 < . . . < um < b = um+1 = . . . = um+k

v : v1−l =, . . . ,= v0 = c < v1 < . . . < vn < d = vn+1 = . . . = vn+l
(2)

with these assumptions, the function f can be now written as a tensor product:
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f(x, y) =

m+k∑
i=1

n+l∑
j=1

Pi,jBi,k(x)Bj,l(y) (3)

where Pi,j are the B-spline coefficients and Bi,k(x), Bj,l(y) are the B-spline basis
functions of order k and l respectively defined over the knot vectors u and v.
The B-spline basis functions are denoted by the following recurrence relations:

Bi,1(x) =

{
1, if ti ≤ x < ti+1

0, otherwise
(4)

and

Bi,k(x) =
x− ti

ti+k−1 − ti
Bi,k−1(x) +

ti+k − x

ti+k − ti+1
Bi+1,k−1(x) (5)

If k and l are specified beforehand, f can be completely specified by θ =
{u,v, P}, where u and v are the knot vectors and P is the coefficient ma-
trix. Now, the problem is to find the number and location of the interior knots
{u1, . . . , um, v1, . . . , vn} and then estimate the coefficients Pi,j . This problem
cannot be solved with simple standard methods due to fact that is a high-
dimensional nonlinear optimization problem. A more detailed discussion about
B-splines can be found in [8, 9].

3 B-spline Surface Approximation Using HGA

Compared to conventional GA [10], the main difference with the HGA is the
structure of the chromosome. From the biological viewpoint, the genetic struc-
ture of a chromosome is formed by a number of gene variations arranged in a
hierarchical manner. In the light of this issue, Man et. al. [11] proposed a hierar-
chical structure of chromosome to emulate the formulation of a biological DNA
structure. The computational chromosome in an HGA consists of two types of
genes, which are known as control genes and parametric genes.

Typically, control genes are represented as a binary encoding, while parametric
genes are coded as real numbers. The purpose of control genes is to enable or to
disable the parametric genes, which is particularly important to determine the
genetic structure of the chromosome.

In this paper, we use an HGA to determine simultaneously the number and
positions of the knots (model structure) and the B-spline coefficients (model
parameters) by minimizing a fitness function. In this approach, the main char-
acteristics to consider are: (1) the chromosome encoding of potential solutions,
(2) the fitness function, to evaluate the fitness of the chromosomes and (3) the
operators to evolve the individuals.

3.1 Chromosome Encoding

We use a fixed length binary string to represent the number and the locations
of the interior knots {u1, . . . , um, v1, . . . , vn}, and real numbers to represent the
P B-spline coefficients. We represent the chromosome of an individual as:
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θ = {b1, . . . , bm, bm+1, . . . , bm+n, r1−k/2,1−l/2, . . . , r1−k/2,n+l/2,

. . . , rm+k/2,1−l/2, . . . , rm+k/2,n+l/2}
where each bi is a control bit and ri,j is a real value (coefficient).

Here, each control bit enables or disables one of the interior knots and one of
the coefficients simultaneously. We establish one-to-one correspondences between
the interior knots and the coefficients to be activated at the same time. The
real values represent the coefficients of the B-spline. The general structure of a
chromosome is graphically shown in Figure 1.

Fig. 1. General structure of a chromosome

This representation scheme does not allows us to duplicate knots, it because
our interest is on smooth functions. However, it can be extended to handle
discontinuous functions if we introduce an additional type of gene.

3.2 Fitness Function

To evaluate the fitness of each individual θ, the fitness function F is formulated
as a sum of three terms and is given by the following equation:

F (θ) = ω1RSS + ω2SSD + ω3PKS (6)

where each term of the equation is described as follows:

(a) The first term is the residual sum of squares (RSS). It is used as a measure
of the deviation between the observed data set and the estimated function
f̂ . The RSS is calculated as follows:

RSS =

Nx∑
i=1

Ny∑
j=1

{
zi,j − f̂(xi, yj)

}2
(7)
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(b) The second term is the sum of the squared differences (SSD), which is the
discrete approximation of the gradient. This term is used to penalize high
sums of gradients to generate smooth solutions. The SSD is given by the
next equation:

SSD =

Nx∑
i=1

Ny∑
j=1

{
[f̂(xi, yj)− f̂(xi−1, yj)]

2 + [f̂(xi, yj)− f̂(xi, yj−1)]
2
}

(8)

(c) The last term is a penalty function for knot structure (PKS). It is computed
as follows:

PKS =

m∑
i=0

b − a

(ui+1 − ui)2
+

n∑
i=0

d− c

(vi+1 − vi)2
(9)

In equation 9, PKS tries to favor solutions with uniform distributions of knots
for each dimension. In other words, it penalizes solutions with knots very
close, which generates over fitting of the function. Therefore, the individuals
with fewest knots and better distribution are favoured.

3.3 Operators

Selection Operator. The roulette wheel method is used as a selection op-
erator. In this method, each individual is assigned to one of the slices in the
roulette wheel. This selection strategy favors best fitted individuals but also
gives a chance to the less fitted individuals to survive. To prevent premature
convergence, the sigma scaling method [12] is used. This method tries to keep
the selection pressure relatively constant over all evolution process, and it is
calculated according to:

Fnew =

{
Fact − (F̄ − c · σ) if (Fact > F̄ − c · σ)
0 otherwise

(10)

where Fnew is the new scaled fitness value, Fact is the current fitness value, F̄
is the average fitness, σ is the standard deviation of the population and c is a
constant to control the selection pressure. In addition, elitism is used in order to
keep elite individuals in the next population to prevent losing the best solution
found.

Crossover Operators. The uniform crossover operator is used for the binary-
valued chromosome and the simulated binary crossover operator (SBX) is used
for the real-valued chromosome [13]. These crossover operators are applied with
the same crossover probability. In the uniform crossover method, two parents are
chosen to be recombine into a new individual. Each bit of the new individual is
selected from one of the parents depending on a fixed probability. On the other
hand, in SBX method, two new individuals c1 and c2 are generated from the
parents p1 and p2 using a probability distribution.
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The procedure used in SBX is the following: first, a random number u between
0 and 1 is generated. Then the probability distribution β is calculated as:

β =

⎧⎨
⎩

(2u)
1

η+1 if u ≤ 0.5(
1

2(1−u)

) 1
η+1

otherwise
(11)

where η is a non-negative real number that controls the distance between par-
ents and the new individuals generated. After obtaining β, new individuals are
calculated according to:

c1 = 0.5[(1 + β)p1 + (1− β)p2]

c2 = 0.5[(1− β)p1 + (1 + β)p2]
(12)

Mutation Operators. For the binary-valued chromosome, the bit mutation
method is used. In this method, each bit is inverted or not depending on a
mutation probability. For the real-valued chromosome each numeric value γ is
changed depending on the same mutation probability according to:

γi = γi + δ(rand− 0.5) (13)

where δ is the maximum increment or decrement of the real value and rand is a
function that generates a random value between 0 and 1.

4 Numerical Results

We carried out numerical simulations to evaluate the performance of our ap-
proach. Thus, in order to perform these tests, we defined an experimental set
of five bivariate functions, whose equations are given in Table 1 and graphi-
cally shown in Figure 2. These test functions were taken from previous works
[14, 15, 4] as a reference to validate our method.

Table 1. Experimental set of five bivariate functions

Function 1: f(x, y) = 10.391{(x − 0.4)(y − 0.6) + 0.36}

Function 2: f(x, y) = 24.234{r2(0.75 − r2)}, r2 = (x − 0.5)2 + (y − 0.5)2

Function 3: f(x, y) = 42.659{0.1 + x̂(0.05 + x̂4 − 10x̂2ŷ2 + 5ŷ4)}, x̂ = x − 0.5, ŷ = y − 0.5

Function 4: f(x, y) = 1.3356[1.5(1 − x) + e(2x−1)sin{3π(x − 0.6)2} + e(3(y−0.5))sin{4π(y − 0.9)2}]

Function 5: f(x, y) = 1.9[1.35 + exsin{13(x − 0.6)2}e−ysin(7y)])
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Fig. 2. Perspective plots of test functions: (a) simple interaction function, (b) radial
function, (c) harmonic function, (d) additive function and (e) complicated interaction
function
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4.1 Simulation

A data set of 1024 noisy points was generated for each function in a uniform
grid. The functions were evaluated over the interval [0, 1]× [0, 1] and translated
to make the range non-negative in order to facilitate comparisons among them.
The noisy data sets were generated according to 1, with a zero-mean normal
noise and σ known. The signal noise ratio (SNR) is defined as SD(f)/σ and it
was set in 3. Note that the SNR is roughly equal to 3, it because we considered
a small number of samples. The generated noisy data for the five functions are
shown in Figures 3(a), 3(c), 3(e), 4(a) and 4(c).

In the numerical tests, our approach was configured as follows: we used cubic
B-spline functions, i.e. k = 4, l = 4 and interior knots as a subset of design
points. The population was randomly initialized at the beginning. Each control
gene bi was randomly selected from [0, 1] and each real gene ri was considered
as a random real number defined over the range [min(zi,j),max(zi,j)] of the
measurements zi,j .

Table 2. Parameters used for the HGA

Parameter Value

Population size 90
Crossover probability 0.85
Mutation probability 0.008
Number of elite individuals 9

The HGA parameters were experimentally tunned and they are presented in
Table 2. The population was evolved during 3000 generations in all cases.

4.2 Results

To evaluate the performance of our approach, we used the mean square error
(MSE) given by:

MSE =
1

n

n∑
i=1

{f̂(xi)− f(xi)}2 (14)

where f is the real function and f̂ is the estimated function given by the pro-
posed method. For each test function, the MSE is calculated and the results
are summarized in Table 3. The test and the obtained functions are graphically
shown in Figures 3(b), 3(d), 3(f), 4(b) and 4(d).

In order to compare the obtained results, we performed a comparison against
the LOWESS (Locally Weighted Scatter Smoothing) method [16]. For this, we
made use of the Curve Fitting Toolbox provided by MATLAB. In this simulation
(the Matlab one), the default parameters were considered.
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Fig. 3. Numerical results for test functions 1, 2 and 3. On the left side, the figures
show the noisy data used as inputs. The figures in the right side show the approximate
surfaces (outputs) by HGA.
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Table 3. Mean-squared error (MSE) for test functions

Test Function LOWESS HGA

1 0.0032 0.0022

2 0.0049 0.0038

3 0.0470 0.0134

4 0.0237 0.0122

5 0.0345 0.0188
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Fig. 4. Numerical results for test functions 4 and 5. On the left side, the figures show
the noisy data used as inputs. The figures in the right side show the approximate
surfaces (outputs) by HGA.
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5 Conclusions

In this paper, we proposed an efficient hierarchical genetic algorithm to tackle
the B-spline surface approximation problem. The method introduced a novel
hierarchical gene structure for the chromosomal representation, thus allowing us
to find simultaneously the best model with fewest knots, optimal knot locations
and coefficients of the B-spline surface. It is important to highlight the fact that
the method does not require subjective parameters like smooth factor or knot
locations to perform the solution.

To test our method, we performed several tests on benchmark functions as
well as a comparison with the LOWESS method, which is provided with the
Matlab Curve Fitting Toolbox. Numerical results show that our method re-
sponds successfully to the problem of surface approximation. In terms of vi-
sualization (qualitatively), the obtained results are comparable to the original
surfaces. Comparative tests demonstrated a better performance of our method
than the LOWESS method over all the proposed tests. Given the performance
characteristics of the proposed approach, our future work will be to apply this
method over an experimental data set. We are interesting on extending our
approach to experiment with variable length chromosome and different basis
functions.
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Abstract. This paper examines the use of genetic algorithms (GAs) to solve the 
school timetabling problem. The school timetabling problem falls into the cate-
gory of NP-hard problems. Instances of this problem vary drastically from 
school to school and country to country.  Previous work in this area has used 
genetic algorithms to solve  a particular school timetabling problem and has not 
evaluated the performance of a GA on different problems. Furthermore, GAs 
have not previously been applied to solving the South African primary or high 
school timetabling problem. The paper presents a two-phased genetic algorithm 
approach to solving the school timetabling problem and provides an analysis of 
the effect of different low-level construction heuristics, selection methods and 
genetic operators on the success of the GA approach in solving these problems 
with respect to feasibility and timetable quality.  The GA approach  is tested on 
a benchmark set of “hard” school timetabling problems, the Greek high school 
timetabling problem and a South African primary and high school timetabling 
problem. The performance of the GA approach was found to be comparable to 
other methods applied to the same problems. This study has also revealed that 
different combinations of low-level construction heuristics, selection methods 
and genetic operators are needed to produce feasible timetables of good quality 
for the different school timetabling problems. Future work will investigate me-
thods for the automatic configuration of GA architectures of both phases. 

Keywords: Timetabling, genetic algorithms, combinatorial optimization, evolu-
tionary computation. 

1 Introduction 

Genetic algorithms have been successfully applied to solving combinatorial optimiza-
tion problems such as university course and examination timetabling problems[1], the 
travelling salesman problem [2], and the bin packing problem [3] amongst others.  
Given the success in these domains, this paper presents an investigation of genetic 
algorithms in solving the school timetabling problem.   

The school timetabling problem (STP) involves the scheduling of resources, or 
combinations of resources, to timetable slots in such a manner that the hard con-
straints of the problem are met and the soft constraints minimized [4]. Resources for 
this problem include classes, teachers and venues, amongst others. The requirements 
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of the problem include a specification of the number  of times a particular teacher 
must meet a class. Some versions of the problem do not require venue allocations to 
be made while others include this constraint. Resources are allocated as class-teacher 
(or class-teacher-venue) tuples to the different timetable periods.  The hard constraints 
of a problem are constraints that must be satisfied by a timetable in order for it to be 
operable. A timetable meeting all the hard constraints of the problem is said to  
be feasible. Examples of hard constraints include all class-teacher meetings must be 
scheduled the required number of times in the specified venue; no clashes, i.e. a re-
source, namely, a teacher, class, or venue, must not be scheduled more than once in a 
timetable period.  The soft constraints on the other hand measure the quality of the 
timetable.  These constraints define characteristics that we would like the timetable to 
possess but which may not always be possible.  The aim is to minimize the number of 
soft constraints violated and this value is a measure of the quality of the timetable, i.e. 
the fewer soft constraints violated the better the timetable quality. A common soft 
constraint is daily limits on the number of lessons taken by a class on a particular 
subject and the number of lessons taught by a particular teacher. The hard and soft 
constraints differ from one timetabling problem to the next to such an extent that in 
some cases what may be defined as a hard constraint for one problem is a soft con-
straint for another and vice versa. 

Genetic algorithms take an analogy from Darwin's theory of evolution.  The stan-
dard genetic algorithm presented by Goldberg [5] implements the processes of initial 
population, evaluation, selection and regeneration by means of genetic operators. 
Elements of the population are represented as binary strings and each element, called 
a chromosome, is randomly created.  A measure of how close a chromosome is to the 
solution is referred to as the fitness of a chromosome.  The fitness is used to select 
parents to create offspring of the successive generation.  Fitness proportionate or rou-
lette wheel selection is traditionally used to choose parents. The reproduction, muta-
tion and crossover operators are usually used to create the offspring of each genera-
tion. As the field has developed, variations of the standard genetic algorithm have 
emanated. These include the representation of chromosomes which now range from 
binary strings and character strings to matrices, depending on the problem domain. 
The effectiveness of tournament selection over fitness proportionate selection has also 
been established. In addition to this, instead of probabilities of each genetic operator 
being attached to each chromosome, application rates are set globally and applied in 
the creation of each generation, e.g. 40% of each generation will be created using 
mutation and 60% by means of crossover. Furthermore, implementation of genetic 
algorithms with just mutation has also proven to be effective [6]. 

Various methods have been applied to solving different versions of the school 
timetabling problem including tabu search, integer programming, constraint pro-
gramming and constraint satisfaction methods, simulated annealing, neural networks, 
GRASP, tiling algorithms, the walk down jump up algorithm, bee algorithms and the 
cyclic transfer algorithm [4]. Hybrid approaches have also been applied to solving the 
school timetabling problem. Successful combinations of methods include randomized 
non-ascendant search (RNA) and tabu search, tabu search and the Floyd-Warshall 
algorithm, tabu search and graph colouring algorithms, beam search and branch and 
bound techniques, simulated annealing and very large neighbourhood search [4]. 
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The school timetabling problem differs from school to school and country to coun-
try. However  previous work has used genetic algorithms to find a solution to a spe-
cific school timetabling problem. The study presented in this paper evaluates genetic 
algorithms over different types of school timetabling problems. A two-phased ap-
proach, employing a GA in the first phase to evolve feasible timetables and a GA in 
the second phase to improve the quality of timetables generated in the first phase, is 
evaluated in solving the school timetabling problem.  

The GA approach was tested on four different types of school timetabling prob-
lems, namely, the set of “hard” artificial timetabling problems made available by [6], 
the Greek high school timetabling problem, a South African primary and high school 
timetabling problem.  It was found that combinations of different construction heuris-
tics, selection methods and mutation operators were needed to generate feasible time-
tables of good quality for different problems.  Hence, there appears to be a need for 
the automatic configuration of the GA architectures of both phases for the school 
timetabling problem.  This will be examined as part of future work. 

The contributions made by the study presented in the paper are: an evaluation of 
genetic algorithms over a set of different problems with varying characteristics, the 
identification and evaluation of low-level construction heuristics for this domain, and 
an evaluation of GAs in solving the South African school timetabling problems. The 
following section provides an overview of previous work using evolutionary algo-
rithms to solve the school timetabling problem. The two-phased GA approach is pre-
sented in section 3. The methodology used to evaluate this approach is outlined in 
section 4 and section 5 discusses the performance of this approach in solving the dif-
ferent school timetabling problems. A summary of the findings of the study and future 
extensions of this work are presented in section 6. 

2 Genetic Algorithms and School Timetabling 

There has been a fair amount of research into using genetic algorithms to solve differ-
ent types of school timetabling problems including generated problems [7, 8, 9], the 
Italian [10], Brazilian [11], German [12], Turkish [13], Greek [14] and Bosnian [15] 
school timetabling problem. Each element of the population is generally a two-
dimensional array representing the timetable [8, 10, 13]. The fitness of an individual 
is the number of constraint violations [15] or the weighted sum of the constraint viola-
tions [10, 14]. Either fitness proportionate selection [8, 9, 12, 14] or tournament selec-
tion [15] is used to choose parents for each generation. The genetic operators applied 
to create the offspring of each generation are reproduction, mutation and crossover. 

GAs have also been used in combination with other techniques to obtain solutions 
to school timetabling problems. The h-HCCA genetic algorithm is used by Nurmi et 
al. [16] to evolve timetables for Finnish schools. This GA incorporates the use of hill-
climbing in the mutation operator and simulated annealing to select timetable periods 
to allocate tuples to.  The GA implemented by Zuters et al. [17] uses a neural network 
to calculate the fitness of the population. A combination of genetic algorithms and a 
non-random ascent method (RNA) produced better results in solving a set of high 
school timetabling problems than applications of these methods separately [18].  
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3 The Two-Phased GA Approach 

A two-phased approach is taken in solving the school timetabling problem. The first 
phase uses a genetic algorithm to produce feasible timetables (Phase I), the quality of 
which is improved in the second phase by a second genetic algorithm (Phase II).  
Trial runs conducted revealed that a two-phased approach, with different GAs dealing 
with hard and soft constraints, was more effective than using a single GA to evolve 
both feasible and good quality timetables. Previous work [1] applying genetic  
algorithms to solving the examination timetabling problem has also revealed the ef-
fectiveness of  a two-phased approach, with each phase employing different GAs to 
optimize hard and soft constraints. 

Both GAs begin by creating an initial population of individuals, i.e. timetables, 
which are iteratively improved over successive generations with respect to either fea-
sibility or quality. The number of individuals remains constant over all generations. 
Each successive generation involves evaluation of the population, selecting parents 
and applying mutation operators to the parents to create the next generation. The 
stopping criterion for both GAs is a set number of generations.  The processes of ini-
tial population generation, evaluation, selection and regeneration are described in the 
following subsections. 

3.1 Initial Population Generation 

A majority of the studies in section 2 have used a matrix representation for each 
chromosome.  Thus, in this study each element of the population is also a matrix 
representing a school timetable with each row corresponding to a timetable period and 
each column a class to be taught. The teacher teaching the class in the particular pe-
riod (and the venue in which the lesson is to be taught if venue allocation is part of the 
problem) is stored at the intersection of each row and column.  

The requirements, i.e. class-teacher meetings of a problem are defined in terms of 
class-teacher or class-teacher-venue (if venue allocation is included) tuples. For ex-
ample, (C1,T4) is a tuple indicating that teacher T4 must teach class C1 and 
(C3,T1,V1) specifies that class C3 must be taught by teacher T1 in venue V1. If  
teacher T4 has to meet with class C1 five times in the school week, (C1, T4) will 
occur five times in the list of tuples to be allocated. 

Initially, the timetables of the population of the first generation of the GA for 
Phase I were created by randomly allocating tuples to timetable periods.  However, 
this is not very effective as the search space represented by the initial population was 
too large. This led to the derivation of a sequential construction method (SCM) to 
create each element of the initial population. The SCM creates n timetables.  The 
most appropriate value for n is problem dependant.  Each timetable is created by sort-
ing the tuples to be allocated to the timetable according to the difficulty of scheduling 
the tuple.  Low-level construction heuristics are used to assess this difficulty. Each 
tuple is scheduled in a feasible timetable period, i.e. a period to which the tuple can be 
allocated without resulting in any hard constraint violations.  If there is more than one 
feasible period available the tuple is allocated to the minimal penalty period, i.e. the 
period which produces the lowest soft constraint cost. If more than one minimal pe-
nalty period exists, a period is randomly selected from these. If there are no feasible 
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periods available the tuple is scheduled in a randomly selected slot. Each timetable is 
evaluated and its fitness is determined.  In Phase I the fitness is the number of hard 
constraints violated. The SCM returns the fittest of the n timetables.  If there is more 
than one timetable with the same fitness, the soft constraint cost is used as a second-
ary measure. 

One of the contributions of this work is the identification of a set of low-level con-
struction heuristics that can be used to measure the difficulty of scheduling a tuple. 
Low-level construction heuristics generally used for the university examination and 
course timetabling problems are the graph colouring heuristics largest degree, largest 
colour degree, largest weighted degree, largest enrollment and saturation degree [1].  
Due to the differences in these problems and the school timetabling problem the larg-
est colour degree, largest weighted degree and largest enrollment are not relevant to 
the STP. The largest degree and saturation degree have been adapted for the STP and 
other low-level construction heuristics have been identified for this domain. The fol-
lowing low-level heuristics have been defined for this purpose: 

 

• Random – In this case a construction heuristic is not used and tuples to be al-
located are randomly chosen from the list of unscheduled tuples. 

• Largest degree – Tuples with a larger number of class-teacher meetings are 
scheduled first. Once a tuple is allocated the largest degree of the remaining 
tuples with the same class and teacher (and venue if applicable) is reduced 
by one. For example, suppose that teacher T3 is required to meet class C1 in 
venue V4 four times a week.  There will be four occurrences of the tuple 
(C1, T3, V4) in the list of tuples to be allocated and all four occurrences will 
have a largest degree of 4.  Suppose one occurrence is scheduled, leaving 
three occurrences in the list of unscheduled tuples.  The largest degree of 
three remaining tuples will be reduced by one giving each occurrence a larg-
est degree of 3. 

• Saturation degree – The saturation degree of a tuple is the number of feasi-
ble, i.e. a period that will not result in hard constraint violations if the tuple is 
scheduled in it, timetable periods which the tuple can be scheduled in at the 
current point of the construction process. Tuples with a lower saturation de-
gree are given priority. At the beginning of the timetable construction 
process all tuples have the same saturation degree, i.e. the number of timeta-
ble periods for the problem. For example, suppose that the tuple (C1,T3) has 
been allocated.  The saturation degree of all tuples containing either C1 
and/or T3 will be reduced by one. 

• Class degree – Tuples containing a class that is involved in the most class-
teacher meetings is given priority. 

• Teacher degree – Tuples containing the teacher involved in the most number 
of class-teacher meetings are given priority.  

• Consecutive periods – Tuples that need to be scheduled in consecutive pe-
riods, i.e. doubles and triples, are given priority and scheduled first. 

• Sublclass/co-teaching degree – Tuples that have co-teaching or subclass re-
quirements are given priority and allocated to the timetable before the other 
tuples. 
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• Period preferences – Tuples that have to be scheduled in specific periods are 
scheduled first and hence given priority over the other tuples.  For example, 
if all Mathematics lessons must be scheduled within the first four periods for 
certain grades all the tuples for these lessons will be given priority. 

• Teacher availability – Tuples containing teachers that are available for the 
least number of days are given priority. 

 

One of these low-level heuristics is usually used to sort tuples.  Alternatively, a 
combination of low-level heuristics can be applied to sort the list of tuples.  In this 
case a primary heuristic and one or more secondary heuristics can be used for sorting 
purposes.  For example, if saturation degree is employed as a primary heuristic and 
period preferences as a secondary heuristic, the tuples will firstly be sorted in ascend-
ing order according to the saturation degree.  If two tuples have the same saturation 
degree, the tuples with a larger number of period preferences will be scheduled first. 
The initial population of the GA in Phase II is the population of the last generation of 
Phase I.  All the timetables in this population are usually feasible. 

3.2 Evaluation and Selection 

Evaluation of the population on each generation involves calculating a fitness meas-
ure for each individual, i.e. timetable.  The fitness of a timetable is the number of hard 
constraint violations in Phase I and the number of soft constraint violations in Phase 
II.  Thus, in both phases we aim to minimize the fitness of an individual.  The fitness 
of the elements of the population is used by the selection method to choose the par-
ents of the next generation. 

The tournament selection method is used to select parents. This method randomly 
selects t elements of the population where t is referred to as the tournament size. The 
element of the tournament with the best fitness, i.e. the lowest fitness measure, is 
returned as a parent.  

During trial runs a variation of the tournament selection method, called a sports 
tournament method, proved to be more effective in the evolution of solutions to the 
school timetabling problem than the standard tournament selection method. The pseu-
do code for the sports tournament selection is depicted in Figure 3. The selection me-
thod takes an analogy from sport such as cricket where the best team may not always 
win. Instead of always returning the fittest element of the  tournament this method 
firstly randomly selects the first element of the tournament and in comparing the suc-
cessive elements of the tournament randomly decides to leave the current_champion 
unchanged, replace the current_champion with the contender, even if the contender is 
not fitter, or replace the current_champion with the contender if the contender is fitter 
(standard tournament selection). The two-phased GA approach will use either the 
tournament or sports tournament selection for both GAs of both phases and the choice 
of selection method is problem dependant. 

3.3 Regeneration 

One or more mutation operators are applied to chosen parents to create the offspring 
for each generation. Section 3.3.1 presents the mutation operators used by the GA in 
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Phase 1 and section 3.3.2 those used by the GA in Phase 2.  A certain percentage of 
mutation operations are usually reduced to reproduction, i.e. the offspring is a copy of 
the parent.  Thus the reproduction operator is not used to reduce the possibilities of 
cloning. Previous studies have found the use of a crossover operator usually results in 
violation of the problem requirements, e.g. allocation of the same tuple to the same 
period. Thus, application of the crossover operator is usually followed by a repair 
mechanism being applied to rectify the side effects [7, 9].  This is time consuming and 
results in an increase in runtimes.  Hence, Bedoya et al. [8] do not implement a cros-
sover operator.  The same approach is taken in this study.  

 

3.3.1   Phase 1 Operators  
The following three mutation operators are available for the GA for Phase 1: 

• Double violation mutation (2V) – This operator locates two tuples assigned 
to periods which have resulted in hard constraint violations and swaps these 
tuples. This swap may result in no change in the fitness of the timetable, i.e. 
the swap has not removed the violations or may improve the fitness by re-
sulting in one or both of the violations being eliminated.  

• Single violation mutation (1V) – This mutation operator selects a tuple caus-
ing a hard constraint violation and swaps it with a randomly selected tuple.  
This could result in a further violation worsening the fitness. Alternatively, 
the swap may remove the constraint violation improving the fitness of the 
timetable or have no effect. 

• Random swap – This operator selects two tuples or two sets of consecutive 
tuples randomly and swaps the locations of the tuples or sets in the timetable.  

 

Each of these operators performs s swaps and the best value for s is problem de-
pendant. Versions of these operators incorporating hill-climbing is also available.  
The hill-climbing versions of these operators continue mutating the parent until an 
offspring fitter than the parent is produced. In order to prevent premature convergence 
of the GA and long runtimes, a limit l is set on the number of attempts at producing a 
fitter individual.  If this limit is reached the last offspring created is returned as the 
result of the operation. The performance of the different mutation operators with and 
without the incorporation of hill-climbing will be tested for the different school time-
tabling problems. This is discussed in section 4. 

 
3.3.2   Phase 2 Operators 
This section describes the four mutation operators that are used by the GA in Phase 2 
of the approach.  As in the first phase, each mutation operator performs s swaps, with 
the best value for s being problem dependant. Swaps producing hard constraint viola-
tions are not allowed.  The four mutation operators for Phase 2 are: 

• Random swap – This operator randomly selects two tuples and swaps their 
positions in the timetable. 

• Row swap - Two rows in the timetable are randomly selected and swapped, 
changing the period that the tuples in both the rows are scheduled in. 

• Double violation mutation – Two tuples causing soft constraint violations are 
chosen and swapped.  This can have no effect on the fitness or improve the 
fitness by eliminating one or both of the violations.  
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• Single violation mutation – The position of a tuple causing a soft constraint 
violation is swapped with that of a randomly selected tuple.  As in the first 
phase this could result in a further violation, have no effect or remove the 
soft constraint violation. 

• Subclass+co - teaching row swap (1VSRS) – The row containing a tuple that is 
violating a subclass or co-teaching constraints is swapped with another row. 

 

As in the first phase, versions of these operators including the use of hill-climbing are 
also implemented. In this case the mutation operator is applied until an offspring at least 
as fit as the parent is produced. Again to prevent premature convergence and lengthy 
runtimes a limit is set on the number of attempts at producing such an offspring. 

4 Experimental Setup 

This section describes the school timetabling problems that the GA approach pre-
sented in the previous section is evaluated on, the genetic parameter values used and 
the technical specifications of the machines the simulations were run on. 

4.1 School Timetabling Problems 

The school timetabling problem varies from school to school due to the different edu-
cational systems adopted by different countries. Thus, there are different versions of 
the school timetabling problem.  In order to thoroughly test the two-phased GA ap-
proach and to evaluate it in a South African context, the approach was applied to four 
school timetabling problems: 

 

• A set of hard benchmark school timetabling problems 
• The Greek high school timetabling problem 
• A South African primary school timetabling problem 
• A South African high school timetabling problem 

 

Each of these problems is described in the following subsections. 
 

4.1.1   Benchmark Timetabling Problems 
Abramson [7] has made available five artificial timetabling problems [19].  These 
problems are “hard” timetabling problems (hence the hdtt) as all periods must be  
utilized with very little or no options for each allocation. The characteristics of the 
problems are listed in Table 1. Each school week is comprised of five days with six 
periods a day with a total of 30 timetable periods. 

Table 1. Characteristics of the artificial school timetabling problems 

Problem Number of teachers Number of Venues Number of Classes 
hdtt4 4 4 4 
hdtt5 5 5 5 
hdtt6 6 6 6 
hdtt7 7 7 7 
hdtt8 8 8 8 
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All five problems have the following hard constraints: 
 

• All class-teacher-venue tuples must be scheduled the required number of 
times. 

• There must be no class clashes, i.e. a class must not be scheduled more than 
once in a period. 

• There must be no teacher clashes, i.e. a teacher must not be scheduled more 
than once in a period. 

• There must be no venue clashes, i.e. a venue must not be allocated more than 
once to a timetable period.  

 
4.1.2   The Greek School Timetabling Problem 
The GA approach is applied to two Greek school timetabling problems, namely, that 
made available by Valouxis et al. [20] and Beligiannis et al. [21]. The problem pre-
sented by Valouxis et al. involves 15 teachers and 6 classes. There are 35 weekly timet-
able periods, i.e. 5 days with 7 periods per day. The hard constraints of the problem are: 

 

• All class-teacher meetings must be scheduled. 
• There must be no class or teacher clashes. 
• Class free/idle periods must be scheduled in the last period of the day. 
• Each teacher’s workload limit for a day must not be exceeded. 
• Class-teacher meetings must be uniformly distributed over the school week. 

 

The soft constraints for the problem are: 
 

• The number of free periods in the class timetable must be minimized. 
• Teacher period preferences must satisfied if possible. 

 

The GA approach is also tested on six of the problems made available by Beligian-
nis et al. [21]. The characteristics of these problems are depicted in Table 2.  There 
are 35 timetable periods per week. 

Table 2. Characteristic of the Beligiannis Problem Set 

Problem  Number  of Teachers Number   
of Classes 

Number of  
Co-Teaching/Sublcass Re-
quirements 

HS1 11 34 18 
HS2 11 35 24 
HS3 6 19 0 
HS4 7 19 12 
HS5 6 18 0 
HS6 13 35 20 

 
The hard constraints for the problem are: 

• All class-teacher meetings must be scheduled. 
• There must be no class or teacher clashes.  
• Teachers must not be scheduled to teach when they are not available. 
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• Class free/idle periods must be scheduled in the last period of the day. 
• Co-teaching and subclass requirements must be met. 

 

The problem soft constraints are: 
 

• The number of idle/free periods for teachers must be minimized. 
• Free periods must be equally distributed amongst teachers. 
• The workload for a teacher must be uniformly distributed over the week. 
• Classes should not be taught the same subject in consecutive periods or more 

than once in a day if possible. 
 

4.1.3   South African Primary School Problem 
This problem involves 19 teachers, 16 classes and 14 subjects. There are a maximum 
of 11 weekly timetable periods. However, different grades have a different number of 
daily periods ranging from 9 to 11. The hard constraints for the problem are: 

 

• All required class-teacher meetings must be scheduled.  
• There must be no class or teacher clashes. 
• Certain subjects must be taught in specialized venues, e.g. Technology in the 

computer laboratory. 
• Mathematics must be taught in the mornings (specified in terms of valid pe-

riods). 
• All co-teaching requirements must be met. 
• All double period requirements must be met. 

 

The problem has one soft constraint, namely, the lessons per class must be uniformly 
distributed throughout the school week. 

 
4.1.4   South African High School 
The South African high school problem that the GA approach is applied to involves 
30 classes, 40 teachers and 44 subjects. The hard constraints for the problem are: 

 

• All required class-teacher meetings must be scheduled. 
• There must be no class or teacher clashes. 
• All sub-class and co-teaching requirements must be met. 

 

The soft constraints for the problem are: 
 

• Teacher period preferences must be met if possible. 
• Period preferences for classes must be met if possible. 

4.2 Genetic Parameter Values 

Trials runs were conducted to determine the most appropriate values for the following 
genetic parameters: 
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• SCM population size (n) – The SCM is used to create each element of the 
population.  It creates n timetables, the fittest of which is included in the GA 
population of Phase I. 

• GA population size 
• Number of generations  
• Tournament size 
• Number of mutation swaps 
• Number of generations 

 

Table 3 lists the values tested for each of these parameters. 

Table 3. Ranges for each parameter value 

Parameter Tested range Note: 
SCM size 1 to 100 Only applicable in Phase 1 
Population 
size 

200 to 1000 Constant population size adopted for every generation 

Tournament 
size 

5 to 20 Applicable to tournament selection for Phase 1 and Phase 
2 

Swaps 20 to 200 Applicable to mutation operators for Phase 1 and Phase 2 
Generations 20 to 75 Applicable to Phase 1 and Phase 2 
 
When testing each parameter value, 30 runs were performed.  In order to test the 

impact that each parameter has on the performance of the genetic algorithm, all other 
parameter values, construction heuristics, selection methods and genetic operators 
were kept constant.  The most appropriate values found for each problem are listed in 
Table 4. 

Table 4. Parameter values for each data set 

Problem SCM Population 
Size 

Tournament 
Size 

Swaps per 
Mutation 

Genera-
tions 

HDTT4 50 1000 10 200 50 
HDTT5 50 1000 10 200 50 
HDTT6 50 1000 10 200 50 
HDTT7 50 1000 10 200 50 
HDTT8 50 1000 10 200 50 
Valouxis 50 1000 10 100 50 
HS1 – HS4, 
HS6  

25 750 15 200 50 

HS5 50 750 10 20 75 
Lewitt 20 500 10 200 50 
Woodlands 20 750 10 150 75 

4.3 Technical Specifications 

The GA system was developed using Visual C++ 2008.  The random number genera-
tor function available in C++ is used to generate random numbers.  A different seed is 
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used for each run of the genetic algorithm approach.  Simulations (trial and final) 
were run on several machines: 

 
• Intel Core 2 Duo CPU @ 2.40 GHz, 2.00 GB RAM, Windows XP, Windows 

7 Enterprise OS. 
• Intel Core I7 870 CPU @ 2.93 GHz, 4.00 GB RAM, Windows 7 64-bit OS. 
• Intel Core I7 860 CPU @ 2.80 GHZ, 4.00 GB RAM (3.49 Usable), Windows 

7 32-bit OS. 
• Pentium Dual Core @ 2GHZ, 2.00 GB RAM, Windows XP. 

5 Results and Discussion 

The two-phased genetic algorithm approach was able to evolve feasible solutions of 
good quality for all problems. Different combinations of construction heuristics, se-
lection method and genetic operators were found to produce the best quality solution 
for each problem.  The GA approach was run using different combinations of these 
components.  In order to test the impact that each component has on the performance 
of  each genetic algorithm, all other genetic algorithm components and parameter 
values are kept constant. Thirty runs were performed for each component.  The statis-
tical significance of the performance of the different construction heuristics, selection 
methods and genetic operators was ascertained using hypothesis tests1 (tested at the 
1%, 5% and 10% levels of significance). The combination producing the best result 
for each problem is listed Table 5. Note that if hill-climbing was used with the genetic 
operator this is indicated by HC and if it was not used by NH. 

The use of saturation degree as a primary heuristic produced the best results for all 
except one problem. A secondary heuristic was needed for all of the real world prob-
lems especially problems involving subclass and co-teaching constraints. For the Ab-
ramson data set double violation mutation without hill-climbing appears to be the 
most effective during Phase 1.  For the real world problems single violation mutation 
with hill-climbing  produced the best results for a majority of the problems. Hill-
climbing was not needed in Phase 2 to produce the best soft constraint cost for any of 
the problems with single violation mutation proving to be the most effective for a 
majority of the problems. The sports tournament selection method appears to be effec-
tive in the GA implemented in Phase 1 focused on optimizing the hard constraint 
costs while the standard tournament selection appears to have produced better results 
in Phase 2, which improves the quality of timetables, for most of the problems.  It is 
evident from Table 5 that different combinations of low-level constructive heuristics, 
selection method and mutation operators is needed to solve each problem.  Future 
work will investigate whether there is a correlation between the architecture of the 
GAs of each phase and the characteristics of the different problems as well as me-
thods for the automatic configuration of the GA architectures of both phases for the 
school timetabling problem. 

 
 

                                                           
1 Throughout the paper hypothesis tests conducted test that the means are equal and the Z test is 

used. 
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Table 5. Summary of best heuristics, methods and operators for each data set 

 PHASE 1 PHASE 2 
Problem Primary  

Heuristic 
Secondary 
Heuristics 

Selection 
Method 

Genetic 
Operators 

Selection 
Method 

Genetic 
Operator 

HDTT4 Saturation 
Degree 
 

None Std/Sports 2VNH N/A N/A 

HDTT5 Saturation 
Degree 
 

None Sports 2VNH N/A N/A 

HDTT6 Saturation 
Degree 

None Sports 2VNH N/A N/A 

HDTT7 Saturation 
Degree 

None Sports 2VNH N/A N/A 

HDTT8 Saturation 
Degree 

None Standard 2VNH N/A N/A 
 
 

Valouxis Saturation 
Degree 

Teacher De-
gree 
Teacher avail-
ability 

Sports 1VHC Sports Random 
Swap 

HS1 Saturation 
Degree 

SubClass/Co-
Teaching 
degree 

Sports 1VHC Standard Single 
Violation 

HS2 Saturation 
Degree 

SubClass/Co-
Teaching 
degree 

Sports 1VHC Standard Single 
Violation 

HS3 Saturation 
Degree 

SubClass/Co-
Teaching 
degree 

Sports 1VHC Standard Single 
Violation 

HS4 Saturation 
Degree 

SubClass/Co-
Teaching 

Sports 1VHC Sports Single 
Violation 

HS5 Largest  
Degree 

SubClass/Co-
Teaching 
degree 

Sports 1VNH Standard Random 
Swap 

HS7 Saturation 
Degree 

SubClass/Co-
Teaching 
degree 

Sports 1VHC Standard Single 
Violation 

Lewitt Saturation 
Degree 

Consecutive 
Periods 

Standard Hybrid 
(2VHC, 
1VHC, 
Random  
Swap) 

Sports Random 
Swap 

Wood-
lands 

Saturation 
Degree 

SubClass/Co-
Teaching 
degree  

Standard 1VHC Standard 1VSRS 

 
The performance of the GA approach was compared to other methods applied to 

the same set of problems.  For the first set of problems, namely, the benchmark hard 
problems made available by Abramson [7], the GA approach was compared to the 
following: 
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• SA1 – A simulated annealing method implemented by Abramson et al. [22]. 
• SA2 – A simulated annealing algorithm implemented by Randall [23]. 
• TS – A tabu search employed by Randall [23]. 
• GS – The greedy search method used by Randall [23]. 
• NN-T2 – A neural network employed by Smith et al. [24]. 
• NN-T3 – A second neural network employed by Smith et al. [24]. 

 

The hard constraints for this set of problems are listed in section 4.  The minimum 
(best cost - BC) and average (average cost – AC) hard constraint costs for each of 
these methods and the GA approach is listed in Table 6. In this study the average is 
taken over thirty runs. The best results are highlighted in bold. The GA approach has 
produced the minimum for all of the problems and the best average for three of the 
problems. For the remaining two problems, the average obtained is very close to the 
best results. 

Table 6. Comparison for the Abramson Data Set 

Method HDTT4 HDTT5 HDTT6 HDTT7 HDTT8 

SA1 
BC: Unknown 
AC: Unknown 

BC: 0 
AC: 0.67 

BC: 0 
AC: 2.5 

BC: 2 
AC: 2.5 

BC: 2 
AC: 8.23 

SA2 BC: 0 
AC: 0 

BC: 0 
AC: 0.3 

BC: 0 
AC: 0.8 

BC: 0 
AC: 1.2 

BC: 0 
AC: 1.9 
 

TS 
BC: 0 
AC: 0.2 

BC: 0 
AC: 2.2 

BC: 3 
AC: 5.6 

BC: 4 
AC: 10.9 

BC: 13 
AC: 17.2 

GS 
BC: 5 
AC: 8.5 

BC: 11 
AC: 16.2 

BC: 19 
AC: 22.2 

BC: 26 
AC: 30.9 

BC:  29 
AC: 35.4 

HNN1 
BC: 0 
AC: 0.1 

BC: 0 
AC: 0.5 

BC: 0 
AC: 0.8 

BC: 0 
AC: 1.1 

BC: 0 
AC: 1.4 

HNN2 
BC: 0 
AC: 0.5 

BC: 0 
AC: 0.5 

BC: 0 
AC: 0.7 

BC: 0 
AC: 1

BC: 0 
AC: 1.2 

GA  
approach 

BC: 0 
AC: 0 

BC: 0 
AC: 0

BC: 0 
AC: 0

BC: 0 
AC: 1.067 

BC: 0 
AC: 1.733 

 
The GA approach was also applied to the school timetabling problem presented by 

Valouxis et al. [20].  In the study conducted by Valouxis et al. constraint program-
ming was used to solve this problem.  The timetables induced by both methods were 
run through an evaluator developed by the authors which assessed the hard and soft 
constraint costs. Feasible timetables were produced by both methods. The timetable 
produced by constraint programming had 45 soft constraint violations while that pro-
duced by the GA approach had 35. 

The timetables generated by the evolutionary algorithm implemented by Beligian-
nis et al. [21] are compared to those produced by the GA approach.  Again an evalua-
tor developed by the authors was used to assess the hard and soft constraint cost of all 
timetables for comparison purposes.  Both methods produced feasible timetables for 
the 6 problems tested.  The soft constraint costs of the timetables are listed in Table 7. 
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Table 7. Comparison with the Beligannis data set [21] 

Problem Evolutionary Algorithm GA Approach 
HS1 139 96 
HS2 175 99 
HS3 61 34 
HS4 102 59 
HS5 43 40 
HS6 226 117 

 
The timetable used by the South African primary school is induced by a package. 

The timetable produced by the package is manually changed to meet the hard and soft 
constraints.  The current timetable used by the school does not meet all the double 
period requirements while the best timetable evolved by the GA approach satisfies 
these. The best timetable produced by the GA for the South African high school prob-
lem is a feasible timetable and has the same soft constraint cost, namely a cost of two, 
as the timetable currently being used by the school. From the above comparisons it is 
evident that the performance of the GA approach is comparable and in some cases 
better, than other methodologies applied to the same problems. 

6 Conclusion and Future Work 

This study has presented a two-phased genetic algorithm approach for solving the 
school timetabling problem.  In previous work a genetic algorithm was developed to 
solve a particular problem whereas this study has evaluated genetic algorithms as a 
means of solving different school timetabling problems. The paper has also defined 
low-level construction heuristics for this domain. The performance of a methodology 
on a variety of problems is important as the school timetabling problem varies drasti-
cally from one school to the next. The two-phased genetic programming approach 
was tested on four different types of problem sets involving a total of 13 different 
problems. This approach was able to produce feasible timetables for all problems.  
The soft constraint cost of these timetables were found to be comparable to and in 
some cases better than other methodologies applied to the same problems.  Different 
combinations of genetic algorithm components, namely, construction heuristics, se-
lection methods and genetic operators were needed to produce the best results for the 
different problems.  Thus, future work will focus on identifying the correlation be-
tween different combinations and problem characteristics and methods for the auto-
matic configuration of the GA architecture for both phases of the GA approach in 
solving the school timetabling problem. This research will investigate the use of case-
based reasoning and an evolutionary algorithm, to explore a space of strings 
representing the GA components to find the optimal combination, as options for au-
tomatic GA architecture configuration.  The study has also revealed that GAs can 
successful solve both the South African primary and high school timetabling. 
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Abstract. This work proposes an Estimation of Distribution Algorithm
(EDA) that incorporates an explicit separation between the exploration
stage and the exploitation stage. For each stage a probabilistic model
is required. The proposed EDA uses a mixture of distributions in the
exploration stage whereas a multivariate Gaussian distribution is used
in the exploitation stage. The benefits of using an explicit exploration
stage are shown through numerical experiments.
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1 Introduction

Estimation of Distribution Algorithms (EDAs) [10] are metaheuristics designed
for searching good solutions in optimization problems. Similar to other meta-
heuristics of Evolutionary Computation (EC), EDAs are iterative algorithms
based on the use of populations. However, an important characteristic of EDAs
is the incorporation of probabilistic models in order to represent the dependen-
cies among the decision variables of selected individuals. Once a probabilistic
model is learnt by an EDA, it is possible to replicate dependencies in the new
population by sampling from the model.

Algorithm 1 shows a pseudocode for EDAs. According to step 4, the de-
pendencies among decision variables are taken into account by means of the
probabilistic distribution Mt. Step 5 shows how the dependence structure of the
selected individuals is transferred to the new population, which greatly modifies
the performance of an EDA.

As shown in Algorithm 1, step 4 involves an important and critical proce-
dure in EDAs. For this reason, much of the research in EDAs has been focused
precisely on proposing and enhancing new probabilistic models with many contri-
butions in discrete and continuous domains [9,12,3]. Some of these probabilistic
models are based on Bayesian and Markov networks [14,5,11]. Other EDAs have

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 81–92, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Algorithm 1. Pseudocode for EDAs

1: Initialize the generation counter t ←− 0
Generate the initial population P0 with N individuals at random.

2: Evaluate population Pt using the cost function.
3: Select a subset St from Pt according to the selection method.
4: Estimate a probabilistic model Mt from St.
5: Generate the new population Pt+1 by sampling from the model Mt

Assign t ←− t+ 1.
6: If stopping criteria are not reached go to step 2.

used Gaussian assumptions [6,7,1,2], such as Gaussian kernels, Gaussian mix-
ture models and the multivariate Gaussian distribution. The interested reader is
referred to [8,4] for knowing more about the probabilistic models used in EDAs.

Although the active research in EDAs has been oriented to model adequately
dependencies among decision variables [13], the generation of individuals in the
exploration stage has not been investigated. This observation gives an opportu-
nity for proposing a new exploration procedure and for studying its effects in
EDAs.

The structure of the paper is the following: Section 2 describes the proposal
of this work, Section 3 shows some preliminary results of the implementation of
the exploration stage, Section 4 presents the experimental setting to solve five
test global optimization problems, and Section 5 resumes the conclusions.

2 The Exploration Stage

According to Algorithm 1, the initial population is generated at random. This
means that the first population is generated by sampling from the uniform distri-
bution. However, once the first population is generated, the following populations
are generated by sampling from a probabilistic model Mt which is in general
different than the uniform distribution. A common practice in EDAs is that the
probabilistic model Mt is selected beforehand from a family of probabilistic dis-
tributions. Therefore, the immediate transition between the uniform distribution
and the probabilistic model Mt could affect the performance of the exploration
stage. This work investigates the effects of having an explicit separation between
the exploration stage and the exploitation stage.

The proposal of incorporating an explicit exploration stage in EDAs requires
the support of an adequate estrategy. Firstly, the number of generations for
the exploration stage must be defined in advance. For example, the number of
generations can be given by a fixed number. Secondly, a probabilistic model is
needed in order to generate populations in the exploration stage. The natural
choice for exploration purposes is a probabilistic distribution with high variance.
However, the progress of the exploration stage must be reflected in the variance
of the probabilistic model.

This work proposes the incorporation of a mixture of distributions for the
exploration stage. The mixture is formed with the uniform distribution and
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with a distribution based on a modified histogram. The uniform distribution
allows to generate individuals with high variance. The histogram is a statistics
tool for density estimation and its implementation is well known. The histogram
is used as a model for the selected individuals in each generation within the
exploration stage. However, in order to favor the generation of individuals with
high variance, we propose the use of a histogram with similar height for all bars.
Figure 1 illustrates this idea. The total area of each histogram, (a) and (b), is
normalized to 1.
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(a) Histogram (b) Modified histogram

Fig. 1. The modified histogram (b) is based on the initial histogram (a) and its rectan-
gles have the same height

The expression for the proposed mixture of distributions is given by:

Et = wt · U + (1− wt) · H ,with wt ∈ [0, 1]. (1)

The mixture (1) offers the following characteristics:

1. The initial weight of the uniform distribution U is the highest possible
whereas the weight of the modified histogram H is the lowest. This allows
to start the exploration stage with individuals sampled from a distribution
of high variance.

2. According to the advance of the exploration stage, the weight of the uniform
distribution U is decreased whereas the weight of the modified histogram H
is increased.

Algorithm 2 shows the inclusion of a procedure for the exploration stage in
EDAs. It can be noted that the number of 100 generations (step 2) and the
rule for decreasing the weight wt (step 7) are defined in this way to indicate
the extension of the exploration stage. Both the number of generations and the
expression for the weight can be changed by other values. On the other hand, it
can be also note that the exploitation stage has elitism whereas the exploration
stage has not elitism. However, the best individuals found during the process
of the exploration stage are used as the initial population for the exploitation
stage.
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Algorithm 2. Pseudocode for EDA with explicit exploration

1: Exploration stage
Initialize the weight wt ←− 1

2: for t = 1 → 100 do
3: Generate the population Pt with N individuals by sampling from the model Et

(see Eq. (1))
4: Evaluate population Pt using the cost function.
5: Select a subset St from Pt according to the selection method.
6: Estimate a modified histogram H from St.
7: Assign wt ←− 1− (t/100).
8: Select the best N individuals from all the previous generations and record them

in B.
9: end for
10: Exploitation stage

Assign Pt ←− B.
11: Evaluate population Pt using the cost function.
12: Select a subset St from Pt according to the selection method.
13: Estimate a probabilistic model Mt from St.
14: Generate the new population Pt+1 by sampling from the model Mt

15: Set Pt+1 with the best N individuals from Pt+1 ∪ Pt

Assign t ←− t+ 1.
16: If stopping criteria are not reached go to step 2.

3 Preliminary Results

In order to gain some insight about how the inclusion of the exploration stage
modifies the performance of an EDA, we compare two EDAs in two test pro-
blems. The comparison is done through the Estimation of Multivariate Normal
Algorithm (EMNA) and the EMNA with the exploration stage (EMNA+E). The
test problems are the Rosenbrock and Sphere functions. These test functions are
described in Fig. 2.

The benchmark test suite includes separable functions and non-separable func-
tions, from which there are unimodal and multimodal functions. In addition, the
search domain is asymmetric. All test functions are scalable. We use test prob-
lems in 10 dimensions. Each algorithm is run 30 times for each problem. The
population size is 100 and the maximum number of generations is 150.

A graphical comparison between EMNA and EMNA+E is shown in Figure 3.
According to these graphical results, the EMNA has a better performance than
the EMNA+E in the first 100 generations. However, after the exploration stage
is done, the performance of the EMNA+E outperforms the performance of the
EMNA.

4 Experiments

Five test problems are used to compare an EDA with exploration against a typi-
cal EDA without explicit exploration. These algorithms are, respectively, the
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Description

Ackley
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; x ∈ [−200, 1000]d

Properties: Multimodal, Non-separable Global Minimum: f(0) = 0

Rastrigin∑d
i=1(x

2
i − 10cos(2πxi) + 10) ; x ∈ [−10, 30]d

Properties: Multimodal, Separable Global Minimum: f(0) = 0

Rosenbrock∑d−1
i=1 [100 · (xi+1 − x2

i )
2 + (1− xi)

2] ; x ∈ [−10, 30]d

Properties: Unimodal, Non-separable Global Minimum: f(1) = 0

Sphere Model∑d
i=1 x

2
i ; x ∈ [−200, 1000]d

Properties: Unimodal, Separable Global Minimum: f(0) = 0

Fig. 2. Names, mathematical definition, search domains, global minimum and proper-
ties of the test functions

EMNA+E and the EMNA. The multivariate Gaussian distribution is incorpo-
rated as probabilistic model to the EMNA and the same distribution is used for
the exploitation stage in the EMNA+E. Algorithm 1 is the basis for the EMNA
whereas Algorithm 2 is the corresponding basis for the EMNA+E. In order to
make a fair comparison, the elitism in the exploitation stage of EMNA+E is also
included in the EMNA.

The test problems used in the experiments are the Ackley, Griewangk, Rast-
rigin, Rosenbrock, and Sphere functions. Fig. 2 describe the test functions. The
algorithms are tested in different dimensions and asymmetric search domain.
Each algorithm is run 30 times for each problem. The population size is ten
times the dimension (10 ∗ d). The maximum number of evaluations is 100,000.
However, when convergence to a local minimum is detected the run is stopped.
Any improvement less than 1×10−6 in 25 iterations is considered as convergence.
The goal is to reach the optimum with an error less than 1× 10−4.

The results in dimensions 4, 6, 8, 10, 15 and 20 for non-separable functions
are reported in Table 1, whereas the results for separable functions are reported
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Fig. 3. The horizontal axis represents the generation and the vertical axis represents
the fitness in logarithmic scale (base 10). (a) The fitness performance of EMNA. (b)
The fitness performance of EMNA+E. (c) The dashed line is used for the average per-
formance of EMNA and the solid line is used for the average performance of EMNA+E.

in Table 2. Both tables report descriptive statistics for the fitness values reached
in the all runs. The fitness value corresponds to the value of a test problem.
For each algorithm and dimension, the minimum, median, mean, maximum,
standard deviation and success rate are shown. The minimum (maximum) value
reached is labelled best (worst). The success rate is the proportion of runs in
which an algorithm found the global optimum.

Besides the descriptive results shown in Tables 1 and 2, a hypothesis test is
conducted to properly compare the performance of EMNA+E against EMNA.
The statistical comparisons are for the algorithms with the same test prob-
lem and the same dimension. The t-test is employed to compare the fitness
average between EMNA+E and EMNA. When a hypothesis test indicates that
EMNA+E is significantly better than the EMNA, the corresponding average in
in Tables 1 and 2 is marked with an asterix (*).

Another measure that can help in the comparisons of the algorithms is the
success rate. Tables 1 and 2 show respectively the success rate in each dimension
for non-separable and separable functions. If the success rate of EMNA+E is
greater than the success rate of EMNA, it is marked with a dagger (†).
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Table 1. Descriptive results of the fitness for non-separable functions

Algorithm d Best Mean Median Worst Std. Success
Dev. Rate

Ackley

EMNA

4 1.86E-7 5.28E-1 1.42E-3 4.30E+0 1.11E+0 0.40
6 5.01E-5 1.57E+0 8.50E-1 5.60E+0 1.72E+0 0.00
8 1.65E-2 3.20E+0 3.22E+0 9.14E+0 2.41E+0 0.00
10 6.86E-1 3.85E+0 3.12E+0 8.53E+0 1.97E+0 0.00
15 1.34E+0 5.21E+0 5.54E+0 8.36E+0 1.60E+0 0.00
20 4.81E+0 7.09E+0 7.34E+0 1.00E+1 1.33E+0 0.00

EMNA + E

4 2.71E-7 6.29E-3** 9.24E-7 1.49E-1 2.77E-2 0.60 †
6 6.46E-7 4.57E-2** 2.22E-3 5.76E-1 1.14E-1 0.23 †
8 7.26E-7 1.57E-1** 2.69E-2 1.32E+0 3.11E-1 0.03 †
10 7.12E-6 3.59E-1** 1.60E-1 1.59E+0 4.42E-1 0.00
15 2.15E-2 1.96E+0** 1.81E+0 3.25E+0 8.35E-1 0.00
20 2.10E+0 3.84E+0** 3.66E+0 6.44E+0 1.23E+0 0.00

Griewangk

EMNA

4 5.26E-2 1.64E+0 1.68E-1 1.28E+1 3.31E+0 0.00
6 9.41E-2 3.58E+0 4.67E-1 3.39E+1 7.25E+0 0.00
8 2.49E-1 9.65E+0 5.24E+0 9.45E+1 1.73E+1 0.00
10 9.86E-1 1.33E+1 8.47E+0 5.01E+1 1.36E+1 0.00
15 7.46E+0 5.97E+1 5.46E+1 1.21E+2 2.44E+1 0.00
20 6.36E+1 1.08E+2 1.06E+2 2.03E+2 3.05E+1 0.00

EMNA + E

4 4.95E-2 1.27E-1** 1.23E-1 2.43E-1 5.09E-2 0.00
6 1.49E-1 2.86E-1** 3.01E-1 4.10E-1 7.07E-2 0.00
8 3.36E-5 3.59E-1** 3.53E-1 6.70E-1 1.96E-1 0.00
10 1.37E-3 5.08E-1** 1.89E-1 2.90E+0 7.50E-1 0.00
15 1.54E+0 9.27E+0** 7.03E+0 2.73E+1 7.28E+0 0.00
20 4.32E+0 2.97E+1** 3.04E+1 6.46E+1 1.49E+1 0.00

Rosenbrock

EMNA

4 3.32E-7 3.01E+0 1.23E+0 4.32E+1 7.76E+0 0.03
6 3.26E-5 1.24E+1 4.28E+0 1.19E+2 2.34E+1 0.00
8 1.26E-1 7.82E+2 4.61E+1 1.22E+4 2.31E+3 0.00
10 7.24E+0 3.24E+3 1.28E+2 3.71E+4 8.25E+3 0.00
15 4.36E+2 3.14E+4 1.47E+4 1.64E+5 4.50E+4 0.00
20 7.12E+2 1.05E+5 6.40E+4 5.45E+5 1.30E+5 0.00

EMNA + E

4 4.13E-5 1.77E+0 1.37E+0 9.71E+0 2.01E+0 0.00
6 1.01E+0 4.53E+0* 4.01E+0 1.32E+1 2.12E+0 0.00
8 2.05E+0 1.56E+1* 8.20E+0 4.44E+1 1.38E+1 0.00
10 7.03E+0 3.51E+1* 1.29E+1 2.72E+2 5.09E+1 0.00
15 1.46E+1 1.35E+2** 7.45E+1 1.31E+3 2.37E+2 0.00
20 7.73E+1 8.23E+2** 4.00E+2 4.26E+3 8.83E+2 0.00

* denotes EMNA+E is significantly better than the EMNA, at α = 0.05
** denotes EMNA+E is significantly better than the EMNA, at α = 0.01
† denotes that the EMNA+E has greater success rate than the EMNA
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Table 2. Descriptive results of the fitness for separable functions

Algorithm d Best Mean Median Worst Std. Success
Dev. Rate

Rastrigin

EMNA

4 3.57E-7 4.74E+0 3.69E+0 2.09E+1 4.86E+0 0.07
6 1.99E+0 1.24E+1 1.04E+1 3.32E+1 6.76E+0 0.00
8 9.95E+0 3.10E+1 2.72E+1 8.77E+1 1.63E+1 0.00
10 2.17E+1 5.01E+1 4.81E+1 1.01E+2 1.94E+1 0.00
15 6.45E+1 1.15E+2 1.07E+2 2.16E+2 3.83E+1 0.00
20 1.35E+2 2.37E+2 2.27E+2 4.58E+2 7.26E+1 0.00

EMNA + E

4 1.30E+0 3.91E+0 3.92E+0 7.91E+0 1.36E+0 0.00
6 4.79E-7 1.08E+1 1.04E+1 1.57E+1 3.30E+0 0.03 †
8 1.30E+1 1.99E+1** 1.92E+1 2.75E+1 4.15E+0 0.00
10 8.26E-2 3.27E+1** 3.39E+1 4.58E+1 8.23E+0 0.00
15 5.16E+1 7.22E+1** 7.38E+1 8.48E+1 9.23E+0 0.00
20 8.67E+1 1.20E+2** 1.22E+2 1.54E+2 1.45E+1 0.00

Sphere

EMNA

4 4.46E-7 3.70E+3 3.13E+1 4.83E+4 9.38E+3 0.17
6 9.20E-7 1.27E+4 4.76E+3 1.02E+5 2.08E+4 0.03
8 1.16E-2 3.66E+4 2.90E+4 2.02E+5 4.52E+4 0.00
10 1.14E+4 9.86E+4 7.30E+4 3.09E+5 8.14E+4 0.00
15 9.27E+4 2.04E+5 1.94E+5 3.65E+5 7.13E+4 0.00
20 1.43E+5 3.94E+5 3.80E+5 6.51E+5 1.42E+5 0.00

EMNA + E

4 7.18E-8 6.21E-3* 8.64E-7 1.61E-1 2.94E-2 0.53 †
6 2.08E-7 1.25E+0** 3.66E-4 2.58E+1 4.70E+0 0.33 †
8 4.99E-7 9.94E+1** 6.34E+0 2.11E+3 3.83E+2 0.03 †
10 3.29E-2 9.01E+2** 1.24E+2 7.68E+3 1.82E+3 0.00
15 1.16E+3 3.25E+4** 3.12E+4 8.48E+4 2.22E+4 0.00
20 7.24E+3 1.26E+5** 1.20E+5 2.28E+5 6.04E+4 0.00

* denotes EMNA+E is significantly better than the EMNA, at α = 0.05
** denotes EMNA+E is significantly better than the EMNA, at α = 0.01
† denotes that the EMNA+E has greater success rate than the EMNA

Tables 1 and 2 show a total of 30 comparisons. Out of the 18 comparisons for
the non-separable functions, the EMNA+E excels in 17 cases. Similarly, out of
the 12 comparisons for the separable functions, the EMNA+E excels in 10 cases.
These results give an evidence of the benefits achieved by the incorporation of
the exploration stage in EDAs. However, regarding the number of evaluations,
Tables 3 and 4 show that EMNA+E requires more function evaluations than the
EMNA.
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Table 3. Descriptive results of the number of evaluations for non-separable functions

Algorithm d Best Mean Median Worst Std.
Dev.

Ackley

EMNA

4 1.52E+3 2.07E+3 2.20E+3 2.56E+3 3.78E+2
6 3.42E+3 4.11E+3 4.02E+3 5.58E+3 4.19E+2
8 5.52E+3 6.34E+3 6.12E+3 8.48E+3 6.95E+2
10 7.60E+3 8.80E+3 8.35E+3 1.54E+4 1.56E+3
15 1.17E+4 1.52E+4 1.46E+4 2.16E+4 1.93E+3
20 2.02E+4 2.37E+4 2.33E+4 2.94E+4 2.22E+3

EMNA + E

4 5.04E+3 5.46E+3 5.20E+3 6.00E+3 4.00E+2
6 8.64E+3 9.45E+3 9.60E+3 9.90E+3 3.94E+2
8 1.24E+4 1.34E+4 1.34E+4 1.38E+4 2.52E+2
10 1.69E+4 1.73E+4 1.72E+4 1.80E+4 2.31E+2
15 2.73E+4 2.81E+4 2.78E+4 2.99E+4 6.78E+2
20 3.86E+4 4.01E+4 4.00E+4 4.22E+4 9.20E+2

Griewangk

EMNA

4 1.40E+3 2.64E+3 2.52E+3 5.32E+3 9.65E+2
6 2.34E+3 4.64E+3 3.90E+3 1.01E+4 1.85E+3
8 4.00E+3 8.52E+3 8.92E+3 1.17E+4 2.22E+3
10 5.20E+3 1.01E+4 1.03E+4 1.38E+4 1.93E+3
15 8.40E+3 1.33E+4 1.43E+4 1.56E+4 2.00E+3
20 1.28E+4 1.81E+4 1.78E+4 2.38E+4 2.15E+3

EMNA + E

4 5.00E+3 5.95E+3 5.64E+3 8.92E+3 9.07E+2
6 7.98E+3 9.30E+3 9.15E+3 1.20E+4 1.00E+3
8 1.10E+4 1.39E+4 1.29E+4 2.04E+4 2.96E+3
10 1.42E+4 2.11E+4 2.11E+4 2.58E+4 2.54E+3
15 2.25E+4 2.75E+4 2.81E+4 3.08E+4 2.32E+3
20 3.64E+4 3.75E+4 3.70E+4 4.04E+4 1.22E+3

Rosenbrock

EMNA

4 1.64E+3 2.70E+3 2.60E+3 3.52E+3 3.73E+2
6 3.84E+3 4.71E+3 4.47E+3 6.30E+3 6.22E+2
8 3.52E+3 6.91E+3 6.68E+3 9.92E+3 1.11E+3
10 7.80E+3 1.05E+4 1.01E+4 1.71E+4 1.84E+3
15 1.25E+4 1.69E+4 1.66E+4 2.42E+4 2.31E+3
20 1.60E+4 2.45E+4 2.46E+4 2.88E+4 2.49E+3

EMNA + E

4 5.48E+3 6.19E+3 6.16E+3 7.04E+3 2.64E+2
6 9.78E+3 1.02E+4 1.00E+4 1.14E+4 4.09E+2
8 1.37E+4 1.44E+4 1.44E+4 1.57E+4 5.07E+2
10 1.79E+4 1.90E+4 1.88E+4 2.11E+4 9.03E+2
15 2.49E+4 3.13E+4 3.14E+4 3.47E+4 1.85E+3
20 3.64E+4 4.39E+4 4.29E+4 5.38E+4 4.02E+3
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Table 4. Descriptive results of the number of evaluations for separable functions

Algorithm d Best Mean Median Worst Std.
Dev.

Rastrigin

EMNA

4 1.44E+3 2.49E+3 2.26E+3 5.80E+3 9.40E+2
6 2.46E+3 4.27E+3 3.93E+3 8.64E+3 1.42E+3
8 2.96E+3 5.50E+3 5.40E+3 1.16E+4 1.96E+3
10 4.30E+3 7.18E+3 6.90E+3 1.37E+4 2.44E+3
15 7.05E+3 1.11E+4 1.03E+4 2.58E+4 3.91E+3
20 8.60E+3 1.65E+4 1.49E+4 2.64E+4 5.04E+3

EMNA + E

4 5.00E+3 5.73E+3 5.60E+3 8.80E+3 8.19E+2
6 7.62E+3 9.21E+3 8.82E+3 1.51E+4 1.53E+3
8 1.08E+4 1.28E+4 1.28E+4 1.45E+4 1.07E+3
10 1.33E+4 1.58E+4 1.51E+4 2.65E+4 2.54E+3
15 2.01E+4 2.37E+4 2.34E+4 2.96E+4 2.43E+3
20 2.84E+4 3.36E+4 3.38E+4 4.04E+4 3.16E+3

Sphere

EMNA

4 1.24E+3 2.51E+3 2.82E+3 3.32E+3 6.04E+2
6 2.46E+3 4.68E+3 4.80E+3 5.16E+3 5.30E+2
8 6.32E+3 7.07E+3 7.12E+3 7.44E+3 2.51E+2
10 9.00E+3 9.48E+3 9.50E+3 9.90E+3 2.05E+2
15 1.49E+4 1.60E+4 1.61E+4 1.64E+4 2.78E+2
20 2.28E+4 2.34E+4 2.34E+4 2.40E+4 2.73E+2

EMNA + E

4 4.60E+3 5.21E+3 4.76E+3 6.08E+3 5.54E+2
6 7.86E+3 9.19E+3 9.60E+3 1.02E+4 9.05E+2
8 1.14E+4 1.40E+4 1.42E+4 1.46E+4 5.57E+2
10 1.77E+4 1.85E+4 1.86E+4 1.90E+4 3.72E+2
15 3.00E+4 3.04E+4 3.05E+4 3.11E+4 2.39E+2
20 4.22E+4 4.27E+4 4.26E+4 4.32E+4 2.98E+2

5 Conclusions

This work has introduced an explicit exploration stage for EDAs. In particu-
lar, the numerical implementation of the exploration stage has been done with
continuous decision variables in a well known EDA (EMNA). According to the
numerical experiments, the explicit separation between the exploration stage
and the exploitation stage (EMNA+E) can help achieving better fitness values.
Nonetheless, the benefit of including an exploration stage requires an increase of
function evaluations.

An important contribution of this paper is the design of a probabilistic model
for the exploration stage. The goal of the proposed model in the exploration
stage is to provide a new tool for finding an set of individuals that can be used
as initial population in the exploitation stage.

Although the statistical comparisons clearly indicate that the EDA with the
exploration stage has better performance than the typical EDA, the success
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rate shows that more experiments are necessary in order to identify where the
exploration stage have a positive impact in EDAs.
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11. Pelikan, M., Goldberg, D., Cantú-Paz, E.: BOA: The Bayesian Optimization Algo-
rithm. In: Banzhaf, W., Daida, J., Eiben, A., Garzon, M., Honavar, V., Jakiela, M.,
Smith, R. (eds.) Proceedings of the Genetic and Evolutionary Computation Con-
ference, GECCO 1999, vol. 1, pp. 525–532. Morgan Kaufmann Publishers (1999)

12. Pelikan, M., Mühlenbein, H.: The Bivariate Marginal Distribution Algorithm. In:
Roy, R., Furuhashi, T., Chawdhry, P. (eds.) Advances in Soft Computing - Engi-
neering Design and Manufacturing, pp. 521–535. Springer, London (1999)



92 R. Salinas-Gutiérrez et al.

13. Salinas-Gutiérrez, R., Hernández-Aguirre, A., Villa-Diharce, E.: Estimation of Dis-
tribution Algorithms based on Copula Functions. In: GECCO 2011: Proceedings of
the 13th Annual Conference on Genetic and Evolutionary Computation, Graduate
Students Workshop, pp. 795–798. ACM (2011)

14. Soto, M., Ochoa, A., Acid, S., de Campos, L.: Introducing the polytree approxi-
mation of distribution algorithm. In: Ochoa, A., Soto, M., Santana, R. (eds.) Sec-
ond International Symposium on Artificial Intelligence. Adaptive Systems, CIMAF
1999, pp. 360–367, Academia, La Habana (1999)



F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 93–104, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

An Ant Colony Algorithm for Improving Ship Stability  
in the Containership Stowage Problem 

Paula Hernández Hernández1, Laura Cruz-Reyes1, Patricia Melin2,  
Julio Mar-Ortiz3, Héctor Joaquín Fraire Huacuja1,  

Héctor José Puga Soberanes4 and Juan Javier González Barbosa1 

1 Instituto Tecnológico de Ciudad Madero, México 
2 Tijuana Institute of Technology, México 

3 Universidad Autónoma de Tamaulipas, México 
4 Instituto Tecnológico de León, México 

paulahdz314@hotmail.com, {lcruzr,hfraire}@prodigy.net.mx, 
jjgonzalezbarbosa@hotmail.com 

pmelin@tectijuana.mx, jmar@uat.edu.mx, 
pugahector@yahoo.com 

Abstract. This paper approaches the containership stowage problem. It is an 
NP-hard minimization problem whose goal is to find optimal plans for stowing 
containers into a containership with low operational costs, subject to a set of 
structural and operational constraints. In this work, we apply to this problem an 
ant-based hyperheuristic algorithm for the first time, according to our literature 
review. Ant colony and hyperheuristic algorithms have been successfully used 
in others application domains. We start from the initial solution, based in re-
laxed ILP model; then, we look for the global ship stability of the overall sto-
wage plan by using a hyperheuristic approach. Besides, we reduce the handling 
time of the containers to be loaded on the ship. The validation of the proposed 
approach is performed by solving some pseudo-randomly generated instances 
constructed through ranges based in real-life values obtained from the literature. 

Keywords: Containership Stowage Problem, Ant Colony Optimization, Hyper-
heuristic Approach. 

1 Introduction and Problem Description 

The containership stowage problem, denoted in the literature as the Master Bay Plan-
ning Problem (MBPP) [1], is one of the relevant problems involves in the efficient 
operation of ports.  

MBPP is an NP-hard minimization problem and can be to define as follows: Given 
a set C of n containers of different types to be loaded on the ship and a set S of m 
available locations on the containership. We have to determine the assignment of each 
container to a location of the ship, such that, all the given structural and operational 
constraints are satisfied, and the total stowage time is minimized. 
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In MBPP each container ܿ א ݈ must be stowed in a location ܥ א ܵ of the ship. 
The l-th location is actually addressed by the indices i, j, k representing, respectively: 
the bay (i), the row (j), and the tier (k). We denote by I, J and K, respectively, the set 
of bays, rows and tiers of the ship, and by b, r and s their corresponding cardinality. 

The objective function is expressed in terms of the sum of the time ݐ௟௖ required for 
loading a container c, ܿ׊ א ݈׊ ,in location l ,ܥ א ܵ, such that ܮ ൌ ∑ ௟௖௟௖ݐ . However, 
when two or more quay cranes are used for the loading operations the objective func-
tion is given by the maximum over the minimum loading time (ܮ௤) for handling all 
containers in the corresponding ship partition by each quay crane q, that is ܮ ൌmaxொ஼ሼܮ௤ሽ, where QC, is the set of available quay cranes.  

The main constraints that must be considered for the stowage planning process for 
an individual port are related to the structure of the ship and focused on the size, type, 
weight, destination and distribution of the containers to be loaded. For a detailed de-
scription of such constraints, the reader is referred to [2]. 

In order to optimize a stowage planning, we decompose the problem hierarchically 
like in current approaches [3, 4]. The problem is divided into two phases: the first one 
consist of generating a relaxed solution, that is, we remove the constraints of stability; 
and the second phase is intended to make this solution feasible through simple heuris-
tics handled by the hyperheuristic, in less time. This hyperheuristic was designed with 
online learning [5].  

A hyperheuristic is a high-level algorithm that acts as a planner over a set of heu-
ristics, which can be selected in a deterministic or nondeterministic form [6]. Hyper-
heuristic does not operate on the problem directly, that is, it does not have domain 
knowledge of the problem over which it operates. They aim to be apply to an even 
problem domains, such as to be tackled in this work. 

This paper is organized into four parts. Section 2 describes our proposed hyperheu-
ristic. Section 3 presents the experimental results. Finally, the last section shows the 
conclusions and future work. 

2 Proposed Algorithm 

We propose a hyperheuristic algorithm to optimize the global ship stability of the 
overall stowage plan, and at the same time it minimizes the containers loading time on 
the ship. 

The proposed hyperheuristic approach (Ant Colony Optimization Hyperheuristic, 
ACOHH) uses an ant colony optimization (ACO) algorithm [7] as a high-level meta-
heuristic and seven low level heuristics that interact directly with the solutions of the 
problem. An important characteristic to be pointed out is that ACO can only interact 
with the low level heuristics. 

ACOHH starts with an initial solution ܵ଴, which is obtained by solving its associated 
relaxed 0/1 LP model up to the first feasible solution reached by the commercial soft-
ware Gurobi. Relaxed 0/1 LP model is composed by the complete 0/1 LP model pro-
posed in [1] but removing the constraints of horizontal and cross equilibrium. Once 
obtained the initial solution, ACOHH applies to it a heuristic, which generates a new 
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candidate solution. This solution is feasible if satisfies the assignment, weight and desti-
nation constraints (8)-(15) of the MBPP problem formulation [1]. 

In order to evaluate the heuristic performance, like in [4], we consider the objective 
function ܼሺݔሻ ൌ ሻݔଵሺߪ൫ܯ ൅ ሻ൯ݔଶሺߪ ൅ ሻݔଵሺߪ ሻ, whereݔሺܮ  and ߪଶሺݔሻ  are the hori-
zontal and cross equilibrium stability violation functions, respectively. ܯ is a coeffi-
cient, such that ܯ ب 0, to strongly penalize, the stability violation functions, in such 
a way that we give a high priority to the generation of feasible solutions. 

2.1 Low Level Heuristics 

The seven low level heuristics (LLH) used in ACOHH was inspired by Ambrosino, 
et. al. [4] and are detailed as follows:  

1. Anterior-Posterior exchange of location’s contents: This kind of move exchanges 
the current content assigned to the locations ݈ א ܣ ת ܺ and ݈ᇱ א ܲ ת ܺ, ܺ being a 
fixed side of the ship (ܮ or ܴ). Note that this change may affect the cross equili-
brium but does not modify the horizontal equilibrium of the ship. 

2. Left-Right exchange of location’s contents: This kind of move exchanges the cur-
rent content assigned to the locations ݈ א ܮ ת ܺ and ݈ᇱ א ܴ ת ܺ,  ܺ being a fixed 
side of the ship (ܣ or ܲ). This move may affect the horizontal equilibrium whereas 
it does not modify the cross one. 

3. Cross exchange of location’s contents: This kind of move exchanges the current 
content assigned to the locations ݈ א ܣ ת ܮ  and ݈ᇱ א ܲ ת ܴ  (or ݈ א ܣ ת ܴ  and ݈ᇱ א ܲ ת  .This move affects both the horizontal and the cross equilibrium .(ܮ

4. Anterior-Posterior exchange of stacks: This move exchanges the positions of two 
whole stacks of containers, ݏ and ݏᇱ, where ݏ ൌ ሼ݈: ݈ א ܣ ת ܺ, ݈ ൌ ሺ݅, ݆, ݇ሻ with ݅ 
and ݆ fixedሽ and ݏᇱ ൌ ሼ݈ᇱ: ݈ᇱ א ܲ ת ܺ, ݈ ൌ ሺ݅ᇱ, ݆ᇱ, ݇ሻ with ݅ᇱ  and ݆ᇱ  fixedሽ, ܺ  be-
ing a fixed side of the ship (ܮ or ܴ). Like heuristic 1, this move may affect only 
the cross equilibrium. 

5. Left-Right exchange of stacks: This move exchanges the positions of two whole 
stacks of containers, ݏ and ݏᇱ , where ݏ ൌ ሼ݈: ݈ א ܮ ת ܺ, ݈ ൌ ሺ݅, ݆, ݇ሻ with ݅ and ݆ 
fixed ሽ  and ݏᇱ ൌ ሼ݈ᇱ: ݈ᇱ א ܴ ת ܺ, ݈ ൌ ሺ݅ᇱ, ݆ᇱ, ݇ሻ  with ݅ᇱ  and ݆ᇱ  fixed ሽ , ܺ  being a 
fixed side of the ship (ܣ or ܲ). Like heuristic 2, with this move only horizontal 
equilibrium may be affected. 

6. Cross exchange of stacks: This move exchanges the positions of two whole stacks 
of containers, ݏ and ݏᇱ , where ݏ ൌ ሼ݈: ݈ א ܣ ת ,ܮ ݈ ൌ ሺ݅, ݆, ݇ሻ with ݅ and ݆ fixedሽ 
and ݏᇱ ൌ ሼ݈ᇱ: ݈ᇱ א ܲ ת ܴ, ݈ ൌ ሺ݅ᇱ, ݆ᇱ, ݇ሻ  with ݅ᇱ  and ݆ᇱ  fixed ሽ  (or ݏ ൌ ሼ݈: ݈ א ܣ ,ܴת ݈ ൌ ሺ݅, ݆, ݇ሻ  with ݅  and ݆  fixedሽ and ݏᇱ ൌ ሼ݈ᇱ: ݈ᇱ א ܲ ת ,ܮ ݈ ൌ ሺ݅ᇱ, ݆ᇱ, ݇ሻ  with ݅ᇱ 
and ݆ᇱ fixedሽ). Like heuristic 3, both the horizontal and cross equilibrium might be 
affected. 

7. Anterior-Posterior exchange of bays: This move exchanges all locations in two 
bays ݅ and ݅ᇱ located in ܣ and ܲ, respectively, without changing the original row 
and tier positions of the containers, for this reason, this move may affect only the 
cross equilibrium. 
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In the LLH description, we used the following additional notation: ܧ  and ܱ : sets of even and odd bays, respectively, such that ܧ ؿ ܫ , ܱ ؿ ܫ  and ܧ ׫ ܱ ؠ ܫ ܣ ;  and ܲ : sets of anterior and posterior bays, respectively, such that ܣ ؿ ܲ ,ܫ ؿ ܣ and ܫ ׫ ܲ ؠ -sets of right side and left side rows, respec :ܮ and ܴ ;ܫ
tively, such that ܴ ؿ ܮ ,ܬ ؿ ܴ and ܬ ׫ ܮ ؠ  .ܬ

In the heuristics 1 to 3, ݈ or ݈ᇱ could be both: empty or assigned. In order to apply 
some of these heuristics, ݈ and ݈ᇱ must be assigned, that is, when ݈ and ݈ᇱ are empty, 
the current solution will not improve, so it is not necessary to apply them. For the 
heuristics 4 to 6, if two whole stacks of containers ݏ and ݏᇱare empty, that is, they do 
not have anything assigned, these heuristics will not be applied. This is the case for 
heuristic 7, but applied to the bays. For any LLH, two bays ݅ and ݅ᇱ must be the same 
type (ܧ or ܱ).  

Since the choice of the containers to be exchanged is performed randomly, it might 
be not satisfy the criteria previously established to apply the heuristic move. In order 
to overcome the possible infeasibility, ACOHH allows a certain number of attempts 
to choose an item. The items are single location’s contents, stacks and bays.  

2.2 Graph Description  

In ACOHH, the graph ܩ is complete (network), directed and self-directed, that is, for 
any pair of vertices ݅ and ݆, including the case where ݆ ൌ ݅, there exists a directed 
edge from ݅ to ݆. The set of vertices ܸ of graph ܩ ൌ ሺܸ,  ሻ, represents the set of lowܧ
level heuristics, i.e., ܸ ൌ ܪ ൌ ሼ݄ଵ, ݄ଶ, ݄ଷ, … , ݄|ு|ሽ, and the set of directed edges ܧ 

joins every heuristic to each other ܧ ൌ ሼሺ݄ଵ, ݄ଵሻ, ሺ݄ଵ, ݄ଶሻ, ሺ݄ଵ, ݄ଷሻ, … , ൫݄|ு|,݄|ு|ሻሽ. ACOHH uses a certain number of ants ܣܪܪ ൌ ሼܽଵ, ܽଶ, ܽଷ, … , ܽ|A|ሽ, which in 
the literature are known as hyperheuristic agents, to construct paths on the graph by 
traversing it (see Fig. 1). In this study we fix |ܣܪܪ| ൌ |ܪ| ൌ 7, which means that 
there are the same number of ants and heuristics. A path ௞ܲ constructed by an ant ݇ 
is a sequence of LLH to be applied to a solution of the problem, the length of any ௞ܲ 
is |ܪ|. 

 

Fig. 1. Example of a complete, directed and self-directed graph ܩ traversed by the hyperheu-
ristic agents 

At each vertex, each ant selects the next vertex to be visited, traverses the edge to 
that vertex, and applies the heuristic represented by the selected vertex to the current 
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solution of the problem. Vertices and edges could be selected more than once in the 
path of any ant. After that, each ant evaluates its generated route (compute the objec-
tive value of the constructed solution), and lays a pheromone trail, which is propor-
tional to the solution quality, on those edges crossed by the ant in its path. 

2.3 Data Structures 

In ACO, the artificial ants used are stochastic solution construction procedures that 
probabilistically build a solution by iteratively adding solution components to partial 
solutions. For that, the ants take into account: heuristic information on the problem 
instance being solved, if available, and (artificial) pheromone trails which change 
dynamically at run-time to reflect the agents’ acquired search experience [8,9]. 

Unlike ACO, our hyperheuristic approach has no domain knowledge. The domain 
is LLH and their ability to improve an initial solution.  When ACOHH chooses the 
following low level heuristic through Equation 1, it is based on the following tables: 

1. Visibility table ߟ has a size of |ܪ| and stores information that represents the un-
iformly distributed current confidence that heuristic ௝݄ א -will lead to a good so ܪ
lution. Visibility table is initially impartial and continually adaptive, due to the 
hyperheuristic approach has no knowledge of each low-level heuristic’s potential 
in advance, and this potential varies as the colony traverses the solution space [10].  

2. Pheromone table ߬ has a size of |ܪ| ൈ  and is a dynamic memory structure |ܪ|
containing information on the quality of previously obtained result. The phero-
mone trails are associated with arcs and therefore ߬௜௝ refers to the desirability of 
applying heuristic ݆ directly after heuristic ݅.  ACOHH algorithm initializes the 
pheromone trails with low values, ׊ሺ݅, ݆ሻ, ߬௜௝ ൌ ߬଴ ൌ 0.009 [11]. 

2.4 Algorithmic Description 

Algorithm 1 shows the ant hyperheuristic process, which is performed by the hyper-
heuristic agents supplied with an initial solution ܵ଴. This process is performed until a 
maximal number of cycles is reached. A cycle is the period of time between all ants 
beginning their paths and all ants completing their paths. The operation of the algo-
rithm can be divided into three phases.  

In the first phase (lines 1-13), so-called initialization, visibility table does not have 
information and all pheromone table is initialized with a low value named ߬଴. First, 
the ants are located uniformly among the vertices of the network (line 4), that is, ܽଵ 
in the vertex 1 (heuristic 1), ܽଶ in the vertex 2, and so on. After that, they are pro-
vided with an initial solution ܵ ൌ ܵ଴ (line 7) and each ant applies to its copy of ܵ, the 
heuristic ݅ (corresponding to its location) to provide an initial visibility value (line 
12). Besides, each ant adds its first heuristic ݅  to its respective path (line 9). 

Subsequently, the next phase is the construction process (lines 15-24), which is a 
basic ingredient of any ACO algorithm [12]. The ants then construct a path (sequence 
of heuristics) by traversing the network. The choice of the next vertex (heuristic) to be 
added is done probabilistically according to Equation 1 at each construction step (line 
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17). Later, each ant traverses the arc to the selected vertex, and applies the heuristic 
represented by that vertex to its current solution (line 18). When all ants have com-
pleted one construction step of the path, visibility table is updated through Equation 4. 
This updating process is done until all ants construct their paths completely. 

 
Algorithm 1. ACOHH (ܩ ൌ ሺܸ,  (ሻ, ܵ଴ܧ

1. Initialize: ܵ ՚ ܵ଴, ܵ௕௖ ՚ ܵ଴, ௚ܵ ՚ ܵ଴, ݄௕௖ ՚ 0 
2. for each vertex ݅ set an initial value ߟ௜ ՚ 0 
3. for each edge ሺ݅, ݆ሻ set an initial value ߬௜௝ ՚ ߬଴ 
4. Scatter the ants uniformly on the |ܪ| vertices 
5. for each ant ݇ do 
6. Initialize the path ௞ܲ  ՚ ሼ׎ሽ 7. Provide a copy of initial solution ܵ௞ ՚ ܵ 
8. Apply heuristic ݅ to solution ܵ௞ to produce ܵ௞ᇱ  
9. Add to path ௞ܲ  ՚ ௞ܲ ׫ ݅ 

10. Update ܵ௕௖ and ݄௕௖ 
11. if ܵ௞ᇱ  is better than ܵ௕௖, then  ܵ௕௖ ՚ ܵ௞ᇱ  and ݄௕௖ ՚ ݅ 
12. Update ߟ௜ according to the Equation 4 
13. end for 
14. for each cycle ܿ do 
15. for each step ݏ do 
16. for each ant ݇ do 
17. Apply the selection rule: ݆ ൌ ݂ሺሼ݌௞,௜,௝|݆ א     ሽሻܪ
18. Apply heuristic ݆ to solution ܵ௞ to produce ܵ௞ᇱ   
19. Add to path ௞ܲ  ՚ ௞ܲ ׫ ݆ 
20. Update ܵ௕௖ and ݄௕௖ 
21. if ܵ௞ᇱ  is better than ܵ௕௖, then  ܵ௕௖ ՚ ܵ௞ᇱ  and ݄௕௖ ՚ ݆ 
22. end for 
23. Update ߟ௝ according to the Equation 4 
24. end for 
25. Update ߬௜,௝ according to the Equation 5 
26. for each ant ݇ do 
27. ܵ ՚ ܵ௕௖ 
28. Provide a copy of best solution of the cycle ܵ௞ ՚ ܵ 
29. ݅ ՚ ݄௕௖ 
30. ݅௞ ՚ ݅ 
31. end for 
32. Update ௚ܵ  // ௚ܵ is the output of the algorithm 
33. if ܵ௕௖ is better than ௚ܵ, then  ௚ܵ ՚ ܵ௕௖ 
34. end for 

In the final phase, named update process, of the algorithm ACOHH (lines 25-33) 
the ants evaluate their generated solution, this rule is formalized in Equation 5. Addi-
tionally each ant deposits the pheromone trail on the traveled path (line 25), that is, 
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the sequence of low level heuristics selected for it.  At the end of each cycle all of the 
ants are relocated in region of the solution space where the best solution of that cycle 
was found. Then, in the next cycle the ants start their paths at the vertex of the net-
work whose associated heuristic discovered the best solution of the previous cycle 
(lines 26-31). ACOHH returns the best solution ௚ܵ found during all cycles. 

2.5 Behavior Rules 

ACOHH has three rules of behavior: the selection, visibility update and pheromone 
update. These rules update the data structures introduced in Section 3.2. We now 
describe them in the following paragraphs. 

Selection Rule 
The selection process of the current ant requires combining the visibility (ߟ table) and 
pheromone (߬ table) values for each arc. At each construction step, ant ݇ applies a 
probabilistic action choice rule, called random proportional rule, to decide which 
heuristic to apply next. This rule is based on the ant system formulation [13]. 

In particular, the probability with which ant ݇, currently at vertex (heuristic) ݅, 
chooses to visit vertex ݆ is: 

௞,௜,௝݌                                                    ൌ ሺ߶௜,௝ሻఈሺߜ௝ሻఉ∑ ሺ߶௜,௝ሻఈሺߜ௝ሻఉ௟אு                                                     ሺ1ሻ 

where ߙ and ߚ  are two parameters which determine the relative influence of the 
heuristic information and the pheromone trail, and ܪ is the set of low level heuristics. 
When one or more heuristics find a solution of poorer quality than the current solu-
tion, the heuristic ݆ will not have possibility to be selected, as stated in Equation 2.                                                    ߜ௝ ൌ ൜ ௝ߟ ௝,     ifߟ ൐ ݁ݏ݅ݓݎ݄݁ݐ݋     ,00    .                                                  ሺ2ሻ 

Like ߟ, when one or more arcs have pheromone trails with a large penalization, none 
of them will have a possibility to be selected, this is given by:                                                 ߶௜,௝ ൌ ൜߬௜,௝,     if ߬௜,௝ ൐ ݁ݏ݅ݓݎ݄݁ݐ݋     ,00   .                                                  ሺ3ሻ 

In the case that all heuristics have negative performance, we choose one heuristic 
randomly. This is with the finality of encourage a diverse search of the solution space. 
Initially, beginning the first cycle (ܿ ൌ 1), the ants are scattered uniformly among the 
vertices of the network with a copy of an initial solution ܵ. In the first step of this 
cycle, each ant applies the heuristic to its copy of ܵ corresponding to its location, and 
adds the first heuristic in its path. That is, in this step the ants do not apply the Equa-
tion 1. Besides, the ants provide an initial visibility value, according to Equation 4. 

After the first cycle, the ants adopt the best solution found of the previous cycle, 
which will be the new ܵ  in current cycle. For the example of Fig. 1, assuming the 
best solution ܵ௕௖ of the previous cycle was discovered by the ant ܽଷ applying heuris-
tic ݄ଷ, the ants will adopt this best solution in current cycle (ܵ ൌ ܵ௕௖) [10]. 
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Visibility Update Rule 
Like in [10], in this paper visibility function ߟ௝   is adaptive and corresponding to 
individual performance of the heuristic ௝݄, this value is updated after all ants have 
completed each step ݏ of their paths:                                      ߟ௝ሺݏሻ ൌ ݏ௝ሺߟߛ െ 1ሻ ൅ ෍ HH஺אሻ௞ݏ௞,௝ሺsሻ௞ܶ,௝ሺܫ                                         ሺ4ሻ 

where ܣܪܪ is the set of ants in the colony, ܫ௞,௝ሺݐሻ is the improvement (which could 
be negative) produced by heuristic ௝݄ on ant ݇-th current solution at decision point ݏ 
(step), ௞ܶ,௝ሺsሻ is the running time spent by heuristic ௝݄ at decision point ݏ, this value 
is given in CPU nanosecond, and ߛ is the decreasing rate of visibility (number be-
tween zero and one). The parameter ߛ is used to avoid unlimited accumulation of the 
heuristic information and it enables the algorithm to ‘‘forget’’ older preferences pre-
viously taken.  

Pheromone Update Rule 
This rule is based on the ant system formulation [13] and the hyperheuristic phero-
mone function [10].  

Once all the ants have constructed their paths, the pheromone trails are updated. 
This is done by first lowering the pheromone value on all arcs by a constant factor, 
and then adding a determined amount of pheromone on the arcs where the ants have 
crossed in their paths. In fact, if an arc is not chosen by the ants, its associated phero-
mone value decreases exponentially with respect to the number of cycles.  

The amount of pheromone on each arc ߬௜,௝ between heuristic ݅ and heuristic ݆ at 
cycle ܿ is adjusted as follows: 

              ߬௞,௜,௝ሺܿሻ ൌ ሺ1 െ ሻ߬௜,௝ሺܿߩ െ 1ሻ ൅ ෍ ܶ ௜ܰ,௝൫ ௞ܲሺܿሻ൯ܫ௞൫ ௞ܲሺܿሻ൯௞ܶ൫ ௞ܲሺܿሻ൯௞אHH஺                ሺ5ሻ 

where ߩ is a parameter called evaporation coefficient (number between zero and one), ௞ܲሺܿሻ is the path that ant ݇  traversed during the final cycle, ܶ ௜ܰ,௝൫ ௞ܲሺܿሻ൯  is the 
number of times the arc ሺ݅, ݆ሻ  was traversed by the ant during path ௞ܲሺܿሻ. The im-
provement produced by ant ݇ used during its last path is ܫ௞൫ ௞ܲሺܿሻ൯, this is the differ-
ence between the best solution quality found during this path and the best solution 
quality found at the end of the previous cycle, and ௞ܶ൫ ௞ܲሺܿሻ൯ is the running time in 
CPU nanoseconds. Thus, arcs that are used by many ants and which have high quality 
of the solutions achieved receive more pheromone and are therefore more likely to be 
chosen by ants in future cycles of the ACOHH algorithm. 

3 Experimental Results 

In this section the performance of the ACOHH algorithm is tested. In the following 
subsections we describe the test instances, experimental environment and the perfor-
mance analysis. 
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3.1 Test Cases 

In order to validate our hyperheuristic approach, we generate a set of pseudo-random 
instances (test cases) according to the format and conditions defined in [2].  

The dataset is formed by small-sized instances. Table 1 reports the containers cha-
racteristics of the considered 10 instances, showing the total number of containers, in 
TEU and absolute number (n), the number of containers of types 20’ (T) and 40’ (F), 
the number of containers for three classes of weight (L: low, M: medium, H: high) and 
the partition of containers for each destination. Three classes of weight are consi-
dered, namely low (from 5 to 15 tons), medium (from 16 to 25 tons) and high con-
tainers (from 26 to 32 tons).  

Table 1. Containers for the set of small-sized instances 

Instance TEU n 
Type (n) Weight (n) Destination (n) 

T F L M H D1 D2 D3 

1 69 50 31 19 23 25 2 23 27 0 
2 83 60 37 23 26 32 2 27 33 0 
3 85 65 45 20 30 33 2 31 34 0 

4 88 65 42 23 29 34 2 31 34 0 
5 90 70 50 20 31 37 2 30 40 0 
6 90 75 60 15 35 38 2 32 43 0 
7 93 65 37 28 30 33 2 31 34 0 
8 93 70 47 23 29 39 2 32 38 0 
9 93 70 47 23 31 36 3 25 20 25 

10 94 74 54 20 34 38 2 25 25 24 

 
These instances concerns a small size containership, with a maximum capacity of 

240 TEU, composed of 12 odd bays, 4 rows and 5 tiers (3 in the hold and 2 in the upper 
deck, respectively). Table 2 shows the loading times for the small containership.  The 
maximum horizontal weight tolerance ( ଵܳ) was fixed to 18% of the total weight of the 
all containers to load. While the maximum cross weight tolerance (ܳଶ) was fixed to 9% 
of the total weight, expressed in tons. Respecting MT, that is, the maximum stack 
weight tolerance of three containers of 20’, was fixed to 45 tons and MF (the maximum 
stack weight tolerance of three containers of 40’) was fixed to 66 tons. 

Pseudo-random instances were generated for the purpose of their reproduction in a 
reasonable time, because the initial solution is found by an exact method. Each row in 
the Table 1 is associated to each instance. This row represents the characteristics of 
the containers set ܥ to be loaded on the containership. In each instance, the first |T| 
containers of set ܥ are of 20’ and the following |F| containers are of  40'.  In relation 
to the characteristic of Weight, the first |L| containers of the set ܥ are light, the next 
|M| are medium weight and the last |H| are heavy. Finally, the characteristic of Desti-
nation of the containers of the set ܥ, are established of the same sequence that Weight 
characteristic. 
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Table 2. Loading times for the set of small-sized instances, the times are expressed in 1/100 of 
minute, taken from [4] 

 

3.2 Infrastructure 

The following configuration corresponds to the experimental conditions: 

• Software: Operating system Microsoft Windows 7 Home Premium; Java pro-
gramming language, Java Platform, JDK 1.6; and integrated development, Net-
Beans 7.2. Solver Gurobi 5.0.1. 

• Hardware: Computer equipment with processor Intel (R) Core (TM) i5 CPU M430 
2.27 GHz and RAM memory of 4 GB. 

3.3 Performance Analysis 

Table 3 shows the comparison of the results obtained by three solution methods for 
the set of small-sized instances. The objective values are given in 1/100 of minute 
(Obj) and CPU time, expressed in seconds (Time). The results are divided into three 
relevant columns according to solutions found by: complete 0/1 LP model [1]; relaxed 
0/1 LP model; and ACOHH algorithm. The computational execution of complete 0/1 
LP model and relaxed 0/1 LP model were stopped when the first feasible solution is 
reached by the commercial software Gurobi. 

ACOHH algorithm was executed thirty times per instance with the following con-
figuration: ants number, LLH number, and the length of each path was fixed to 7, the 
number of cycles was fixed to 1000 , ߬଴ ൌ ߙ ,0.009 ൌ ߚ ,1.0 ൌ 2.0 and ߛ ൌ ߩ ൌ0.5.  The Avg Obj column reports the average of total loading time reported by 
ACOHH, Avg Time column shows its running time (CPU time) and the last column 
Tot Time indicates the total (average) CPU time needed by the relaxed 0/1 LP model 
and ACOHH phases.  

It is observed that the ACOHH algorithm outperforms the first solutions produced 
by the complete model for the MBPP. ACOHH algorithm achieved an average per-
formance of 158.727 minutes for total loading time, in an average total CPU time of 
33.888 seconds; while the performance achieved by complete 0/1 LP model was of 
160.12 minutes of total loading time, in a CPU time of 57.497.   

Additionally, to validate the results, non-parametric statistical test of Wilcoxon 
[14] was performed through the VisTHAA tool [15]. The results of this test reveals 
that the performance of the algorithm ACOHH shows a significant improvement over 
the solutions found by complete 0/1 LP model, on the set of the 10 test instances, at a 
confidence level 95%. Besides, ACOHH reduced the CPU time in 41.06% with re-
spect CPU time spent by 0/1 LP Model. 
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Table 3. Comparison of the computational results for the small-sized instances 

Inst. 
0/1 LP Model* 

Relaxed 0/1 LP Model*  

(Initial solution for ACOHH) 
ACOHH 

Obj1 Time Obj2 Time ߪଵ ଶߪ Avg Obj Avg Time Tot Time 

1 11930 13.357 11970 4.081 77 283 11996.666 7.359 11.440 

2 14290 23.825 14590 23.975 77 200 14363 8.733 32.708 

3 15840 47.987 15610 14.723 79 398 15544.666 9.852 24.576 

4 15440 30.897 15650 19.874 26 110 15523.666 10.374 30.248 

5 17050 68.121 16790 29.659 238 22 16743.666 9.554 39.213 

6 18020 62.720 18000 31.245 126 110 17949.333 11.112 42.358 

7 15650 53.697 15200 8.505 457 0 15389 10.441 18.946 

8 16910 71.581 16760 25.651 62 183 16712 11.165 36.817 

9 16990 95.706 16820 36.064 50 59 16746.666 14.205 50.269 

10 18000 107.077 17980 40.735 0 84 17758.666 11.565 52.301 

Avg 16012 57.497 15937 23.451 15872.733 10.436 33.888 

*It was stopped when the first feasible solution is reached by the commercial software Gurobi. 

4 Conclusions and Future Work 

In this paper, we apply an ant-based hyperheuristic algorithm, so-called ACOHH, for 
the first time, according to our literature review, for the Containership Stowage Prob-
lem. The hyperheuristic algorithm optimizes the global ship stability of the overall 
stowage plan, and also at the same time it reduces the handling time of the containers 
to be loaded on the ship.  

Additionally, we proposed a dataset of pseudo-random instances to validate the 
proposed approach. On this dataset instances, ACOHH algorithm outperformed the 
first solutions produced by the exact complete model for the MBPP taken from the 
literature, and reduced the CPU time in 41.06% too. 

According to the experimental results we can conclude that our proposed hyper-
heuristic is competitive regards to other alternatives from the current state of the art. 
ACOHH can produce feasible solutions in a short running time, and this approach 
could be applied to solve real instances. Moreover, as a future work it is considered to 
test other initial solutions for ACOHH, for example a variety of heuristic methods. It 
could be interesting to compare ACO against some other metaheuristic approaches, 
such as Genetic Algorithms, Simulated Annealing, among others. 
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Abstract. In this paper we present new components to be included in harmony
search algorithms. These components are inspired from music improvisation. The
Modal improvisation uses musical modes rather than chord progressions as a har-
monic framework. We also include the notion of tone scales that allows the algo-
rithm to visit different parts of the search space. We evaluate our approach solving
instances of the Multidimensional Knapsack Problem instances. We compare our
results with those obtained by the former harmony search algorithm, and with the
well-known state-of-the-art results.

Keywords: Harmony Search, Discrete Optimization.

1 Introduction

Harmony Search has been introduced as a new metaheuristic inspired from jazz music
improvisation to solve hard problems, [1]. This technique has been successfully applied
to solve various well-known problems, [2]. Because the idea of using a technique based
on music looks very promising, we propose in this paper to include components in-
spired from music into harmony search algorithms. These components allow the search
of the standard harmony search algorithm to improve. Moreover, because of the great
presence of musical components, our approach is much different from classical meta-
heuristics. The goal of our research is to improve the search of harmony search al-
gorithms by including new inspired musical components. We find the best parameter
values for our algorithms using EVOCA [3], a recently proposed tuner for metaheuris-
tics. We also report a statistical analysis for comparison. In the next section, we briefly
describe the classical harmony search algorithm. This is followed by a description of the
Multidimensional Knapsack Problem (MKP), which we use to evaluate our approach.
The musical based components and mechanisms incorporated on the harmony search
structure are introduced in Section 5. Section 6 presents the experimentation, statistical
analysis and comparison using well-known MKP instances, and finally, Section 7 gives
the conclusions of our work and ideas for future work.
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2 Standard Harmony Search Algorithm

[4] introduces the Harmony Search (HS) metaheuristic inspired in the jazz music im-
provisation. Roughly speaking, the idea comes from musicians who search to improve
harmonies in order to obtain aesthetic melodies. Thus, HS is a population-based meta-
heuristic. From the optimization point of view, each harmony represents a candidate
solution which is evaluated using an evaluation function. The changes are inspired by
music improvisation that are randomly applied to previous candidate solutions in mem-
ory. The HS algorithm uses a population of candidate solutions or Harmony Memory
(HM). At the beginning a HM is randomly generated. At each iteration a new solution
is either generated from memory information, or randomly. Two parameters guide the
generation of the new solution. The Harmony memory considering rate (HMCR) and
Pitch adjusting rate (PAR) correspond to the rate of randomly updated solutions. For
each variable, its value in the new solution is either obtained from a direct copy of
a selected value in the memory, or from a selected value from the memory that goes
through a small perturbation, or randomly generated. The new solution is evaluated and
replaces the worst candidate solution in the population if it obtains a better evaluation
value. This process is repeated, until a termination criterion is reached. The pseudocode
is presented in algorithm 1. At step (5) in this figure, the variable value comes from the
memory. Different strategies can be applied. The most popular are to randomly select a
value for this variable from the memory. Another strategy is to select the value from the
best evaluated harmony the memory. At step (7) a little perturbation using equation 1
is made to the previously selected value using a bandwidth (BW) value. When the al-
gorithm does not use the value in memory (step (10)), a new value belonging to the
variable domain is randomly generated. Finally, after the evaluation, if the new solution
is better than the worst one, it takes its place in the memory (step(15)).

new solution[i] = new solution[i] + random(0, 1) ∗BW (1)

This algorithm has been applied to solve various problems with continuous domains,
[5]. Some modifications have been proposed to solve discrete problems, [6] , [7], as
well as to include an on-line tuning strategy in order to control the parameters HCMR
and PAR during the search, [8].

Before describing the new musical inspired components, we briefly present the Mul-
tidimensional Knapsack Problem (MKP) in the following section. We use MKP to il-
lustrate our new components, and also to evaluate the algorithm in the experiments
section.

3 Multidimensional Knapsack Problem

The 0-1 Multidimensional Knapsack Problem (MKP), defined as a knapsack with mul-
tiple resource constraints. It consists in selecting a subset of n objects or items in such a
way that the total profit of the selected objects is maximized while a set of m knapsack
constraints are satisfied.
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Algorithm 1. Standard Harmony Search
1: Generate Randomly Initial Population HM of size HMS
2: while (max− number − iterations) do
3: for i = 1 to N do
4: if (HMCR < rnd(0,1)) then
5: new-solution[i] from HM
6: if (PAR < rnd(0,1)) then
7: new-solution[i] ← perturbed(new-solution[i])
8: end if
9: else

10: new-solution[i] ← randomly generated
11: end if
12: end for
13: Fitness-new-solution ← Evaluate(new-solution)
14: if (Fitness-new-solution better Worst memory solution) then
15: Replace Worst memory solution
16: end if
17: end while

Formally, given

Xi =

{
1 if object i is in knapsack
0 other case

(2)

Maximize Z =
n∑
i

piXi (3)

Subject to:
– Knapsack Constraints

n∑
i

Xiwij ≤ cj , ∀j = 1, . . . ,m (4)

where pi is the profit of the object i. MKP is an NP-hard optimization problem that can
formulate many practical problems such as capital budgeting where project i has profit
pi and consume wij units of resource j. The goal is to determine a subset of n projects
such that the total profit is maximized and all resource constraints are satisfied. We have
choosen this problem because many approaches already exist to solve it, and because
there are well-known benchmarks that can be used to evaluate our work.

4 Adaptive Binary Harmony Search

Adaptive Binary Harmony Search (ABHS) has been proposed in [6] to solve applica-
tions with binary domains. Thus, this algorithm can solve MKP. In this algorithm the
classical equation 1 is replaced by a bit assignment from the best solution found. Pseu-
docode is presented in algorithm 2. Initially, ABHS sets the values for PAR (Pitch
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Adjusting Rate), HMCR (Harmony Memory Considerating Rate), HMS (Harmony
Memory Size) and NI (Number of Iterations). Then the population is randomly gen-
erated in InitHarmonyMemory(). ABHS uses a binary representation and the al-
gorithm selects only feasible solutions. ABHS creates a new harmony called NH in
ImproviseNewHarmony() and if it’s better than the worst solution in
memory, UpdateHarmonyMemory() replaces the worst with NH . Finally,
SetBestHarmony() identifies the best solution in memory.

Algorithm 3 shows the procedure ImproviseNewHarmony(). A new solution is
constructed by selecting a bit either from HarmonyMemory or at random according
to the HMCR parameter value. The procedure ImproviseNewHarmony is focused
on improving NH by including some bits from the best solution (BestGlobalSolution).
For this, it uses the PAR parameter.

Algorithm 2. ABHS
Set PAR,HCMR,HMS,NI
InitHarmonyMemory();
while (current iteration < NI) do

ImproviseNewHarmony();
UpdateHarmonyMemory();
SetBestHarmony();
current iteration++;

end while

5 Our Approach

In this section, we introduce modifications and different components to use in harmony
search inspired algorithms. To explain our approach we use ABHS and MKP. We in-
troduce in the following sections four algorithms that use different musical concepts
named ABHS∗, HS wHC, HS wTones and HS wModes. These algorithms use the
same procedure to create the initial harmony as well as the perturbation criteria.

Initial Harmony: All of the previous algorithms use a binary representation and gen-
erate the initial harmony as follows.: In the classical HS the initial harmony memory
or population is randomly generated. However, when a musician begins to play a given
piece of music, he/she actually has an initial knowledge about the different harmonies
and which combinations sound good or not. Thus, for MKP, we generate the initial
population using the following three heuristics:

– A random generation
– Weight decreasing order: This heuristic is used to first consider the light objects

with the idea of obtaining a greater profit.
– Efficiency increasing order: This heuristic takes into account both the weight and

the profit of the object to be included. It uses a rate computed as pi

wi
, to measure the

contribution related to the reduction of the knapsack free-capacity .
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Algorithm 3. ImproviseNewHarmony()
NH ← ZeroV ector of n size (n: number of objects)
for Each bit k of the Vector of NH do

ran1 ←Random number between 0 and 1
if (ran1 ≤ HMCR) then

i ←Random number between 0 and HMS-1
NH [k] ← HM [k][i]
if (!CheckFeasibleSolution()) then

NH [k] ← 0
end if

else
ran2 ←Random number between 0 and 1
if (ran2 > 0.5) then

NH [k] ← 1
else

NH [k] ← 0
end if

end if
end for

for Each bit k of the Vector NH do
ran2 ←Random number between 0 and 1
if (ran3 ≤ PAR) then

NH [k] ← BestGlobalSolution[k]
if (!CheckFeasibleSolution()) then

NH [k] ← 0
end if

end if
end for

The heuristics are used by a greedy procedure. We have made special attention in the
diversity of the initial population. For this, all the candidate solutions in memory are
checked to be different. Algorithm 4 shows the procedure. Init Harmony Memory is a
greedy procedure which takes the objects from an ordered list. This list can be randomly
ordered or drawn up either in weight decreasing order or in efficiency increasing order.

Perturbation Criteria: Some decisions made in the classical HS implementation do
not take into account the quality of the intermediate solution obtained. For instance, it
can use a value from memory, and decide to apply a perturbation to this value. The algo-
rithm will apply this perturbation whether or not it improves the current solution. Doing
that, the algorithm can loose some good solutions without remembering that they were
already generated. Therefore, in all of our algorithms, perturbations are only accepted
when the current solution is improved.

5.1 ABHS∗

The algorithm ABHS∗ is similar to ABHS, but it generates the initial harmony and
includes the perturbation criteria described above.
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Algorithm 4. InitHarmonyMemory()
1: RandomList ← OrderRandomly();
2: WeightList ← OrderByWeight();
3: EfficiencyList ← OrderByEfficiency();
4: option ← 0
5: while (!completed population) do
6: switch (option)
7: case 0:
8: GenerateSolutions(RandomList);
9: case 1:

10: GenerateSolutions(WeightList);
11: case 2:
12: GenerateSolutions(EfficiencyList);
13: default:
14: break;
15: end switch
16: (option+ 1)%3;
17: end while
18: SelectBestHMSSolutions();

5.2 HS wHC

The essential of the human improvisation task is oriented to improve musical aesthet-
ics. Thus, in our the HS wHC algorithm, when it constructs a new harmony, it follows
a local search procedure that uses a first-improvement strategy with a swap move, be-
fore being evaluated to be included in memory. Algorithm 5 shows this procedure. The
algorithm only allows feasible candidate solutions.

Algorithm 5. HS wHC
1: Set PAR,HCMR,HMS,NI,RAN
2: InitHarmonyMemory();
3: while (current iteration < NI) do
4: ImproviseNewHarmony();
5: HC();
6: UpdateHarmonyMemory();
7: SetBestHarmony();
8: current iteration++;
9: end while

5.3 HS wTones

In order to do a good improvisation, a musician knows the tones to use. Different tonal
changes are done during the improvisation task. An experienced musician knows the
most suitable tone to be used to produce a better harmony. Using this idea, we include
a new component whose goal is to modify the tone before harmony improvisation. It is
translated by modifying the seed before the improvisation of each harmony, such that
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Algorithm 6. HC()
1: Aux NH ← NH
2: for N times ( N: size of the Vectors Aux NHandNH) do
3: i ←Random number between 0 and N − 1
4: j ←Random number between 0 and N − 1
5: Swap(Aux NH [i], Aux NH [j]);
6: if (!CheckFeasibleSolution()) then
7: Swap(Aux NH [j], Aux NH [i])
8: else
9: if (Fitness Aux NH > Fitness NH) then

10: NH ← Aux NH
11: break;
12: end if
13: end if
14: end for

each harmony follows different patterns according to the associated seed. Algorithm 7
shows the pseudocode with the tonal modifications. The algorithm, before trying to
include the new solution in memory, uses the same hill climbing procedure as in the
previous algorithm.

Algorithm 7. HS wTones
1: Set PAR,HCMR,HMS,NI,RAN
2: InitHarmonyMemory();
3: while (current iteration < NI) do
4: srand(seed);
5: ImproviseNewHarmony();
6: HC();
7: UpdateHarmonyMemory();
8: SetBestHarmony();
9: current iteration++;

10: seed + = current iteration;
11: end while

5.4 HS wModes

Instead of focusing on the chord sequence of the song, modal jazz is all about scales
and modes. This gives more freedom. The accompanying instruments don’t have to fol-
low the chords, the soloist can create melodies of his own instead of arpeggiating, on
and on the same chord sequence. Thus, to create jazz improvisations it is also possi-
ble to use various scales beginning from the same tone. It gives the option of changing
the melody colour during scale changes by doing variations in the interval sequences,
which allows the space of new harmonies to increase. This is known as musical modes
and comes from Greek musical theory, but they were only incorporated in the sixties by
Miles Davis and John Coltrane [9]. The seven modes are organized from each step of



112 N. Rojas and M.-C. Riff

the scale, thus the modes that have no sharps and no flats are: C Ionian/Major, D Do-
rian, E Phrygian, F Lydian, G Mixolydian, A Aeolian/Minor and B Locrian [10]. In our
implementation, this theory is included by generating seven new harmonies beginning
at a fixed tone at each iteration. The idea is to apply the tones modification and to select
the best harmony from the seven choices which have previously followed a hill climb-
ing procedure. Algorithms 8 and 9 show the details of the procedure. The difference
between HS wTones and HS wModes is a new procedure called Modes(), which in-
cludes ImproviseNewHarmony (for creating all the new harmonies) and HC() (to
improve them). HS wModes includes the HS wTones tonal variation, modifying the
seed at each iteration. At the end of each iteration in Algorithm 9, Modes() creates one
solution per Mode with ImproviseNewHarmony, then HC tries to improve it. The
best of the seven harmonies is selected.

Algorithm 8. HS wModes
1: Set PAR,HCMR,HMS,NI,RAN
2: InitHarmonyMemory();
3: while (current iteration < NI) do
4: srand(seed);
5: Modes();
6: UpdateHarmonyMemory();
7: SetBestHarmony();
8: current iteration++;
9: seed + = current iteration;

10: end while

Algorithm 9. Modes()
1: for Each of Seven Modes do
2: ImproviseNewHarmony();
3: HC();
4: V ectorModes ← Push back(NH);
5: end for
6: NH ← BestSolution(V ectorModes);

6 Experimental Evaluation

In this section we report the results obtained by the algorithms when solving MKP
instances. The goal of the tests are:

1. To evaluate the ability of harmony search algorithms to find good values for MKP.
2. To compare the performance of the different algorithms and to evaluate the contri-

bution of the new components and musical inspired ideas to improve the search.

To compare the approaches here presented, we only used MKP instances involving
20 objects or more. The MKP benchmarks can be found on the website1.

1 http://people.brunel.ac.uk/ mastjjb/jeb/orlib/mknapinfo.html
http://www.cs.nott.ac.uk/ jqd/mkp/index.html
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6.1 Comparing different Versions of HS

At this point it is important to remark that the goal of these tests is to evaluate if HS
inspired techniques can solve MKP instances more than to find the best algorithm for
solving MKP. Our ideas are focused on improving the Harmony Search metaheuristic.
The tests are carried out on our four algorithms:

– the first one is the version ABHS∗,
– the second one includes the hill-climbing first-improvement procedure,
– the third algorithm incorporates the idea of Tones to the second algorithm, and
– finally, the approach which includes the Modal improvisation idea

Tuning Results. In order to do a good comparison, all algorithms have been fine-tuned
using EVOCA, which is a new tuner recently proposed for metaheuristics, [3]. EVOCA
and the tests are available on our webpage comet.informaticae.org2. The parameters
tuned are the size of the harmony population, HMCR, PAR and RAN. Parameter RAN
corresponds to the probability of taking a random value for a variable, instead one
value from the memory which has been perturbed. The algorithms are independent
from EVOCA. We can use any tuner like ParamILS, REVAC or another one. We use
EVOCA because it strongly reduces the initial parameters values setting effort. Table 1
shows the parameter’s values.

Table 1. EVOCA results

Algorithm HMS HMCR PAR RAN
ABHS∗ 44 0.892 0.3 0.1
HS wHC 44 0.871 0.5 0.1

HS wTones 13 0.9 0.297 0.464
HS wModes 26 0.2 0.3 0.1

Comparing ABHS to ABHS∗ The first set of tests is to contrast the results obtained
using ABHS and ABHS∗. We have used 50 different seeds to run each algorithm for
a maximum of 100000 iterations. The ABHS parameter’s values are those reported by
the authors: HMS 20, HMCR 0.6, PAR 0.4 and RAN 0.5.

Table 2 shows the results for each instance tested and reports the best value as well as
the average of the best solutions obtained for each algorithm. The results show in black
when ABHS∗ obtain better or equal results than ABHS. Thus, given these results in
the following sections the algorithms are compared with respect to ABHS∗.

6.2 Instances Results

Table 3 shows the gap between the best value obtained by each algorithm and the best-
known value for the MKP instances. HS wModes shows a better performance than the
other algorithms.

2 The hardware platform adopted for the experiments was a PC with an Intel Corei7-920, having
4GB of RAM, and using the Linux Mandriva 2010 operating system.
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Table 2. Comparison between ABHS and ABHS∗

Instance
ABHS ABHS∗

Best Avg Best Avg

HP 1 3418 3399.66 3418 3374.7
HP 2 3186 3112.8 3168 3070.62
MKNAP1.5 12400 12393.8 12400 12397.8
MKNAP1.6 10618 10583.98 10604 10558.98
MKNAP1.7 16537 16482.3 16519 16445.06
SENTO 1 7772 7704.04 7772 7731.78
SENTO 2 8711 8675.84 8722 8710.86
PB 5 2139 2117.6 2139 2093.24
PB 6 776 774.6 776 771.56
PB 7 1035 1034.6 1035 1022.82
WEISH 1 4554 4554.0 4554 4549.38
WEISH 6 5557 5545.8 5557 5538.44
WEISH 10 6339 6317.52 6339 6302.84
WEISH 15 7486 7421.84 7486 7479.22
WEISH 18 9533 9427.42 9548 9525.62
WEISH 22 8901 8595.4 8929 8907.06
WEING 1 141278 141278.0 141278 141258.0
WEING 2 130883 130883.0 130883 130879.8
WEING 3 95677 95677.0 95677 95665.0
WEING 4 119337 119337.0 119337 119317.08

Table 3. MKP instances results - %Gap best-known optimal value

Instance n m ABHS ABHS∗ HS wHC HS wTones HS wModes
HP 1 28 4 0.0 1.42 0.0 0.0 0.0
HP 2 35 4 0.0 0.0 3.17 2.31 0.0

MKNAP1.5 28 10 0.0 0.0 0.0 0.0 0.0
MKNAP1.6 39 5 0.0 0.13 0.0 0.13 0.0
MKNAP1.7 50 5 0.0 0.0 0.0 0.0 0.0
SENTO 1 60 30 0.0 0.0 0.0 0.0 0.0
SENTO 2 60 30 0.13 0.0 0.0 0.01 0.08

PB 5 20 10 0.0 0.0 0.0 0.0 0.0
PB 6 40 30 0.0 0.0 0.0 0.0 0.0
PB 7 37 30 0.0 0.0 0.0 0.0 0.0

WEISH 1 30 5 0.0 0.0 0.0 0.0 0.0
WEISH 6 40 5 0.0 0.0 0.0 0.0 0.0
WEISH 10 50 5 0.0 0.0 0.0 0.0 0.0
WEISH 15 60 5 0.0 0.0 0.0 0.0 0.0
WEISH 18 70 5 0.49 0.0 0.0 0.0 0.0
WEISH 22 80 5 0.52 0.0 0.0 0.0 0.37
WEING 1 28 2 0.0 0.0 0.0 0.0 0.0
WEING 2 28 2 0.0 0.0 0.0 0.0 0.0
WEING 3 28 2 0.0 0.0 0.0 0.0 0.0
WEING 4 28 2 0.0 0.0 0.0 0.0 0.0
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Table 4. Wilcoxon Test

Comparison P-value
ABHS∗ vs HS wHC 1.46E-002

ABHS∗ vs HS wModes 2.20E-016
ABHS∗ vs HS wTones 6.90E-005

Table 5. Comparison with the best known solutions and times to reach the results

Instance n m Best Known HS wModes AVG Execution Time[s] AVG Optimal Time[s]
HP 1 28 4 3148 3148 136.06 15.14
HP 2 35 4 3186 3186 193.18 25.20

MKNAP1.5 28 10 12400 12400 300.84 0.02
MKNAP1.6 39 5 10618 10618 302.68 183.71
MKNAP1.7 50 5 16537 16537 445.84 421
SENTO 1 60 30 7772 7772 1764.38 1086.60
SENTO 2 60 30 8722 8715∗ 2059.96 −

PB 5 20 10 2139 2139 120.52 3.78
PB 6 40 30 776 776 1143.7 2.12
PB 7 37 30 1035 1035 1276.12 27.80

WEISH 1 30 5 4554 4554 97.72 7.14
WEISH 6 40 5 5557 5557 179.12 17.72

WEISH 10 50 5 6339 6339 292.3 68.78
WEISH 15 60 5 7486 7486 353.88 121.10
WEISH 18 70 5 9580 9580 2136.58 1734.00
WEISH 22 80 5 8947 8914∗ 639.44 −
WEING 1 28 2 141278 141278 47.52 8.92
WEING 2 28 2 130883 130883 44.56 17.02
WEING 3 28 2 95677 95677 44.7 4.30
WEING 4 28 2 119337 119337 46.72 0.04

Statistical Analysis: To better analyze these results, we have done a statistical com-
parison previously used in Ref. [11] to compare the performance of the algorithms
proposed with ABHS∗. Using the information of the distance from the best-known
solution obtained by the algorithms, we performed the well-known pair-wise Wilcoxon
non-parametric test [12]. The results are shown in Table 4 for each pair comparison.
All the computations have been done using the statistical software package R. The
null-hypothesis tested is that each pair of algorithms are similar. Table 4 indicates
that ABHS∗ is statistically significantly different to the other algorithms. Moreover,
HS wModes has the most remarkable performance.

Comparison with the Best Known Solutions. Compared to other approaches, the
results provided in this paper were produced using small execution times. Table 5 shows
a comparison of the best solution found by our algorithm HS wModes with respect to
the best known solution for each instance of the benchmarks. HS wModes can not find
the best-known value for just two of the evaluated instances (we mark this with ∗).
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Table 6. CB and GK instances results - %Gap best-known optimal value

Instance nxm ABHS HS wModes
CB5x100-0.25-10 100 x 5 3.99 3.23
CB5x100-0.50-10 100 x 5 3.55 1.86
CB5x100-0.75-10 100 x 5 1.46 0.53
CB5x250-0.25-10 250 x 5 14.28 6.15
CB10x100-0.25-10 100 x 10 7.91 3.74
CB10x100-0.50-10 100 x 10 3.32 2.62
CB10x100-0.75-10 100 x 10 1.84 0.60
CB10x250-0.25-10 250 x 10 15.26 4.84
CB30x100-0.25-10 100 x 30 7.73 4.65

GK01 100 x 15 2.06 1.95
GK02 100 x 25 1.88 1.70
GK03 150 x 25 2.28 2.78

Comparing ABHS to HS wModes. From table 3 the best results are obtained using
HS wModes. In order to do a better evaluation we have included some tests using bigger
MKP instances proposed by Glover & Kochenberger (GK) and Chu & Beasley (CB).
HS wModes shows a better performace than ABHS in 91% of cases. Table 6 shows the
results.

7 Conclusions

We have presented new ideas from the music domain, to be included into harmony
search based algorithms to improve its search. Ideas that also allow to differentiate this
metaheuristic from classical evolutionary algorithms. The simplest modification to the
standard harmony search algorithm is related to the premise that good solutions must
not be lost during the search. On the other hand, a musician searches for aesthetic im-
provisation, thus our algorithms are based on the key idea that the musician is focused
on improving his performance. All of our algorithms use notions of local search im-
provement. The idea of Tones allows for a better diversification of the search. The idea
of Modes allows more diversification with a higher level of intensification given its se-
lection procedure. In a future work, we will evaluate our technique with other kinds of
problems using dynamic parameter control.
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Abstract. This paper proposes a parallel model of the self-organizing
map (SOM) neural network applied to the Euclidean traveling sales-
man problem (TSP) and intended for implementation on the graphics
processing unit (GPU) platform. The plane is partitioned into an ap-
propriate number of cellular units, that are each responsible of a certain
part of the data and network. The advantage of the parallel algorithm
is that it is decentralized and based on data decomposition, rather than
based on data duplication, or mixed sequential/parallel solving, as often
with GPU implementation of optimization metaheuristics. The process-
ing units and the required memory are with linear increasing relationship
to the problem size, which makes the model able to deal with very large
scale problems in a massively parallel way. The approach is applied to
Euclidean TSPLIB problems and National TSPs with up to 33708 cities
on both GPU and CPU, and these two types of implementation are com-
pared and discussed.

Keywords: Neural network, Self-organizing map, Euclidean traveling
salesman problem, Parallel cellular model, Graphics processing unit.

1 Introduction

A classical and widely studied combinatorial optimization problem is the Eu-
clidean traveling salesman problem (TSP). The problem is NP-complete [1]. The
self-organizing map (SOM), originally proposed by Kohonen [2], is a particular
kind of artificial neural network (ANN) model. When applied in the plane, SOM
is a visual pattern that adapts and modifies its shape according to some under-
lying distribution. The SOM has been applied to the TSP since a long time [3–5]
and it was shown that this artificial neural network model is promising to tackle
large size instances since it uses O(N) memory size, where N is the instance size,
i.e. the number of cities. In the light of its natural parallelism, we propose a par-
allel cellular-based SOM model to solve the Euclidean TSP and implement it on
the graphics processing units (GPU) platform. From our knowledge, we did not
find such type of SOM application to the Euclidean plane and implementation
on GPU in the literature.

In recent years, the graphic hardware performance is improved rapidly and
GPU vendors make it easier and easier for developers to harness the computation

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 118–129, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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power of GPU. Some methods for computing SOM on GPU have been proposed
[6,7]. All these methods accelerate SOM process by parallelizing the inner steps
in each basic iteration, of which mainly focus on two aspects as follows, firstly, to
find out the winner neuron in parallel, secondly, to move the winner neuron and
its neighbors in parallel. In our model, we use each parallel processing unit to do
SOM iterations independently in parallel to a constant part of the data, instead
of using many parallel processing units to cooperatively accelerate a sequential
SOM procedure iteration by iteration. The processing units and the required
memory are with linear increasing relationship to the problem size, which makes
the model able to deal with very large scale problems in a massively parallel way.
The theoretical computation time of our model is based on a parallel execution of
many spiral search of closest points, each one having a time complexity in O(1) in
average when dealing with a uniform, or at most a bounded data distribution [8].
Then, one of the main interests of the proposed approach is to allow the execution
of approximately N spiral searches in parallel, where N is the problem size.
Thus, what would be done in O(N) computation time in average for a sequential
spiral search able to find N closest points, is performed in constant time O(1)
theoretical complexity for a parallel algorithm in the average case, for bounded
distributions. This is what we intend by “massive parallelism”, the theoretical
possibility to reduce average computation time by factor N , when solving a
Euclidean NP-hard optimization problem.

The rest of this paper is organized as follows. We briefly introduce the Eu-
clidean traveling salesman problem and the self-organizing map in Section 2.
After that, we present our parallel cellular-based model in Section 3 and give
the detailed GPU implementation in Section 4. Our experimental analysis on
both small and large scale problems is outlined in Section 5, before we summa-
rize our work and conclude with suggestions for future study.

2 Background

2.1 Traveling Salesman Problem

The travelling salesman problem (TSP) can be simply defined as a complete
weighted graph G = (V,E, d) where V = {1, 2, · · · , n} is a set of vertices (cities),
E = {(i, j)|(i, j) ∈ V ×V } is a set of edges, and d is a function assigning a weight
(distance) dij to every edge (i, j). The objective is to find a minimum weight
cycle in G which visits each vertex exactly once. The Euclidean TSP, or planar
TSP, is the TSP with the distance being the ordinary Euclidean distance. It
consists, correspondingly, of finding the shortest tour that visits N cities where
the cities are points in the plane and where the distance between cities is given
by the Euclidean metric.

2.2 The Kohonen’s Self-organizing Map

The standard self-organizing map [2] is a non directed graph G = (V,E), called
the network, where each vertex v ∈ V is a neuron having a synaptic weight vector
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wv = (x, y) ∈ �2, where �2 is the two-dimensional Euclidean space. Synaptic
weight vector corresponds to the vertex location in the plane. The set of neurons
N is provided with the dG induced canonical metric dG(v, v

′) = 1 if and only if
(v, v′) ∈ E, and with the usual Euclidean distance d(v, v′).

In the training procedure, a fixed amount of Tmax iterations are applied to
a graph network (a ring network in TSP applications), the vertex coordinates
of which being randomly initialized into an area delimiting the data set. Here,
the data set is the set of cities. Each iteration follows three basic steps. At
each iteration t, a point p(t) ∈ �2 is randomly extracted from the data set
(extraction step). Then, a competition between neurons against the input point
p(t) is performed to select the winner neuron n∗ (competition step). Usually, it
is the nearest neuron to p(t). Finally, the learning law (triggering step) presented
in Equation 1 is applied to n∗ and to the neurons within a finite neighborhood
of n∗ of radius σt, in the sense of the topological distance dG, using learning
rate α(t) and function profile ht. The function profile is given by the Gaussian
in Equation 2. Here, learning rate α(t) and radius σt are geometric decreasing
functions of time. To perform a decreasing run within Tmax iterations, in each
iteration t, coeffients α(t) and σt are multiplied by exp(ln(χfinal/χinit)/Tmax)
with respectively χ = α and χ = σ, χinit and χfinal being respectively the
values in starting and final iteration. Examples of a basic iteration with different
learning rates and neighborhood sizes are shown in Fig.1.

wn(t+ 1) = wn(t) + α(t) × ht(n
∗, n)× (p(t)− wn(t)) . (1)

ht(n
∗, n) = exp(−dG(n

∗, n)2/σ2
t ) . (2)

(a) (b) (c) (d)

Fig. 1. A single SOM iteration with learning rate α and radius σ. (a) Initial configu-
ration. (b) α = 0.9, σ = 4. (c) α = 0.9, σ = 1. (d) α = 0.5, σ = 4.

3 Parallel Cellular Model

3.1 Cell Partition

It is intuitive that TSP and SOM can be connected by sharing the same Eu-
clidean space. As a result, the input data distribution of SOM is the set of cities
of TSP. The application consists of applying iterations to a ring structure with a
fixed number of vertices (neurons) M . Specifically, M is set to 2N , N being the
number of cities. After training procedure, the ring transforms into a possible
solution for the TSP along which a determined tour of cities can be obtained.
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Fig.2 illustrates an example of training procedure on the pr124 instance from
TSPLIB [9] at different steps of a long simulation run. Black dots are the city
points of TSP. Small red circles and the black lines that connect them constitute
the ring network of neurons. Execution starts with solutions having randomly
generated neuron coordinates into a rectangular area containing cities, as shown
in Fig.2(a). After 100 iterations, the ring network as shown in Fig.2(b) has
roughly deployed towards cities. After 10000 iterations, the ring network has
almost completely been mapped onto cities, as shown in Fig.2(c).

(a) (b) (c)

Fig. 2. Different steps of training procedure on the pr124 instance

In order to implement the parallel level at which parallel execution will take
place, we introduce a supplementary level of decomposition of the ring network
plane and input data. We uniformly partition the Euclidean space into small cells
with the same size that constitute a two-dimensional cellular matrix. The scale
of cell partition is decided by the number of cities. Specifically, the size of each
dimension is set to 	√N × λ�, where N is the number of cities and parameter
λ, which we set to 1.1 in the later experiments, is used to adjustment. The
three main data structures of the parallel model are illustrated in Fig.3. This
intermediate cellular matrix is in linear relationship to the input size. Its role will
be to memorize the ring network in a distributed fashion and authorize many
parallel closest neuron searches in the plane by a spiral search algorithm [8]. Each
cell is then viewed as a basic training unit and will be executed in parallel. Thus,
in each parallel iteration we conduct a number of parallel training procedures
instead of carrying out one only. Each cell corresponds to a processing unit or
GPU thread.

Each processing unit, that corresponds to a cell, will have to perform the
different steps of the sequential SOM iteration in parallel. A problem that arises
is then to allow many data points extracted at first step by the processing units,
at a given parallel iteration, to reflect the input data density distribution. As a
solution to this problem, we propose a particular cell activation formula stated
in Equation 3 to choose those cells that will execute or not the iteration. Here, pi
is the probability that the cell i will be activated, qi is the number of cities in the
cell i, and num is the number of cells. The empirical preset parameter δ is used to
adjust the degree of activity of cells/processing units. As a result, the more cities
a cell contains, the higher is the probability this cell to be activated to carry out
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Fig. 3. Parallel cellular model

the SOM execution at each parallel iteration. In this way, the cell activation
depends on a random choice based on the input data density distribution.

pi =
qi

max{q1, q2, . . . , qnum} × δ . (3)

3.2 Cellular-Based Parallel SOM

Based on the cell partition, the parallelized SOM training procedure carries out
four parallel steps: cell activation step, extraction step, competition step and
triggering step. Then, this parallel process is repeated Tmax times. Note that
Tmax now represents the number of parallel iterations.

For each processing unit which is associated to a single cell, a cell is acti-
vated or not depending on the activation probability. If the cell is activated,
the processing unit will continue to perform the next three parallel operations,
otherwise it does nothing and directly skips to the end of the current iteration.

In the parallel extraction step, the processing unit randomly chooses a city
from its own cell, unlikely the original sequential SOM which randomly extracts
a point from the entire input data set.

In the competition step, the processing unit carries out a spiral search [8]
based on the cell partition model to find the nearest neuron to the extracted
city point. The cell in which this point lies will be searched first. If this cell is
empty of neuron (ring node), then the cells surrounding it are searched one by
one in a spiral-like pattern until a neuron is found. Once one neuron is found, it is
guaranteed that only the cells that intersect a particular circle, which is centered
at the extracted point and with the radius equal to the distance between the
first found neuron and the extracted point, have to be checked before finishing
searching. When performed on a uniform data distribution, or bounded den-
sity distribution [8], a single spiral search process takes O(1) computation time
according to the instance size. Then, one of the main interests of the method
would be to perform O(N) (the cell number) spiral searches in parallel, then
in a theoretical constant time O(1) for bounded density distribution, if O(N)
physical cores were available. This is what we call “massive parallelism”.
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In the triggering step, each processing unit moves its closest neuron and several
neurons within a finite neighborhood toward the extracted city, according to
the rule of Equation 1. All the processing units share one unique ring network
of neurons in the Euclidean space. The coordinates of neurons are therefore
stored into a shared buffer which is simultaneously accessed by all the parallel
processing units.

After all the parallel processing units have finished their jobs in one single
iteration, the learning rate α and radius σ are decreased, getting ready for the
next parallel iteration.

To establish our cellular-based parallel SOM model, the scale of cell parti-
tion is 	√N × λ�2, with N the number of cities. Hence, the number of parallel
processors needed is O(N). Since only one ring network is stored in memory,
the memory complexity is also O(N). Moreover, the parallel spiral search by
every processor takes constant time O(1) theoretically for bounded density dis-
tribution. For Tmax parallel iterations, the maximum number of single SOM

iterations is Tmax × 	√N × λ�2, which corresponds to the extreme case where
all the processing units are activated at the same time.

4 GPU Implementation

4.1 Platform Background

We use GPU to implement our parallel model with the compute unified device
architecture (CUDA) programming interface. In the CUDA programming model,
the GPU works as a SIMT co-processor of a conventional CPU. It is based on
the concept of kernels which are functions written in C executed in parallel by
a given number of CUDA threads. These threads will be launched onto GPU’s
streaming multi-processors and executed in parallel [10]. Hence, we apply CUDA
threads as the parallel processing units in our model.

All CUDA threads are organized into a two level concepts: CUDA grid and
CUDA block. A kernel has one grid which contains multiple blocks. Every block
is formed of multiple threads. The dimension of grid and block can be one-
dimension, two-dimension or three-dimension. Each thread has a threadId and a
blockId which are built-in variables defined by the CUDA runtime to help user
locate the thread’s position in its block as well as its block’s position in the
grid [10, 11].

4.2 CUDA Code Design

In the CUDA program flow in Algorithm 1, Lines 2, 4, 7, 8, 11, and 13 are
implemented with CUDA kernel functions that will be executed by GPU threads
in parallel. The kernel function in Line 2 is used for calculating each cell’s density
value, i.e. the number of city points in each cell. After all the cells’ density values
are obtained, the maximum one is found. This last work in Line 3 is done on CPU
since it is done only one time and does not directly concern the main behavior.
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Note that computing a maximum value is a trivial job even when done on GPU.
Then, the cells’ activation probabilities are computed according to the activation
formula of equation 3 by the kernel function of Line 4. In each iteration of the
program, each cell needs two random numbers: one is used for cell activation and
the other is used to extract input point in the activated cell. With respect to the
large scale input instances with huge cellular matrix and numerous iterations,
the random numbers generated via kernel functions shown in Line 7 and Line
8 are stored in a fixed size area due to the limited GPU global memory. Every
time these random numbers are used out, a new set of random numbers are
generated at the beginning of the next iteration, depending on a constant rate
factor called memory reuse set rate. The random number generators we use in
Line 7 and Line 8 are from Nvidia CURAND library [10]. Line 10 and Line
11 concern the cell refreshing. Each cell has data structures where to deposit
information of the number and indexes, in the neuron ring, of the neurons it
contains. This information may change during each iteration, but it appears
that it can be sufficient to make the refreshing based on a refresh rate coefficient
called cell refresh rate. The cell contains are refreshed via kernel function in
Line 11. Note that neurons’ locations are moved in the plane at each single
iteration, whereas the indexes in cells are refreshed based on a lower rate. Then,
the parallel SOM process takes place with kernel function of Line 13 (see below).
After the parallel SOM process is done, the SOM parameters will be modified
getting prepared to do the next iteration.

Algorithm 1. CUDA program flow

1: Initialize data;
2: Calculate cells’ density values;
3: Find the max cell density value;
4: Calculate cells’ activated probabilities;
5: for ite ← 0 to max ite do
6: if ite % memory reuse set rate == 0 then
7: Set seeds for random number generators;
8: Generate random numbers;
9: end if
10: if ite == 0 ‖ ite % cell refresh rate == 0 then
11: Refresh cells;
12: end if
13: Parallel SOM process;
14: Modify SOM parameters;
15: end for
16: Save results;

Overall, the host code (CPU side) of the program is mainly used for flow con-
trol and the entire GPU threads synchronization by sequentially calling separate
kernel functions. For all the kernel functions, one thread handles one cell and
the number of threads launched by each kernel is no less than the number of
cells.
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The parallel SOM kernel function of Line 13 of Algorithm 1 is further illus-
trated by Algorithm 2. Firstly, it locates the cell’s position by its threadId and
blockId. Then, the thread checks if the cell is activated or not, by comparing
the cell’s activated probability to a random number with value between 0 and
1. If the cell is activated, the thread randomly selects a city point in the cell
by using a second random number with value between 0 and the cell’s density
value (number of cities in that cell). After that, the thread performs a spiral
search within a certain range on the grid for finding the closest neuron to the
selected city point. The maximum number of cells a thread has to search equals
(range× 2 + 1)2. After finding the winner neuron, the thread carries out learn-
ing process via modifying positions of the winner neuron and its neighbors. All
the neurons’ locations are stored in GPU global memory which is accessible to
all the threads. Like all the multi-threaded applications, different threads may
try to modify one same neuron’s location at the same time, which causes race
conditions. In order to guarantee a coherent memory update, we use the CUDA
atomic function which performs a read-modify-write atomic operation without
interference from any other threads [10].

Algorithm 2. GPU parallel SOM kernel flow

1: Locate cell position associated to current thread
2: Check if the cell is activated;
3: if the cell is activated then
4: Randomly select a city point in the cell;
5: Perform a spiral search within a certain range;
6: Modify positions of the winner neuron and its neighbors;
7: end if

5 Experimental Analysis

5.1 Warp Divergence Analysis

In the CUDA architecture, a warp refers to a collection of 32 threads that are
“woven together” and get executed in lockstep [11]. At every line in kernel func-
tion, each thread in a warp executes the same instruction on different data.
When some of the threads in a warp need to execute an instruction while others
in the same warp do not, this situation is known as warp divergence or thread
divergence. Under normal circumstances, divergent branches simply result in per-
formance degradation with some threads remaining idle while the other threads
actually execute the instructions in the branch. The execution of threads in a
warp with divergent branches are therefore carried out sequentially, resulting in
performance degradation.

According to our trial tests, the most time consuming kernel function is the
parallel SOM kernel. One of the reasons is that there exists warp divergence
when this kernel is being executed because it has an unpredictable spiral search
process in it. The spiral search is carried out in each cell of the search range, one



126 H. Wang, N. Zhang, and J.-C. Créput

by one, and it stops immediately when the thread finds a nearest neuron. As a
result, different threads may stop at different times. Also, the more cells each
thread is going to search in, the severer this problem gets. Hence, different search
range settings have different influences on warp divergence. When the block size
is set to 256 which is usually enough to fulfill the streaming multi-processor
with adequate warps for the GPU device with CUDA capability 2.0, the highest
branch efficiency (ratio of non-divergent branches to total branches [10]) of all
executions with search range set to 1, 2, and 3 is 90.1%, 87.2%, and 85.9%
respectively as collected by NVIDIA Visual Profiler. In theory, the less threads
are put in one block, the less warp divergence occurrences will appear. Extremely,
if there is only one thread in a block, then there will definitely not be warp
divergence. However, the decrease of threads in each block implies the decrease
of the CUDA cores usage associated to each streaming multi-processor. In order
to analyze the tradeoff between performance and number of threads in a block,
we have tested a set of different combinations of grid size and block size for the
parallel SOM kernel. The configuration which makes the kernel run fastest is
with block size of 8 with highest branch efficiency of 96.9%.

5.2 Comparative Results on GPU and CPU

During our experimental study, we have used the following platforms:

– On the CPU side: An Intel(R) Core(TM) 2 Duo CPU E8400 processor run-
ning at 2.67 GHz and endowed with four cores and 4 Gbytes memory. It
is worth noting that only one single core executes the SOM process in our
implementation.

– On the GPU side: A Nvidia GeForce GTX 570 Fermi graphics card endowed
with 480 CUDA cores (15 streaming multi-processors with 32 CUDA cores
each) and 1280 Mbytes memory.

Table 1. Experiment parameters

αinit αfinal σinit σfinal iterations δ CRRa SSRb MRSRc

GPU1 1 0.01 12 1 100000 1 1 1 1000
CPU1 1 0.01 12 1 100000 ×N − 100 1 −
GPU2 1 0.01 100 1 100000 1 1 3 1000
CPU2 1 0.01 100 1 10000 ×N − 100 3 −

1 Tests of small size instances. 2 Tests of large size instances.
a Cell refresh rate. b Spiral search range. c Memory reuse set rate.

We have done our tests with two groups of instances from either National
TSPs (http://www.math.uwaterloo.ca/tsp/world/countries.html) and TSPLIB
database [9]. One group consists of four small size instances from 124 cities to
980 cities, while the other consists of four large size instances from 8246 cities
to 33708 cities. The parameter settings for the two groups are shown in Table
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1. As discussed in Section 3.2, Tmax × 	√N × λ�2 parallel SOM operations will
be carried out as an extreme case by the GPU SOM program, with N the input
instance size and λ set to 1.1. For the tests of small size instances, we set the total
number of sequential iterations of the CPU version to Tmax×N , in order to make
the total SOM operations approximately similar between GPU version and CPU
version, and to reach similar quality results. Whereas for the tests with large size
instances, we set it to Tmax ×N/10, also to achieve similar quality results and
because GPU operations depend on the cell activation probabilities and may be
less than N at each GPU parallel iteration.

(a) (b)

Fig. 4. Test results of small size instances

(a) (b)

Fig. 5. Test results of large size instances

All the tests are done on a basis of 10 runs per instance. For each test case is
reported the percentage deviation, called “%PDM”, to the optimum tour length
of the mean solution value obtained, i.e. %PDM = (mean length−optimum)×
100/optimum. As well, is reported the percentage deviation from the optimum
of the best solution value found over 10 runs, called “%PDB”. Finally, is also
reported the average computation time per run in seconds, called “Sec”.
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Table 2. Test results of small size instances

GPU CPU
Problem Optimal %PDM %PDB Sec %PDM %PDB Sec
pr124 59030 2.52 1.07 3.30 4.73 1.85 9.88
pcb442 50778 5.18 3.41 4.00 5.26 3.24 42.13
u724 41910 6.19 4.96 4.64 6.29 4.67 85.61
lu980 11340 5.47 3.40 4.47 8.97 4.58 125.88

Average 4.84 3.21 4.10 6.31 3.59 65.88

Table 3. Test results of large size instances

GPU CPU
Problem Optimal %PDM %PDB Sec %PDM %PDB Sec
ei8246 206171 8.31 7.12 71.38 7.33 6.88 614.36
fi10639 520527 6.93 6.49 66.63 8.94 8.10 952.35
d15112 1573084 8.20 7.66 109.28 7.35 7.14 1761.23
bm33708 959304 6.07 5.85 254.22 7.28 7.04 7936.33

Average 7.38 6.78 125.38 7.73 7.29 2816.07

As shown in Fig.4 and Fig.5, and in Table 2 and Table 3, respectively for
the two instance groups, our GPU parallel SOM approach outperforms its coun-
terpart CPU sequential version both on small size and large size instances, for
similar tour length results. For small size instances, the ratio of CPU time by
GPU time (called acceleration factor) varies from roughly factor 3 to factor 28,
as the instance size grows. For large size instances, it varies from roughly factor
9 to factor 31 for the maximum size instance with up to 33708 cities. We think
that the acceleration factor augmentation indicates a better streaming multi-
processor occupancy as the instance size grows. We can note that the execution
time of GPU version increases in a linear way with a very weak increasing coeffi-
cient, when compared to the CPU version execution time. We consider that such
results are encouraging in that the parallel SOM model should really exploit the
benefits of multi-processors, as the number of physical cores will augment in the
future.

6 Conclusion

In this paper we propose a cellular-based parallel model for the self-organizing
map and apply it to the large scale Euclidean traveling salesman problems. We
did not find in the literature GPU implementations to such large size problems
with up to 33708 cities. We think that this is because current GPU applications
to the TSP concern memory consuming algorithms, such as ant colony, genetic
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algorithm or k-opt local search, which generally require O(N2) memory size.
Whereas, our approach is dimension with O(N) memory size. We implement our
model on a GPU platform and compare the results with its counterpart CPU
version. Test results shows that our GPU model has linear increasing execution
time with a very weak increasing coefficient when compared to the CPU version,
for both small size instances and large size instances.

Future work should deal with verification of effectiveness of the algorithm
as the number of physical cores augments. More precisely, we should verify the
possibility to design a weakly linear increasing, or ideally a near constant time
algorithm, for bounded or uniform distributions, when the number of physical
cores really increases as the instance size increases. It should be of interest also
to study more CUDA programming techniques, for a better memory coalescing,
or the use of shared memory. Moreover, implementations of the model to other
parallel computing systems are also potential areas of research.
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Abstract. The cardiac ejection fraction (EF) is a clinical parameter
that determines the amount of blood pumped by the heart in each car-
diac cycle. An EF outside the normal range indicates the heart is con-
tracting abnormally. Diverse non invasive methods can be applied to
measure EF, like Computer Tomography, Magnetic Resonance. Never-
theless, these techniques cannot be used for the continuous monitoring
of EF. On the other hand, Electrical Impedance Tomography (EIT) may
be applied to obtain continuous estimations of cardiac EF. Low cost and
high portability are also EITs features that justify its use. EIT consists
in fixing a finite number of electrodes on the boundary of the tomogra-
phy body, injecting low amplitude currents and recording the resulting
potential differences. The problem we are interested is how to estimate
the blood volume inside the ventricles by using the electric potentials
obtained via the EIT technique. This problem is normally classified as a
non-linear inverse problem. However, in this work we propose to face it
as a classification problem. Because artificial neural networks (ANN) are
nonlinear models simple to understand and to implement it was decided
to use them in the context of EF estimation. The use of ANNs requires
less computational resources than other methods. In addition, our ANN-
based solution only requires as input the measurements of the electrical
potentials obtained by the electrodes; and has as output only the scalar
value that defines cardiac EF. In this work, ANNs were trained and
tested with data from electrical potentials simulated computationally.
Two-dimensional magnetic resonance images were used for the genera-
tion of synthetic EIT data set with various types of heart configurations,
spanning from normal to pathological conditions. Our preliminary re-
sults indicate that the ANN-based method was very fast and was able
to provide reliable estimations of cardiac EF. Therefore, we conclude
that ANN is a promising technique that may support the continuous
monitoring of patient’s heart condition via EIT.
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1 Introduction

Cardiac Ejection Fraction is an important parameter to analyze the efficiency
of the heart as a pump. It represents the amount of blood pumped out of each
ventricle in each cardiac cycle. In other words, EF is a measure of blood fraction
that the ventricle ejects. Clinically, it is more common to use only the ejection of
the left ventricle to determine the ejection fraction. By definition, it is calculated
as follows:

EF =
PV

EDV
=

EDV − ESV

EDV
, (1)

where PV denotes the volume of blood pumped, given by the difference be-
tween the end-diastolic volume (EDV) and the end-systolic volume (ESV). Car-
diac ejection fraction is a relevant parameter for its high correlation with the
functional status of the heart. Diverse non-invasive techniques can be applied
to determine EF, as echocardiography, cardiac magnetic resonance, and oth-
ers. Although such techniques are able to produce high definition images for
well-accurate diagnostics, they cannot be used for continuous monitoring, due
specially to their high costs. In this work, a new method for continuous monitor-
ing of cardiac ejection by Electrical Impedance Tomography (EIT) is presented
based on its advantages in terms of lower costs and better portability, besides it
does not use ionizing radiation.

Electrical Impedance Tomography produces an image of the conductivity dis-
tribution of part of the body using measures of current injection and potential
protocols taken on the boundary of the domain. Usually, conducting electrodes
are attached to the body of the patient and small currents are applied. Besides,
this technique has been largely applied in different fields, as industrial monitoring
[1], geophysics [2], and biomedical engineering [3–6]. In the context of the latest
field, recent work [7] has discussed viability of EIT to continuous monitoring of
cardiac ejection fraction, and other related works [8, 9] have shown preliminary
results on the same subject. Some works use a method for generating an image
of the ventricules and then the area is obtained for the estimate of EF, which is
based on the partition of the body in small parts based on its resistivities.

In this work, the potential protocols taken by EIT are applied in an Artificial
Neural Network (ANN) for calculation of EF. The measures of the potentials are
used as ANN’s input and the areas for both ventricles are obtained as ANN’s
output. Both areas are necessary to the EF’s calculation. Thus, there is no
need to generate an image of the body. Due to the lack of a real medical data
base, for training and testing the ANN, a synthetically generated data set is
used, containing various types of synthetic heart configuration (with anomalies
or not). This synthetic data set was generated based on the work made by [10].

This paper is organized as follows. The second section describes the methods
used for generating the data set. The third section presents our proposal: the Ar-
tificial Neural Network used to obtain the cardiac EF. The fourth section shows
the simulation setup and his results obtained. In the last section, a conclusion
is made with some ideas for future works.
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2 Methods

2.1 Generation of Training Data Set

Parametrization. In [7] a parametrization is taken from an image of a human
torso model provided by a magnetic resonance and the parameters that represent
the regions of interest of the body are obtained. This image is segmented in five
different regions: two for both lungs, one for the torso boundary and two for the
heart ventricles. The shape of the regions are defined by a manual segmentation
in two different image - one taken at the end of systole and another at the end
of diastole. For simplicity matters, the shape of lungs and torso are considered
constant during all heart cycle. The figure 1 illustrates the result of such manual
segmentation.

Fig. 1. Manual segmentation of a magnetic resonance image

To represent the boundary lines of the regions a extended x-spline curve is
used with a minimum number of control points [11]. Since the lungs and torso
are considered fixed, the control points critical for this work are the ones that
represent the left and right ventricles. There are 7 control points for left ventricle
and 8 for right ventricle. Each control point is represented by a coordinate with
two axis. The coordinate of some control points is modified generating new
splines curves that represents variations of the ventricles.

Also, a strategy is used to define the position of each control point in relation
to the diastole and systole. Since the same amount of points is used for repre-
sentation of diastole and systole, it is possible to represent the position of each
control point i in a line, where ti = 0 represents the point i at the end of the
systole while ti = 1 represents at diastole. As shown in figure 2.

Calculation of Electrical Potentials. As said before, this work uses an Ar-
tificial Neural Network that receives the electrical potentials synthetically cal-
culated in function of the known resistivity and conductivity distribution of the
body. As done in [7], the electrical potentials (φ) at each point of the regions
must satisfy the Laplace’s equation:
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(a) Systole (b) Diastole

Fig. 2. Position of each control point in relation to diastole and sytole

∇2φ = 0, (2)

subjected to the following conditions:

σL∇φ.η = σT∇φ.η, x ∈ Γ1

σB∇φ.η = σT∇φ.η, x ∈ Γ2

σT∇φ.η = Ji, x ∈ Γ ie
3

∇φ.η = 0, x ∈ (Γ3 − Γ ie
3 )

where Γ1 represents the interface between lung and torso region; Γ2 is the inter-
face between the blood and torso region; Γ3 is the external boundary of the body;
Γ ie
3 is the portion of Γ3 in which the ith electrode is placed on; Ji is the electric

current injected through the ith electrode; and σT , σB and σL are, respectively,
torso, blood and lung conductivities.

To solve this problem, an implementation of the Boundary Elements Method
(BEM) [12] is used based on the method used by [13].

Generation of NewControl Points for the Ventricles. In order to the ANN
be capable to learn well, the training data set must be well representative with suf-
ficient informations [14]. Since there is a lack of real data set, in this work, the data
set used was synthetically generated. Aiming to cover all possible heart configu-
ration, this data set was generated by pertubating some randomly chosen control
points i as follows. The pertubation algorithm runs for each ti = 0, 0.1, 0.2...1 al-
ternating control points from right ventricle, left ventricle and both. Then, at each
iteration of the algorithm half of total control points of left ventricle and of right
ventricle are chosen. After that, some perturbations x, ti − 0.3 ≤ x ≤ ti + 0.3 are
chosen and given to the control points predeterminated. In this way, the areas for
ventricles are well distributed with values between the systole and diastole. The
figure 2.1 shows the histogram distribution for areas around the values from right
and left ventricles from the generated synthetical data set.
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Fig. 3. Areas Histogram

2.2 Modelling the Artificial Neural Network

According to Haykin [14], ANNs are nonlinear computacional models, inspired
by the structure of human brain, capable of learning, association, generalization
and abstraction through experimental knowledge. ANNs are composed of structs
called neurons and the connections between them. The connections are called
synaptic weights and used to store the knowledge acquired. The adjustments of
synaptic weights are provided by the learning algorithm, basically it consists in
updates on the weights based on the error output. ANNs have been successfully
applied to many problems in practical problems of prevision, classification and
control. However, its performance is dependent on its configuration, such as
weight initializations and number of neurons in the hidden layer.

In this work, a multilayer perceptron (MLP) neural network with one hidden
layer was used. The implementation was provided by [15] which uses a Backprop-
agation Algorithm with the Levenberg-Marquardt optimization [16]. Different
ANN configurations were trained changing the number of hidden neurons. For
each configuration, some different weight inicializations was applied for training
it. The comparison of all performance of trained configuration is based on the
Mean Absolute Percentual Error(MAPE).

The data set has been divided in three different subsections: a training data set
which is presented to the learning algorithm and is used to adjusts the synaptic
weights; a validation set which secures that the ANN is generalizing well during
the training phase; and finally, a test set which is used to measure the perfor-
mance of the network after the training phase. In the training process, whenever
the validation error begins to increase, an early stopping algorithm was applied
for avoiding overfitting on the training set.

The data set division is made as following: the training set contains 63%, the
validation contains 16% and the test contains 21% of the data set. All samples
for each set are chosen randomly. Some ANN configurations have been trained
with different numbers of hidden neurons and weights initializations. The best
configuration is chosen by the smallest error(MAPE) among the others. In the
following section, the results for the training phase is shown along with a test in
a simulated case.
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3 Results

For each ANN configuration trained - based on the number of hidden neurons,
was obtained a minimum MAPE among all different weight inicializations. Also
the mean of all weight inicializations MAPE was calculated. The Figure 4 shows
the MAPE and the mean MAPE of all ANN configurations trained. In the lighter
bars, the lowest MAPE achieved for that number of hidden neurons is represented
and the darker bars represents the mean MAPE. The arrow sights the best
trained configuration obtained.

Fig. 4. Error based on Number of Hidden Neurons

In the present work, the areas that represents the ventricles are based in a
transversal section of the heart cavities and is assumed to be proportional to
their volumes. Assuming that, the EF can be calculated by

EF =
EDA− ESA

EDA
, (3)

where EDA represents the area of the end of diastole, while ESA stands for the
area of the ventricle at the end of the systole. Since the EF is calculated based
on the area, the ANN gives as output the area corresponded to the electrical
potentials, which is taken as inputs. Also a small error for the area corresponds
to a small error on EF calculation.

The MAPE for the best ANN is 0.73% based on the test set. For the purpose
of demonstration, an artificial cardiac dysfunction was generated to simulate a
new heart cycle, in which EF of left ventricle is 33.02% and 17.25% for the right
ventricle. In order o generate this target values, the end of systole is considered
being greater than normal, while the disatole remains unaltered.
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Applying the Equation 3, where the EDA remains the same, but ESA is the
one used from the output of the ANN already trained, the result obtained was
an EF of 33.37% of the left ventricle and 18.03% for the right ventricle, giving a
relative error of 1.06% and 4.49%, respectively. In the methods used by [10] the
results were 0.09% and 2.41%. These results are presented in the Table 1.

Table 1. Comparison between LM Method and ANN

Relative Errors (%)

Method RV LV

LM 2.41 0.09

ANN 4.49 1.06

The equation 4 provides the relative error:

Δ% = 100× ẼF − EF

EF
, (4)

where Δ% is the relative error, ẼF is the ejection fraction calculated from the
values obtained using the ANN’s output and EF is the target value for ejection
fraction.

4 Conclusions

The main advantage of Electrical Impendance Tomography in relation to others
tomography is its portability - the patient can stay in the hospital bedroom
while making an EIT. Because of that, methods that gives low execution time
is crucial for a continuous monitoring of the heart. As the results suggests, the
Artificial Neural Network presents a low error and fast execution time, being
capable to continuos monitoring the Ejection Fraction by EIT. Although its
error was higher than the compared methods, the difference is not significant if
you take in consideration that other errors was not included in the calculations,
such as noise in electrical potentials due to irregularities in position of electrodes
attached to the body

A problem for a neural network is its training phase, since a significant amount
of data has to be provided. In this work, the data set was synthetically generated.
But in a real world application, an image from a magnetic resonance of the
patient would have to be taken in order to do the processes described here to
train the network.

For further works, a three-dimension model can be used for better represen-
tation of the body. Besides, a data set provided from real EIT is interesting for
the choose of the best method.
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Abstract. The aim of this paper is to analyze the potentialities of Bidirectional 
Recurrent Neural Networks in classification problems. Different functions are 
proposed to merge the network outputs into one single classification decision. 
In order to analyze when these networks could be useful; artificial datasets were 
constructed to compare their performance against well-known classification 
methods in different situations, such as complex and simple decision bounda-
ries, and related and independent features. The advantage of this neural network 
in classification problems with complicated decision boundaries and feature re-
lations was proved statistically. Finally, better results using this network topol-
ogy in the prediction of HIV drug resistance were also obtained. 

Keywords:  Bidirectional recurrent neural network, classification, feature rela-
tion, output combination, HIV drug resistance, bioinformatics. 

1 Introduction 

The classification task is based on assigning a new pattern to one class of a set of N 
discrete classes. The pattern is represented by a vector X = (x1, x2, …, xN) of N charac-
teristics or features. Classification problems are just as common in bioinformatics as 
they are in other areas. In this work we focused on the classification of biological 
sequences, such as nucleotide and protein sequences. 

Just like in any classification problem, the search for appropriate features is the 
first step in building a knowledge database. The representation of biological se-
quences is particularly difficult; analyzing most biological sequences is easier if we 
have the three-dimensional structure, but unfortunately it is very difficult and expen-
sive to obtain. This is one of the motives to use primary or secondary structures as an 
alternative to represent the sequences.  These representations are linear and very 
different to the three-dimensional structure. Complex relations between the amino 
acids or between some parts of the sequence are hypothetically presumed in order to 
relate these structures. To represent the sequences, some authors use biological prop-
erties such as: hydrophobicity, polarity, etc., in order to end the problem of the varia-
ble size of the sequences. However, sometimes it is common to keep the natural  
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representation or replace the amino acids or nucleotides with any quantitative meas-
ure. This representation takes into account the complex relations that may exist  
between the elements; this representation can therefore be seen as a time sequence 
that induces the incentive to use dynamic structures to solve this problem. 

Although we will use the primary structure to represent the biological sequences, 
the variable size is not the objective to use dynamic structures in this paper. In this 
paper we have supposed that the sequences are all the same sizes or an alignment 
method was applied. This assumption was done to compare the network against the 
classic classification methods. The motivation of this paper is to see the one specific 
structure’s ability to deal with problems of complex relation between the features, that 
we suppose biological sequences have.  

To solve classification problems there are some different models of machine learn-
ing. Recurrent Neural Network (RNN) has become an increasingly popular method in 
bioinformatics problems over recent years. Given its temporal connections, the RNN 
has the particularity of making possible a temporal memory, regardless of whether 
they are future or past times. Temporal problems are not the only ones that can be 
solved with this network. Just like a Multilayer Perceptron (MLP) or how a Support 
Vector Machine (SVM) does with nonlinear kernels, RNN makes an internal feature 
extraction, By separating the features in subsets associated with times, more complex 
feature extraction combinations can be achieved. 

In particular Bidirectional Recurrent Neural Networks (BRNN)  have been used 
for protein secondary structure prediction [1].  Currently this architecture is consi-
dered to be one of the best models for addressing this problem [2]. Some authors have 
used methods based on BRNN [3] or a combination with other methods [4].  

Bidirectional Recurrent Neural Network is a type of Recurrent Neural Networks 
[5]. This structure has the advantage of not using fixed windows like MLP and can 
use information from both sides of the sequence, right and left.  

The objective of this paper is to compare the behavior of BRNN and classical clas-
sification methods when dealing with problems of different dependencies of the fea-
tures. The topology of BRNN used is the one proposed by Baldi [1], specifically the 
topology already described in [6]. The main difference between these topologies is the 
way they combine the outputs. In this paper some output combination functions are 
used to take into account that the network has one output for each time and in classifi-
cation problems there is only one output.  

Artificial databases with different dependences of the features were built in order 
to illustrate the potentiality of this type of network in datasets with complex relation 
between the features. In this paper, we selected a Multilayer Perceptron, as the classic 
neural network to classification problems as well as the Support Vector Machine and 
Bayes Network. With this comparison we don’t pretend to generalize when the use of 
BRNN is appropriate. Our purpose is to justify that this method improves the predic-
tion in some problems of biological sequences analysis in comparison to the classical 
classification methods.  

To conclude this paper shows the results using the BRNN to solve the problem of 
prediction of HIV resistance, using the information of one protein: protease. Also, the 
results obtained by the BRNN are compared with the other methods. 
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2 Methods 

2.1 Data Preparation 

Artificial datasets were generated for this experiment. To build the datasets three fac-
tors were kept in mind: feature relation, direction of the relation and decision region 
of classes. 

For each feature a further subset of features was randomly selected.  A mathemati-
cal dependency was built between the feature and the selected subset. Dependencies 
were generated by linear, polynomial and piecewise polynomial functions f(X) as can 
be seen in equations 1, 2 and 3 respectively. X = (x1, x2, …, xN) represents the feature 
vector with dimension  N. 
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In this linear function, ai is the coefficient for each i, and c is an independent term. 
This function is finally normalized by the maximum possible value of the numerator, 
keeping in mind the features generated in the interval [0,1]. 

As was explain before each feature has a subset of features of which they are de-
pendent upon, named as SDFk.  SDFk = (dk1, dk2,…, dkm), where dkj represents the 
index of features and m is also generated randomly. The coefficient ai is generated 
randomly if i is a member of SDFk, or else the value will be 0. 

In equation 2, the coefficients bi ∈ [1,10] are added, so the equation behaves poly-
nomially. 
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On the other hand, piecewise generated by polynomial function h(X) defines dif-
ferent behaviors for the last kind of functions: piecewise polynomial functions (equa-
tion 3).  

 
iii uXhuXgXf <≤= − )(),()( 1
 (3) 

Function gi defines this behavior for each subdomain. A set of thresholds was gen-
erated at random: U = (u0, u1, ..., uR), where R represents the number of intervals 
(generated at random too in the [5,15] interval). A final consideration:  u0=0, uR=1 
and ∀i∈ [1,R]: ui-1 < ui. 

At first, a subset without any feature relation was generated; and used as our refer-
ence for the comparison.  
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Dependencies between the features were analyzed in three ways: forward, back-
ward and in both directions. To build dependencies forward, the selection of the sub-
set of dependent features for a particular feature in the position i, a subset of indexes j 
were generated in the interval [0, i-1], to backward [i+1, N] and to both directions 
[1,N],  j ≠ i. 

Additionally, the classes were generated with the same features described below. 
In total, 285 datasets were generated, 95 datasets with the class generated from 

each function. Each dataset is described by 9 features and a dichotomy class. 

2.2 Models Used 

All models used in this paper were implemented in Weka (version 3.6; Waikato Envi-
ronment for Knowledge Analysis), a software developed at the Waikato University, 
New Zealand, and available at: http://www.cs.waikato.ac.nz/ml/weka/index.html.  

To compare the results, a Multilayer Perceptron, Support Vector Machine, Bayes 
Network (BayesNet) and C45 decision tree (named J48 in Weka) were selected. 

Also BRNN mentioned before was implemented in Java using the Weka package 
and added to it. 

2.3 Bidirectional Recurrent Network Topology 

The use of these networks in dissimilar fields has increased in the last few years. 
These networks have the particularity of making a temporal memory given their tem-
poral connections possible, no matter whether they are future or past times. There are 
many real problems with these characteristics.  

In order to deal with biological sequences problems, a bidirectional model to estab-
lish recurrences in two directions was used. On the left in Figure 1 the proposed to-
pology, with three-hidden-layers is shown. This makes the correlations independent 
of each time with the others. On the right, one can see the unfolded network to the 
time t. A size of window for the sequence is defined as a parameter of this model. The 
sequence is divided in sub-sequences according to the size of window (n) defined, 
where each one represents a time for the network.  According to the size of windows 
it is also possible to define the number of neurons in the input layer. As is shown in 
figure 1, the topology has a recurrent to one step backward (time t-1) and one forward 
(time t+1), that is the unfolding is of T times, where T = Sequence Length / n. For 
example for a sequence divided into three parts (times), the unfolding of the network 
will be replicated exactly three times.  

The network is trained with the Bakpropagation Through Times algorithm [7]. 
Once the basic algorithm steps for processing a problem have been defined, a pro-

cedure for combining the results was introduced. 
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Fig. 1. Bidirectional Recurrent Neural Network and its unfolding in t, t-1 and t+1 times 

Output Aggregation Functions 

The outputs can be either labels or continuous values. Label outputs refer to the dis-
crete value assigned to each class label. On the other hand, when continuous outputs 
are used, a c-dimensional vector [d1, d2, ..., dc] is provided, where dj represents the 
support for the hypothesis that output vector comes from the jth class, and c is the total 
amount of classes.  

The model can be compared with a multi-classifier, where each time is a classifier 
with its own output.  Taking into account this idea, the model output can be 
represented as T vectors, one for each time. 

In literature, several approaches for aggregating these values into a single output 
have been proposed and discussed. In this paper, we use the three following variants. 
Each function returns one vector of membership probabilities for each class, where 
the final result is the class associated to the index of value in the vector:  

• Average function: Calculates the average of the probabilistic values associated 
with the class membership of the network outputs. 

• Max Probability function: Calculates the highest value of class membership proba-
bility and returns the class with more probability. 

• Mode function: Calculates the class with more probability for each network output 
and return the class that appears most often as result. 
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2.4 Performance Evaluation 

As was mentioned before, the databases were built artificially with binary classes. 
The most commonly used parameter to assess the predictively of the classification 
models is the percent of well-classified cases (eq. 4).  

 100
FNTNFPTP

TNTP
Accuracy

+++
+=  (4) 

Where TP is the true positive rate (positives correctly classified/total positives), TN 
is the true negative rate (negatives correctly classified/total negatives), FP is the false 
positive rate (negatives incorrectly classified/total negatives) and FN is the false nega-
tive rate (positives incorrectly classified/total positives). 

Here we used the accuracy and 10-fold cross-validation to show and compare the 
results. 

3 Results and Discussion 

3.1 Results from Artificial Databases 

The training of the BRNN is based on the topology presented before. To simplify the 
experiment, three times and the same amounts of neurons for each hidden layer were 
selected: 4, 6, 8 and 10 neurons. Three output combination functions were tested: 
mode, max and average. Backpropagation Through Time algorithm was used with 
learning rate 0.01 and momentum 0.9. 

We trained a J48, BayesNet, 10 SVMs with polynomial kernels (from 1 degree to 
10 degrees), 10 MLPs with 2, 4, 6, 8, 10, 12, 14, 16, 18, and 20 neurons in the hidden 
layer. Then a 10-fold cross-validation was performed for each base, taking the accu-
racy as performance measures. Also statistical tests were applied. 

The analysis of the results is focused on the three factors used to build the databas-
es: feature relation, direction of this relation and the decision boundary, beginning 
with the last one. 

When the class is obtained by a linear function the results of BRNN are not as 
good as the other methods. In this case, SVMs and MLPs provide better results than 
BRNNs. This could be due to their capability to find hyperplanes to separate the 
classes. They are also cheaper computationally speaking, so it is not advisable to use 
BRNNs in problems with linear separation.  

On the other hand, when the class is obtained by polynomial or piecewise poly-
nomial functions, BRNNs are superior to other classifiers depending on the output 
combination method used. 

Figure 2 shows the results of accuracies in datasets with the features generated by a 
polynomial function. Vertical axes show results obtained by BRNNs with the pro-
posed output combination functions (average, max and mode), and horizontal axes 
represent the highest accuracy values of the other classifiers: J48, BayesNet, SVM 
and MLP. The BRNN superiority can be seen, at first sight, in this unfair comparison. 
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Fig. 2. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with class relation by polynomial  
function 

 

Fig. 3. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with class relation by piecewise poly-
nomial function 

The best results are obtained with the mode as output combination function. 
Similar results are shown in figure 3, but in this case, the piecewise polynomial 

function to generate the features is being used. BRNNs are superior again. This sug-
gests that when the decision boundary is complex the BRNN is an alternative method 
to solve the problem. 

Taking into account the factor of feature relation, one could predict that, the results 
obtained by BRNN in datasets without relation between the features are not really 
better than others methods. BRNN is computationally expensive and complex. For 
this reason we suggest not using these networks when the problem has independent 
features. On the other hand, there are significant differences in datasets with feature 
relations, no matter the complexity of these relations.  Fig 4 shows the comparison 
between the classical classification methods and the BRNN. Most of the time, BRNN 
achieve the higher result.  
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Fig. 6. BRNN accuracy using average, max and mode as combination functions against the J48, 
SVM, Bayes Net and MLP highest accuracy in datasets with different directions of dependen-
cies between features 

The Wilcoxon test shows highly significant differences between results obtained 
by BRNN and the other classifiers in those datasets where the class is obtained by 
polynomial and piecewise polynomial functions.  

Furthermore, the comparison between the results related with features relation and 
with the dependencies between them reconfirms the superiority of the BRNN when 
the data has dependencies between the features in any direction. 

Finally, output combinations were compared. Mode and max probability were best 
for accuracy, instead of the expected average function (the continuous central tenden-
cy measure). 
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3.2 Results Using the HIV Drug Resistance Database 

The information to build the databases is from the “Stanford Database” [8]. There are 
7 databases corresponding to drug resistance in the following protease inhibitors: 
Amprenavir (APV), Atazanavir (ATV), Indinavir (IDV), Lopinavir (LPV), Nelfinavir 
(NFV), Ritonavir (RTV) y Saquinavir (SQV). 

In [6] the use of this BRNN topology is shown with mode as the output combina-
tion function, to solve this problem, but with another version of the database. Here 
more cases from the database were used. BRNN is compared with previous results 
with others methods. In [9] the results obtained by a lot of classification methods to 
predict the HIV drug resistance is shown. 

Here the BRNN is trained with the three output combination functions used before. 
Also other classification models were trained: J48, SVM with different kernels: linear, 
polynomial and Gaussian; BayesNet, MLP.  

In this work the amino acids are represented with their contact energies and the da-
tabase is the last version of the Stanford Database. For these reason the obtained re-
sults are a slightly different to those obtained in [9] and [6]. 

Table 1 illustrates the results obtained by different models. BRNN achieves accu-
rate similar or superior results in all cases. The best output combinations for this prob-
lem are mode and max probability.  

Table 1. Results of accuracy for database of protease inhibitors 

 J48 
SVM 

linear 

SVM 

Polynomial 

SVM 

 Gaussian
 BayesNet MLP 

BRNN 

Average

BRNN 

Mode 

BRNN 

Max Probability 

APV 0.82 0.82 0.82 0.69 0.81 0.79 0.82 0.83 0.83 

ATV 0.65 0.75 0.73 0.61 0.68 0.76 0.74 0.75 0.77 

IDV 0.89 0.89 0.88 0.82 0.89 0.88 0.87 0.90 0.90 

LPV 0.89 0.87 0.88 0.85 0.86 0.89 0.89 0.91 0.89 

NFV 0.90 0.88 0.86 0.71 0.90 0.88 0.91 0.91 0.92 

RTV 0.93 0.90 0.90 0.80 0.91 0.90 0.91 0.93 0.93 

SQV 0.76 0.74 0.74 0.74 0.72 0.73 0.72 0.74 0.76 

Average 0.83 0.84 0.83 0.74 0.83 0.83 0.84 0.85 0.85 

 
In this biological sequence problem the BRNN also achieves the best or at least 

similar results in most of the databases, as is shown in table 1. Although the mode 
achieves better results with respect to the rest of methods, the max probability is now 
the aggregation function with best results.  

4 Conclusions 

BRNN is not the best classifier in linear decision boundary problems. In these prob-
lems, other simpler methods are in fact better, such as, SVM and MLP. However, in 
problems with complex decision boundaries, as soon as relations start emerging be-
tween features, BRNN becomes the best classifier. The best results of this model are 
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when the features have dependencies in the sequences on both backward and forward. 
It is recommended to use the mode or the max probability as output combination. 

In regards to the problem of HIV drug resistance the results of the topology of 
BRNN proposed has superior results or at least similar to the results obtained by the 
other techniques. These results and conclusions do not mean that the model described 
here is better than other methods for any type of biological problem, but it is a prom-
ising method to bear in mind. 
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Abstract. The reasons because power systems monitoring is a challeng-
ing task are the complexity and high degree of interconnection present
in electrical power networks, the presence of dynamic load changes in
normal operation mode, the presence of both continuous and discrete
variables, as well as noisy information and lack or excess of data. There-
fore, in order to increase the efficiency of diagnosis, the need to develop
more powerful approaches has been recognized, and hybrid techniques
that combine several reasoning methods start to be used. This paper
proposes a methodology based on the system’s history data. It combines
two techniques in order to give a complete diagnosis. The proposal is
composed by two phases. The first phase is in charge of the fault de-
tection by using Multidimensional Scaling (MDS). MDS acts like a first
filter that gives the most probably state of each system’s node. The
second phase gives the final diagnosis using an Adaptive Neuro-Fuzzy
Inference Systems (ANFIS) over the node(s) given by the first phase in
order to look for the faulty line(s) and the time when the fault starts.
This proposal can detect the presence of either symmetrical or asymmet-
rical faults. A set of simulations are carried out over an electrical power
system proposed by the IEEE. To show the performance of the approach,
a comparison is made against similar diagnostic systems.

Keywords: Fault Detection, Fault Diagnosis, Complex Systems, Elec-
trical Power System, Dynamic Load Changes, Multidimensional Scaling,
ANFIS.

1 Introduction

From the point of view of safety and reliability of electric power systems, it is
necessary to have an early fault diagnosis scheme which can detect, isolate, diag-
nose the faults, and advise the system’s operators to initiate corrective actions.
During a disturbance, there is a great number of events related to the fault(s).
Such events make the decision of the restoration actions to be carried out a
difficult task to the power system’s operator. Moreover, with advances in power
system devices and communications, even more information will be presented to
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operators, and alarm processing in large power systems calls for the treatment
of a great bulk of information. The increase in information will enable a more
complete view of the power systems state, but it will increase the need for fault
diagnosis to effectively handle the system information. In this domain, the need
to develop more powerful approaches has been recognized, and hybrid techniques
that combine several reasoning methods start to be used.

An electrical power system fault detection and diagnosis methodology using
a combination of the Multidimensional Scaling (MDS) and an Adaptive Neuro-
Fuzzy Inference Systems (ANFIS) is proposed. The framework proposed is a pro-
cess history based method. The organization of the paper is as follows. Section
2 reviews the state of the art. Section 3 gives the preliminaries and the back-
ground knowledge on MDS and ANFIS. Section 4 gives the approach general
description. Section 5 shows how this framework works in a simulation example.
Finally, conclusion ends this paper in section 6.

2 State of the Art

The reasons behind the increased interest in fault diagnosis in power networks
are the complexity and high degree of interconnection present in electrical power
networks, that can lead to an overwhelming array of alarms and status messages
being generated as a result of a disturbance. This can have a negative impact
on the speed with which operators can respond to a contingency. Therefore, in
order to increase the efficiency of diagnosis, it is necessary to use automated
tools, which could help the operator to speed up the process.

[8] presents a methodology that uses artificial neural networks integrated
with other several statistical techniques. Among the numerical and statistical
tools used in the approach is the Fourier parameters, the RMS values (RMS),
the constant of false alarm rates (CFAR), the skewness values (SV), the Kurtosis
measures (KM), the ratio of power (ROP), symmetrical components (SC), which
seek to identify in a integrated way between a normal operation situation and
a transient occurrence situation. When there is a fault, an artificial neural net-
work of multilayer perceptron type classifies it. In [9] there are multiple ANFIS
units which are Fault Detection, Fault Classification and Fault Location units
to carry out the diagnosis of a long tranasmission line. They are instituted by
training different data that are carried out at various situations of fault and no
fault conditions. The input data ANFIS detection units are firstly derived from
the fundamental values of the voltage and current measurements using digital
signal processing via Fourier transform. [6] uses readings of the phase current
only during the first one-forth of a cycle in an integrated method that com-
bines symmetrical components technique with the principal component analysis
(PCA) to declare, identify, and classify a fault. This approach also distinguishes
a real fault from a transient one and can be used in either a transmission or
a distribution system. [4] presents a framework that uses a probabilistic neural
network to classify the most probably node’s state based on the eigenvalues of
the line’s voltages correlation matrix. Then a comparison against a fault signa-
ture is made to diagnose the type of fault. [7] proposes an Augmented Naive
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Bayesian power network fault diagnosis method based on data mining to diag-
nose faults in power network. The status information of protections and circuit
breakers are taken as conditional attributes and faulty region as decision-making
attribute. [2] can analyze faults occurring between two buses that are equipped
with measurement units. The first step of the framework is to detect the presence
of a fault in the power system in real time. Then, the method of symmetrical
components is used to convert the three-phase power signals to three sets of
independent components, which are positive, negative, and zero sequences. [5]
proposes a two phase methodology. First phase uses a probabilistic neural net-
work to obtain the most probably operation mode of the nodes, then a second
phase performs an ANFIS to determine the real state of each node’s lines. The
present work proposes a variant of the approaches shown on [4] and [5].

The methodology presented in the present paper, carries out a complete diag-
nosis in two phases. The main difference is the way the detection process is done.
A set of simulations are carried out over an electrical power system proposed
by the IEEE. To show the performance of the approach, a comparison is made
against similar diagnostic systems. The results have shown promising results for
this new proposal.

3 Preliminars

3.1 Multidimensional Scaling

Multidimensional Scaling (MDS) techniques are applied when for a set of ob-
served similarities (or distances) between every pair of N items, it is wanted to
find a representation of the items in fewer dimensions such that the inter-item
proximities nearly match the original similarities (or distances). It may not be
possible to match exactly the ordering of the original similarities (distances).
Consequently, scaling techniques attempt to find configurations in q ≤ N − 1
dimensions such that the match is as close as possible. The numerical measure
of closeness is called the stress. [3] summarizes the MDS algorithm as follows:

– For N items, obtain

M =
N(N − 1)

2
(1)

similarities (distances) between distinct pairs of items.

– Order the similarities as

si1k1 < si2k2 < ... < siMkM (2)

where si1k1 is the smallest of the M similarities.

– Using a trial configuration in q dimensions, determine the inter-item dis-
tances

d
(q)
i1k1

> d
(q)
i2k2

> ... > d
(q)
iMkM

(3)
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– Minimize the stress

Stress =
[∑

i<k

∑
(d

(q)
ik − d̂

(q)
ik )2∑

i<k

∑
(d

(q)
ik )2

] 1
2

(4)

– Using the d̂
(q)
ik ’s, move the points around to obtain an improved configura-

tion. A new configuration will have new d
(q)
ik ’s new d̂

(q)
ik ’s and smaller stress.

The process is repeated until the best (minimum stress) representation is
obtained.

Thus, MDS allows to visualize how near points are to each other for many kinds
of distance or dissimilarity measures and can produce a representation of data
in a small number of dimensions. MDS does not require raw data, but only a
matrix of pairwise distances or dissimilarities. A matrix is a similarity matrix
if larger numbers indicate more similarity between items, rather than fewer. A
matrix is a dissimilarity matrix if larger numbers indicate less similarity.

3.2 Adaptive Neuro-Fuzzy Inference Systems

Adaptive Neuro-Fuzzy Inference Systems (ANFIS) are a class of adaptive net-
works that are functionally equivalent to fuzzy inference systems. For simplicity,
assume that the fuzzy inference system under consideration has two inputs x
and y and one output z. For a first order Sugeno fuzzy model (shown in Fig. 1)
a common rule set with two fuzzy if-then rules is of the form

– Rule 1: If x is A1 and y is B1, then f1 = p1x+ q1y + r1
– Rule 2: If x is A2 and y is B2, then f2 = p2x+ q2y + r2

Fig. 1. ANFIS architecture

Every node i in layer 1 has a node function

O1,i = μAi(x) for i = 1, 2, (5)

where O1,i is the membership grade of a fuzzy set A (A = A1, A2, B1 or B2)
and it specifies the degree in which the given input x satisfies the quantifier A.
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These are the premise parameters. In layer 2 every node is a fixed node labeled
Π , whose output is the product of all the incoming signals

O2,i = wi = μAi(x)μBi(y) i = 1, 2 (6)

each node output represents the firing strength of a rule. Every node in layer 3
is a fixed node labeled N . The ith node calculates the ratio of the ith rule’s firing
strength to the sum of all rules’ firing strengths

O3,i = w̄i =
wi

w1 + w2
i = 1, 2 (7)

In layer 4 every node i is an adaptive node with a node function

O4,i = w̄ifi = w̄i(pix+ qiy + ri) (8)

these are the consequent parameters. The single node in layer 5 is a fixed node
labeled

∑
, which computes the overall output as the summation of all incoming

signals

overall output = O5,i =
∑
i

w̄ifi =

∑
i wifi∑
i wi

(9)

4 Framework Description

This is a variant of the proposals shown in [4] and [5]. The general fault de-
tection and diagnosis framework proposed in the present work is shown in Fig.
2. According to [10] this proposal is a process history-based method because of
the need of a data set when the system runs under normal operating conditions.
The framework only requires a big quantity of historical data, containing normal
operation data in the system. The approach is composed by two phases. First
phase is the detection process and the second phase gives the final diagnosis.

The two phases of the complete fault detection and diagnosis system performs
their functions as follows:

1. As depicted in figure 2, the very first step is to take data sets of normal
operation and split them in windows of n samples. Then a multidimensional
scaling (MDS) procedure is carried out. The output of this MDS will be
a set of vectors in p dimensional space such that the matrix of Euclidean
distances among them corresponds as closely as possible to some function
of the input matrix according to a criterion function called stress. These
distances could be plotted and will give an idea of how the samples group in
a two dimensional space. MDS is used as a feature extraction step to learn
the normal operation dynamics of the system. Feature extraction could in-
clude several different methods to extract relevant aspects that will serve as
a-priori knowledge of the normal behavior of the system. In this paper the
feature extraction is carried out only by the MDS. MDS gives the distances
between the lines of each system’s nodes. Then from these distances, the
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Fig. 2. General fault detection and diagnosis framework

minimum and maximum limits are obtained describing in this way the nor-
mal operation mode. When monitoring the system, MDS is performed over
the test data set to extract the distances between the lines of each system’s
node and then they are compared against the minimum and maximum limits
that describe the normal operation. When faulty data is present the output
of this phase will give which node is on a faulty condition based on the
fact that at least one of the distances between its lines must be out of their
normal operation limits. The use of MDS is to quickly locate the suspicious
nodes instead of performing the second phase of the methodology over the
entire original system. Thus the search space for a fault presence is reduced
to only for those nodes whose distances between their lines lay outside the
normal operation limits providing the advantage of speeding up the fault
detection process. If the features extracted are inside the normal operation
limits then the monitoring system continues its process by taking another
data set to test.

2. If the features extracted lay outside the normal operation limits the second
phase of the methodology starts. Here an ANFIS is used to look for the
type of fault present and to give the final diagnosis. In this second phase
an ANFIS is built as shown in section 3.2 using for this task according with
the most probably state of the system the corresponding variables (electrical
node’s lines) that are found in normal operation as the predictor variables
for each one of the rest of variables. Thus, the ANFIS for a specific variable
will predict the value of the variable monitored being this output, its normal
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operation value. With this value it is obtained a normal operation interval
with respect to the normal operation predicted value. Finally a comparison
against the normal operation limits is carried out in order to detect which of
the variables has a fault present. This comparison serves as a classifier that
gives the real variables’ state and can be used to locate the period of time
or sample number where the fault occurs.

The algorithm for this approach could be summarized as follows:

Learning steps of the monitoring system

1. Take a normal operation data set
2. Carry out the feature extraction for learning. In this work this is as follows:

(a) Split the original data set in smaller windows
(b) Apply MDS
(c) Obtain the minimum and maximum distances between the electrical lines

of each node
(d) Stablish the normal operation distances limits for the electrical lines

3. Form and train an ANFIS using the corresponding variables (electrical node’s
lines) that are found in normal operation as the predictor variables for each
one of the rest of variables.

When monitoring a data set the system performs as follows:

4. Take a test data set. This is a window of n samples as depicted in step 2(a).
5. Carry out the feature extraction for testing. Do the same as in step 2 (b)

and 2 (c).
6. Compare the distances between the electrical lines of a suspicious faulty

node against the limits of normal operation data distances. Verify if these
distances are inside the limits obtained in step 2 (d).

7. If all of the distances are between the normal operation limits return to step
4 else go to step 8

8. Perform an ANFIS for the suspicious node
9. Look for the variables that have actual different values from those predicted

by the ANFIS
10. Look for the position of the samples that differ from the right predicted value

given by the ANFIS obtained in step 3
11. Give the final diagnosis. Show the variable that is in faulty mode as well as

its location

5 Case Study

The present section shows the performance of the framework proposed for
multiple-fault diagnosis over the IEEE network shown in Fig. 3. This figure de-
picts an electrical power system having dynamic load changes. The performance
of the methodology proposed for multiple-fault diagnosis was observed within
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50 simulation databases of the IEEE network. In order to make the comparison,
it has been used those 50 databases containing symmetrical and asymmetrical
faults at random nodes, taking into account multiple simultaneous faults sce-
narios with up to five different faults at a time, and combining faults such as:
one line to ground, two lines to ground, three lines to ground, fault between two
lines and the no fault mode.

The diagnosis system proposed was tailored according to the steps described
on section 4 as follows:

Fig. 3. IEEE reliability test system single line diagram

1. Obtain windows of 100 samples from normal operation history data process
(electrical voltage in each node’s lines).

2. Obtain MDS minimum and maximum distances between the electrical lines
of each of the 24 nodes of the system.

3. Stablish the normal operation distances limits for each of the 24 nodes.

4. Train an ANFIS with voltage’s amplitude of normal operation mode.

5. Take a test data set of 100 samples from the electrical power system being
monitored.

6. First Phase: Use MDS to obtain the distances between the electrical lines of
each of the 24 nodes of the system.

7. Identify which nodes have their distances out of the normal operation limits.
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8. Second Phase: Carry out and ANFIS for each of the lines involved on the
most probably faulty node given by the first phase output (see step 7). Then
compare the suspicious samples with the output of the ANFIS in order to
determine the real state of the system and if there is a fault present, classify
and locate it.

9. Give the final diagnosis of each node being monitored. If a fault is present
in a specific node give the node’s number, the type of fault present and the
time when it appears, else print NO FAULT.

We have considered on the simulations that voltages from the three lines of
each of the 24 nodes from the electrical network are measured and registered
on a database. The methodology has been applied under the consideration that
voltage’s information is known, nevertheless on electrical power systems the only
available information could be the electrical network’s breakers state instead of
voltages or electrical current’s values. The proposal takes sample windows of 100
data and takes into account three possible cases.

– Case 1: System is working properly during the first 25 samples from a total
of 100, that means 25 samples are ok and 75 samples correspond to fault
present on system.

– Case 2: Takes 50 samples of normal operation data and 50 samples with
fault present.

– Case 3: Takes 75 samples of normal operation and 25 with fault present.

Table 1. Comparison of the diagnosis systems general performance’s percentages of
detection by fault type for each proposal after 50 simulations

Component State Probabilistic Logic [1] PNN + EIG [4] MDS + ANFIS

A-B-C GND 100 100 100

A-B GND 100 100 100

A GND 86 93 100

A-B 83 78 88

B-C 100 79 88

NO FAULT 71 64 88

Table 2. Comparison of the diagnosis systems general performances percentages for
each of the proposals for case 1 after 50 simulations of different fault scenarios

Proposal [Reference] Detection Identification Location

Probabilistic Logic [1] 88 88 70

PNN + EIG [4] 85 85 60

MDS + ANFIS 85 90 90
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Table 3. Comparison of the diagnosis systems general performances percentages for
each of the proposals for case 2 after 50 simulations of different fault scenarios

Proposal [Reference] Detection Identification Location

Probabilistic Logic [1] 85 83 65

PNN + EIG [4] 79 79 50

MDS + ANFIS 80 85 85

Table 4. Comparison of the diagnosis systems general performances percentages for
each of the proposals for case 3 after 50 simulations of different fault scenarios

Proposal [Reference] Detection Identification Location

Probabilistic Logic [1] 80 79 50

PNN + EIG [4] 75 75 45

MDS + ANFIS 75 80 80

Fig. 4. Different fault scenarios. a)Case 1 for node 9, one line to ground. b)Case 2 for
node 3, two lines to ground, c)Case 1 for node 7, fault between two lines.
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Fig. 4 shows the voltages’ magnitud for different scenarios. Those scenarios
are the following: Fig.4a) represents a fault present on node 9 for case 1 and the
type of fault is one line to ground. Fig.4b) shows a two lines to ground fault on
node 3 for case two and Fig.4c) depicts case 1 fault between two lines for node
7.

To observe the performance of the new proposal, a comparison against a
diagnostic system based on probabilistic logic taken from [1] and the framework
proposed on [4] has been carried out. Table 1 shows the comparison of the
performance’s percentages of detection by fault type for each proposal. It clearly
shows that the new approach has the best performance of the three diagnostic
systems being compared.

Tables 2, 3 and 4 show the comparison of the present fault diagnosis system
against those used in [4] and in [1]. The comparison was made for Case 1, Case
2 and Case 3 respectively. The percentages were obtained after carry out 50
simulations for each case and combining different fault scenarios. First column
shows the methods used on each proposal. Second column gives the general
percentage of fault detection, that is the percentage of correct detection of a
fault present for the 50 simulations. Third column is the general percentage of the
correct identification of type of fault present on the system. Fourth column shows
the general percentage of the correct sample location when the fault occurs.

6 Conclusion

This paper has presented a new proposal to carry out a complete fault detec-
tion and diagnosis of electrical power systems with dynamic load changes. The
methodology proposed is composed by two phases. First phase is the fault detec-
tion process. This is done by using MDS technique in order to obtain the limits
of the distances between the voltage samples of each node that define the normal
operation of the system. The output of the second phase is the final diagnosis.
This is carried out by a comparison between the observed variables and those
predicted by an ANFIS. This allows to give which line(s) are in faulty mode.
The simulations carried out has shown the promising results obtained with this
approach in comparison with similar frameworks.
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Abstract. This paper proposes a novel control scheme for rotor time constant 
identification using artificial neural networks. This approach, based on estima-
tion of the rotor time constant from motor terminal variables (stator voltage, sta-
tor current and rotor speed), can be applied to indirect field oriented control and 
used to tune the actual rotor time constant of the induction motor to its set value 
programmed in the decoupling controller. The neural estimators use the back-
propagation learning process to update their weights. The performance of the 
proposed scheme is carried out by extensive simulations confirming the feasi-
bility of the proposed control strategy. 

Keywords: artificial neural networks, indirect field oriented control, induction 
motor drives, rotor time constant. 

Nomenclature 

ANNs Artificial Neural Networks 
d,q direct and quadrature components 
Rs , Rr          stator and rotor resistance [Ω] 
ids , iqs          stator current dq –axis [A] 
idr , iqr          rotor current dq –axis [A] 
vds , vqs        stator voltage dq-axis [V] 
vdr , vqr        rotor voltage dq-axis [V] 
Ls , Lr, Lm     stator, rotor and mutual inductance [H] 
λds, λqs dq stator fluxes [Wb] 
λdr, λqr dq rotor fluxes [Wb] 
Tem electromagnetic torque [N.m] 
ωr, ωe, ωsl rotor, synchronous and slip frequency [rad/s] 
τr rotor time constant 
J inertia moment [Kg.m2] 
np motor pole number 
σ leakage coefficient 
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1 Introduction 

Development of vector control techniques applied to induction motors, power conver-
ters and digital controllers has initiated the decline of the supremacy of DC machines 
in high performance adjustable speed drives. The vector control can be realized in a 
direct or indirect fashion [1]. The latter arouses more interest since it does not imply 
any modification to the structure of the machine. The method of indirect orientation 
of the rotor flux is widely used due to its simplicity and because it lends itself well to 
a generalized implementation for general-purpose induction motors. The principal 
drawback of the indirect method is its sensitivity to parameters variation [2]. The 
differences between the parameter programmed in the regulators and the real parame-
ters of the machine deteriorate the performances of the drive not only in transients, 
but also in steady state [3]. The estimation of the rotor time constant is thus necessary 
for the implementation of high performance vector control schemes based on indirect 
method of rotor flux orientation. Various techniques are explored nowadays by re-
search team’s al1 around the world. All have the aim of obtaining correct values of 
the motor parameters, required in the implementation of indirect vector controls in-
sensitive to parameters variation [4]-[5]-[6]-[7]-[8]-[9]-[10]-[11]. 

The contribution of this paper lies in the use of artificial neural networks (ANNs) 
for the implementation of vector controlled induction motor. The advantages of 
ANNs have been highlighted in several fields of application and they arouse, current-
ly, much interest in the fields of power electronics and electrical machines control 
[12]. The main objective of this research is to estimate the rotor time constant of an 
induction motor drive, in order to realize an indirect field oriented control insensitive 
to the variation of this parameter. The originality of this work lies in the approaches 
used. Indeed, three new estimation strategies have been developed. These techniques 
use either ANNs or the motor model equations under dynamic conditions in the sta-
tionary reference frame. To achieve this goal, several sub-objectives are to consider in 
particular, the development of a simulation library of induction motor, the develop-
ment of learning methods ANNs, and finding appropriate architectures. 

2 Indirect Field Orientated Control 

The indirect field orientation uses the slip relation to estimate the flux position to the 
rotor. There are no sensing devices placed inside the motor, meaning there is no direct 
measurement of the magnetic field. Instead, the rotor speed (i.e. rotor frequency) is 
measured and slip frequency is calculated. Addition of these frequencies yields an 
optimal stator frequency for motor control. A sensor on the motor shaft measures the 
rotor angle θr (or measures the rotor speed ωr, followed by an integrator for calcula-
tion of the angle). The input signals for current control are used for calculation of the 
desired slip frequency, ωsl, which is integrated, giving a slip angle, θsl, which is added 
to the rotor angle. (The slip angle is required to adjust the inclination of the d-axis so 
that the magnetization of the motor is along this axis). The sum of the two angles 
gives the instantaneous rotor flux position angle. 
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The decoupling conditions may be written: 
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The slip equations for an induction motor in an arbitrary synchronously rotating refer-
ence frame are given by: 
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when ids and iqs are decided by ωsl, rotor flux position θe is given by: 

 ( )
0 0

t t

e e r sldt dtθ ω ω ω= = +   (5) 

Indirect field orientation does not have inherent low speed problems (unlike direct 
field oriented control), and is thus preferred in most systems that must operate near 
zero speed. As well, flux can be obtained even down to zero frequency, making it 
suitable for position control. A major drawback, however, is that calculation of the 
rotor flux depends on the rotor the constant τr, where τr=Lr/Rr. This time constant is 
dependent on rotor resistance, which is a function of rotor temperature and therefore 
tends to vary significantly due to temperature variations and the skin effect. This af-
fects the accuracy of the flux magnitude and angle estimation, leading to degradation 
in system performance and quality of control. 

3 Mathematical Development of Rotor Time Constant 
Estimator and Rotor Flux 

Consider the stator voltages equations and calculate the term: (vdsiqs-vqsids), 
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We replace (λds and λqs) by their values given by (7) and (8), we find: 
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We replace (dλds/dt and dλqs/dt) by their values given by (9) and (10), we find: 
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Hence, we can derive the expression of the rotor time-constant (τr=Lr/Rr): 
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Due to the mathematical complexity and quantity calculations of rotor time constant 
estimators, an implantation using ANNs seems interesting. 
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4 Neural Rotor Time Constant Estimator 

Among the various neural networks and their associated algorithms, our choice fell on 
the study of continuous multilayer neural networks. This type of network has excel-
lent characteristics in the estimation and signal processing. In our application, we 
developed three ANNs that can be used in achieving a high performance control of 
induction motors controlled by indirect method of rotor flux orientation. ANNs we 
used are multi-layer networks, simple (the neurons of a layer are connected only to 
neurons of the next layer) and each neuron is connected to all neurons of the next 
layer. The network consists of an input layer, a hidden layer and an output layer. We 
also tried two hidden layers networks, but the results and the learning curve is very 
comparable, for the same number of neurons, to those obtained from a hidden layer. 
Neurons used in ANNs developed are continuous neurons (sigmoid and linear). The 
methodology used consisted in preparing a databank fairly representative. This bank 
should take into account the maximum information on the different modes of training, 
enrolling in range where it is required to operate. Once this databank prepared and 
normalized, a part representing 20% is chosen to test the network generalization for 
data never learned. The remaining 80% is used as databank learning will be used to 
adapt the weights and biases of the ANN. As we mentioned goal is to realize ANNs 
capable of well generalize, the structure of ANNs has been developed following the 
cross-validation procedure proposed by [13]. Once the databank learning and the 
structure of ANNs determined, the learning phase is started using the toolbox neural 
network MATLAB. During this learning phase, we proceed regularly to verify the 
network generalization. At the beginning of this phase, the training error and those 
generalization decrease progressively as the number of iterations increases. However, 
from a number of iterations, the generalization error starts to grow while the learning 
continues to decline. This is due to the fact that ANNs begins to learn by heart the 
training data (memorization). 

As the goal is to develop ANNs that generalize, it is necessary that the learning phase 
to be stopped as soon as the generalization error starts to grow. If both errors are  
far from the desired error, we add some neurons and restart the learning phase until 
obtaining a good compromise between the desired errors, learning and generalization. 
Once the ANN has converged to an acceptable error, the optimal weights and biases 
are saved. 
 
Development of the Neural Network  
A neural network has been trained for estimating the rotor time constant variation in 
line using speed measurements, voltage and stator current (vds, vqs, ids, iqs, ωr). 

Signals networks learning were prepared from the machine phase model in which we 
programmed the rotor resistance variations. In addition, survey data from the machine 
experimental magnetization characteristic were used to develop a model that takes into 
account the saturation. For each rotor resistance variation, the rotor time constant is 
calculated and stored. A databank has been constructed from the input signals (vds, vqs, 
ids, iqs, ωr), and network output τr. In preparing this databank, different operating condi-
tions (torque and flux variables) were simulated. For the couple, the operations in the 
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two rotation directions and even stoppage were simulated. It should be noted that learn-
ing could also be done with real signals captured in the laboratory, if we can by one 
means or another to vary the rotor time constant value. This is simpler in the case of a 
wound rotor machine, which can easily apply variations in rotor resistance. Each time 
constant value corresponds to a very precise combination of input signals. The artificial 
neural network role is therefore able to detect in the modifications imposed on the input 
signals, due to the rotor resistance variation, the time constant value at machine level. 
Once this databank prepared, it was subdivided at random into two subsets, one for 
training whose size represents 80% of this databank and another representing approx-
imately 20% was reserved for testing the network generalization for data never learned. 
The databank contains prepared 5000 combinations of input signals - rotor time con-
stant, which represents a reasonable size for bank learning ANNs. 
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Fig. 1. Neural network for rotor time constant calculation 
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A three-layer network with a total of 37 hard limit neurons is employed to imple-
ment the rotor time constant estimator as shown in Fig.1. The first hidden layer has 22 
neurons (square activation function neuron with the w1 and bias θ1), 8 neurons in the 
second hidden layer (tansig activation function neuron with the weight w2 and bias 
θ2), and the output layer has one neuron (linear active function neuron with the weight 
w3 and bias θ3). The network is trained by a supervised method. After 435 training 
epochs, the sum squared error arrives at zero. 

 

Fig. 2. Estimation results of the neural rotor time constant and estimation errors 

 

Fig. 3. Rotor speed 
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Fig. 4. Stator current (id, iq) 

 

Fig. 5. Electromagnetic torque 

Fig.2 shows the results of neural rotor time constant estimating. This result is pre-
sented for rotor flux oriented drive operating at nominal set-points flux and torque, in 
which we have programmed a rotor resistance which varies between 100%, 75%, 
50%, 125%, 150% and 100% at t = 0.5s, t = 1s, t = 1.5s, t = 2s and t = 2.5s respective-
ly. The neural network was also used to adjust a rotor flux oriented drive with respect 
to the rotor resistance variation. The rotor time constant estimated by this ANNs is 
used to correct the set-point slip at vector controller level. 
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You can see in this figure the transient behavior of rotor time constant estimator based 
ANNs. We can also see that it responds precisely and variation index instantly applied 
to the rotor time constant. Indexical variations were used here in order to verify the 
dynamic performance estimation scheme. However, in practice the rotor time constant 
varies exponentially with the heating of the machine.  

The rotor speed response shows that the drive can follow the low command speed 
very quickly and rapid rejection of disturbances, with a low dropout speed (Fig. 3). 

The current responses are sinusoidal and balanced, and its distortion is small (Fig. 4). 
The current and electromagnetic torque (Figs. 4 and 5) curves remain at their re-

spective set-points despite the variation applied to the rotor resistance. This proves 
that the adaptation process of this parameter is actually performed and that decoupling 
is maintained, seen that electromagnetic torque and current in the machine remain at 
their respective set-points. 

Induction motor parameters: 

Pn = 2.2kW, Vn = 220/380V, f = 60Hz, Rs = 0.84Ω, Rr = 0.3858Ω, Ls = 0.0706H,       
Lr = 0.0706H, Lm = 0.0672H, J = 0.008kg·m2, np = 2. 

5 Conclusions 

In this paper we presented the analysis and the discussion of the effect of the rotor 
time constant variations on the dynamic performance of rotor flux indirect field orien-
tation drives. We proposed a novel method for the adaptation of this quantity based on 
artificial neural networks. The computer simulations have shown the validity and the 
feasibility of the proposed method that possesses the advantages of neural network 
implementation: the high speed of processing. In addition this method is more adapted 
for practical implementation because it uses only stator terminal quantities (voltage, 
current and frequency) in the estimation of the rotor time constant. This approach 
should be useful in various applications where rotor time constant changes can  
seriously deteriorate the performance of the drive. 
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Abstract. This paper introduces a Genetic Algorithm (GA) for training
Artificial Neural Networks (ANNs) using the electromagnetic spectrum
signal of a combustion process for flame pattern classification. Combus-
tion requires identification systems that provide information about the
state of the process in order to make combustion more efficient and clean.
Combustion is complex to model using conventional deterministic meth-
ods thus motivate the use of heuristics in this domain. ANNs have been
successfully applied to combustion classification systems; however, tra-
ditional ANN training methods get often trapped in local minima of the
error function and are inefficient in multimodal and non-differentiable
functions. A GA is used here to overcome these problems. The proposed
GA finds the weights of an ANN than best fits the training pattern with
the highest classification rate.

Keywords: Genetic Algorithms, Artificial Neural Networks, Flame
Classification, Electromagnetic Spectrum.

1 Introduction

Currently Combustion is the most important source of energy for power gen-
eration, heating, and transportation in the world and this trend is expected to
continue in the foreseeable future [1]. Control systems that provide informa-
tion about combustion are of great importance for the energy saving. However,
combustion is a dynamic, highly nonlinear and multivariable process, which is
particularly complex to model using conventional deterministic methods.

Diagnostic methods based on flame monitoring have been implemented as
strategies to provide a status in combustion process with which can implement
control and optimization systems to make more efficient combustion process,
optimizing fuel consumption and reducing emissions. Several monitoring flame
techniques have been developed for combustion processes using Fuzzy Logic [2],
Expert systems [1], Support Vector Machines [3], Artificial Neural Networks
(ANNs) [4] and Genetic Algorithms (GAs) [5, 6], focussing mainly on combustion
gases analysis and prediction.

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 172–184, 2013.
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Monitoring flames through spectral analysis approaches arises as an alter-
native to monitoring techniques such as image analysis, which are difficult to
implement in combustion systems and require more computer processing. Com-
bustion processes such as those occurring in power generation industry frequently
make use of optical sensors as a safety measure indicating the presence or ab-
sence of the flame inside the furnace. However these sensors could provide more
information about the flame state that can be used for combustion optimization.

GAs are heuristic search methods based on the mechanism of genetics and
natural selection. GAs require minimum specific domain knowledge about the
search space, which makes their use very general. GAs are also easy to use and
can be particularly useful when dealing with optimization problems having a very
large, complex and little known search space, in which traditional mathematical
programming techniques tend to fail [7].

Performance of ANNs is largely influenced by the architecture as well as by
the weights used for its connections. The training stage in an ANN is the process
of adjusting the weights such that the training patterns fit with the lowest error
while having a profitable generalization ability to recognize new patterns. Tra-
ditional training methods for ANNs are based on gradient descent and get often
trapped in local minima of the error function. Therefore, such methods are very
inefficient in multimodal and non-differentiable functions [8]. In such cases, the
use of metaheuristics such as a GA is more appropriate. The GA proposed here
aims to adapt the weights of the connections of an ANN[9], different approaches
include the evolution of architecture [10–12] and the evolution of learning rules
and transfer functions [13].

The study reported here focuses on the electromagnetic spectrum signal anal-
ysis and GAs to train an ANN for the classification of pattern flames of a com-
bustion process. The remainder of this paper is organized as follows. In Section 2,
we describe the methodology adopted for our study, including a description of
the data acquisition and the features extraction processes of the electromag-
netic spectrum. In Section 3, we describe the main features of the GA that is
used to train an ANN and we also provide a description of the experimental
design adopted.Our results are shown in Section 4 and our conclusions and some
possible paths for future research are provided in Section 5.

2 Methodology

This section provides a description of the methodologies that have been used
for flame classification. In Figure 1, we show a general diagram of the system
adopted in our study, which includes three main stages: 1) data acquisition, 2)
features extraction and 3) the use of an ANN trained by a GA.

2.1 Data Acquisition

In our study, the electromagnetic spectrum of a combustion process was mea-
sured using a flame scanning system with a solid-state optical sensor that op-
erates between the ultraviolet peak at 350 nm and the infrared peak at 700
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Fig. 1. Diagram of the system adopted in our study

nm. The scanning system output is 450 hexadecimal data, containing the sensor
configuration and the flame signal in both the time and frequency domains.

In combustion process optimization one of the most important condition is
the air/fuel ratio. Particularly there are tree conditions related to this ratio
balance: fuel rich, fuel lean and air/fuel balance. In Figure 2, we show the signals
associated to the following flame states:

1. No flame (background radiation)
2. Stable flame(air fuel balance)
3. Flame with air excess (fuel lean)
4. Flame with fuel excess (fuel rich)

A database was created using signals of the four flames states using a program
written in Visual Basic for data acquisition. The database is composed of 480
signals (we stored 120 for each flame pattern). Each signal contains 256 values
corresponding to the voltage equivalent to the flame intensity in 500 ms.

The database was divided in three subsets:

1. Data Training: Data used for training our ANN (see Section 3). The quadratic
error is minimized in the fitness function of the GA adopted to train the
ANN. This data corresponds to 50% of the total data set.

2. Data Validation: Data for computing the percentage of generalization. This
data corresponds to 20% of the total data set.

3. Data Test: New data to test the ANN. This data corresponds to 30% of the
total data set.

2.2 Features Extraction

Flame signals were preprocessed to extract features that capture the whole possi-
ble information (e.g., trends, periodicity, signatures of chaos) required to describe
the flame patterns. We provide next a description of the formulation of these
features.
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Fig. 2. Signal of the four flame patterns considered in our study

2.3 Statistical Features

Statistical Moments. Statistical moment analysis is a technique that can
be used for data series characterization, since it gives a set of parameters that
describe and provide information of a probability distribution function. The
second, third, and fourth normalized central moments of the distribution of the
flame signal intensity were calculated in order to provide information derived
from the comparison of the shape of the electromagnetic spectra.

The formal definition of a statistical moment is:

Mk = E[x− E(x)]k (1)

Where:
Mk= k order statistical moment
E[ ]=Expected value
x= Data signal

Autocorrelation Sum (Box-Pierce). Autocorrelation measures the linear
correlation in a time series. The autocorrelation sum is calculated as:

Q(τmax) = nΣτmax
τ=1 r(τ)2 (2)
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where:

r(τ) =

∑n
t=τ+1 (xtxt−τ − x2)∑n

t=τ+1 x
2
t − x2 (3)

2.4 Oscillation-Related Features

Oscillation-related features have been applied considering an oscillating behavior
in the flame signal (although this is not always true) and are calculated as in [14].
The signal is spanned with a data window of length k, and we checked if the
center is either a minimum or a maximum. The oscillation period is defined as
the time between successive peaks. The Oscillation-related features calculated
are the mean, and standard deviation of the period and peak, which are defined
as:

Period average:

T̄ =
1

n
Σn

i=1Ti (4)

where:
Ti= Period of the ith oscillation.

Peak average:

z̄ =
1

n
Σn

i=1zi (5)

where:
zi=Peak of the ith oscillation.

Period standard deviation

ST =

√
1

n− 1
Σn

i=1(T
2
i − T̄ 2) (6)

Peak standard deviation

Sz =
1

n− 1
Σn

i=1(zi − z̄2) (7)

2.5 Principal Components Analysis

Principal Components Analysis (PCA) is a data transformation technique that
can be useful to reveal simple structures, patterns or tendencies underlying in
complex data sets using analytical solutions. This technique provides a measure
to quantify the relative importance of each dimension allowing the characteriza-
tion of large data sets with a reduced number of components.

Let X be a (m×n) matrix and XtX a quadratic matrix of range q. Then, X
could be expressed as:

X = UΣV t (8)



Flame Classification through the Use of an ANN Trained with a GA 177

where U and V are m order matrices containing the eigenvector of XtX and Σ
is a diagonal matrix that contains the square roots of the eigenvalues of XtX :
(σ1, σ2, σ3, ..., σq), with σ1 ≥ σ2 ≥ σ3 ≥, ..., σq > 0.

In this study, we first compute the distance matrix of the data of a flame
signal and then, PCA is applied.

Principal Components Selection. It is expected that keeping n � m com-
ponents produces a high variance of the original data set. Then, the number of
components to retain is based on the cumulative contribution of the variance of
the first several components, which can be expressed as:

CVk =

k∑
i=1

100λi∑m
j=1 λj

(9)

where:
CVk = cumulative variance of the component k
m = Total number of components

In Figure 3 we show the cumulative variance of the first 20 principal com-
ponents of a flame signal. As we can see, the first five components explain the
92.7% variability percentage and the 6th component increases it by only 1.28%.
Therefore, since the first five components have a high percentage of variability,
only these are retained.
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Fig. 3. Cumulative variance of the first 20 principal components

3 Genetic Algorithm Parameters

A real-coded GA was implemented, together with a two-layer feedforward neural
network using a hyperbolic tangent transfer function in both the hidden and
output layers. Figure 4 highlights the architecture of the ANN and in Figure 5
we show the weights encoding scheme adopted.

The inputs vector of the ANN is formed by the 13 features described in the
previous section, while the outputs correspond to the four different flame pat-
terns being considered. In Figure 6, we show the targets for the flame states.
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Algorithm 1. Pseudocode of the GA used to train our ANNs

Require: Population size N , Maximum number of generations G
Ensure: Trained artificial neural network
1: Load features extracted from flame signals.
2: Normalize features.
3: Perform data training, data validation and data testing.
4: Initialize the population Pi of N individuals:
5: k = 1
6: repeat
7: Generate random weights for the adjacency matrix of ANNk .
8: Define the first chromosome with a concatenation of the weights of the hidden

layer of the adjacency matrix.
9: Define the second chromosome with a concatenation of the the weights of the

output layer of the adjacency matrix.
10: Perform an elimination of the connection weights using the connection elimina-

tion operator with a probability of 0.35.
11: k = k + 1
12: until k = N
13: i ← 0
14: repeat
15: Evaluate fitness of population Pi.
16: Perform roulette wheel selection
17: Generate offspring P ′

i .
18: Apply mutation operator to P ′

i .
19: Apply the elimination connection operator to P ′

i with a probability of Pmut
2

.
20: Apply elitismPi+1 ← P ′

i .
21: i ← i+ 1
22: until Termination condition is reached

The pseudocode of the GA that we implemented is depicted in Algorithm 1.
Our GA uses elitism (the best individual from each generation passes intact

to the next one), as well as roulette wheel selection, arithmetic crossover [15] and
uniform mutation. Each of the main elements of our GA are briefly described
next.

3.1 Initial Population

The initial population is created with randomly generated real values in the
range [−50, 50] for both chromosomes. Then, a connection elimination operator
in applied. This operator sets the weights equal to zero with a probability of
0.35.

3.2 Fitness Function

The objective function commonly used to adjust the weights of an ANN is the
mean squared error (MSE). However, this is not necessarily the best choice when
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Fig. 6. Targets for the four flame classes during the ANN training

using a GA. In our study, we adopted a different scheme in which we aim to find
the weights of an ANN that provide a good generalization performance while
also providing the best matching with respect to the training set.

Thus, the fitness function adopted by our GA is:

Fitness =‖
n∏

i=1

(1 + e2i ),

n∑
i=1

e2i , Etest ‖ (10)
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where:
ei=Error associated to the training data set i
Etest=Percentage of misclassifications in the test data set
n=Size of the training data set

From now on, this fitness function will be referred to as the error norm.

3.3 Genetic Operators

As indicated before, we adopted roulette wheel selection with a probability of
0.9.

We also incorporated uniform crossover, which is defined as follows:
Let’s consider the following two parents F1 and F2:

F1 = 〈v1, . . . , vk, . . . , vm〉 (11)

F2 = 〈w1, . . . , wk, . . . , wm〉 (12)

Their offspring are generated, using:

O1 = 〈av1 + (1− a)w1, . . . , a× wk + (1 − a)wk, . . . , a× vm + (1− a)wm〉(13)
O2 = 〈aw1 + (1− a)v1, . . . a× wk + (1− a)vk, . . . , a× wm + (1− a)vm〉 (14)
In our case, we adopted a = 0.6.
We also adopted uniform mutation with a probability Pmut = 0.05.
Given an individual P , the mutated version is:

P ′ = 〈v1, . . . , v′k, . . . , vm〉 (15)

where

v′k =

{
vk +mk if LB ≤ vk +mk ≤ UB,
vk −mk other case.

(16)

and:
mk = rand(LB,UB) and [LB,UB] are the lower bound (LB) and upper bound
(UB) of vk, which is the original position of the individual to be mutated.

Finally, we also adopted the elimination connection operator, in order to allow
the remotion of connections during the evolutionary search. This operator was
applied with a probability of Pmut

2 (except for the initial generation in which a
higher probability was used, as indicated before).

3.4 Experimental Design

The 13 features extracted from the database of the four experimental flames
patterns were linearly normalized and were used as the inputs of our ANN. The
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GA was tested with a population of 30 ANNs having 10 neurons in the hidden
layer. First, MSE was used as our fitness function and then we adopted the
fitness function defined in equation (10).

The stopping criterion for all the runs of the GA was to reach the best possible
fitness value (i.e., Fitness = 1 for equation (10) and Fitness = 0 for MSE), or
when reaching 2000 generations (whatever happened first).

The results obtained from the GA when using equation (10) were compared
with respect to those produced by the scaled conjugate gradient method (SCG)
[16], which is a traditional approach for training ANNs. Our result are presented
next.

4 Discussion of Results

In Figure 7, we plot the fitness values versus the generation number. We show
there the results corresponding to the best individual found in a run of the GA
using equation (10). This plot shows how, in a few generations, an individual
with a fitness value of one (i.e., the best possible value) was found.

0 50 100 150 200 250 300
10

0

10
50

10
100

10
150

Generation

F
itn

es
s 

fu
nc

tio
n

Fig. 7. Fitness function of the best individual as defined in equation (10)

Table 1. ANN training with GA. Average of 10 runs

average % correct classification average generations

MSE 98.1712963 2000
Norm 99.5138889 913.333333

In Table 1, we provide the results of the ANN training when using MSE as
the fitness function. In Figure 8, we show a comparison of the MSE of the best
individual using both fitness functions. As we can see, the use of MSE needs more
generations to reach an acceptable fitness value, whereas the use of equation (10)
provides good results with a lower number of generations.
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Fig. 8. Comparison of the MSE with the two different fitness functions adopted in our
study

Table 2. Average of 30 independent runs of ANN training using a GA

Aver-
age
MSE

Total
misclassified

signals

Average % Correct
Classification

Average of
misclassified

signals

Class 1 5.7628E-
17

2 99.9444444 0.06666667

Class 2 6.8257E-
15

52 98.5555556 1.73333333

Class 3 1.421E-
13

13 99.6388889 0.43333333

Class 4 1.0938E-
17

0 100 0

Total data set 2.3157E-
15

67 99.5347222 2.23333333

Table 3. ANN training using SCG. Average of 30 independent runs

Total misclassification Average % Correct Classification Average of misclassified signals

Class 1 120 96.66666667 4
Class 2 121 96.63888889 4.03333333
Class 3 1 99.97222222 0.03333333
Class 4 246 93.16666667 8.2
Total data set 488 96.61111111 4.06666667

The results of 30 runs of the GA with the fitness function defined in equa-
tion (10) are given in Table 2. A fitness value equal to 1 was reached, on average,
after 881.4 generations. Having a low average MSE implies a good fit with the
data training set, and having a high percentage of correct classification corre-
sponds with a good generalization ability. As Table 3 indicates, our results are
better than those obtained using SCG (this approach produced higher MSE
values than our GA using the fitness function defined in equation (10)).
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Table 4. MSE results with Scaled Conjugate Gradient method

Average MSE Average %error

training 0.0084154 3.26385333
validation 0.0088272 3.33308833
test 0.00959884 3.63403133

In Table 5, we compare the best and worst results of both training algo-
rithms. The best results obtained by our proposed GA significantly outperform
the results obtained by SCG.

Table 5. Comparison of the best and worst results obtained with a GA and with the
Scaled Conjugate Gradient method

MSE training MSE Validation MSE Test % Correct Classification

AG best result 6.77E-18 7.62E-18 9.01E-16 100
AG worst result 2.77E-13 1.66E-09 9.66E-01 98.95833
SCG best result 9.25E-08 8.81E-08 3.30E-04 100
SCG worst result 6.73E-02 6.10E-02 6.10E-02 74.8

5 Conclusions and Future Work

AGenetic Algorithm was developed to train Artificial Neural Networks for flames
classification using the electromagnetic spectrum. The proposed GA was com-
pared with respect to the use of the Scaled Conjugate Gradient method in the
training of artificial neural networks. Our preliminary results indicate our pro-
posed approach is able to produce better performance, since it generates solu-
tions with less error and an improved generalization ability. Additionally, our
results show that the features extracted from signal spectra could provide infor-
mation about the combustion state and could be used for flame characterization
and combustion monitoring. All flame classes were classified with a high per-
centage while using ANNs trained with our proposed GA.

As part of our future work, we are considering the use of ANNs for the clas-
sification of signals of a combustion process in power generation systems, in
which there is a more complicated dynamics. We are also interested in evolving
weights connections of different ANN architectures, such as recurrent ANNs and
generalized multilayer perceptrons, using Genetic Algorithms.

Acknowledgments. The third author gratefully acknowledges support from
CONACyT project no. 103570.



184 J.C. Gómez et al.
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Abstract. Traffic Signs provide visual information to drivers, in order
to warn them from possible danger on the road, set rules for pedes-
trian protection and inform people about their environment, to name
a few. Therefore, Traffic Sign Detection and Recognition Systems have
increased their interest in the scientific community. Applications include
autonomous driving systems, road sign inventory and driver support as-
sistance systems. This paper presents a traffic sign recognition algorithm
for velocity signs, based on Linear Discriminant Analysis that performs
dimensionality reduction and it improves class separability. The tests
were performed on the German Traffic Sign Recognition Benchmark, us-
ing a Multi-Layer Perceptron as a classification tool. LDA classification
and k-Nearest Neighbors were also used for comparison. Experimental re-
sults demonstrate the validity of the proposed approach, having a 99.1%
of attributes reduction and a 96.5% of classification accuracy.

Keywords: Traffic Sign Recognition, Linear Discriminant Analysis, Ar-
tificial Neural Networks, Pattern Recognition.

1 Introduction

Driving a car is almost a purely visual task. Therefore, traffic signs are some
kind of visual language for drivers, with the main purpose of describing the
road, restrict or allow certain actions (parking, speed limits, etc.), warn from
possible risks, among others.

Traffic Sign Detection and Recognition is a computer vision field which au-
tomatically localizes and identifies road signs immerse in images, taken from a
moving car. It is also an important part of Driver Assistance Systems (DAS),
that provides information to the driver for incident avoidance.

Road sign detection and recognition is a hard task due to several factors (see
Fig. 1 for some examples):
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a) b) c) d)

e) f)

Fig. 1. Factors that affect automatic traffic sign recognition. a) Bright images, b) dark
images, c) blurring, d) shadows, e) lackluster color and f) perspective.

– color appreciation changes depending on the time of the day,

– weather conditions like rain, clouds, sun or fog affect visibility,
– road signs might be disoriented or rotated,
– lackluster color due to sunlight exposure, and

– blurring caused by camera moving velocity, among others.

In the Traffic Sign Recognition field, there have been a lot of different ap-
proaches. Original traffic sign images are commonly taken on RGB color space.
However, sometimes it can be convenient to work on a different color space due
to its relative illumination invariance, such spaces include CIELab [1], HSI [2],
HSV [3, 4], and CIECAM97 [5]. However, there are some previous works that
offer good results using RGB color space [6].

Some authors have proposed to apply different image processing algorithms, in
order to improve sign color, contrast and appreciation. There is a wide variety of
image processing algorithms used for traffic sign recongition: color segmentation
[2,3,6], Scale Invariant Feature Transform (SIFT) [1], Histograms of Orientations
[4, 5] and Principal Component Analysis (PCA) [3].

There are several methods to classify the signs: Artificial Neural Networks
[6], Support Vector Machines (SVM) [2, 4], k-Nearest Neighbors with different
similarity measures [3, 5].

In the present study, a method for velocity Traffic Sign Recognition (TSR) is
proposed. The original images were taken from the German Traffic Sign Recog-
nition Benchmark (GTSRB) [7]. However, images contain a huge amount of
information, making a dimensionality reduction algorithm necessary. Therefore,
Linear Discriminant Analysis (LDA) has been chosen, given its ability to project
data taking into account the largest between-class separability. Classification will
be performed by the use of a Multi-Layer Perceptron (MLP), the simplest type
of Artificial Neural Networks, due to its noise robustness and generalization
abilities. LDA classification and Nearest Neighbors (k-NN) were also used for
comparison.
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Fig. 2. Eight different classes of speed traffic signs

The rest of this document is organized as follows. Section 2 describes prepro-
cessing steps and the Multivariate Linear Discriminate Analysis. Experimental
results are detailly described on Sect. 3. Finally, Sect. 4 presents some conclu-
sions and directions for future work.

2 Methodology

2.1 Image Preprocessing Stage

The GTSRB, contains over 50000 images, ordered in 43 different classes. Images
are taken under different illumination, movement, rotation, scaling, and weather
conditions. In this study, only speed signals on the GTSRB were used, due to
their importance in safe and legal driving, which correspond to eight classes, this
specific database is already divided into 12780 images for training, and 4170 for
validation (see Fig. 2).

The original images present varying illumination conditions, making recogni-
tion task unreliable when the contrast is low or when the brightness is extremely
high. Therefore, it is convenient to apply a preprocessing stage, in order to create
a semi-uniform data set in what it refers to luminance.

A gamma correction algorithm was applied only dark and bright images. For
that purpose, two thresholds were found by tuning, based on the average lumi-
nance value (gray scale images). All dark images (mean below 65, for [0, 255]
gray scale) were transformed with a gamma factor of 0.4545. While all bright
images (mean above 180) were transformed used a gamma factor of 2.2. The
remaining images were not modified. The first row in Fig. 3 shows an example
of the three possibilities: dark, bright and ideal images. The second row of the
same figure shows the same images after the gamma correction was applied.

2.2 Multivariate Linear Discriminant Analysis

In pattern recognition, preprocessing stages might simplify data representation
if feature extraction is used, and therefore improve class separability. Linear
Discriminant Analysis (LDA) may find the best set of features to discriminate
existing classes.
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a) b) c)

d) e) f)

Fig. 3. Adaptive gamma correction. a), b) and c) are original dark, bright and ideal
images. d), e) and f) are corrected with gamma values of 0.4545, 2.2 and 1.0, respec-
tively.

For the multivariate LDA, we used the method proposed by Croux, Filzmoser
and Joossens [8]. The algorithm is described below.

Let
−→
X be an N2-dimensional vector, corresponding to an N ×N image. The

data set would be fully contained on an N2 × M matrix A, where M is the
total number of samples. Now consider the existence of C different classes to
be discriminated, each with their correspondent mean vectors −→μi and covariance
matrices Si, i = 1, . . . , C. The probability that a given sample test belongs to
class i is given by πi, and can be estimated by the frequency of observations in
the training set.

The Between-Class covariance matrix is defined as,

B =

C∑
i=1

πi (
−→μi −−→m) (−→μi −−→m)

T
(1)

where,

−→m =

C∑
i=1

πi
−→μi. (2)

Additionally, a Within-Class covariance matrix is defined as,

W =

C∑
i=1

πiSi. (3)

In order to find the projection space, eigenvalues λi and eigenvectors
−→
V i of

the product W−1B shall be found. Furthermore, if dimensionality reduction is
required, only the first k eigenvectors which correspond to the highest k eigenval-
ues should be considered. Finally, the new data is a projection from the original
data set by the means of the k-eigenvectors set, as it can be seen in (4).
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Fig. 4. LDA amount of information for dimensionality reduction

Fig. 5. Training set per class probability (Frequency of observations divided by the
total number of samples)

Y = VT (A−−→m) , (4)

where V = {−→V 1, . . . ,
−→
V q} is the set of eigenvectors, with q = N2 for classical

projection and q = k for dimensionality reduction.
The first question in the described LDA methodology would be, how to know

the optimal number of eigenvectors for dimensionality reduction. The answer

is simple: taking the
∑N2

i=1 λi as a total amount of information,
∑q

i=1 λi, q =
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Fig. 6. Training and Testing stages error rates with varying number of hidden neurons

1, . . . , N2 will represent the information taking the first q eigenvalues. Choose
q that represents the minimal loss of information. Figure 4 shows the result of
these process. With only seven eigenvectors, LDA has a loss of information of
4.58× 10−11%.

Figure 5 shows the actual training set per class probabilities. If data sets are
not balanced (the number of elements per class is different), classes that contain
more samples will have larger classification accuracies than those with fewer
number of observations. However, when the class probability is considered in the
algorithm, all classes will tend to have similar recognition accuracies.

3 Results

A MLP is a feed-forward neural network capable of discriminate nonlinear pat-
terns. Some of its greatest advantages are noise robustness, and generalization
capabilities. A MLP is characterized by simple units of processing named neu-
rons, which are organized in layers.

For the experiments presented here, the number of input neurons is equal to
the number of final attributes, and the number of outputs must be equal to the
number of classes (in this case, eight). The real problem is to find the optimal
number of neurons in the hidden layer of the network. In order find this number,
a performance test was implemented, by successively incrementing the number
of neurons in the hidden layer. Figure 6 shows that after sixty neurons, the
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Fig. 7. Classification accuracy with varying the number of Neighbors in kNN-CF
algorithm

classification error rate does not decrease significatively for training, neither for
testing (validation).

LDA classification can be achieved by comparing the similitude of the desired
sample with the ones existing in the training set. This process can also be known
as the Nearest Neighbor process. Another version of this algoritm, uses the com-
parison of the current sample against a larger number of Neighbors, generating
the k-Nearest Neighbors algorithm for classification. In this study, a variant to
this process, the kNN-CF is used, a detailed description can be found in [9],
due to its ability to manage unbalanced datasets. Another tuning process was
performed in order to find the number of neighbors which best classify the data,
the results of this experiment are shown in Fig. 7, where it is observed that the
highest accuracy is obtained for k = 37.

Table 1 lists the performance per class obtained when these classification
methods were applied to the same data set. For MLP both training and testing
performances are presented. In LDA and kNN-CF, euclidean distance was used.

For the MLP classification, it can be observed that for training, class 1 reached
the highest identification accuracy, however, it is also the worst recognition rate
for testing. This might be related to the fact that this is the class with lower
frequency of observations. The average performance for MLP and kNN-CF clas-
sification are above 90%.



192 S.E. Gonzalez-Reyna et al.

Table 1. Per Class performance accuracy and average performance for training and
testing sets

Class number MLP Training MLP Test LDA kNN-CF

1 99.5% 82.3% 89.7% 95.0%
2 96.8% 87.7% 87.0% 90.3%
3 96.1% 88.7% 88.6% 93.7%
4 95.8% 88.1% 83.8% 94.4%
5 97.8% 95.5% 96.0% 91.4%
6 94.9% 88.2% 85.9% 86.0%
7 97.2% 95.8% 92.7% 87.8%
8 96.9% 91.2% 90.5% 93.6%

average performance 96.5% 90.3% 89.06% 91.0%

In 2011, Fleyeh and Davami [3] proposed the “Eigen-based” traffic sign recog-
nition. The essential differences between their work and ours are enumerated in
Table 2. In the present study, segmentation step is not required. Furthermore,
since a known, free database is used, experiments can be easily reproduced and
compared to the proposed approach. The number of images is also an important
factor, because the classification tool presents better generalization capabilities
depending on the number of samples in the training step. Attributes reduction is
larger for this work, which is always a desirable characteristic in pattern recog-
nition. Although when recognition accuracy is a bit lower, good results were
obtained using a more complex database. However, direct comparison of perfor-
mances might be difficult due to the different amount of images used for both
experiments, and it is not known if the dataset used by Fleyeh and Davami is
balanced.

Table 2. Comparative results between the proposed method and [3]

Our work Fleyeh and Davami, 2011

Image preprocessing Gamma correction HSV color space segmentation
Feature extraction algorithm LDA PCA
Classification tool MLP SVM
Train and test images 12780, 4170 648
Image dataset GTSRB Private
Number of Final Attributes 7 20
Recognition accuracy 96.5% 97.9%

4 Conclusions

In this paper, a Traffic Sign Recognition system based on LDA is presented.
We conclude that speed traffic signs can be accurately classified by applying
a gamma correction algorithm to decrease luminance variations and LDA for
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attributes optimization and reduction. A factor that could increase identifica-
tion performance is the inclusion of more rotated signs in the training dataset.
Consequently, the final system will have a stronger rotation robustness.

This method can be applied for TSR with more than eight classes, having a
pre-classification step for Traffic Signs subgroups (e.g. prohibition, speed limits,
warnings).

Aknowledgements. This work has been supported by the National Coun-
cil of Science and Technology of Mexico (CONACYT) under Grant number
329483/229696, and for Universidad de Guanajuato through PIFI-2012.
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Abstract. The concept of association measure generalizing the Pearson  
correlation coefficient is introduced. The methods of generation of association 
measures by means of pseudo-difference associated to some t-conorm and by 
similarity measures are proposed. The association measure can be introduced on 
any set with involutive reflection operation and suitably defined similarity 
measure. The methods of construction of association measures by Minkowski 
metric and data standardization using the aggregation functions are considered. 
The cosine similarity and the Pearson’s correlation coefficient are obtained as 
partial cases of the proposed general methods. 

Keywords: association measure, t-conorm, pseudo-difference, similarity meas-
ure, Minkowski distance, correlation coefficient, cosine similarity, involutivity, 
reflection, idempotence, data standardization. 

1 Introduction 

The Pearson correlation coefficient plays an important role in data analysis giving 
possibility to measure possible direct and inverse relationships between variables. It is 
considered as a measure of the strength of linear relationship between variables but it 
is not always suitable for measuring possible associations between variables in gener-
al case [1] and for measuring associations between time series shapes [2]. It arises the 
problem of creation of association measures suitable for different applications.  An 
axiomatic definition of time series shape association measures generalizing the prop-
erties of correlation coefficient has been considered in [4]. In [3], the general methods 
of construction of association measures satisfying to the axioms of time series shape 
association measure have been proposed. In the present work the results of [3] are 
extended in several directions. First, the problem of definition and construction of 
association measures is considered here from the more general point of view of the 
theory of aggregation functions [6]. It gives possibility to extend the methods of gen-
eration of association measures using the concept of pseudo difference associated 
with some t-conorm.  Second, the concept of association measure is extended from 
the set of time series on a general domain where some involutive mapping together 
with a similarity measure related with this mapping can be introduced. It gives possi-
bility to extend the class of association measures that can be considered and generated 
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on wide class of objects different from time series. The cosine similarity and the Pear-
son correlation coefficient are obtained as particular cases of the proposed approach.  

The paper has the following structure. Section 2 gives definitions of t-conorms and 
pseudo-differences. Section 3 introduces the concept of the association measure and 
proposes the methods of construction of these measures on the sets with involutive 
reflection operation and suitably defined similarity measures. Section 4 considers a 
set of n-tuples of real values (vectors, time series or samples) where association 
measures can be defined and discusses the methods of standardization of n-tuples. 
Section 5 shows how dissimilarity measures and the Minkowski distance together 
with standardizations can be used for constructing association measures considered in 
Section 3. The cosine similarity and the Pearson’s correlation coefficient are obtained 
from the general methods of construction of association measures using standardiza-
tion transformation and Minkowski distance. Conclusions are given in Section 6. 

2 Basic Definitions 

Consider some definitions from [5-7]. 
A t-conorm is a function S:[0,1]2→ [0,1] such that for all a,b,cϵ[0,1] the following 

axioms are satisfied: 

 S(a,b) = S(b,a), (commutativity) 

 S(a,S(b,c)) = S(S(a,b),c), (associativity) 

 S(a,b) ≤ S(a,c), whenever b ≤ c, (monotonicity) 

 S(a,0)= a. (boundary condition) 

From the definition of t-conorms it follows for all aϵ[0,1]: 

 S(1,a) = S(a,1) = 1,         S(0,a)= a. 

An element aϵ]0,1[ will be referred to as a nilpotent element [5] of S if there exists 
some bϵ]0,1[  such that  S(a,b)=1. A t-conorm S has no nilpotent elements if and 
only if on [0,1] it is fulfilled: 

 from S(a,b) = 1 it follows a = 1 or b = 1.  

Consider simplest t-conorms: 

 SM(a,b) = max{a,b}, (maximum) 

 SL(a,b) = min{a+b, 1}, (Lukasiewicz t-conorm) 

 SP(a,b) = a+b-ab. (probabilistic sum) 
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It is clear that the maximum and the probabilistic sum have no nilpotent elements but 
the Lukasiewicz t-conorm has.   

Let S be a t-conorm. The S-difference is defined by [6]: 

 ܽ ௌ ܾ ൌ ݂݅݊ሼܿ א ሾ0,1ሿ|ܵሺܾ, ܿሻ ൒ ܽሽ 

for any a,b in [0,1]. 

 From the properties of t-conorms it follows:  

 1 ௌ 0 ൌ 1, 

 1 ௌ ܾ ൌ 1, if b < 1 and t-conorm S has no nilpotent elements. 

Let S be a t-conorm. The pseudo-difference associated to S is defined by [6]: 

 ܽሺെሻௌܾ ൌ ۔ە
ܽ       ۓ ௌ ܾ,            ݂݅ ܽ ൐ ܾെ ቀܾ ௌ ܽቁ , ݂݅ ܽ ൏ ܾ            0,               ݂݅ ܽ ൌ ܾۙۘ

ۗ
 

for any a,b in [0,1]2. Equivalently 

 ܽሺെሻௌܾ ൌ ሺܽ݊݃݅ݏ െ ܾሻሺ݉ܽݔ ሺܽ, ܾሻ ௌ ݉݅݊ ሺܽ, ܾሻሻ. 

The following pseudo-differences are associated with t-conorms SM, SL and SP  
respectively: 

 ܽሺെሻெܾ ൌ ቐ    ܽ,     ݂݅ ܽ ൐ ܾെܾ,     ݂݅ ܽ ൏ ܾ    0,     ݂݅ ܽ ൌ ܾቑ, 

 ܽሺെሻ௅ܾ ൌ ܽ െ ܾ, 

 ܽሺെሻ௉ܾ ൌ ሺܽ െ ܾሻ/ሺ1 െ min ሺܽ, ܾሻሻ.  

3 Association Measures  

Suppose X is a set with a mapping N:X→ X satisfying for all elements x from X the 
property: 

 N(N(x)) = x.  (involutivity) 

This mapping will be called a reflection operation.  
As an example of a set with a reflection operation one can consider the set X= [0,1]  

with an involutive negation N, defined, e.g. by [7]: N(x) = 1-x, the set of fuzzy sets X 
with an involutive negation of  fuzzy sets, the set of vectors  or time series of the 
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length n with real valued elements x= (x1,…,xn) and reflection operation N(x)=(-x1, 
…, -xn) etc. 

Suppose A is a function A:XμX→ [-1,1] satisfying for all x and y from X the  
properties:  

 A(x,y) = A(y,x), (symmetry) 

 A(x,x) = 1, (reflexivity) 

and N is a reflection operation on X. The function A will be called an association 
measure (with respect to N) if for all x from X such that A(N(x),x) ≠  1, it is fulfilled: 

 A(N(x),x) = –1, (inverse reflexivity) 

 A(N(x),y) = –A(x,y). (inverse relationship) 

Generally, a function SIM:XμX → [0,1] satisfying for all x and y from X the proper-
ties:  

 SIM(x,y) = SIM(y,x), (symmetry) 

 SIM(x,x) = 1, (reflexivity) 

will be referred to as a similarity measure.  
Suppose SIM for all x, y satisfies some of the following properties:  

 SIM(N(x),y) = SIM(x,N(y)), (permutation of reflections) 

 SIM(N(x),x) < 1, (weak similarity of reflections) 

 SIM(N(x),x) = 0. (non-similarity of reflections) 

It is clear that from the non-similarity of reflections it follows the weak similarity of 
reflections. Below it is a generalization of the result from [3] on pseudo-differences 
and reflection operation N. 

Theorem 1. Suppose SIM is a similarity measure satisfying the property of permuta-
tion of reflections and S is a t-conorm. Then the function:  

 ASIM(x,y) = SIM(x,y)(–)S SIM(x,N(y)) 

defined for all y such that SIM(N(y),y)≠ 1 is an association measure if one of the fol-
lowing is fulfilled: 

1. SIM satisfies the non-similarity of reflections; 
2. SIM satisfies the weak similarity of reflections and t-conorm S has no nilpotent 

elements. 

Since maximum SM and probabilistic SP t-conorms has no nilpotent elements but 
Lukasiewicz t-conorm SL has, from the Theorem 1 the following specific methods for 
construction of association measures can be obtained.  
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Corollary 2. Suppose SIM is a similarity measure satisfying the property of permuta-
tion of reflections. For all y such that SIM(N(y),y)≠ 1 the association measure can be 
defined as follows. If SIM satisfies the non-similarity of reflections then the function:  

 ASIM,L(x,y) = SIM(x,y)– SIM(x,N(y)) 

is an association measure. If SIM satisfies the weak similarity of reflections then the 
following functions are association measures:  

,ݔௌூெ,ெሺܣ  ሻݕ ൌ ቐܵܯܫሺݔ, ,ݔሺܯܫܵ ݂݅                  ,ሻݕ ሻݕ ൐ ,ݔሺܯܫܵ ܰሺݕሻሻെܵܯܫሺݔ, ܰሺݕሻሻ,      ݂݅ ܵܯܫሺݔ, ሻݕ ൏ ,ݔሺܯܫܵ ܰሺݕሻሻ0,                                ݂݅ ܵܯܫሺݔ, ሻݕ ൌ ,ݔሺܯܫܵ ܰሺݕሻሻ ቑ, 

,ݔௌூெ,௉ሺܣ ሻݕ ൌ ሺܵܯܫሺݔ, ሻݕ െ ,ݔሺܯܫܵ ܰሺݕሻሻሻ/ሺ1 െ min ሺܵܯܫሺݔ, ,ሻݕ ,ݔሺܯܫܵ ܰሺݕሻሻሻሻ. 

In the following section, we will consider the set X of n-tuples of real values x= 
(x1,…,xn) of the length n with the reflection operation N(x)= -x = (-x1,…,-xn). In this 
case a symmetric and reflexive function A will be an association measure if for all x 
from X such that A(-x,x) ≠  1, it is fulfilled: 

 A(-x,x) = –1, (inverse reflexivity) 

 A(-x,y) = –A(x,y). (inverse relationship) 

The corresponding properties of similarity measures related with reflection operation 
will have the following notations:  

 SIM(-x,y) = SIM(x,-y), (permutation of reflections) 

 SIM(-x,x) < 1, (weak similarity of reflections) 

 SIM(-x,x) = 0. (non-similarity of reflections) 

Generally we do not require as in [3] that association measure satisfies for any real 
value q the following property: 

 A(x+q,y) = A(x,y). (translation invariance) 

But this property will be considered as necessary if X is a set of time series x= 
(x1,…,xn) [3]. The association measure will be referred to as scale invariant if for all 
positive real values p it is fulfilled [3]: 

 A(px,y) = A(x,y). (scale invariance) 

It is clear that ASIM is translation or scale invariant if SIM satisfies the corresponding 
properties.  
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4 Standardization 

For any n-tuples x, y and real values p,q define x+y = (x1+y1, …, xn+yn), px+q= (px1+q, 
…,pxn+q). Denote q(n) a constant n-tuple with all elements equal to q. We will write x= 
const if x = q(n) for some q, and x ≠ const if xi≠ xj for some i≠j from {1,…,n}. From 
definitions above it follows: px+q = px+q(n). 

A transformation F:Rn→ Rn is said to be a standardization if for all xϵRn it is  
fulfilled F(x) ≠ const if x ≠ const: 

 F(F(x)) = F(x),  (idempotence) 

 F(q(n)) = 0(n),    for any real value q. 

A n-tuple x is said to be in a standard form wrt a standardization F if F(x) = x.  

As it follows from the definition, a standardization F transforms any x into a stan-
dard form F(x). We will say that F(x) satisfies r-normality for some r =1,2,…. if:  
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A transformation E:Rn→ R is said to be an estimate if E(q(n))=q for any real value q.  

It is clear that any aggregation function [6] is an estimate.  
We will use the following terminology, if for all n-tuples x,y, for any real value q  

and for any positive value p > 0, F satisfies the properties: 

 F(x+q) = F(x)+q, (translation additivity) 

 F(x+q) = F(x), (translation invariance) 

 F(x+y) = F(x)+F(y), (additivity) 

 F(px) = pF(x),  p> 0, (scale proportionality) 

 F(px) = F(x). (scale invariance) 

Note that in literature the translation additivity is often referred to as shift invariance 
or translation invariance, the scale proportionality is referred to as scale invariance or 
homogeneity of degree 1. It is clear that from the additivity of F it follows its transla-
tion additivity. The same terminology will be used for E. 

Proposition 3. The following transformations are standardizations: 

1. F1(x)= x-E1(x), if E1 is a translation additive estimate.  
F1 is translation invariant and E1(F1(x))= 0. 
 

2. F2(x)= x/E2(x), for x ≠ const, if  E2 is a scale proportional estimate and E2(x) > 0 
for all x.  

F2 is scale invariant and E2(F2(x))= 1.  
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If ܧଶሺݔሻ ൌ ඥ∑ ௜|௥௡௜ୀଵೝݔ| , then F2(x) satisfies the r-normality property.  
If ܧଶሺݔሻ ൌ ∑ ௜௡௜ୀଵݔ , then F2(x) satisfies the normality property: ∑ ሻ௜ݔሺܨ ൌ 1௡௜ୀଵ . 
 

3. F3(x)= (x-E13(x))/E23(x), if  E13 is a translation additive and scale proportional es-
timate, E23 is a translation invariant and a scale proportional estimate, and E23(x)> 
0, for all x.  

F3 is translation and scale invariant, E13(F3(x)) = 0.  

If r
n

i

r
ii xExxE /1

1
1323 ))(()( 

=
−=  then F3(x) satisfies the r-normality property. 

An estimate E is said to be a mean if it satisfies the condition [6]:  

 min{x1,…, xn} ≤ E(x) ≤ max{x1,…, xn}.  

Most of the means [6] are translation additive and scale proportional estimates and 
they can be used for generation standardizations considered above. Below are exam-
ples of standardizations F(x) = f(x), where the arithmetic mean is denoted by 
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5 Dissimilarity Measures 

A dissimilarity measure D(x,y) is a real valued function satisfying for all n-tuples x 
and y the properties: 

 D(x,y) = D(y,x), 

 D(x,y) ≥ D(x,x) = 0. 

D will be called normalized if it takes values in [0,1].  
Define dissimilarity measure by Minkowski metric and a standardization F:  

 r
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Dr,F satisfies permutation of reflections property Dr,F(-x,y) = Dr,F(x,-y) if standardiza-
tion F used in Minkowski distance is an odd function, i.e. it satisfies: F(-x)= –F(x). 
Standardization F2 defined in Proposition 3 is an odd function. Standardizations F1 
and F3 from Proposition 3 will be odd functions if the estimates E1 and E13 are odd 
functions [3].  

If U is a strictly decreasing nonnegative function such that U(0) = 1 then the func-
tion  SIMD(x,y)= U(Dr,F(x,y)) with odd standardizations F will be a similarity meas-
ure satisfying permutation of reflections property. The property of a weak similarity 
of reflections SIMD(-x,x) < 1, will be fulfilled because  Dr,F(x,-x) > 0 for odd standar-
dizations F. Such SIMD(x,y)= U(Dr,F(x,y)) can be used for generating association 
measures ASIM,M and ASIM,P  considered in Corollary 2 and generally for ASIM from 
Theorem 1  when t-conorm S has no nilpotent elements. For example, we can use one 
of the following definitions of SIM, where D= Dr,F  and C is a positive constant: 

,ݔ஽ሺܯܫܵ  ሻݕ ൌ ஼஽ሺ௫,௬ሻା஼, 

,ݔ஽ሺܯܫܵ  ሻݕ ൌ ଵ௘ವሺೣ,೤ሻ. 
Consider the method of construction of association measure ASIM,L from Corollary 2 
by means of standardizations F2 or F3 from Proposition 3. If it exists some positive 
constant H such that H ≥ D(x,y) for all x,y, and W is a strictly increasing function such 
that W(0) = 0, W(H) ≤ 1, then a similarity measure can be defined as follows:  

 SIMD(x,y)= 1- W(D(x,y)).  

Such similarity measure will satisfy non-similarity of reflections property if for all n-
tuples x,y the following will be fulfilled: D(-x,x) = H ≥ D(x,y), H > 0, and W(H) = 1. 
If D is normalized then one can define similarity measure by:  

 SIMD(x,y)=1 - D(x,y).  

Such similarity measure satisfies non-similarity of reflections property if D(-x,x)=1. 

Proposition 4. Suppose Dr,F(x,y) is a dissimilarity measure defined by Minkowski 
distance, F is an odd standardization satisfying r-normality and W is a strictly increas-
ing function such that W(0)= 0, W(2) = 1, then the function: 

 ASIM,L(x,y) = W(Dr,F(x,-y))-W(Dr,F(x,y)), (1) 

defined for all x,y≠ const, is an association measure.  

The simplest functions W(Dr,F(x,y)) considered in Proposition 4 have the form:  
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where p is a positive constant. For p = 1 we have:  
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 ASIM,L(x,y) = 0.5(Dr,F(x,-y)-Dr,F(x,y)). 

For p = r the association measure defined by (1), (2) has the form: 
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Corollary 5. A shape association measure defined by (1), (2) with parameters p=r= 2 
coincides with a cosine similarity measure: 

 Acos,F(x,y) = cos(F(x),F(y)). 

Corollary 6. The shape association measure Acos,F(x,y) = cos(F(x),F(y)) with standar-
dization  
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coincides with the sample Pearson’s correlation coefficient: 
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6 Conclusions 

The paper introduces the concept of association measure in the rapidly developed area 
of aggregation functions. The operation of pseudo-difference associated to t-conorm S 
considered in the theory of aggregation functions [6] gives possibility to generalize 
the methods of construction of association measures considered in [3] and to propose 
new methods of construction of such measures. The pseudo-differences associated to 
t-conorms without nilpotent elements play an important part in these methods. Such t-
conorms are dual to t-norms without zero devisors have been considered in the theory 
of t-norms [5,7]. The main results are given for a wide class of sets with a reflection 
operation and a suitably defined similarity measure. It gives possibility to introduce 
association measures on feature spaces, in fuzzy logic, on the set of fuzzy sets, etc. 
The obtained results can be used for generation of association measures in various 
application areas, for example, is time series data mining [3]. Possible extensions of 
considered results can be based on the methods of definition of similarity measures 
used for generation of association measures. These similarity measures can be given 
by indistinguishability operators [9], by metrics related with the Archimedian norms 
[10], by some shape function [8] or kernel function etc. 
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Abstract. This paper introduces JT2FIS, a Java Class Library for In-
terval Type-2 Fuzzy Inference Systems that can be used to build in-
telligent object-oriented applications. The architecture of the system is
presented and its object-oriented design is described. We used the water
temperature and flow control as a classic example to show how to use it
on engineering applications. We compared the developed library with an
existing MatlabR© Interval Type-2 Fuzzy Toolbox and Juzzy Toolkit in
order to show the advantages of the proposed application programming
interface (API) features.

Keywords: Interval Type-2 Fuzzy Inference Systems, Java Class Li-
brary, Object-Oriented Intelligent Applications.

1 Introduction

Fuzzy inference systems (FIS) have been broadly used for a wide range of en-
gineering applications. FIS’s have been applied successfully in control [1] and
classification systems [2], which have been under constant improving. Their main
advantage is the way they deal with imprecise information of some system vari-
ables and it allows to work with it.

Most of the FIS’s models used until now are based on a Type-1 model [3],
but lately, a Type-2 models have been developed and others applications have
been extended with it [4]. The fuzzy system state of the art leads us to Type-2
General Fuzzy Inference Models [5] that have been developed as the next step
on the way to have FIS’s with more capabilities to model real-world things [6].

The purpose of this paper is to present a Java Class Library for fuzzy systems
that can be used to build an Interval Type-2 Fuzzy Inference System.
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1.1 Type-2 Fuzzy Inference System

A fuzzy inference system (FIS) is based on logical rules that can work with
numeric values or fuzzy inputs, these rules and individual results are evaluated
together to form a fuzzy output, then, a numerical value must be passed through
a process of defuzzification if necessary. Figure 1 shows a block diagram of the
classic structure of a FIS.

Fig. 1. Type-2 Fuzzy Inference System block diagram

The concept of a Type-2 fuzzy set was introduced by Zadeh [7] as an extension
of the concept of usually type-1 fuzzy sets. A Type-2 fuzzy set is characterized
by a membership function whose membership value for each element of the
universe is a membership function within the range [0, 1], unlike the type-1
fuzzy sets where the value of membership is a numeric value in the range [0,
1]. The creation of a fuzzy set depends on two aspects: the identification of a
universe of appropriate values and specifying a membership function properly.
The choice of membership function is a subjective process, meaning that different
people can reach different conclusions on the same concept. This subjectivity
derives from individual differences in the perception and expression of abstract
concepts and it has very little to do with randomness. Therefore, subjectivity
and randomness of a fuzzy set are the main difference between the study of fuzzy
sets and probability theory [8].

In type-1 fuzzy sets, once the membership function is defined for a concept,
this is based on the subjective opinion of one or more individuals and shows
no more than one value for each element of the universe. In doing so, it loses
some of the ambiguity of the discussed concepts, especially where people may
have a slightly different opinion, but they are considered valid. The Type-2 fuzzy
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sets allow handling linguistic and numerical uncertainties. Figure 2 depicts two
graphics of fuzzy sets: a) with type-1 fuzzy logic, and b) with Type-2 fuzzy logic.

In a) the values set shown are A = {(x, μA(x))|x ∈ X} where A ⊆ X , X A ⊆
X , X is the universe of valid values and μA(x) is the membership function (MF)
that contains a map of each value of X with its membership value corresponding
to a value between [0, 1]. For b) the values set are Ã = {((x, u), μÃ(x, u))},
where MF μÃ(x, u) has a membership value for each element of the universe as
a function of membership in the range [0, 1], so the footprint can be seen around
the curve of a).

Fig. 2. Type-1 fuzzy set and Type-2 fuzzy set with uncertainty

1.2 Type-2 Fuzzy Inference System Applications

Concepts such as large/small or fast/slow can be represented as fuzzy sets, thus
allowing slight variations in the definition of common concepts, an example of
this is presented in [9]. When dealing with a fixed set of actions but with a
different criteria to decide what action to take, you can use fuzzy logic as a vi-
able option to define behavior profiles. There are many applications where fuzzy
logic has been used, for example: a simulation of bird age-structured population
growth based on an interval Type-2 fuzzy cellular structure [10], optimization of
interval Type-2 fuzzy logic controllers using evolutionary algorithms [11], a hy-
brid learning algorithm for a class of interval Type-2 fuzzy neural networks [12],
Type-1 and Type-2 fuzzy inference systems as integration methods in modular
neural networks for multimodal biometry and its optimization with genetic al-
gorithms [13] and face recognition with an improved interval Type-2 fuzzy logic
sugeno integral and modular neural networks [14].

1.3 Object-Oriented Fuzzy Inference Systems

There are available code libraries and tool-kits to build Fuzzy Inference Systems
[15]. Some of these packages are object-oriented class libraries that are developed
mainly to build Type-1 Fuzzy Logic with object-oriented programming language
[16]. jFuzzyLogic [17] and Juzzy [18] are examples of a class library written
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in Java. The advantage of a Fuzzy Inference System in Java is that we can
build intelligent systems with Type-2 Fuzzy Logic capabilities using an object-
oriented programming language. Java is a robust general use object-oriented
programming language used in a wide range of applications.

There are already discussions about the advantages and disadvantages of using
Java in scientific research [19], but the Java library becomes very important due
to the convenience of reuse, legibility of coding and system portability from an
engineering point of view and compared with other industrial used programming
languages [20].

2 The JT2FIS Class Library

JT2FIS is a class library developed for Java. The main purpose is to deploy
a library to building Type-2 fuzzy inference systems with an object-oriented
programming language.

2.1 JT2FIS Design

JT2FIS is integrated by a package structure that contains all class collection.
The package containment is organized and depicted in Table 1.

The library takes advantage of heritage capability of the object-oriented
paradigm to integrate new membership features. Figure 3 depicts JT2FIS ex-
pressed in Unified Modeling Language (UML) and class structure JT2FIS is
shown.

Fig. 3. JT2FIS core class structure

In JT2FIS we have a set of core Type-1 and Type-2 member functions(Gauss,
Triangular, Trapezoidal). Table 2 list Type-2 member function available in the
library.
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Table 1. JT2FIS library packages content

fis package
FIS class
Mamdani class
Sugeno class

defuzzifier package
Defuzzifier class
TypeReducer class

fuzzifier package
Fussify class
PointFuzzy class

mf package
MemberFunction class

type1 package
BellMemberFunction class
GaussMemberFunction class
TrapezoidalMemberFunction class
TriangulerMemberFunction class

type2 package
GaussCutMemberFunction class
GaussUncertaintyMeanMemberFunction class
GaussUncertaintyStandardDesviationMemberFunction class
TrapaUncertaintyMemberFunction class
TrapezoidalUncertaintyMemberFunction class
TriangulerUncertaintyMemberFunction class
TriUncertaintyMemberFunction class

structure package
Input class
Output class
Rule class

util package
LinSpace class
Sorter class
Utilities class

Table 2. JIT2FIS Type-2 Member Functions

PackageType-2 Member Functions Description

GaussCutMemberFunction Params=[sigma mean alfa]

GaussUncertaintyMeanMemberFunction Params=[sigma mean1 mean2]

GaussUncertaintyStandardDesviationMemberFunction Params=[sigma1 sigma2 mean]

TrapaUncertaintyMemberFunction Params=[a1 b1 c1 d1 a2 b2 c2 d2 alfa]

TrapezoidalUncertaintyMemberFunction Params=[a d sa sd sn alfa]

TriangulerUncertaintyMemberFunction Params=[a c sa sc]

TriUncertaintyMemberFunction Params=[a1 b1 c1 a2 b2 c2]

The Fis class instances are composed by a set of inputs (Input class), out-
puts (Output class) and rules (Rule class). Each input and output contain a
set of member functions (MemberFunction class) and each one could be a spe-
cific type of member function. The Fis class provides the main features of an
Interval Type-2 Fuzzy Inference System. It is an abstract class that establishes
the core functionality and extends to Mamdani and Sugeno concrete classes
which implements different approaches.
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We can start a FIS extending the Mamdani or Sugeno class. This core classes
are extensions of the basic Fis class and Mamdani and Sugeno subclasses im-
plements all functionality of each model respectively, but share the same interface
with structural Input, Output and Rule classes.

Creating a new FIS Instance To build an Interval Type-2 Fuzzy Inference
System with JT2FIS, first we must create an instance of Mamdani or Sugeno
classes, depending of the selected model to implement. Then, we must add inputs,
outputs and rules creating the corresponding objects to classes. For each input
and output instances, we must add a member function that will represents a
linguistic variable within the system. Member functions could be from different
type, depending on the application.

Listing 1.1 shows an example of how to code a FIS with JT2FIS class library.

Listing 1.1. Object-oriented coding example

//Creating a new FIS instance
Mamdani fis = new Mamdani("FIS");
//Creating a new Input instance
Input input = new Input("Input");
//Creating a input member function
GaussUncertaintyMeanMemberFunction inputMF = new

GaussUncertaintyMeanMemberFunction("InputMF");
//Adding member function to Input instance
input.getMemberFunctions().add(inputMF);
//Adding input to FIS instance
fis.getInputs().add(input);
//Etc.
...

The written code is full object-oriented programming style, and could be
offered a better coding experience for object-oriented programmers.

3 Test Cases and Results

In order to show JT2FIS features and capabilities, on this paper we are showing
three different test cases to compare JT2FIS with other Type-2 Fuzzy Logic
libraries. First we going to compare JT2FIS with Matlab R© Interval Type-2 Fuzzy
Toolbox using Water Temperature and Flow Control Test Case. Second, we going
to compate JT2FIS with Matlab R© Interval Type-2 Fuzzy Toolbox and Juzzy
Toolkit using Water Temperature and Flow Control Test Case Variation. Finally,
we going to compare JT2FIS with Matlab R© Interval Type-2 Fuzzy Toolbox and
Juzzy Toolkit using Rule Sets Test Case.
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3.1 Test Case 1: Comparing JT2FIS with Matlab R© Interval Type-2
Fuzzy Toolbox Using Water Temperature and Flow Control
Test Case

Water Temperature and Flow Controller is a proposed problem provided by
Matlab R© as an example to show how to use the Fuzzy Logic Toolbox. In [15]
extends Matlab R© Toolbox to Type-2 Fuzzy Logic, so we used this toolbox to
compare our approach to it. The system implements the following set of rules
(see Table 3):

Table 3. Rules example ”ISHOWER”

Antecedent (IF) Consequent (THEN)

(Temp is Cold) and (Flow is Soft) (Cold is openSlow)(Hot is openFast)

(Temp is Cold) and (Flow is Good) (Cold is closeSlow)(Hot is openSlow)

(Temp is Cold) and (Flow is Hard) (Cold is closeFast)(Hot is closeSlow)

(Temp is Good) and (Flow is Soft) (Cold is openSlow)(Hot is openSlow)

(Temp is Good) and (Flow is Good) (Cold is Steady)(Hot is Steady)

(Temp is Good) and (Flow is Hard) (Cold is closeSlow)(Hot is closeSlow)

(Temp is Hot) and (Flow is Soft) (Cold is openFast)(Hot is openSlow)

(Temp is Hot) and (Flow is Good) (Cold is openSlow)(Hot is closeSlow)

(Temp is Hot) and (Flow is Hard) (Cold is closeSlow)(Hot is closeFast)

For Test Case 1 we configured Type-2 FISs in JT2FIS and Matlab R© Interval
Type-2 Fuzzy Toolbox implementations using the same parameters showed in
Table 4.

Using 101 points and Centroid reduction type, we evaluate both systems im-
plementations with the same set of input data. Table 5 shows that there’s no
difference between tools by obtaining the same response.

We evaluated performance by increasing the number of discretizations points
in order to increment complexity of processing inputs and outputs (fuzzing and
de-fuzzing).

Table 6 showed that JT2FIS is faster than Matlab R© Interval Type-2 Fuzzy
Logic Toolbox.

3.2 Test Case 2: Comparing JT2FIS with Matlab R© Interval Type-2
Fuzzy Toolbox and Juzzy Toolkit using Water Temperature and
Flow Control Test Case Variation

[18] introduced Juzzy, a Java based Toolkit for Type-2 Fuzzy Logic. To compare
the JT2FIS with Juzzy Toolkit we used a Water Temperature and Flow Con-
troller test variation. The use of this Toolkit is to compare Matlab R© Interval
Type-2 Fuzzy Toolbox and our approach to it. For Test Case 2 we configured
Type-2 Fuzzy Inference Systems in JT2FIS, Matlab R© Interval Type-2 Fuzzy
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Table 4. Inputs, Outputs example ”ISHOWER”

Type MemberFunction Params

Input1 TrapaUncertaintyMemberFunction a1=-31,b1=-31,c1=-16,d1=-1,
a2=-29,b2=-29,c2=-14,d2=1.0,alfa=0.98

Input1 TriUncertaintyMemberFunction a1=-11,b1=-1,c1=9,a2=-9,b2=1,c2=11

Input1 TrapaUncertaintyMemberFunction a1=-1,b1=14,c1=29,d1=29,
a2=1,b2=16,c2=31,d2=31,alfa=0.98

Input2 TrapaUncertaintyMemberFunction a1=-3.1,b1=-3.1,c1=-0.9,d1=-0.1,
a2=-2.9,b2=-2.9,c2=-0.7,d2=0.1,alfa=0.98

Input2 TriUncertaintyMemberFunction a1=-0.45,b1=-0.05,c1=0.35,a2=-0.35,b2=0.05,c2=0.45

Input2 TrapaUncertaintyMemberFunction a1=-0.1,b1=0.7,c1=2.9,d1=0.1,
a2=0.9,b2=3.1,c2=3.1,d2=0.1,alfa=0.98

Output1 TriUncertaintyMemberFunction a1=-1.05,b1=-0.65,c1=-0.35,a2=-0.95,b2=-0.55,c2=-0.25

Output1 TriUncertaintyMemberFunction a1=-0.65,b1=-0.35,c1=-0.05,a2=-0.55,b2=-0.25,c2=0.05

Output1 TriUncertaintyMemberFunction a1=-0.35,b1=-0.05,c1=0.25,a2=-0.25,b2=0.05,c2=0.35

Output1 TriUncertaintyMemberFunction a1=-0.05,b1=0.25,c1=0.55,a2=0.05,b2=0.35,c2=0.65

Output1 TriUncertaintyMemberFunction a1=0.25,b1=0.55,c1=0.95,a2=0.35,b2=0.65,c2=1.05

Output2 TriUncertaintyMemberFunction a1=-1.05,b1=-0.65,c1=-0.35,a2=-0.95,b2=-0.55,c2=-0.25

Output2 TriUncertaintyMemberFunction a1=-0.65,b1=-0.35,c1=-0.05,a2=-0.55,b2=-0.25,c2=0.05

Output2 TriUncertaintyMemberFunction a1=-0.35,b1=-0.05,c1=0.25,a2=-0.25,b2=0.05,c2=0.35

Output2 TriUncertaintyMemberFunction a1=-0.05,b1=0.25,c1=0.55,a2=0.05,b2=0.35,c2=0.65

Output2 TriUncertaintyMemberFunction a1=0.25,b1=0.55,c1=0.95,a2=0.35,b2=0.65,c2=1.05

Table 5. Comparing JT2FIS outputs versus MatlabR© Interval Type-2 Fuzzy Logic
Toolbox outputs

Inputs JT2FIS Interval Type-2 Fuzzy
Logic Toolbox

x1 x2 Output 1 Output 2 Time(ms) Output 1 Output 2 Time(ms)

-16 -0.8 0.3 0.6328 1.24 0.3 0.6328 8.6

-12 -0.6 0.3 0.6342 1.24 0.3 0.6342 8.6

-8 -0.4 0.2211 0.5184 1.24 0.2211 0.5184 8.6

-4 -0.2 -0.0098 0.2545 1.24 -0.0098 0.2545 8.6

0 0 0 0 1.24 0 0 8.6

4 0.2 0.0098 -0.2545 1.24 0.0098 -0.2545 8.6

8 0.4 -0.22113 -0.5184 1.24 -0.22113 -0.5184 8.6

12 0.6 -0.2999 -0.6342 1.24 -0.2999 -0.6342 8.6

16 0.8 -0.3 -0.6328 1.24 -0.3 -0.6328 8.6

20 1 -0.3 -0.6328 1.24 -0.3 -0.6328 8.6

Toolbox and Juzzy Toolkit implementations using the same parameters showed
in Table 7. The Juzzy Toolkit does not have an available Gaussian type member
function for the Type-2 systems, so we used the new configuration for all systems
using ”Triangular with Uncertainty” member functions.
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Table 6. Comparing JT2FIS times(ms) versus MatlabR© Interval Type-2 Fuzzy Logic
Toolbox times(ms) with different discretizations points for input1=20 and input2=1

Number Points JT2FIS Interval Type-2 Fuzzy
Time(ms) Logic Toolbox Time(ms)

101 1.24 8.6

1001 4.96 13.7

10001 45.42 71.2

Table 7. Inputs, Outputs example ”ISHOWER” Trianguler

Type MemberFunction Params

Input1 TriUncertaintyMemberFunctionn a1=-20.0,b1=-20.0,c1=1.06,a2=-20.0,b2=-20.0,c2=-1.0

Input1 TriUncertaintyMemberFunction a1=-11.0,b1=0.0,c1=11.0,a2=-9.0,b2=0.0,c2=9.0

Input1 TriUncertaintyMemberFunction a1=-1.0,b1=20.0,c1=20.0,a2=1.0,b2=20.0,c2=20.0

Input2 TriUncertaintyMemberFunction a1=-1.0,b1=-1.0,c1=0.1,a2=-1.0,b2=-1.0,c2=-0.1

Input2 TriUncertaintyMemberFunction a1=-0.5,b1=-0.0,c1=0.5,a2=-0.3,b2=0.0,c2=0.3

Input2 TriUncertaintyMemberFunction a1=-0.1,b1=1.0,c1=1.0,a2=0.1,b2=1.0,c2=1.0

Output1 TriUncertaintyMemberFunction a1=-1.05,b1=-0.6,c1=-0.25,a2=-0.95,b2=-0.6,c2=-0.35

Output1 TriUncertaintyMemberFunction a1=-0.65,b1=-0.3,c1=0.05,a2=-0.55,b2=-0.3,c2=-0.05

Output1 TriUncertaintyMemberFunction a1=-0.35,b1=0.0,c1=0.35,a2=-0.25,b2=0.0,c2=0.25

Output1 TriUncertaintyMemberFunction a1=-0.05,b1=0.3,c1=0.65,a2=0.05,b2=0.3,c2=0.55

Output1 TriUncertaintyMemberFunction a1=0.25,b1=0.6,c1=1.05,a2=0.35,b2=0.6,c2=0.95

Output2 TriUncertaintyMemberFunction a1=-1.05,b1=-0.6,c1=-0.25,a2=-0.95,b2=-0.6,c2=-0.35

Output2 TriUncertaintyMemberFunction a1=-0.65,b1=-0.35,c1=-0.05,a2=-0.55,b2=-0.25,c2=0.05

Output2 TriUncertaintyMemberFunction a1=-0.35,b1=0.0,c1=0.35,a2=-0.25,b2=0.0,c2=0.25

Output2 TriUncertaintyMemberFunction a1=-0.05,b1=0.3,c1=0.65,a2=0.05,b2=0.3,c2=0.55

Output2 TriUncertaintyMemberFunction a1=0.25,b1=0.6,c1=1.05,a2=0.35,b2=0.6,c2=0.95

Using 101 points and Centroid reduction type, we evaluate all system imple-
mentations with the same set of input data. Table 8 shows no difference between
JT2FIS and Matlab R© Interval Type-2 Fuzzy Toolbox tools, obtaining the same
response, but we noticed little differences between JT2FIS and Juzzy Toolkit.

We evaluated performance by increasing the number of discretizations points
in order to increase complexity of processing inputs and outputs (fuzzing and de-
fuzzing). Table 9 shows that Juzzy Toolkit is faster than JT2FIS and Matlab R©

Interval Type-2 Fuzzy Logic Toolbox.

3.3 Test Case 3: Comparing JT2FIS with Matlab R© Interval Type-2
Fuzzy Toolbox and Juzzy Toolkit Using Rule Sets Test Case

Alternatively, to compare performance between JT2FIS, Matlab R© Interval Type-
2 Fuzzy Toolbox and Juzzy Toolkit we used the rule set to configure and test
inference systems, increasing the number of rules on each test in order to incre-
ment complexity on processing rules.



JT2FIS A Java Type-2 Fuzzy Inference Systems Class Library 213

Table 8. Comparing JT2FIS outputs versus MatlabR© Interval Type-2 Fuzzy Logic
Toolbox outputs y Juzzy Toolkit

Inputs JT2FIS Interval Type-2 Juzzy Toolkit
Fuzzy Logic Toolbox

x1 x2 Output 1 Output 2 Time(ms) Output 1 Output 2 Time(ms) Output 1 Output 2 Time(ms)

-16 -0.8 0.3 0.6336 1.24 0.3 0.6336 8.6 0.2999 0.6346 0.67

-12 -0.6 0.3 0.6363 1.24 0.3 0.6363 8.6 0.2999 0.6374 0.67

-8 -0.4 0.1822 0.4890 1.24 0.1822 0.4890 8.6 0.1824 0.4905 0.67

-4 -0.2 -0.0052 0.2337 1.24 -0.0052 0.2337 8.6 -0.0053 0.2356 0.67

0 0 -3.4694E-17 -3.4694E-17 1.24 -3.4694E-17 -3.4694E-17 8.6 -5.5511E-17 -5.5511E-17 0.67

4 0.2 0.0052 -0.2337 1.24 0.0052 -0.2337 8.6 0.0053 -0.2356 0.67

8 0.4 -0.1822 -0.4890 1.24 -0.1822 -0.4890 8.6 -0.1824 -0.4905 0.67

12 0.6 -0.2999 -0.6363 1.24 -0.2999 -0.6363 8.6 -0.2999 -0.6374 0.67

16 0.8 -0.3 -0.6336 1.24 -0.3 -0.6336 8.6 -0.2999 -0.6346 0.67

20 1 -0.3 -0.6324 1.24 -0.3 -0.6324 8.6 -0.2999 -0.6334 0.67

Table 9. Comparing JT2FIS times(ms) versus MatlabR© Interval Type-2 Fuzzy Logic
Toolbox times(ms) and Juzzy Toolkit times(ms) with different discretizations points
for input1=20 and input2=1

Number Points JT2FIS Interval Type-2 Fuzzy Juzzy Toolkit
Time(ms) Logic Toolbox Time(ms) Time(ms)

101 1.24 8.6 0.67

1001 4.96 13.7 1.23

10001 45.42 71.2 8.48

Table 10. Inputs, Outputs example ”ISHOWER” Trianguler

Type MemberFunction Params

Input1 GaussUncertaintyStandardDesviationMemberFunction deviation1=0.1623, deviation2=0.2623 mean=0.0

Input1 GaussUncertaintyStandardDesviationMemberFunction deviation1=0.1623, deviation2=0.2623 mean=0.5

Input1 GaussUncertaintyStandardDesviationMemberFunction deviation1=0.1623, deviation2=0.2623 mean=1.0

Output1 TriUncertaintyMemberFunction a1=-0.5833,b1=-0.08333,c1=0.4167,a2=-0.4167,b2=-0.08333,c2=0.5833

Output1 TriUncertaintyMemberFunction a1=-0.08333,b1=0.4167,c1=0.9167,a2=0.08333,b2=0.4167,c2=1.083

Output1 TriUncertaintyMemberFunction a1=0.4167,b1=0.9167,c1=1.417,a2=0.5833,b2=0.9167,c2=1.583

Using 101 points and Centroid reduction type, we evaluate all system imple-
mentations with different rule sets.

Table 11 shows significant differences between JT2FIS, Matlab R© Interval
Type-2 Fuzzy Toolbox and Juzzy Toolkit. JT2FIS showed better performance
when the rule set was increased.
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Table 11. Comparing JT2FIS times(ms) versus MatlabR© Interval Type-2 Fuzzy Logic
Toolbox times(ms) and Juzzy Toolkit times(ms) with different number of rules for
input1=20 and input2=1

Number Inputs Number Rules JT2FIS Interval Type-2 Fuzzy Juzzy Toolkit
Time(ms) Logic Toolbox Time(ms) Time(ms)

2 9 0.72 4 0.74

3 27 1.09 5.5 2.03

4 81 1.95 10 10.77

5 243 5.807 30 148.19

6 729 16.44 70 3621.2

4 Conclusions and Future Work

JT2FIS is an object-oriented class library that can be used to build intelli-
gent applications based on type-2 fuzzy systems. We presented an architecture
of an object oriented design. We compared outputs response between JT2FIS,
Matlab R© Interval Type-2 Fuzzy Toolbox and Juzzy Toolkit in order to validate
robustness and performance.

The proposed class library are prospected to cover the need of a type-2 fuzzy
system library in Java. Matlab R© Interval Type-2 Fuzzy Logic Toolbox have been
traditionally used in research, but has been difficult to transfer some designs and
implementations from Matlab R© to commercial applications. In other hand, Java
is a very used programming language by academics and professionals, and are
fully accepted by software industry due the convenience of reuse, legibility of
coding and system portability.

As a future work, first, we will continue adding features to the library and
re-factoring the code in order to improve performance and usability. Finally, we
are planning to extend the JT2FIS capabilities to Generalized Type-2 Fuzzy
Inference Systems.
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Abstract. In this work a diagnosis system for an electrical network is proposed. 
The approach carries out the monitoring of an electrical system with dynamical 
load changes proposed by the IEEE. The framework is composed by two phas-
es. The detection phase which uses a fuzzy system, and the diagnosis phase that 
computes the Euclidean distances between samples in order to identify a pattern 
on the system’s elements. The proposal is able to diagnose asymmetrical elec-
trical faults. Promissory results of the proposal are shown. 

Keywords: Fault Detection, Diagnosis, Electrical Networks, Fuzzy System and 
Euclidian Distance. 

1 Introduction 

The fault detection and diagnosis field is taking an important role in many industrial 
areas in which engineering is involved. This is due to the complex systems that indus-
tries have today working on their processes. This complexity is given by the presence 
of a lot of variables taking part of a process or system being monitored. Thus, the 
identification of abnormal operation conditions in a system or a process is needed. An 
alternative solution to the monitoring task of a lot of variables, is that the implementa-
tion of intelligent models are used to make faster diagnosis when a fault is present and 
to make more precise systems that diminish the presence of false alarms. Avoiding in 
this way the economic losses and preventing the risk to the operators working on 
dangerous processes. Thus, the aim of this paper is to generate a system for fault de-
tection and diagnosis of a complex system that helps the operators to quickly identify 
a fault presence and the location of it. In this paper a methodology has been proposed 
to diagnose an electrical power system with dynamical load changes that uses histori-
cal data of the process to carry out a fault detection and diagnosis. The framework 
proposed is composed by two steps.  The first step uses a fuzzy logic system to do 
the fault detection and the second step gives the final diagnosis measuring the Eucli-
dean distance between the voltages of the lines for each node. These steps are done to 
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obtain a more robust and accurate monitoring system diminishing the presence of 
false alarms in the final diagnosis. 

2 State of the Art 

Since the beginning of the use of the machines, the need to monitor if they are work-
ing properly has been a common task. In this way some important concepts related to 
this field have been appeared. For instance, a fault is defined as a not allowed devia-
tion by at least one property, characteristic or parameter to acceptable conditions, 
usual or normal operation of a system. Fault detection is to determine when a fault is 
present on a system. Fault isolation is to determine the type and location of a fault. 
Fault identification is to determine the size and variation in time of a fault. Finally, 
fault diagnosis is to determine the type, size, location and time of detection. Finally, 
the system is intervened to recover its normal operation[1].  According to [2], figure 
1 shows the detection and diagnosis general methodology employed. 

 

Fig. 1. Process monitoring system (Adapted from [2]) 

Once exposed the basic concepts in the field of fault detection and diagnosis,   the 
classification of the general methods is presented. Until now, researchers have ad-
dressed the problem of faults detection in different ways. [3] and [4] classifies the 
detection methods in three different categories. Quantitative models that make use of 
mathematical models, qualitative models which perform detection using graph theory 
and partially mathematical models of the system and finally models that make use of 
historical data to carry out a complete monitoring system. Another point of view are 
the models described by [2], which describes the processes as invasive. For instance 
those taking into account large linear systems that are often incorporated into the sys-
tem or process and as non-invasive such as those requiring data drive to detect if the 
system is in faulty mode. In this same way, it characterizes as rigid models those 
which depend directly on a mathematical model and the flexible models those that 
make use of historical data. The use of these flexible models sometimes is more feasi-
ble because there are applications where it is not possible to mathematically model the 
dynamics of the system. This could happen even when the monitoring system design-
er has much experience or know very well the process. Additionally it has been 
shown that flexible models can work complementing mathematical models [5] since 
most of today’s systems try to emulate the human behavior. 
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The methods based on historical data of the process, are widely used nowadays in 
most of the processes or systems due to its simplicity and efficiency [5]. In the partic-
ular case of electrical systems, the soft computing techniques such as: fuzzy logic, 
artificial neural networks, probabilistic reasoning and evolutionary algorithms are 
employed as classifiers. [6] uses fuzzy logic to do the fault detection process in real 
time on a fuel injection system in a diesel engine. [7] proposes a control level system 
of three tanks with the use of signals from various sensors. The main objective of this 
system is to detect abnormal signals from these sensors, using fuzzy logic to carry out 
fault detection and the diagnosis phase evaluates the data measurement provided. This 
evaluation is done with the purpose of provide a robust system. Euclidean distances 
are used as in [8] and [9]. The former applies decision rules at the photolithography 
stage in the manufacturing process of an integrated circuit. The second calculates  
the distances in a study case related with semiconductors in order to give the fault 
diagnosis.  

3 Preliminaries 

3.1 Fuzzy Logic 

Fuzzy logic systems are based on if-then rules that capture the experts’ knowledge. 
Each rule is an instruction represented in mathematical language. On it, the words are 
characterized by membership functions such as those described below. 

• Membership Functions 

The membership functions fuzzify data. That is to defined a fuzzy set A on a universe 
of discourse X of the form µA: X → [0,1], Taking the máximum value of µA(x)=1 and 
mínimum value  µA(x)=0. A membership function allows to represent graphically a 
fuzzy set. 

µAሺ୶ሻ ൌ ۔ۖەۖ
ۓ 0 si x ൏ ܽ୶ିୟ୫ିୟ si a ൏ ݔ ൑ ݉ୠିୟୠି୫ si a ൏ ݔ ൏ ݉0 si x ൒ b                               (1) 

Where a is defined as the lorwer value, b is the higher value and m is mean value, x is 
any input value in  the membership functions. 

• Fuzzy Operators 

Fuzzy operators are applied to do basic operations with fuzzy sets. The basic op-
erators for complement, union, and intersection are defined as: 
The complement: µAഥሺ୶ሻ ൌ 1 െ µAሺ୶ሻ                     (2) 

The union or t-norm: 
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µA׫Bሺ୶ሻ ൌ max ሾµAሺ୶ሻ, µBሺ୶ሻሿ                          (3) 

The intersection or s-norm: µAתBሺ୶ሻ ൌ min ሾµAሺ୶ሻ, µBሺ୶ሻሿ                          (4) 

• Fuzzy Implications 

The output of fuzzy the system is represented by a membership value which needs 
to be transformed onto a crisp number. To perform this transformation is required a 
fuzzifier such as: centroid defuzzfier. µMMሺx, yሻ ൌ min ሾµFPభሺxሻ, µFPమሺyሻሿ                     (5) 

or  µMPሺx, yሻ ൌ µFPభሺxሻ כ µFPమሺyሻ                         (6) 

• Defuzzification 

To get a solution to a decision problem, the obtention of a crisp number is required in 
order to no use a fuzzy output. Therefore, this fuzzy output is transformed using the 
centroid method [10]. g ൌ ∑ ୶౟.୳ሺ୶౟ሻ౤భసభ∑ ୳ሺ୶౟ሻ౤భసభ                                    (7) 

3.2 Euclidean Distance 

Euclidean distance is defined as the ordinary distance between two points that is de-
duced with the Pythagorean Theorem. This is using a bidimentional space, to obtain 
the distance between two points P1 y P2, in coordinates (x1, y1) and (x2, y2) respec-
tively, is [11]: dୣሺPଵ, Pଶሻ ൌ ඥሺxଶ െ xଵሻଶ ൅ ሺyଶ െ yଵሻଶ                      (8) 

4 Framework Description 

In this paper it is proposed the implementation of a new methodology described in 
Figure 2 in order to perform the detection and diagnosis of an electrical power system 
proposed by the IEEE. The methodology consists of two steps. The first step is the 
detection process in which it is used fuzzy logic to perform the task of evaluating the 
operating conditions of the system. The second step gives the final diagnosis measur-
ing the Euclidean distances in order to obtain a normal operation pattern between the 
voltages of each of the 24 nodes of the system. Thus, when a fault is present it deter-
mines which of the lines have the problem. 
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Fig. 2. General fault detection and diagnosis framework of the proposal 

The steps of the proposal are summarized as follows: 

1. To obtain the system’s databases in normal operation and faulty mode. 
2. To generate a fuzzy system that evaluates each system’s nodes whose output will 

be a zero for a node of the monitored system when it is found in faulty mode oth-
erwise it will give a nonzero value. 

3. To count the number of consecutives zero’s output of the fuzzy system for a specif-
ic node to determine whether the system is faulty or not. 

4. If the system has a faulty node(s) then measure the Euclidean distances between 
the voltages of the lines of each suspicious node(s) of the system. 

5. To perform a comparison of the distances obtained on step 4 against those of the 
normal operation voltages’ distances magnitudes in order to give the final diagno-
sis showing which line(s) is in faulty mode. 

5 Case Study 

This work is addressed to analyze an electrical power system with dynamic load 
changes proposed by the IEEE. This system consists of 24 nodes with 3 lines each. 
Given in this way a total of 72 variables to monitor. The electrical system is depicted 
in Figure 3. 
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Fig. 3.Reliability test system single line diagram proposed by the IEEE (Adapted from [12]) 

The fuzzy system model was trained with the samples of only one of the nodes of 
the original system. This represents a great advantage because it was not needed to 
design and to train 24 different fuzzy systems in order to monitor each bus of the 
original electrical power system. For the simulations it was considered two fault 
types. Symmetrical faults that occurs between two lines and asymmetrical faults oc-
curring  when one or more lines fall to ground. 

The proposed methodology was applied in the following manner. 
The first step is the detection process and is composed by the blocks shown in Fig-

ure 4. Each block performs as follows: 

 

Fig. 4. Fault Detection step 

1. The Database block indicates that it is needed the acquisition and analysis of his-
torical data from the electrical power system described above. This analysis was 
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performed evaluating the amplitudes of the voltages of each node’s lines taking da-
ta windows of 100 samples using normal operation and faulty databases. 

2. In the Fuzzy Rules block are contained the steps 2 to 6 
3. In this block the selection of a membership function is needed. In this case it was 

selected triangular functions due to their simplicity. 
4. Additionally with the databases taken on step 1, the fuzzy rules describing the sys-

tem’s behavior were generated. These rules are shown on table 1. 
5. The fuzzy operators and fuzzy implication were selected as those depicted on equa-

tions 2 to 6. This selection was made because the use of these operators and impli-
cations were enough to explain relatively well the behavior of the system. 

Table 1. Fuzzy rules 

Rule Line 1 Line 2 Line 3 Fault 
1 More Less More No 
2 More Less Less No 
3 More More Less No 
4 Less More More No 
5 Less Less More No 
6 Less More Less No 
7 More More More Yes 
8 Less Less Less Yes 
9 Zero Zero Zero Yes 

 
The range considered for the amplitudes of the voltages observed in each line was 

from -200 to 200 volts.  

6. It has been selected the centroid method to carry out the defuzzification step de-
scribed in Eq. 7. because this is the most commonly method used. 

7. The output of the fuzzy system will be a zero if the system is found on a faulty 
mode and otherwise it will give a nonzero output. 

8. The counter block contains a counter that is adjusted by the user in order to give 
sensibility to the detection process. The counter increments in one its counting 
when there exist consecutive zeroes given by the fuzzy system. 

9. Several tests have been carried out and there were found the results showing on ta-
ble 2. This table shows the percentage of detection obtained for different preset 
values of the counter. 

Table 2. Percentage of detection for different counter preset values 

Counter F1=3 F1=4 F1=5 
Porcentage 80% 100% 100% 

 
For the second step the diagnosis process is carried out as described below and this 
process is shown in Figure 5. 
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After analyzed the operating conditions of the system for the possible different 
faults that could be present, the relationship founded for the Euclidean distances 
measured gives the different possible faults signature. These relationships are de-
scribed below. 

One line to ground fault. 
If when comparing the distances between L1-L2-L3, those of L2-L3 are equal val-

ues, then the fault is present on line L1. If those of L1-L3 are equal values, then the 
fault is present on line L2. And in the same way if the distances between L1-L2 are 
equal values then the fault is present on line L3. 

 

Fig. 5. Fault diagnosis step 

Two lines to ground fault. 
If the distances between L1-L2 are equal to zero, and L2-L3, L1-L3 are equal, the 

fault is present in the lines L1 and L2. If the distances between L1-L3 are equal to 
zero, and L1-L2, L2-L3 are equal, the fault is present in the lines L1 and L3. Or, If the 
distances between L2-L3 are equal to zero, and L1-L2, L1-L3 are equal, the fault is 
present in the lines L2 and L3. 

Three lines to ground fault. 
If the distances between the three lines L1-L2-L3 are zero then the type of fault 

present is a three lines to ground fault. 
Thus, as it can be seen the comparison carried out in the second step of the propos-

al, determines which line has the asymmetrical fault present on it. 
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6 Conclusion 

This paper has proposed a fault detection and diagnosis system that uses a fuzzy logic 
system for the detection process and a comparison of the measured Euclidean dis-
tances between the voltages magnitude of an electrical power system to give the final 
diagnosis. The proposal is a process history data based method. This approach was 
validated in an electrical power system of 24 nodes having dynamic load changes 
proposed by the IEEE. This work was done with the purpose to give a robust metho-
dology using these two techniques for a safer detection and diagnosis.  
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Abstract. The aim of the presented work is to illustrate the perfor-
mance of embedded fuzzy agent for online tuning of a PID controller.
A DC motor is used for illustration of its position control. An agent is
built using an embedded fuzzy system type 1. Performance of the PID
controller is evaluated on line and this performance is improved in low
cycles of tuning by the agent.

1 Introduction

1.1 Pid Control Systems

Nowadays, there is an existing problem generalized with the tuning of PID con-
trol systems, which generally are set through the developer’s experience, which
means, that the gains are set in an heuristic way.

The PID schemes, based in the classic control theory, have been widely used
in the control industry for a long time. So, in order to improve the control
quality, developers use the nonlinear characteristics to modify the traditional
PID control[3,4].

The integral square error, is more effective for considerable error than with
minimum errors, it tends to eliminate them in a prompt way, even though the
initial response overshoots, this one decays rapidly. Basically, various small peaks
are tolerated for reducing the magnitude of the principal peak. This type of
behavior is usually non desire in the process, whereby a gains optimization is a
desired process in the controller’s tuning[7].

1.2 Fuzzy Logic in PID Control Systems

The most common control algorithm in the industry is the PID control, it has a
simple structure, good reliability and is easy to adjust, reason why it has been
widely used. In order for the PID control to enter in a complex environment of
parameters adjustment, intelligent PID control arises at the historic moment.

The most common intelligent PID control methods are: fuzzy PID control,
neural network PID control, genetic algorithm PID control and so on, but the
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most common is fuzzy PID control[2]. However, for the velocity control generally
is used a conventional PID[1].

Fuzzy tuning of PID control is the outcome combination of the fuzzy theory,
the fuzzy technology and PID control algorithm. The fuzzy tuning system of the
flexible adaptable advantage with PID control structure, which are simple high
control’s accuracy characteristics[6].

Fuzzy Logic control (FLC) has proven effectiveness for complex non-linear
and imprecisely processes, for which standard model based control techniques are
impractical or impossible. Fuzzy Logic, deals with problems that have vagueness,
uncertainty and use membership functions [5]. Below in Figure 1 is the structure
of a fuzzy tuning of PID control model:

Fig. 1. Block diagram of fuzzy tuning and PID controller

The traditional PID algorithm, for a control non linear system is not easy
for adjusting the control parameters and the online settings. For this type of
problems, is better to use the fuzzy control theory which has a great ability and
processing power. The traditional PID control, through the regulation of the
control PID parameters, reaches the stability of the system, in order for the fuzzy
tuning system to perform the establishment of the online parameters, setting
rules in the fuzzy control chart which will connect the error derivative signal
with the exchange rate of the error derivative signal and the three parameters of
the PID, in the precisely moment in which the control parameters are established.

2 System Description

The fuzzy tuning of PID controller would be implemented in a Microcontroller
(MCU), the challenge of the MCU is that it hosts the controller and the fuzzy
system, because we are trying to make a full embedded system.

The aim is to design a fuzzy tuning of PID controller for the position of a DC
motor. For this objective we follow the scheme in Figure 2: Output of Arduino
is connected to the motor, the motor shaft is connected to a potentiometer for
position feedback and another potentiometer would bring the desire position to
the MCU.

For our purpose we are considering a simple PID controller, Figure 3, with
one output gave by the Arduino Development Board we can change the output
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Fig. 2. Block diagram of system

Fig. 3. Structure of a PID Controller

controller value, expecting to reach the desire value of position. The value of
the output is given by three gains (Kp, Ki, Kd) and the measured values of
error. The error is produced by the difference between the desire position and
the actual position, but in the case of integral gain and derivative gain, the value
of the error is calculated according to the request in the formula. All operations
are calculated by the MCU on real time at the maximum speed of the MCU.
The discrete formula of the PID, considering that the integral and derivative
gain is given according to the sample period, would be:

u(t) = Kpe(t) +KiTs

n∑
i=1

e(i) +
Kd

Ts
Δe(t) (1)

where u(t) is the control signal, e(t) is the error between the reference input
and the process output, Ts is the sampling period and Δ e(t) = e(t) - e(t-1).
The equation 1 is used for software implementation.

The parameter of the PID controller Kp,Ki and Kd can be manipulated to
provide a different response curves, it is here, when the right parameters are
acquire, which are really important because we are trying to minimize the errors
in the response. This errors are measured when we provide an input to the PID
and wait for the stabilization.
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Once the system is in steady state, we obtain the three principal qualifiers to
measure the performance of the controller. The qualifiers are the errors in steady
state, the overshoot and the settle time. And it is here when the intelligent
systems take part of the problem, for this problem we propose the use of a fuzzy
system.

The fuzzy system is in charge of minimizing the errors to the response of
the PID, using a fuzzy rule set. This rule set has a structure according to the
Takagi-Sugeno-Kahn (TSK) model, and the response of the defuzzifier structure
would control the change of the PID controller’s gains, this would be by doing
some increments or decrements in the gains, searching for a better response of
the system with every iteration of the fuzzy system.

The explanation of the segments in fuzzy system is listed below:

1. Fuzzifier: an input for the fuzzy system, in this case it would be the normal
values (values mapped to a value between 0 and 1) of the qualifiers to the
response of the PID. These values characterized the inputs in fuzzy values,
which can be read in a linguistic way and classify them as follows: in very
high, high, medium, low and very low. According to the value of the input,
the Fuzzifier mechanism returns a membership value.

2. Knowledge base: Store IF-THEN rules provided by experts. These rules de-
cide the behavior of the system.

3. Inference engine: collecting the membership values from the Fuzzifier and
supporting with the knowledge base, this mechanism creates an output of
the fuzzy system. These output is a fuzzy way.

4. Defuzzifier: the last step of the fuzzy system is the Defuzzier mechanism,
the objective of this mechanism consists, in making the fuzzy output of the
inference engine, understandable to mechanism that only process numeric
information.

With the tools of PID Controller and the fuzzy systems, we create an intelligent
system that can tune the fuzzy controller for the control’s position optimum
values in this DC motor and for other systems with the same characteristics.
The system can be host and fully functional from a MCU with some limitations,
low costs and open source development.

3 Implementation

The system proposed is a DC Motor connected to a development board Arduino
MEGA through an H-bridge driver. For the signal position feedback, the shaft’s
transmission motor would be connected to a potentiometer, which would be the
system. Also there are additional inputs, the first one consists in another poten-
tiometer that provides a requested position (Setpoint) for the PID controller.
The second input, is a selector for tuning mode, this mode begins the routine to
obtain the values of gains for the PID. Once we have selected the tuning mode,
the system will initiate the tuning routine, followed by a specific period of time
in which the process will be concluded in order to ensure the certain optimized
values of gain in the controller.
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Once the system is in tuning mode, the gains of the PID controller are set to
Kp = 0.01,Ki = 0.01 and Kd = 0.01. Then, the fuzzy system starts modifying
them in order to obtain the optimal values, this would be through get the steady
state with the actual gains, and calculate the system qualifiers that will serve
like inputs for the fuzzy system. The controller has a variable sample time which
is calculated in every iteration.

The TSK model is used to calculate the increments or decrements of every
gain, but for this the TSK model request modify three gains, since the model is
designed for only one output, we need to use three complete systems to obtain
the Kp,Ki and Kd.

The fuzzy systems used in this work had three inputs, one output, and five
fuzzy sets to determinate the membership function (MF), the fuzzy sets were
mentioned above; Very High (VH), High (H), Medium (M), Low (L) and Very
Low (VL). To allow an easy implementation, the inputs and outputs of the
system were normalized between zero and one, this helps to obtain an output
that can be easy escalated to wanted terms.

Next, on Table 1, a sample of the 125 rules of the knowledge base used to
every gain of the PID:

Table 1. Fuzzy Rules for Kp behavior

OS SS ST O

1 1 2 5
1 1 3 3
1 2 3 2
2 4 5 2
5 5 5 1

Where 1 its for Very Low (VL), 2 for Low (L), 3 for Medium (M), 4 for High
(H) and 5 Very High (VH) fuzzy sets. According to the table, fuzzy rules can be
read:

IF overshooting is VL, IF error in steady state is VL, IF settle time is L THEN
Output it VH.
IF overshooting is VL, IF error in steady state is VL, IF settle time is M THEN
Output it M.
IF overshooting is VL, IF error in steady state is L, IF settle time is M THEN
Output it L.
IF overshooting is L, IF error in steady state is H, IF settle time is VH THEN
Output it L.
IF overshooting is VH, IF error in steady state is VH, IF settle time is VH THEN
Output it VL.

Finally, the output proposed in the defuzzifier incremented to the actual value
of the gain. This will take us to find the optimal value of gain for the plant
proposed.
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A complete digram of the system is showed on Figure 4

Fig. 4. Diagram of system Implemetation

Table 2. Behavior for every iteration of fuzzy tuning of PID

OS SS ST Kp Ki Kd

-0.02 0.02 0.97 6 0.1 6
0.02 0.03 0.97 11 0.1 11
-0.02 0 0.97 16 0.1 16
-0.02 0.02 0.98 21 0.1 21
-0.02 0.01 0.98 26 0.1 26
0.38 0.39 0.98 29.14 0.1 33.85
0.38 0.39 0.98 32.27 0.1 41.75
0.47 0.47 0.98 33.65 0.1 51.16
0.47 0.47 0.98 34.99 0.1 60.53
0.2 0.21 0.98 39.17 0.1 66.28
0.2 0.21 0.98 43.29 0.1 72.04
0.21 0.22 0.98 47.33 0.1 77.95
-0.02 0.01 0.98 52.33 0.1 82.95
-0.02 0.02 0.98 57.33 0.1 87.95
-0.02 0.03 0.98 62.33 0.1 92.95

4 Experimental Results

The objective of the experiment consists in showing how a fuzzy system’s imple-
mentation produces an improvement in every iteration. To show this, the system
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would be tuned with an input and for every iteration, qualifier values of the sys-
tem were monitored, and as a result we ensure that the fuzzy tuning of PID took
the parameters to the optimal or the closest possible way. Results are showed in
Table 2:

Table 2 shows how the qualifiers errors change during time, and the values of
gains that were used for obtain this errors. The last values were the best values
and the ones that will be used during the operation.

Finally the Figure 5 showed the response curve of the PID with the optimal
values.

Fig. 5. Response curve to step inputs

Figure 5 is the response of DC motor for two steps, green line is position
feedback and red line is the setpoint required along time, every 10 ms.

5 Conclusion

The implementation of a fuzzy tuning of PID Control is plenty justified, because
of the nonlinearity response of the parameters. There is a lot of works using
this type of control, but there are only a few with all control embedded in a
commercial MCU with limited resources, which show a good performance in
this application, even though the control of position for DC motors is a really
fast process and require a faster response of the system.

This paper can be used as a base to develop future work like involving another
Intelligent System for the PID tuning, or making a reduced fuzzy system that
let us embedded easily these kind of systems.
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Abstract. Parameter selection greatly impacts the classification accu-
racy of Support Vector Machines (SVM). However, this step is often
overlooked in experimental comparisons, for it is time consuming and re-
quires familiarity with the inner workings of SVM. Focusing on Gaussian
RBF kernels, we propose a grid-search procedure for SVM parameter se-
lection which is economic in its running time and does not require user
intervention. Based on probabilistic assumptions of standardized data,
this procedure works by filtering out parameter values that are not likely
to yield reasonable classification accuracy. We instantiate this procedure
in the popular WEKA data mining toolbox and show its performance
on real datasets.

1 Introduction

Support Vector Machines (SVM) [1] is a supervised learning method that has
been used to achieve state-of-the-art classification results in many domains of
application. It is usually among the methods that are experimentally evaluated
when a new application or learning method is being proposed.

A crucial step when applying SVM is the selection of its parameters. In order
to do it properly and efficiently, it is required an understanding of how these
parameters affect SVM classification. Hence, users not familiarized with SVM
tend to skip parameter selection, often resorting on default parameters of the
implementations of their choice. The problem with this approach is that there
are no default parameters for SVM.

There has been some effort to introduce procedures for SVM parameter se-
lection that are both easy-to-use and principled [2,3]. However, they currently
involve checking a large range of parameter candidates, which can be quite time
consuming. What is more, there is an emphasis in fine-grained parameter selec-
tion, which may be overkill.

In this work we intend to make SVM parameter selection automatic and
economic in its running time. In order to do that, we try to exclude parameter
values that are not likely to provide good classification accuracy. After that,
we try to investigate parameter candidates that are essentially different, that
is, lead to different classification results. A key step to our procedure is data

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 233–244, 2013.
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standardization, which is a common data pre-processing task that is also useful
for bringing all data features (attributes) to the same scale.

The machine learning community has much aided users by making available
a wide variety of learning algorithms through open source packages. A popular
environment which is widely used by machine learning experts and non-experts
is the Waikato Environment for Knowledge Analysis (WEKA) [4]. It contains a
wide variety of machine learning methods and also provides graphical user inter-
faces for easy access. Due to its popularity, we use it in this work to instantiate
and illustrate the proposed SVM parameter selection procedure.

The remainder of this paper is organized as follows. In Section 2 we review
SVM parameters and how they affect classification performance. In Section 3 we
express caution on the use of default parameters in SVM. In Section 4 we present
the proposed parameter selection procedure for SVM. In Section 5, we instantiate
the proposed procedure in WEKA and conduct illustrative experiments. We
conclude in Section 6.

2 Essential Parameters of SVM

This section reviews the parameters that most affect the generalization abil-
ity of Support Vector Machines1. It is not intended to be a tutorial on SVM
classification, as good references on the subject already exist [5].

Given n training examples (x1, y1), . . . , (xn, yn), where x ∈ Rd and Y =
{+1,−1}, the optimization problem that emerges from SVM is usually written
as follows

max
α1,...,αn

n∑
i=1

αi − 1
2

n∑
i=1

n∑
j=1

αiαjyiyj k(xi,xj)

subject to
n∑

i=1

αiyi = 0,

0 ≤ αi ≤ C,

where the constant C > 0 and the kernel function k(x,x′) are parameters to be
defined. After solving this problem for fixed C and k, the output variables αi

are used to derive the function f(x) used to classify unseen data

f(x) = sign

(
n∑

i=1

αiyi k(x,xi) + b

)
, (1)

where b is also computed from αi.
Let us first tackle the so-called generalization parameter C. When a learning

algorithm selects a function f(x) from a set of functions F using training exam-
ples, it does so by means of an inductive principle. In the case of SVM, induction
is performed by the Structural Risk Minimization principle [6], which controls

1 Besides the parameters discussed in this section, there may be other parameters
related to specific SVM solvers that do not greatly affect generalization.
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two factors: 1) the number of training errors made by f(x) and 2) the capacity
(diversity) of the set of functions F . In order to obtain a function f(x) that de-
livers good classification accuracy on test examples, both factors should be small.
As these factors are contradictive, a balance has to be found by controlling the
parameter C.

The effect of C in SVM is clearer from its primal optimization problem, which
for simplicity we show for the linear case

min
w,b,ξ1,...,ξn

‖w‖2 + C
n∑

i=1

ξi

subject to yi(w · xi + b) ≥ 1− ξi,
ξi ≥ 0.

Note that large values of C put more emphasis on the minimization of the slack
variables ξi, which leads to correct separation of the training examples but risks
overfitting. On the other hand, small values of C put more emphasis on the
minimization of ‖w‖, which leads to maximization of the margin of separation
and, consequently, minimization of the capacity of the set of functions being
considered [6]. This latter case, however, may lead to underfitting. Figure 1
illustrates this trade-off.

Fig. 1. Typical linear SVM scenario. The value of C used in the left is larger than the
one used in the right.

We now turn our attention to the kernel function parameter k(x,x′), which
induces the set of functions F from where the function f(x) is picked. Two kinds
of kernel functions have been extensively employed: the Gaussian RBF and the
linear types. Since most domains require non-linear classification, the former is
often more appropriate2. Another important property of the Gaussian RBF type
is its universal function approximation ability [7].

In fact, Gaussian RBF kernels form a family of kernel functions parameterized
by a parameter γ > 0

k(x,x′) = exp (−γ ‖x− x′‖2).
2 An exception occurs when the number of dimensions d (features) of the training
examples greatly exceeds the number of training examples n (d 	 n).
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This means that by choosing γ, we are effectively choosing a kernel function for
SVM. The effect of choosing increasingly larger values of γ is to make the kernel
an identity evaluator, that is

k(x,x′) = 1, if x = x′,
k(x,x′) ≈ 0, if x �= x′.

On the other hand, choosing very small values of γ has the effect of making
k(x,x′) ≈ 1 for any x and x′. Figure 2 illustrates the effect of γ in SVM.
Note how a large value of γ allows for more diversity in the set of functions
implemented by SVM.

Fig. 2. SVM decision function using Gaussian RBF kernels. The value of γ used in the
right is larger than the one used in the left. (Source: [3])

3 A Word of Caution about Default Parameters

The aim of machine learning algorithms is the autonomous building of mod-
els from datasets. However, learning algorithms do not necessarily provide good
results without being properly tuned. In other words, besides choosing an ap-
propriate learning algorithm for the specific learning domain, it is also necessary
to set the algorithm parameters. Nevertheless, manual tuning of the algorithm
parameters can frequently be very time-consuming, as well as requiring good
knowledge of the learning algorithm.

As there is an increasing number of non-expert users of machine learning
tools who require off-the-shelf solutions, these environments always offer default
parameter values to execute the algorithms. However, while the default param-
eter values may be reasonably appropriate for some learning algorithms such
as decision trees, in which, for example, the generalization default parameter
(confidence limit3) is usually set to 25%, this is not the case for most learning
algorithms. For example, most implementations of the standard k-NN algorithm
usually take k = 1 as the default number of neighbors. As the learning domain

3 The smaller the confidence limit, the higher the chances of pruning the tree.
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is not known in advance and k = 1 entails less running time, this is the usual
default value used in most implementations, although other values can dramat-
ically improve the results.

This is also the case of other algorithms, such as SVM, which also strongly
depends on parameter selection. It is worth noting that quite different default
values are used in different implementations. For example, in WEKA and LIB-
SVM4[8,2] the default value of C is 1. In SVMlight5 the default value is the
average of (x ·x)−1, while in SVMTorch6[9], the default value is 100. Moreover,
WEKA and SVMlight use the linear kernel as default, while LIBSVM uses RBF.

In other words, default values are offered such that non-expert users can
initially experiment how the software performs right out of the box. However,
a typical machine learning scientist would at least try to improve the expected
performance of a learning algorithm over a few parameters. In case there is
a need of an optimal model, the search should be conducted over all possible
parameters.

To illustrate our point, let us consider UCI’s Monk-1 and Monk-2 artificial
datasets [10], both from the same domain, with no missing feature values. Each
dataset consists of 432 examples described by 7 features and classified as ⊕ or
�. Monk-1 is a balanced dataset (50% ⊕, 50% �), while Monk-2 is slightly
unbalanced (67% ⊕, 33% �). Thus, the error of the simplest algorithm that
always predicts the majority class will be 0.50 for Monk-1 and 0.33 for Monk-2.
Using WEKA, we executed John C. Platt’s Sequential Minimal Optimization
(SMO) algorithm for training a support vector machine [11]. SMO was executed
with its default parameters, which are the linear kernel and C = 1. We randomly
select 2/3 of the corresponding dataset as a training set and 1/3 as a test set.
The results are shown in Table 1, where Error is the error rate (proportion of
correctly classified instances); B.Error is the balanced error (mean of the positive
and negative error rates), and AUC is the area under the ROC curve [12]. Recall
that AUC = 0.5 correspond to random guessing. Thus, no realistic classifier
should have an AUC less than 0.5.

Table 1. Results of SVM classification using the default parameters in WEKA— linear
kernel and C = 1

Dataset Error B.Error AUC

Monk-1 0.340 0.341 0.659
Monk-2 0.340 0.500 0.500

It can be observed that the results are poor for Monk-1 and extremely poor for
Monk-2. Trying to improve these results, several other values of the parameter

4 A Library for Support Vector Machines
http://www.csie.ntu.edu.tw/~cjlin/libsvm/

5 http://svmlight.joachims.org/
6 http://www.torch.ch/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://svmlight.joachims.org/
http://www.torch.ch/
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Table 2. Results of SVM classification using the Gaussian RBF kernel and parameters
(C = 64, γ = 0.1)

Dataset Error B.Error AUC

Monk-1 0.088 0.087 0.913
Monk-2 0.150 0.172 0.828

C in [10−6, 10−5, . . . , 106] were tested, but without success. The reason is that
for both datasets the relationship between class values and features is nonlinear.
This situation cannot be handled by a linear kernel.

In such situations, a kernel which nonlinearly maps examples into a higher
dimensional space must be used. Several nonlinear kernels have been proposed
in the literature. Among them, the Gaussian RBF kernel is a reasonable choice
as explained in Section 2. Table 2 shows the results of using the RBF kernel in
WEKA with the assignment of parameters C = 64 and γ = 0.1.

Comparing the results from Table 1 and 2, the improvement obtained by using
RBF with a good pair of (C, γ) values is extremely high. Observe that for Monk-
1, the error went from 0.340 down to 0.088, 3.86 times lower. For Monk-2 the
error went from 0.340 down to 0.150, 2.27 times lower. Moreover, for Monk-1 and
Monk-2 respectively, the B.Error was 3.92 and 2.91 times lower. Furthermore,
the AUC improved 38% and 67% respectively.

Considering that the RBF kernel can handle datasets having linear as well
as non-linear relationship between class values and features, non-expert SVM
users may be tempted to report SVM classification results using the RBF kernel
with default parameter values. To illustrate the significant differences while using
default and optimized SVM-RBF parameters (C, γ), we execute SMO again on
datasets Monk-1 and Monk-2, and add two other real world binary datasets:
Parkinson and Ionosphere [10]. The first one consists of 197 examples (25% ⊕,
75% �) described by 23 features, and the second one consists of 351 examples
(64% ⊕, 36% �) described by 34 features. Thus, the majority error rate will be
25% for Parkinson and 36% for Ionosphere.

As before, the experiments were carried out using 2/3 of the corresponding
dataset as training set and 1/3 as test set. Table 3 shows the results obtained by
executing SMO using the RBF kernel with WEKA default parameters, as well
as with other parameters that showed better results.

Table 3. Results of SVM classification using the Gaussian RBF kernel with the default
values in WEKA (C = 1, γ = 0.01) and with other parameter values

Dataset Error B.Error AUC Error B.Error AUC (C, γ)

Monk-1 0.510 0.493 0.507 0.088 0.087 0.913 (64, 0.1)
Monk-2 0.340 0.500 0.500 0.150 0.172 0.828 (64, 0.1)

Parkinson 0.212 0.500 0.500 0.091 0.120 0.838 (64, 10)
Ionosphere 0.322 0.424 0.576 0.076 0.082 0.918 (2, 1000)
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As it can be observed, the improvement obtained by SMO using RBF with
other parameters (C, γ) is exceedingly good. For Monk-1 and Monk-2, using the
RBF kernel with WEKA default parameters yields an accuracy that is not better
than the majority error classifier. For Monk-1, the error went from 0.510 down
to 0.088, 5.80 times lower, and the B.Error went from 0.493 down to 0.087,
5.67 times lower. For Monk-2 the error went from 0.340 down to 0.150, 2.27
times lower, and the B.error went from 0.500 down to 0.172, 2.91 times lower.
Moreover, for Monk-1 and Monk-2 the AUC improved 80% and 67% respectively.

Also for Parkinson and Ionosphere, SMO with default parameters does not
do better than the majority error classifier. However, the classification results
yielded by the other parameters are very good. For Parkinson, the error and the
B.Error were 2.33 and 4.24 times lower respectively, while the AUC improved
67%. For Ionosphere, the error and the B.Error were 2.66 and 4.24 times lower,
while the AUC improved 59%

4 Economic Grid-Search Procedure

It was shown in the last section that using default SVM parameters may yield
unsatisfactory classification accuracy. This fact is well-known within the SVM
community. As a consequence, for a fixed kernel function, it is desirable to investi-
gate the accuracy provided by SVM with respect to several parameter candidates
of C. As to the kernel function, the Gaussian RBF is usually recommended, as
explained in Section 2. This way, it is also desirable to investigate the accuracy
provided by different candidates of the RBF parameter γ.

The most used method for selecting parameter candidates in the SVM-RBF
context is the grid-search procedure with k-fold cross-validation [2,3]. Given a
set C = {C1, C2, . . . , Cm} of m candidates of C and a set Γ = {γ1, γ2, . . . , γ�} of
� candidates of γ, an accuracy figure is obtained on the training data for each
parameter combination (Ci, γj) ∈ C×Γ through k-fold cross-validation. The pair
with the highest cross-validation accuracy is then selected and an SVM classifier
trained with this parameter combination is used for classifying unseen data.

Despite its popularity in the SVM community, the described procedure poses
a computational problem, since k × m × � calls to an SVM solver (e.g SMO)
need to be made, with k generally equal to 10. The problem is worsened when
each call to the solver is already expensive, for instance when tens of thousands
of examples are available and/or data is very high-dimensional. This means that
the candidate sets should be chosen very carefully as to have as few effective
candidates as possible.

In what follows, we propose sets of 5 candidates each, which amounts to 25 pa-
rameter combinations. Computationally speaking, this is a much better scenario
than what is usually considered. For instance, in [2] the following candidate sets
are suggested for a coarse grid-search procedure: C = {2−5, 2−3, . . . , 215} and
Γ = {2−15, 2−13, . . . , 23}, which amounts to 110 combinations.
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4.1 Candidates of γ

In order to choose candidates of γ, the distribution of the values ‖xi − xj‖2
should be taken into consideration. One possible approach is to pick candidates
that revolve around the inverse of the mean value of ‖xi − xj‖2. This way, we
avoid choosing a too small or too large candidate of γ. In this work we take
advantage of a data pre-processing step to approximate such mean value using
a formula, thus avoiding its calculation from data.

When employing SVM classification using RBF kernels, it is very desirable to
bring all features of the dataset to the same scale, since features ranging in larger
intervals tend to dominate the calculation of distances in the RBF kernel. A
popular procedure to tackle the scaling problem is data standardization: for each
feature, the mean and standard deviation value is computed; then, each feature
value is subtracted by the corresponding mean and divided by the corresponding
standard deviation. The effect of conducting this procedure on data is that every
feature will have an average value of μ̂ = 0 and standard deviation σ̂ = 1. By
assuming that each feature follows a Normal distribution with mean μ = 0 and
variance σ2 = 1, we can come up with an approximation for the mean value of
‖xi − xj‖2.
Proposition. Let x = (x1, . . . , xd) and z = (z1, . . . , zd) be two random vectors
such that xj and zj follow a Normal distribution with mean μ = 0 and variance
σ2 = 1 (standard Normal variables). Then the random variable ‖x− z‖2 follows
a Gamma distribution with shape parameter s = d

2 and scale parameter θ = 4.

Proof. If xj and zj are standard normal variables, then the random variable
(xj − zj) follows a Normal distribution with mean μ = 0 and variance σ2 = 2.

Thus,
(

xj−zj√
2

)
is also a standard normal variable. By definition, the sum of

the squares of d independent standard normal variables follows a Chi-squared
distribution with d degrees of freedom — χ2(d). Thus, the random variable

A =
∑d

j=1

(
xj−zj√

2

)2
is χ2(d). Note that

‖x− z‖2 =

d∑
j=1

(
xj − zj

)2
= 2A.

The Chi-squared distribution and the Gamma distribution are related in the
following way: if B is χ2(ν) and c > 0, then cB is distributed according to a
Gamma distribution with shape parameter s = ν

2 and scale parameter θ = 2c. As

‖x− z‖2 = 2A and A is χ2(d), it follows that ‖x− z‖2 is distributed according
to a Gamma distribution with s = d

2 and θ = 4.

When a random variable follows a Gamma distribution, its mean value cor-
responds to the product sθ. Under the conditions stated in the aforementioned
proposition, it follows that the mean value of ‖x− z‖2 is 2d. Thus, whenever we

standardize the features of our dataset, we expect the average value of ‖xi − xj‖2
to be about twice the number of features in the dataset.
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Considering u = 1
2d , we propose as candidates of γ the values u

4 ,
u
2 , u, 2u, 4u.

For d ≥ 4, this range of values is enough to cover at least 90% of the distri-
bution of ‖xi − xj‖2 when the features are standardized. This means that our
parameter candidates effectively iterates over the range of most probable values
of ‖xi − xj‖2.

4.2 Candidates of C

Now, let us consider the candidates of C. It can be observed from the general
SVM optimization problem in Section 2 that this parameter is an upper bound
on the values of the αi variables. In Equation (1), we see that these αi variables
are used to calculate the decision function. Note that if C is too small, say 2−5,
the product αiyi k(x,xi) will also be very small, since 0 ≤ k(x,xi) ≤ 1 when
k(x,xi) is a Gaussian RBF. Under usual conditions, the sum over i will also
be small, that is, far from either +1 or −1. Thus, the SVM solver will set b
so as to classify every training example to the majority class, which results in
underfitting. That way, it makes sense to remove from our candidate list small
values of C.

We propose considering C = 20 as the first candidate, and the subsequent
candidates 21, 22, 23, 24. We stop at 24 for the following reason. If we used C = 24,
then, for any xj and xi such that k(xj ,xi) = exp(−γ ‖xj − xi‖) ≥ 2−4, it would
be feasible to have the product αjyj k(xj ,xi) close to either +1 or -1. Considering
the probabilistic setting described previously and the proposed candidate set Γ ,
we would expect k(xj ,xi) ≥ 2−4 to occur at least 90% of the time when d ≥ 4.
Thus, we would see little difference in the way the training examples are classified
by taking C = 25 or a larger value.

5 Illustrative Experiments in Weka

In what follows, we instantiate our procedure for SVM parameter selection in the
WEKA data mining environment7. Given training examples (x1, y1), . . . , (xn, yn)
and test data x∗

1, . . . ,x
∗
m, where x ∈ Rd and Y = {+1,−1}, the two steps of the

procedure are:

Data standardization. For each feature value xj
i of the example xi in the

training set, the corresponding standardized value is computed as
xj
i−avg(xj)

std(xj) .

For each feature value x∗j
i of x∗

i in the test set, the corresponding standard-

ized value is computed as
x∗j
i −avg(xj)

std(xj) . Note that the scaling factors used to

standardize the test set are those of the training set.

Grid-search. Given C = {20, 21, 22, 23, 24} and Γ = {u
4 ,

u
2 , u, 2u, 4u}, where

u = 1
2d , a grid-search procedure with cross-validation is performed on the

candidate pairs in C × Γ .

7 We use version 3.6.9 of WEKA.
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These two steps can be easily carried out using WEKA on a wide variety of
datasets (including datasets with categorical features, which are automatically
transformed into numerical ones by the SMO implementation in WEKA). After
loading the training and the test set into WEKA, we choose the meta-classifier
GridSearch. Figure 3 shows how to configure GridSearch to perform our pa-
rameter selection procedure for SVM. Among these settings, there is an option
that enables data standardization as described previously.

Alternatively, the user may download the configuration file at

“http://www.icmc.usp.br/~igorab/gridSearchSMO.conf”.

It can be loaded using the Open button on the configuration window of
GridSearch. After that, it remains to set the option YBASE to the value 1

2d ,
where d is the number of features (excluding the class attribute) in his/her
dataset.

Now, we illustrate our procedure for parameter selection in WEKA. For com-
parison, we run the same experiments using the candidate values suggested in [2]
for a coarse grid-search procedure over a large range of values. The candidates

Fig. 3. Configuration options for instantiating the proposed procedure of SVM param-
eter selection using the GridSearch meta-classifier. Note that both standardization and
the RBF kernel should be enabled on SMO configuration window.

http://www.icmc.usp.br/~igorab/gridSearchSMO.conf
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Table 4. Results of SVM classification after parameter selection using the coarse grid-
search suggested in [2] (110 candidate pairs) and the procedure proposed in Section 4
(25 candidate pairs)

Coarse Grid-Search Our Procedure

Dataset Error B.Error AUC (C, γ) Error B.Error AUC (C, γ)

Monk-1 0.000 0.000 1.000 (215, 2−03) 0.000 0.000 1.000 (24, 1.67 E−1)
Monk-2 0.184 0.246 0.754 (215, 2−01) 0.150 0.172 0.828 (24, 3.33 E−1)
Parkinson 0.076 0.100 0.900 (215, 2−03) 0.076 0.100 0.900 (24, 9.10 E−2)
Ionosphere 0.067 0.071 0.929 (215, 2−03) 0.101 0.110 0.890 (24, 1.47 E−2)
Monk-3 0.000 0.000 1.000 (215, 2−03) 0.007 0.006 0.994 (24, 8.33 E−2)
Arcene 0.191 0.193 0.807 (215, 2−15) 0.191 0.189 0.811 (24, 1.25 E−5)
Breast-colon 0.019 0.019 0.981 (201, 2−15) 0.019 0.019 0.981 (23, 1.14 E−5)
Lung-uterus 0.129 0.130 0.870 (215, 2−15) 0.118 0.118 0.882 (24, 1.14 E−5)

are C = {2−5, 2−3, . . . , 215} and Γ = {2−15, 2−13, . . . , 23}, which amounts to 110
parameter pairs. Everything else is kept intact, including data standardization.

In addition to the datasets used in Section 3, we use another four datasets,
all of them with no missing attribute values: Monk-3, from the same domain as
Monk-1 and Monk-2, consisting of 432 examples (47% ⊕,53% �) described by 7
features; Arcene [10], consisting of 200 examples (44% ⊕, 56% �) described by
10000 features; Breast-colon, consisting of 630 examples (54% ⊕, 46% �), and
Lung-uterus, consisting of 250 examples (50% ⊕, 50% �), both described by
10937 features and fetched from the Gene Expression Machine Learning Repos-
itory (GEMLeR8). As before, each dataset is randomly split in a training set
containing 2/3 of the examples and a test set containing 1/3 of the examples.

Note from Table 4 that in most datasets our procedure of parameter selection
yields practically equal or better accuracy than the coarse grid-search procedure
of [2]. Only in one dataset, Ionosphere, does our procedure perform worse. On the
other hand, our procedure performs better in Monk-2. The small improvements
observed in Arcene and Lung-uterus can be credited to the fine-grained nature
of our parameter search.

The selected value of γ for each dataset is not so different across the two
selection procedures, which shows that our strategy for selecting candidates of
γ is working well. However, for Ionosphere, our strategy did not include a can-
didate of γ as good as the best one found by the coarse grid-search procedure.
Nevertheless, when dealing with large datasets, our strategy is justified even if
the results are not optimal, since a more exhaustive search may be unfeasible.

It is important to observe that in [2] it is advocated to perform a fine-grained
grid-search with candidates revolving around the best parameter found by the
coarse grid-search procedure. What we are effectively showing with our results
is that such a coarse grid-search procedure, which is time consuming, can be
avoided by previously selecting the candidates through a careful analysis of how
the parameters affect SVM classification.

8 http://gemler.fzv.uni-mb.si/

http://gemler.fzv.uni-mb.si/
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6 Conclusion

In this work we proposed an economic grid-search procedure for SVM parameter
selection using Gaussian RBF kernels. This procedure works by first standard-
izing the data and then using probabilistic assumptions to select five candidates
of the generalization parameter C and five candidates of the RBF parameter
γ. By considering all combinations of candidates, our procedure investigates 25
candidate pairs, which is a small number compared to the number of candidate
pairs usually suggested in the literature.

We instantiated our procedure in the WEKA data mining toolbox, making it
very easy to be used by non-experts. Using the same environment, we conducted
experiments on several datasets. The results show that our procedure for pa-
rameter selection was as effective as a traditional grid-search procedure, though
using less computational resources.

As future work, we intend to investigate a smarter way of selecting parameter
candidates of C. Currently, the candidates of C do not change when we consider
different candidates of γ. However, we believe it is possible to select better and
fewer candidates of C if this selection is done after we fix a candidate of γ.
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Abstract. In the financial field, the selection of a Portfolio of assets is a
problem faced by individuals and institutions worldwide. Many portfolios
at different risk aversion levels have to be considered before taking the
decision to buy a specific Portfolio. Throughout this paper we present
a reinforcement learning method to select risk aversion levels to popu-
late the portfolio efficient frontier using a weighted sum approach. The
proposed method selects an axis of the Pareto front and calculates the
next risk aversion value to fill the biggest gap between points located in
the efficient frontier. The probability of selecting an axis is updated by a
reinforcement learning mechanism each time a non-dominated portfolio
is found. By comparing to a strategy which selects risk aversion levels
at random, we found that a quick initial efficient frontier is found faster
by the proposed methodology. Real world restrictions such as portfolio
value and rounded lots are considered to give a realistic approach to the
problem.

Keywords: Reinforcement Learning, Efficient Frontier, Portfolio opti-
mization.

1 Introduction

The Markowitz mean-variance model was the first approach to solve the portfo-
lio optimization problem, it is a powerful framework for asset allocation under
uncertainty [10]. This model defines the optimal portfolios as those that maxi-
mize return while minimizing risk; the solution is an efficient frontier, a smooth
non-decreasing curve representing the set of Pareto-optimal non-dominated port-
folios. This problem belongs to the area of Multi-objective optimization (MO),
two objectives need to be optimized at the same time. Some problems arise with
this model, the shape of the efficient frontier is non-linear and feasible portfolios
are more dense in some regions of the pareto frontier. We propose a method
to explore the efficient frontier which aims to find portfolios in all the regions,
making more effort to search in the less populated zones but also to maintain a
good performance in the quantity of portfolios found.

Quadratic Programming (QP) optimization has been used to solve the prob-
lem and is reported commonly as a benchmark to compare different approaches.

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 245–255, 2013.
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QP solves this model in an efficient and optimal way if all the restrictions given
are linear. When real world non-linear constraints are considered such as asset
cardinality, transaction costs, minimum and maximum weights, the problem be-
comes more difficult and can not be solved by the QP approach. To overcome
these limitations, metaheuristic search methods have been applied to the portfo-
lio selection problem with different objectives and have proven to be successful
in finding solutions. These methods are not affected by the underlying dynamics
of the problem, so they can fulfill different objectives without implicit changes in
its structure. An approach to solve the problem is to use the weighted sum model
which transforms the multi objective problem into a single objective problem.
Both QP and metaheuristic search methods can obtain the portfolio efficient
frontier by solving the optimization model repeatedly with different values of
the weighting parameter.

Some examples of metaheuristic search methods which have been used to
solve the portfolio selection problem are genetic algorithms (GA) [1], memetic
algorithms [2], simulated annealing, particle swarm optimization [6], differen-
tial evolution [12] and tabu search [4,17]. New methods have been developed to
solve this problem such as the hybrid local search algorithm introduced in [11]
and the Velocity Limited Particle Swarm Optimization presented in [18]. Other
approaches have been reported in the literature as the Bayesian portfolio selec-
tion [8]. An overview of the use of metaheuristic optimization for the portfolio
selection problem can be found in [9]. The Markowitz mean-variance model as-
sumes a normal distribution, in [13] theoretical return distribution assumptions
are compared against empirical distributions using memetic algorithms as the
portfolio selection method. Different ways to measure risk are widely used such
as in [16], where a memetic algorithm is used for the portfolio selection problem
while considering Value at Risk (VaR) as the risk measure.

Multi-objective evolutionary algorithms have been widely reported in the lit-
erature. In [5,7], a Pareto frontier is generated using a MO evolutionary algo-
rithm; later in [7] robustness of the portfolio is included as another objective.
A review of MO evolutionary algorithms in economics and finance applications
can be found in [14].

The rest of the paper is organized as follows: Section 2 describes the model
for portfolio optimization. Section 3 presents the efficient frontier search method
proposed in this paper. The setup used for experiments, and how the proposed
approach will be compared against other methods is presented in section 4.
Finally, in section 5 the results of this paper are discussed and final conclusions
are presented.

2 The Portfolio Optimization Model

To solve the portfolio optimization problem by means of metaheuristic search
algorithms, we first present the optimization model for the unconstrained and
constrained problem.
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2.1 Unconstrained Problem

The Markowitz portfolio selection model to find the Unconstrained Efficient
Frontier (UEF) [10] is given by:

minσ2
P (1)

maxμP (2)

subject to

σ2
P =

N∑
i=1

N∑
j=1

wiwjσij (3)

μP =

N∑
i=1

μiwi (4)

N∑
i=1

wi = 1 (5)

where wi ∈ R
+
0 ∀i, μP is the portfolio expected return, N is the total number of

assets considered, μi is the mean historical return of asset i, σij is the covariance
between historical returns of assets i and j, and wi is the weight of asset i in the
portfolio.

With this framework, the identification of the optimal portfolio structure can
be defined as the quadratic optimization problem of finding the weights wi that
assure the least portfolio risk σ2

P for an expected portfolio return μP . This model
assumes a market where assets can be traded in any fraction, without taxes or
transaction costs and no short sales.

2.2 Constrained Problem

As pointed out in [4] the formulation for the Constrained Efficient Frontier (CEF)
problem can formulated by the introduction of zero-one decision variables as:

zi =

{
1 if any of asset i is held
0 otherwise

(6)

where (i = 1, . . . , N). The objective and constraints are given by:

min

N∑
i=1

N∑
j=1

wiwjσij (7)

subject to the same constraints as for the UEF plus

N∑
i=1

zi = K (8)
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εizi ≤ wi ≤ δizi, i = 1, . . . , N (9)

zi ∈ {0, 1}, i = 1, . . . , N (10)

where εi and δi are the minimum and maximum weights allowed in the portfolio
for asset i.

Rounded Lots. When purchasing shares, commissions fees are usually charged
per transaction and often a percentage of the total price is also considered. To
reduce the average commission cost, shares are bought in groups commonly
known as lots. A group of 100 shares is known as a rounded lot, an odd lot is
a group of less than 100 shares even as small as 1 share. We introduce this
restriction to the portfolio optimization problem as follows:

li =
wiA

piL
(11)

where li ∈ Z
+, A is the portfolio value in cash with no stock holdings, L is the

lot size, pi and li are the price and number of equivalent rounded lots of asset i
respectively. The number of shares is given by qi = wi/pi.

Thus, we incorporate this restriction in the portfolio selection problem by re-
interpreting the weights of the assets in the portfolio. In order to do so, we first
calculate the quantity of integer lots that can be bought with the proportion of
cash destined to asset i in the portfolio, see Eq. 11. Then the actual weight of
the asset in the portfolio is determined with the following equation

w′
i = li

piL

A
. (12)

where w′
i is the weight of asset i after being rounded down to the nearest lot.

The remaining cash not invested in any asset is assumed to be risk-free. With
the reinterpreted weights of the assets in the portfolio, we proceed to obtain the
respective portfolio expected return μP and risk σ2

P .

2.3 Efficient Frontier

With the QP equations 1–5 the efficient frontier can be found by solving repeat-
edly for different values of μP as the solution objective; this efficient frontier
represents the set of Pareto-optimal portfolios. Another approach is to trace out
the efficient frontier by optimizing the weighted sum of the portfolio’s risk and
expected return:

max

[
(1− λ)μP − λ

√
σ2
P

]
(13)

where λ (0 ≤ λ ≤ 1) is the weighting parameter. The resulting portfolio’s return
and risk have an inverse non-linear relationship with this parameter, so a better
selection criteria is needed.
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2.4 Steepest Ascent Hill Climbing for Portfolio Selection

In [3] the performance of Steepest Ascent Hill Climbing (SAHC), in spite of
its simplicity, is reported to provide good solutions while solving the portfolio
selection problem. The same approach is used to optimize portfolios following
the weighted sum model. To comply with the cardinality restriction of the CEF
in which K assets compose the portfolio, the structure of the portfolio in the
solution will be represented by K assets and K weights as in [4]. A minimum

weight εi is set for each asset i in the solution, with the constraint
∑K

i εi < 1.
The remaining fraction of the portfolio is left for the algorithm to be optimized,
so weights are normalized to 1−∑K

i εi. This solution structure is similar to the
approaches reported in [4,17].

3 Efficient Frontier Search Methods

We propose a method to populate the efficient frontier by properly selecting λ
values so that the non-dominated portfolios obtained have its parameters of risks
and expected returns distributed along their respective axes. These procedures
rely on the portfolio optimization algorithm, two portfolios obtained with the
same λ value may not be exactly the same. They may have similar values, but
result in two different points around the same Pareto coordinates, not always
efficient or non-dominated. The same is true for the case of two equal portfolios
obtained with different values of λ, often there is a limit in the non-dominated
portfolios obtained by this parameter, the quantities in one axis can be times
larger than the other and increasing or decreasing values in the weighting factor
can not generate new portfolios.

3.1 The Distributed Strategy

In the Distributed Strategy (DS), the axes of Risk and Expected Return are used
to generate new values of λ that generate non-dominated portfolios. This method
aims to fill the biggest gaps in the axes of the Pareto frontier by looking for non-
dominated portfolios in the mid-point of these gaps. The shape of the portfolio
efficient frontier is known to be irregular, depending on conditions of the mar-
ket and stocks involved. Some zones have more concentration of non-dominated
points, while others have fewer feasible portfolios and are less populated. Ex-
ploration of the Pareto front is distributed across its axes, in a hope to cover
most of the possibilities, while still giving chance to cover all the range of the
λ values. The method is constantly exploring all places of the efficient frontier
using random values with a low probability. This method of exploring the effi-
cient frontier is similar to the one presented in [15], which also converts the MO
problem to a single objective problem to search for points in the Pareto front. In
this paper, the new weight of the model is adaptively determined by accessing
newly introduced points at the current iteration and the non-dominated points
so far.
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Each time a new λ value needs to be selected, the following procedure is
executed. First, to generate an initial set of points in the efficient frontier 10
linearly spaced values of λ are used as reference. The basis for generating the
new λ value is selected from the data of the non-dominated portfolios already
available. The algorithm selects among the axes of the Pareto front, the vector
of λ values or a random value. If any of the axes of the Pareto front is selected,
the algorithm generates the vector of values of risk or expected return from the
non-dominated portfolios already available. This vector is sorted and the points
that make the biggest gap are selected, the next value of λ is interpolated as
the mid-point of the λ values used to find the corresponding portfolios. If the
vector of λ is selected as the basis, the next value is the middle of the biggest
gap after the vector is sorted. In this implementation, selecting the axes of the
Pareto front as the basis have a fixed probability of 40% each, 10% for the λ
vector and 10% for a random value.

3.2 Distributed Strategy with Reinforcement Learning Component

The main issues that affect the performance of the DS method are the irregular
shape of the efficient frontier and the feasibility to find non-dominated portfolios
in a certain region of the Pareto front. Once a region of the Pareto front has been
filled with portfolios, the chances of obtaining more non-dominated portfolios in
the neighborhood decrease. To overcome these problems, the Distributed Strat-
egy with Reinforcement Learning (DRL) is proposed as a better search method
that adapts to these conditions to improve the search.

This method follows the same procedure as the DS method to generate new λ
values from the data of non-dominated portfolios already found. A reinforcement
learning component is added to update the probabilities of selecting the different
basis that guide the search for non-dominated portfolios. These probabilities
never drop to zero, but are kept to a minimum value to allow the algorithm to
switch to other when the dominating basis has been completely explored. The
performance of each basis in finding non-dominated portfolios is the decisive
factor to increase or decrease the times it is selected.

Each basis is represented by a variable which holds its points, with an ini-
tial value of 1 point each. The reinforcement mechanism only activates when a
non-dominated portfolio is found. A payment of one point is given to variable
representing the basis that was used to generate the last non-dominated portfo-
lio. A discount of 5% of the points is penalized to all the variables, including the
one that received the payment, this limits the points of any variable to converge
to a maximum value of 19. In order to maintain learned weights, there is no
penalty when the search is not successful; failed attempts are not considered.
Figure 1 shows the process diagram of the DRL method.

4 Experimental Setup

In this section we report the results obtained by the aforementioned methods for
different problems. To measure the performance of the DS and DRL methods,
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Fig. 1. Flowchart diagram of the DRL method

we compare them against other two methods, a random selection of λ values and
a set of linearly spaced values through all the range of λ, known as the linspace
function.

4.1 Data and Parameters

The components of three market index were considered as problems: the NAS-
DAQ index (100 assets), the IPC index (28 assets) and the DAX index (30 as-
sets). Data was obtained from the yahoo.finance.historicaldata datatable
using the Yahoo! Query Language (YQL). Daily returns were considered, from
25-Jun-2012 to 31-Dec-2012, a lot size of L = 100 was set for all problems. The
cardinality constraint was relaxed by taking K as the upper limit of the quantity
of assets in the portfolio. In the solution structure weights for the same asset are
added, the total of weights are normalized such that

∑K
i wi = 1. There are no

preferences or restrictions for any of the assets, all weights in the portfolio are
allowed to be wi ∈ [0, 1]. We set the maximum portfolio size to 5 assets, small
portfolios are easy to manage and track its performance over time. Values for
the selection of assets in the solution were the components of each index, weights
for assets had a resolution of 0.01 (1%) the range 0-1. Settings for the SAHC
algorithm were 10 initial random solutions. The number of iterations I of the
algorithm was chosen empirically, we tested increasing values of this parameter
to solve the IPC problem with the DS method until the quality of results was
no longer improved, which happened at I = 10 iterations. The number of values
that will be tested for each element of the solution was set to V = 10. As there
are 100 possible values for the weights and 100 values for the problem with most
assets, V = 10 means that 10% of the possible values will be tested in each
element of the solution. There is a high probability that all possible values are
tested for each element of the solution with similar or repeated values of λ. With
these parameters we expect to obtain near-optimal portfolios for each value of
λ.

Optimization of portfolios was carried out 5,000 times, with the values of λ
generated by each method to explore the efficient frontier. This procedure was
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repeated 10 times for each problem for a more reliable analysis. The DS and DRL
methods take about an hour to find the efficient frontier on a workstation with
Intel Core i5-760 processor running at 2.80GHz. With respect to the number of
non-dominated portfolios, we take as a benchmark the method of generating λ
values with the linspace function because is a deterministic method.

4.2 Results

For the NASDAQ, the random and linspace methods obtained around 350 non-
dominated portfolios at the end of the run, while an average of nearly 500 and
600 non-dominated portfolios with the DS and DRL methods respectively, see
figure 2a. Weights of the DRL method switch among the vectors of risk, expected
return and risk aversion to generate λ values; except for the random basis, which
is increasing most of the time as can be seen in figure 2b.

The number of non-dominated portfolios found with the IPC components was
400, in this case all methods, except the DS, obtained around 410 portfolios at
the end of the 5,000 optimization iterations. Initially the DS and DRL methods
found more non-dominated portfolios than the random selection method, the
DRL starts giving more chances to use the expected return of the non-dominated
portfolios as a basis to generate new λ values. The DS began to lag around
the 2,500 iterations, the DRL method reacts at this point and increases the
exploration of the efficient frontier with λ values generated at a random basis
more frequently. This behavior is illustrated in figures 2c and 2d.

For the DAX problem, the random and linspace methods obtained nearly the
same number of non-dominated portfolios, both the DS and DRL methods got a
little more portfolios. The behavior of points obtained by each basis in the DRL
method is very similar to the IPC problem, see figure 2f. The reason that the
frontier size obtained by the proposed methods in these two problems is nearly
the same to the linspace and random approaches, is because the shape of the
efficient frontier is regular in all its range.

In figure 3 is shown the portfolio efficient frontier obtained by the method of
random λ values next to the one obtained by the DRL method. This serves as a
comparison of the regions of the Pareto front covered by both, bigger gaps can be
observed when the random approach is followed. The DRL method covers almost
all the efficient frontier, except for the region with low risk and an expected
return of almost 0.0025, not covered either by the other method; generating
non-dominated portfolios may be unfeasible in this region.

Selecting values at random is close to a brute force approach because the
resolution of points is much smaller than the linspace approach. However, the
distribution of values for λ selected by these methods is flat in all its range,
which leads to find efficient frontiers with similar features. By searching points
in the Pareto frontier using a list of linearly spaced values, we find that most of
the risk aversion values result in dominated points. Only a small range of values
in the λ vector correspond to most of the portfolios found. The main reason to
plot the size of the efficient frontier found by the linspace method is because it
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(b) DRL method basis points, NASDAQ.
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(c) Frontier size with IPC components.
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(d) DRL method basis points, IPC.
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(e) Frontier size with DAX components.
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(f) DRL method basis points, DAX.

Fig. 2. Figures (a), (c) and (e) show the number of non-dominated portfolios found
against the number of λ values evaluated by each of the selected methods, while (b),
(d) and (f) show the points of each basis in the DRL method against the number of λ
values evaluated
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(a) Pareto front, random λ values.
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(b) Pareto front, DRL method.

Fig. 3. Portfolio Efficient Frontier obtained with the components of the NASDAQ
index by using random λ values (a) and the Distributed method with Reinforcement
Learning (b)

depends on the order the values are selected; as it selects always the same values,
the result will be very similar in every realization.

5 Conclusions

Throughout this paper we have presented the DS and DRL methods to ex-
plore the portfolio efficient frontier following a weighted sum model. The DRL
approach complements the DS method with a Reinforcement Learning compo-
nent, which is a big advantage when the shape of the efficient frontier is irregular
and exploration in a particular zone starts to be unsuccessful. This method gen-
erates new λ values based in the characteristics of the non-dominated portfolios
and adapts its search by updating the chances of selecting these features. The
experimental comparison of the proposed methods against simpler approaches
demonstrate its advantage at finding non-dominated portfolios.

The implementation of the DRL algorithm to cover MO problems with more
than two dimensions is a tentative next step in its development. Also, testing
the performance of method with other shapes of the Pareto frontier is left as a
future work.
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Abstract. Nowadays simple methods of data analysis are not sufficient
for efficient management of an average enterprize, since for smart deci-
sions the knowledge hidden in data is highly required, among them meth-
ods of collective decision making called classifier ensemble are the focus
of intense research. Unfortunately the great disadvantage of traditional
classification methods is that they ”assume” that statistical properties of
the discovered concept (which model is predicted) are being unchanged.
In real situation we could observe so-called concept drift, which could be
caused by changes in the probabilities of classes or/and conditional prob-
ability distributions of classes. The paper presents extension of Weighted
Aging Classifier Ensemble (WAE), which is able to adapt to the changes
in data stream. It assumes that the classified data stream is given in
a form of data chunks, and the concept drift could appear in the in-
coming data chunks. Instead of drift detection WAE tries to construct
self-adapting classifier ensemble. Therefore on the basis of the each chunk
one individual is trained and WAE checks if it could form valuable en-
semble with the previously trained models. The presented extension uses
the ensemble of heterogeneous classifiers, what boosts the classification
accuracy, what was confirmed on the basis of the computer experiments.

Keywords: machine learning, classifier ensemble, data stream, concept
drift, incremental learning, forgetting.

1 Introduction

The market-leading companies desire to exploit strength of machine learning
techniques to extract hidden, valuable knowledge from the huge databases. One
of the most promising directions of that research is classification task, which is
widely used in computer security, medicine, finance, or trade. Designing such
solutions we should take into consideration that in the modern world the most
of the data arrive continuously and it causes that smart analytic tools should
respect this nature and be able to interpret so-called data streams. Unfortunately
most of the traditional classifiers do not take into consideration that:
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– the statistical dependencies between the observations of a given objects and
their classifications could change,

– data can come flooding in the analyzer what causes that it is impossible to
label all records.

1.1 Concept Drift

This work focuses on the first problem called concept drift [18]. Analyzing the
rapidity of concept drift, we can mainly distinguish the sudden shift and the
gradual drift. Each of them can cause an accuracy deterioration as is depicted
in Fig.1 for the sudden appearance of distribution change.
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Fig. 1. Deterioration of a classification accuracy after a sudden concept drift appearance

In general, we can consider the following approaches which allow us to deal
with the concept drift problem:

– Rebuilding a classification model if new data becomes available, but this
solution is a quite expensive and usually impossible from a practical point
of view, especially if the concept drift occurs rapidly.

– Detecting concept changes in new data and if these changes are sufficiently
”significant”, then rebuilding the classifier.

– Adopting an incremental learning algorithm for the classification model.

We focus on the incremental learning [11], where the model is either updated
(e.g., neural networks) or needs to be partially or completely rebuilt (as CVFDT
algorithm [5]). This approach assumes that the data stream is given in a form of
data chunks (windows). When dealing with the sliding window the main ques-
tion is how to adjust the window size. On the one hand, a shorter window allows
focusing on the emerging context, though data may not be representative for a
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longer lasting context. On the other hand, a wider window may result in mixing
the instances representing different contexts. Therefore, certain advanced algo-
rithms adjust the window size dynamically depending on the detected state (e.g.,
FLORA2 [18]) or use an active learning approach to minimize the labeling cost
[10]. An exemplary dependency between window size and classification accuracy
is depicted in Fig.2.

Fig. 2. Dependency between windows size, classification error and standard deviation
for sliding window approach (Iris dataset) [10]

1.2 Classifier Ensemble

One of the important group of algorithms dedicated to stream classification
exploits strength of ensemble systems, which work pretty well in static environ-
ments [9], because according to Wolpert’s ”no free lunch theorem” [19] there is
not a single classifier that is suitable for all the tasks, since each of them has
its own domain of competence. A strategy for generating the classifier ensemble
should guarantee its diversity improvement therefore let us enumerate the main
propositions how to get a desirable committee:

– The individual classifiers could be train on different datasets, because we
hope that classifiers trained on different inputs would be complementary.

– The individual classifiers can use the selected features only.
– Usually it could be easy to decompose the classification problem into simpler

ones solved by the individual classifier. The key problem of such approach
is how to recover the whole set of possible classes.

– The last and intuitive method is to use individual classifiers trained on dif-
ferent models or different versions of models.

It has been shown that a collective decision can increase classification accu-
racy, because the knowledge that is distributed among the classifiers may be
more comprehensive [15]. Usually, a diversity may refer to the classifier model,
the feature set, or the instances used in training, but in a case of data stream
classification diversity can also refer to the context, but the problem how the
diversity of the classifier ensemble should be measured still remains. Brown et
al. [3] notice that we can ensure diversity using implicitly or explicitly diversity
approaches. The first group of methods includes techniques of independently
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generated individual classifiers, usually based on random techniques, while the
second group focuses on optimization of an ensemble line-up using diversity met-
ric. For the second case, individual classifiers are trained in a dependent manner
and the aim of the optimization process is to exploit the strengths (consider a
given diversity) of valuable members of the classifier pool.

Several strategies are possible for a data stream classification:

1. Dynamic combiners, where individual classifiers are trained in advance and
their relevance to the current context is evaluated dynamically while pro-
cessing subsequent data. The level of contribution to the final decision is
directly proportional to the relevance [6]. The drawback of this approach is
that all contexts must be available in advance; emergence of new unknown
contexts may result in a lack of experts.

2. Updating the ensemble members, where each ensemble consists of a set of
online classifiers that are updated incrementally based on the incoming data
[2].

3. Dynamic changing line-up of ensemble e.g., individual classifiers are evalu-
ated dynamically and the worst one is replaced by a new one trained on the
most recent data.

Among the most popular ensemble approaches, the following are worth noting:
the Streaming Ensemble Algorithm (SEA) [16] or the Accuracy Weighted En-
semble (AWE)[17]. Both algorithms keep a fixed-size set of classifiers. Incoming
data are collected in data chunks, which are used to train new classifiers. All
the classifiers are evaluated on the basis of their accuracy and the worst one in
the committee is replaced by a new one if the latter has higher accuracy. The
SEA uses a majority voting strategy, whereas the AWE uses the more advanced
weighted voting strategy. A similar formula for decision making is implemented
in the Dynamic Weighted Majority (DWM) algorithm [8].

In this work we propose the dynamic ensemble model called WAE (Weighted
Aging Ensemble) which can modify line-up of the classifier committee on the ba-
sis of diversity measure. Additionally the decision about object’s label is made
according to weighted voting, where weight of a given classifier depends on its
accuracy and time spending in an ensemble. The detailed description of WAE
is presented in the next section. Then we present preliminary results of com-
puter experiments which were carried out on SEA dataset and seem to confirm
usefulness of proposed algorithm. The last section concludes our research.

2 Weighted Aging Ensemble Algorithm

Let’s propose the idea of the WAE (Weighted Aging Ensemble), which was firstly
presented in [20], then its modification will be presented. We assume that the
classified data stream is given in a form of data chunks denotes as DSk, where k
is the chunk index. The concept drift could appear in the incoming data chunks.
We do not detect it, but we try to construct self-adapting classifier ensemble.
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Therefore on the basis of the each chunk one individual is trained and we check
if it could form valuable ensemble with the previously trained models. In our
algorithm we propose to use the Generalized Diversity (denoted as GD) proposed
by Partridge and Krzanowski [12] to assess all possible ensembles and to choose
the best one. GD returns the maximum values in the case of failure of one
classifier is accompanied by correct classification by the other one and minimum
diversity occurs when failure of one classifier is accompanied by failure of the
other.

GD(Π) = 1−

L∑
i=1

i(i− 1)pi
L(L− 1)

L∑
i=1

ipi
L

(1)

where L is the cardinality of the classifier pool (number of individual classifiers)
and pi stands for the probability that i randomly chosen classifiers from Π will
fail on randomly chosen example.

Lets Pa(Ψi) denotes frequency of correct classification of classifier Ψi and
itter(Ψi) stands for number of iterations which Ψi has been spent in the en-
semble. We propose to establish the classifier’s weight w(Ψi) according to the
following formulae

w(Ψi) =
Pa(Ψi)√
itter(Ψi)

(2)

This proposition of classifier aging has its root in object weighting algorithms
where an instance weight is usually inversely proportional to the time that
has passed since the instance was read [7] and Accuracy Weighted Ensemble
(AWE)[17], but the proposed method called Weighted Aging Ensemble (WAE)
incudes two important modifications:

1. classifier weights depend on the individual classifier accuracies and time they
have been spending in the ensemble,

2. individual classifier are chosen to the ensemble on the basis on the non-
pairwise diversity measure.

In this work we propose to use the heterogenous ensemble instead of homoge-
nous one, because we believe that it could boost the diversity of the classifier
ensemble, what could lead to increasing the adaptation ability of the ensemble.
The pseudocode of the WAE is presented in Alg. 1. The crucial element of WAE
algorithm is choosing the valuable classifier ensemble (see lines 9-11). We have to
emphasize that such proposition causes computation load increasing, because we
have to train more than one classifier model for each chunk. Additional, choosing
new ensemble is more complicated, because we have much more possible ensem-
bles to analyze and compare the much more potential ensembles to choose as
the final one. The original version of WAE algorithm [20] considers L possible
ensemble, but the proposed method should evaluate

(
L
k

)
ensembles, where k is
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the number of the possible training methods (i.e., number of classifiers trained
on the basis on new data chunk).

Algorithm 1. Weighted Aging Ensemble (WAE) based on heterogenous classi-
fiers
Require: input data stream,

data chunk size,
k classifier training procedures,
ensemble size L

1: i := 1
2: Π = ∅
3: repeat
4: collect new data chunk DSi

5: for j := 1 to k do
6: Ψi,j ← classifier training procedure (DSi,j)
7: Π := Π ∪ {Ψi,j} to the classifier ensemble Π
8: end for
9: if |Π | > L then
10: choose the most valuable ensemble of L classifiers using (1)
11: end if
12: w := 0
13: for j = 1 to L do
14: calculate w(Ψi) according to (2)
15: w := w + w(Ψi)
16: end for
17: for j = 1 to L do
18: w(Ψi) :=

w(Ψi)
w

19: end for
20: i := i+ 1
21: until end of the input data stream

3 Experimental Investigations

The aims of the experiment were to assess if the proposed method of weighting
and aging individual classifiers in the ensemble is valuable proposition compared
with the methods which do not include aging or weighting techniques.

3.1 Set-Up

All experiments were carried out on the SEA dataset describes in [16]. Each
object belongs to the on of two classes and is described by 3 numeric attributes
with value between 0 and 10, but only two of them are relevant. Object belongs
to class 1 (TRUE) if arg1 + arg2 < φ and to class 2 (FALSE) if arg1 + arg2 ≥
φ. φ is a threshold between two classes, so different thresholds correspond to
different concepts (models).Thus, all generated dataset is linearly separable, but
we add 5% noise, which means that class label for some samples is changed, with
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expected value equal to 0. The number of objects, noise and the set of concepts
are set by user. We simulated drift by instant random model change.

For each of the experiments we decided to form homogenous ensemble i.e., en-
semble which consists of the classifier using the same model. We repeated exper-
iments for Näıve Bayes, decision tree trained by C4.5 [14], and SVM with poly-
nomial kernel trained by the sequential minimal optimization method (SMO)
[13]. The ensemble was compared with the heterogenous ensemble contains the
classifier trained on the basis of above mentioned models.

During each of the experiment we tried to evaluate dependency between data
chunk sizes (which were fixed on 50, 100, 150, 200) and overall classifier quality
(accuracy and standard deviation) for the following ensembles:

1. w0a0 - an ensemble using majority voting without aging.

2. w1a0 - an ensemble using weighted voting without aging, where weight as-
signed to a given classifier is inversely proportional to its accuracy.

3. w1a1 - an ensemble using weighted voting with aging, where weight assigned
to a given classifier is calculated according to (2).

Method of ensemble pruning was the same for each ensembles and presented
in Alg.1. All experiments were carried out in the Java environment using Weka
classifiers [4].

3.2 Results

The results of experiments are presented in Fig.3-6. Fig. 3 presents overall ac-
curacy and standard deviation for the heterogenous ensemble and how they
depend on data chunk size. Fig.4-6 present the aforementioned dependency for
the homogenous ensembles. Unfortunately, because of the space limit we are not
able to presents all extensive results, but they are available on demand from
corresponding author.
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heterogenous ensemble
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homogenous ensemble consists of C4.5 (decision tree)
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Fig. 6. Classification accuracy (left) and standard deviation (right) for the WAE using
homogenous ensemble consists of Näıve Bayes classifiers

3.3 Discussion

On the basis of presented results we can formulate several observations. It does
not surprise us that quality improvements for all tested method according to
increasing data chunk size. The heterogenous ensemble works pretty well, and
it outperforms each homogenous ensembles. Additionally, it is the most stable
model (comparing to the rest of analyzed models). Usually the WAE outper-
formed others, but the differences are quite small and only in the case of en-
semble built on the basis of Näıve Bayes classifiers the differences are statistical
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significant (t-test) [1] i.e., differences among different chunk sizes. The observa-
tion is useful because the bigger size of data chunk means that effort dedicated
to building new models is smaller because they are being built rarely.

Another interesting observation is that the standard deviation is smaller for
bigger data chunk and usually standard deviation of WAE is smallest among all
tested methods. It means that the concept drift appearances have the weakest
impact on the WAE accuracy.

We realize that the scope of the experiments we carried out is limited and
derived remarks are limited to the tested methods and one dataset only. In this
case formulating general conclusions is very risky, but the preliminary results
are quite promising, therefore we would like to continue the work on WAE in
the future.

4 Conclusions

The paper presented the original classifier for data stream classification tasks.
Proposed WAE algorithm uses dynamic classifier ensemble i.e., its line-up is
formed when new data chunk is come and the decision which classifier is chosen
to the ensemble is made on the basis of General Diversity (diversity measure).
The decision about object’s label is made according to weighted voting where
weight assigned to a given classifier depends on its accuracy (proportional) and
how long the classifier participates in the ensemble (inversely proportional). The
experiments conformed that proposed method can adapt to changing concept
returning stable classifier. According to the obtained results we can confirm
that for this model the heterogenous ensemble is the best model. But we have
to notice the limitation of such approach. Such heterogenous ensemble does not
allow to use more sophisticated combination method based on support functions,
as aggregating. In this case only homogenous ensemble could be used, or at least
ensemble of classifiers which produce the same type of support functions.

We would like to emphasize that we presented preliminary study on WAE
which is a starting point for the future research. In the near future we are going
to:

– carry out experiments on the wider number of datasets,
– evaluate usefulness of the other diversity measures for WAE’s classifier en-

semble pruning,
– assess more sophisticated combination rules based on support functions of

individual classifiers.
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Abstract. Similarity detection is one of the most important areas in
document processing. The applications of it starts in spam detection and
goes through identification of plagiarism in the web, bachelor or master
thesis and ends at identification of copied scientific papers. This paper
presents an improvement of a plagiarism detection algorithm which is
based on the Lampel and Ziv dictionary based compression algorithm
by application of stop words removing and tests this algorithm on real
dataset. Moreover, a visualization of the plagiarized documents relation-
ship is also presented. The algorithm confirms its ability in detection of
the plagiarized parts of text and also the achieved improvement when
the suggested improvements are applied.

Keywords: plagiarism, compression, similarity detection, visualization.

1 Introduction

The growing number of documents, tests, books and scientific papers brings
new challenges in the area of content mining, text precessing and understanding
and author identification or confirmation. One of the interesting task is also
a plagiarism detection. This problems is actual in many areas such as patent
applications, program’s source codes copying, image usage without permission,
DNA processing, and many others.

This paper is focusing of the ability of the data compression to detect plagia-
rized texts of their parts. This task is investigated very long time but it becomes
even more actual with the massive expansion of the personal computers in the
world. The plagiarism may be defined using several definition but we are fol-
lowing this one: The plagiarism detection is the identification of highly similar
sections in texts or other objects [1]. Other definitions may be fond in the liter-
ature such as this [2]. The plagiarism detection may be divided into two major
areas - external and intrinsic [1]. The External plagiarism is defined as an iden-
tification of the part of the document d which exists in any of the document in
the document collection D. The Intrinsic plagiarism detection is a method which
detects the possibly plagiarized parts of the document just from the document
itself. The second one is the more complicated.

F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 267–278, 2013.
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This paper is organized as follows. The second section contains description of
the previous and related work. Section 3 describes the setup of the experiment
and section 4 contains achieved results including the visualisation of the distances
between similar documents. The last section contains the conclusion of the paper.

2 Current Related Work

Data compression can be used for measurement similarity of texts. There are
many data compression algorithm [3] for small text file.

2.1 Similarity of the Texts

The main property in the similarity is a measurement of the distance between
two texts. The ideal situation is when this distance is a metric [4]. The distance
is formally defined as a function over Cartesian product over set X with non-
negative real value [5] and [6]. The metric is a distance which satisfy three
conditions for all x, y, z ∈ X :

1. D(x, y) = 0 if and only if x ≡ y
2. D(x, y) = D(y, x)
3. D(x, y) ≤ D(x, y) +D(y, z)

The condition 1 is called identity, condition 2 is called symmetry and condi-
tion three is the triangle inequality. This definition is valid for any metric, e.g.
Euclidean Distance, but the application of this principle into document or data
similarity is much complicated.

The basic ideas were suggested and defined in related works by Li et al. [6],
and Cilibrasi and Vitanyi [5]. They defined the so-called Normalized Informa-
tion Distance (NID). The NID is based on the definition of the Kolmogorov
complexity (KC): The Kolmogorov complexity K(x) of the string x = {0, 1}∗
is the length of the shortest binary program with no input that outputs x [5].
The Kolmogorov complexity of the two strings may be expressed as follows: The
Kolmogorov complexity of x given y is the length of the shortest binary program,
for the reference universal prefix Turing machine, that on input y outputs x; it
is denoted as K(x | y) [5]. The NID is then defined as follows:

NID(x, y) =
max {K(x | y),K(y | x)}
min {K(x | y),K(y | x)}

Unfortunately, the Kolmogorov complexity function is non-computable. But
Li et al. and Cilibrasi reformulated this problem into a computable form using
the replacement of the Kolmogorov complexity by using data compression [5,6].
The metric developed from their work is a Normalized Compression Distance.
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2.2 Normalized Compression Distance

The Normalized Compression Distance (NCD) is based on Kolmogorov complex-
ity. It makes use of standard compressors in order to approximate Kolmogorov
complexity. Several papers have already used this similarity in order to compare
texts of different kinds and in different ways. The NCD has been used for text
retrieval [7], text clustering, plagiarism detection [8], music clustering [9,10], mu-
sic style modeling [11], automatic construction of the phylogeny tree based on
whole mitochondrial genomes [12], the automatic construction of language trees
[13,6], and the automatic evaluation of machine translations[14].

The NCD is a mathematical way for measuring the similarity of objects. Mea-
suring of similarity is realized by the help of compression where repeating parts
are suppressed by compression. NCD may be used for comparison of different
objects, such as images, music, texts or gene sequences. The NCD has several
requirements to the used compressor [5]. The most important requirement is
that the compressor must meets the condition C(x) = C(xx) within logarithmic
bounds [15] (see definition of C(x) below). We may use NCD for detection of
plagiarism and visual data extraction[16,5].

The resulting rate of probability distance is calculated by the following
formula:

NCD =
C(xy)−min (C(x), C(y))

max (C(x), C(y))

Where:

– C(x) ist he length of compression of x.

– C(xy) is the length of compression concatenation of x and y.

– min{x, y} is the minimum of values x and y.

– max{x, y} is the maximum of values x and y.

The NCD value is in the interval 0 ≤ NCD(x, y) ≤ 1 + ε. If NCD(x, y) = 0,
then files x and y are equal. They have the highest difference when the result
value of NCD(x, y) = 1+ ε. The constant ε describes the inefficiency of the used
compressor. The NCD is not a metric. It is an approximation of the NID. The
computation of the NCD is very efficient because we do not need to create the
output itself. We compute only the size of the output. A study of the efficient
implementation of the compression algorithms may be found in [17].

2.3 Plagiarism Detection by Compression

The main idea is to use Lempel-Ziv (LZ) compression method. Principle of the
method is the fact that for the same sequence of data the compression becomes
more efficient. Lempel-Ziv compression method is now mostly used on data com-
pression of various kind of data like texts, images, audio [18,19]. This compression
was used to detection of plagiarized text and measurement of the similarity [20].
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Creating Dictionary of Document. Creating dictionary is one of the parts of
the encoding process Lempel-Ziv 78 method [21]. The dictionary is created from
input text, which is splitted into separate words. If current word from the input
is not in the dictionary, then this word is added. If current word is contained
in dictionary, a next word from the input is added from the input to it. This
will create sequence of words. If this sequence is in dictionary, the sequence is
extended with the next word from input in a similar way. If the sequence is not in
the dictionary, it is added to dictionary with the incrementation of the number
of sequences property. The process is repeated until we reach the end of input
text.

Comparison of the Documents. The comparison of the documents is the
main task. One dictionary is created for each of the compared files. Then the
dictionaries are compared to each other. The main property for comparison is
the number of common sequences in the dictionaries. This number is represented
by the parameter sc in the following formula, which is a metric of similarity two
documents.

SM =
sc

min(c1, c2)

– sc - count of common word sequences in both dictionaries.
– c1, c2 - total count of word sequences in dictionary of the first or the second

document.

The SM value is in the interval 0 ≤ SM ≤ 1. If SM = 1, then the documents
are equal and they have the highest difference when the result value of SM = 0.

3 Experimental Setup

We used The PAN plagiarism corpus 2012 (PAN-PC-11) [22] dataset for confir-
mation of our algorithm. This is a corpus for the evaluation of automatic pla-
giarism detection algorithms. The PAN-PC-11 dataset contains 22.730 source
documents based on on books from the Project Gutenberg in English (22.000),
German (520) and Spanish (210) language. The plagiarized suspicious documents
does not contains any real plagiarism cases. All of the annotated plagiarism cases
are either artificial, i.e., generated by a computer program, or simulated, i.e.,
purposefully made by a human.

From this dataset we selected randomly 150 suspicious documents, 80 (53.33%)
suspicious with plagiarized parts of text and 70 (46.76%) suspicious documents
without plagiarized parts. Then we selected all the corresponding annotated
source documents to these randomly selected suspicious documents and we added
another 20% randomly selected source documents. We used 150 suspicious and
223 source documents for confirmation of our algorithm.

The comparison of the whole documents where only a small part of the docu-
ment may be plagiarized is useless, because other characteristics and text of the
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new whole document may hide or suppress the characteristic of the plagiarized
part. Therefore, we suggest to split the documents into paragraphs. We choose
paragraphs, because we think that they are better than sentences. They con-
tain more words and should be not so affected by the common words such as
preposition, conjunctives, etc. The Paragraphs were separated by an empty line
between them. We created a dictionary using method described in section 2.3
for each paragraph from the source document. As a results of the fragmentation
of the source documents we get 108.374 paragraphs and their corresponding dic-
tionaries. These paragraphs dictionaries serve as a reference dictionaries, against
which we compare paragraph dictionaries from suspicious documents.

The set of suspicious documents was processed in a similar way. Each suspi-
cious document was fragmented into paragraphs. The we create a corresponding
dictionary using the same algorithm. Then we compared this dictionary with the
dictionaries from the source documents. To improve the speed of the compari-
son, we choose only subset of dictionaries for comparison. The subset is chosen
according the size of particular dictionary with tolerance of ±20%, e.g. when
the dictionary of the suspected paragraphs contains 122 phrases, we choose all
dictionaries with number of phrases between 98 and 146. This 20% tolerance
significantly improve the speed of the comparison and, moreover, we believe,
does not affect the overall efficiency of the algorithm. We pick up the paragraph
with the highest similarity to the each paragraph of the tested paragraph.

3.1 A Modification without Stop Words

The original approach uses all words from the paragraphs from the source and
suspicious documents. But we think that this is highly affected by the presence
of stop words which are common to any text. Therefore, we suggest the second
round of experiments which process files without these stop words. As a source of
stop words we have used Full-Text stop words from MySQL1. The list contains
543 stop words. The algorithm defined in 2.3 is modified in a way that after
the fragmentation of the text, all words from the list are removed form the
paragraphs and the rest of it is then processed by the same algorithm.

4 Results

The plagiarism dataset and experiments were described in the previous sec-
tion. Before we present the results achieved on the whole dataset in Table 1. In
our meaning we will consider as a plagiarized document a document in which
managed to find all plagiarized parts from the attached annotation XML file.
Partially plagiarized document is a document in we did not detect successful
all plagiarized part from annotation XML file, for example 3 from 5 parts in
annotation XML file. A non plagiarized documents is a document, which did
not have in the XML file annotated plagiarized part of text.

1 http://dev.mysql.com/doc/refman/5.5/en/fulltext-stopwords.html
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Table 1. Document successful rate results

Successful rate
All words Stop words

Plagiarized documents 30.67% 32.67%

Partially plagiarized documents 22.67% 20.67%

Non plagiarized documents 46.67% 46.67%

In our experiments with used all words we found 30.67% plagiarized docu-
ments, 22.67% partially plagiarized document and 46.67% non plagiarized doc-
uments. In the other approach, with removed stop word, we achieved following
results. We found 32.67% plagiarized, 20.67% partially plagiarized and 46.67%
non plagiarized documents.

In the case of partially plagiarized documents we could find suspicious para-
graph in another document, or we found a paragraph with higher similarity as a
paragraph with the same content. this cases can occurs if one of the paragraphs is
shorter as the other. To illustrate this case we mention a brief example. We have
two paragraphs. The first paragraph has 15 word sequences in the dictionary,
the other paragraph has 13 word sequences. This paragraphs are different in 2
word sequences and have 6 same word sequences. After calculating the similarity
we get value of similarity 46.15%. This similarity is higher than in the case if
both paragraphs have the same number of word sequences in the dictionary. In
this case, when number of word sequences is equal, we get 40% similarity. This
example is depict in Table 2.

We will show the example of the algorithm on the two similar paragraphs in
4.1.

Table 2. Examples of changes in similarities

Word sequences paragraph 1 (c1) 15 15

Word sequences paragraph 2 (c2) 13 15

Equal word sequences (sc) 6 6

Similarity (SM) 46.15% 40.00%

4.1 Result Example

This first paragraph comes from one of the suspicious documents collections.
Paragraph consists of two sentences.

Most amiable and seated he looks,

that little Johnnie he,

while foul distant behind his heels

is little Sallie she.

With flaxen curls and laughing eyes,

this complex girl we greet,

cry, "how fair is Johnnie he!

And sallie she, how sweet!"
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The second paragraph was taken as the most similar paragraph from the
source documents collection. This paragraph has the greatest similarity SM =
0.82352 when using all the words and similarity SM = 0.76471 without stop
words.

Most amiable and fair he looks,

That little Johnnie He,

While following close behind his heels

Is little Sallie She.

With flaxen curls and laughing eyes,

This little girl we greet,

Exclaim, "How fair is Johnnie He!

And Sallie She, how sweet!"

The difference between exemplary paragraphs is not big. The second para-
graph has changed a few words in sentences against first paragraph. Number of
words in both paragraphs is the same, and, Semantically, these paragraphs can
be identical.

Results of the example are summarized in the Table 3.

Table 3. Results of the example

All words Without stop words

Words count 42 42

Suspicious paragraph sequences (c1) 36 19

Source paragraph sequences (c2) 34 17

Common sequences(sc) 28 13

Similarity (SM) 0.82352 0.76471

As may be seen, the algorithm detect the similarity of these paragraphs very
well.

4.2 Visualization of the Similarity of Documents

The previous section confirms that the method is able to detect similarity of the
two paragraphs. More complicated situation appears when more than two para-
graphs should be compared together. The methods may computes a similarity
matrix when it compares each pair of paragraphs together, but the interpreta-
tion of such matrix is not easy task. One possibility is the usage of the clustering
algorithm, but it must deals with the vectors in very high dimension. Another
possibility is to reduce the the dimension or to map the paragraphs and their
distance into lover dimensional space.

The second approach was heavily studied in the past, but one of the interesting
approach was defined by Sammon [23]. The mapping defined in that paper is
non-linear and its only feature is the Error function based on the distances
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between point in the original space and the point in the new space. The error
function is defined as follows:

E =
1∑

i<j

Dij

N∑
i<j

(Dij − dij)
2

Dij

where the N is the number of objects, i, j are indices which go through all
objects in the set, i.e.i, j = 1 . . .N , Dij is the distance between objects i and j
in the original space and dij is the distance of the same objects in the new space.
The new space usually has dimension 2 or 3.

Such mapping as was proposed by Sammon is very useful for interpretation
of the results of highly dimensional data processing, because it enables its visu-
alization with preserving the distances between objects.

To demonstrate the visualization of similarity between objects we create an
artificial example. We take the four independent texts from the Canterbury
Compression Corpus [24]. first two text were first and second chapter of the file
alice29.txt - Alice’s Adventures in Wonderland from Lewis Carroll. The other
two was two shortened chapters from the file plrabn12.txt - a poem Paradise
Lost by John Milton. Each file was shortened to have around 10 kB in size. The
we automatically generated for version of each where we took 20, 40, 60 and 80
percent form the original text and then we added a absolutely independent text
take from the original files from the dataset. The final size of the file was always
size of the original text +- 20% in size. The files used as a filling were completely
independant. The we make a similarity matrix for all these files, 4 original and
to each 4 plagiarized files. So the final matrxi has dimension of 20×20. First, we
used the algorithm described in section 2.3. Then we used also a NCD measure,
which was described in section 2.2 and as a compression method we used a
GZIP algorithm2 in version 1.2.4. Because NCd is disimilarity measure and our
algorithm is a similarity measure, I convert the results of our algorithm into
disimilarity by subtraction the results from 1. When we take the disimilarity as
a distance between objects and small numbers means higher similarity. These
matrices were processed by the Sammon algorithm and the result images are
depicted in Figure 1 for our algorithm and in Figure 2.

As a distance measure in the new 2-dimensional space we used standard Eu-
clidean distance. As may be seen, four groups may be detected on each image,
where they may be interpreted as a four original texts. The different position of
the groups is caused by the random initialization of the initial position of the
points in new space. Both pictures demonstrates the ability of the LZ Dictionary
based similarity to distinguish between similar or plagiarized objects, because
text with higher percentage of similarity are closer than files wit lower similarity.
The pictures also demonstrates that the proposed algorithm is able to identified
similarity in similar way as it is a NCD measure.

2 http://www.gzip.org/
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Fig. 1. Mapping of the similar text with the LZ Dictionary similarity measure

Fig. 2. Mapping of the similar text with NCD similarity measure

4.3 Results on the Dataset

To test the ability of the algorithm described in previous section on real larger
dataset, we process experiments with the dataset which was described in previous
section. Before we depict the results, a discussion on results similarity measure
SM is necessary. The higher SM means higher similarity between paragraphs.
When SM = 0.3 means that only 30% of the phrases in the dictionary are the
same for both dictionaries. This is really small number especially when stop
words were not removed from the text. Other similar words may be common
words, which are not stop words but are also very frequent, e.g. verbs, adjectives
etc. Paragraphs that have a value SM ≥ 0.5 can be considered as more similar.
They have most words, groups of words and sequences identical. When value of
the SM is very close to one, the paragraphs are almost identical and it means two
things. First, the paragraphs are really the same and are plagiarized. Second,
paragraphs are the same but they are common features like content, preface,
chapter numbering, or frequently used idioms.
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On histograms (Figure 3 and Figure 4) we can see the quantity distribution
of the paragraphs similarities of the document. On both histograms we can see
the quantity distribution of the similarities of the same document. The first
histogram (Figure 3) belongs to an algorithm, which uses all words from para-
graph. The other histogram (Figure 3) belongs to an algorithm, which removes
stop words from paragraph. Removing stop words caused the spreading of a large
group values in the range between 0.25 and 0.45 in the first histogram to a larger
interval in the second histogram. After removing stop words appeared higher
number of paragraphs with a higher similarity. after removing stop words, we
can better recognize plagiarized paragraphs from the original source paragraphs,
because the similarity values between paragraphs have considerable differences.

Fig. 3. Histogram of paragraph similarities with all words

Fig. 4. Histogram of paragraph similarities without stop words

In both algorithm possibilities occurred two same problems, that have simple
solutions. The first problem occurs in short sections that make up the chapter
titles. These are the chapter titles such as content, preface, conclusion or num-
bering of chapters, for example Chapter I. In these parts of the text occurs the
maximum value of similarity (SM = 1.0). Although the are not suspected parts
of the text. This unwanted effect can be eliminated by the list of forbidden terms.
This terms will not be added into the dictionary.

The second problem occurs in short paragraphs with a few simple short sen-
tences. This paragraph types may appear in many documents although they
are not plagiarized. The solution to this second problem is the appropriate text
division into larger text parts.

5 Conclusion

In this paper, we applied a new similarity detection algorithm on a real dataset
with additional speed improvements. We also confirms the ability to detect pla-
giarized parts of the documents. Moreover, a visualization of the similarity be-
tween documents was introduced. The algorithm for similarity measurement
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based on the Lampel Ziv compression algorithm and its dictionaries was very
efficient in detection of the plagiarized parts of the documents. All plagiarized
documents in a dataset were marked as plagiarized and in most cases all plagia-
rized parts were identified as well as their original version. Better results were
achieved when a a removing of stop words was applied before the plagiarized doc-
uments were checked. This also significantly reduces the speed of the detection
process and memory requirements.
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Abstract This manuscript is focused on some applications of method
Spikeprop of Spiking Neural Networks (SNN) using an especific hardware
for parallel programming in order to measure the eficience. So, we are
interested on pattern recognition and clustering, that are the main prob-
lems to solve for Artificial Neural Networks (ANN). As a result, we are
going to know the considerations,its limitations and advantages, that we
have to take into account for applying SNN. The main advantage is that
the quantity of applications can be expanded for real applications linear
or non linear, with more than one attribute, and big volume of datas.
In contrast, other methods spend a lot of memory to process the infor-
mation, which computational complexity is propotional to the volume
and quantity of attributes of datas, also is more difficult to program the
algorithm for multiclass database. However, the main limitation of SNN
is the convergence, that tends forward a Local minimum Value. This im-
plies a high dependency on the configuration and proposed architecture.
On the other hand, we programmed the algorithm of SNN in a GPU
model NVIDIA GeForce 9400 M. In this GPU we had to reduce paral-
lelism in order to increase quantity of layers and neurons in the same
hardware in spite of contains 60000 threads, they were not enought. On
the otrher hand, the divergence is reduced when the database is bigger
for database multiclass.

Keywords: GPU, FPGA, Artificial Neural Networks, Spiking Neural
Networks, Image Recognition, Clustering.

1 Introduction

This paper show us some applications of method Spikeprop of Spiking Neural
Network (SNN). Firstly, we propose characters recognition looking upon only the
five vowels, however this problem can be extended for more letters and numbers.
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The result let us to see that this metholology is very good for this applications,
but also to know that there are some issues in the future. On the other hand,
we apply some real database about patients in a hospital for classification ac-
cording to some proposed characteristics. In this point, Olaf proposed characters
recognition through its pronuntiation [4], however he says that this application
is a very difficult because of encoding the datas and spent memory. The most
of techniques for image recognition apply known typical techniques as contour
detections, image segmentation mathematics tools. Also, traditionals Artificial
Neural Networks as Perceptron and Backpropagation have beem used to pattern
recognition.

There are others important methologies such as Quadratic Programming (QP)
and Sequential Minimal Optimization (SMO) [15], from Support Vector Machine
(SVM) [5] they both, also Izhikevich model [7] and Hodgkin – Huxley model [18],
from Spiking Neural Networks (SNN) they both. First Support Vector Machine
(SVM) has been used for regression, database classification or progression, but its
quadratic or cubic computational complexity consumes so much of memory. On
the other hand, SNN has been used for speech recognition but there are no ref-
erence about applications respect to big databases or image recognition. So, the
main motivation of this work starts from knowing the applications areas of SNN
in order to measure the efficiency of the method. This methodology was devel-
oped in 2003, and was called Spike Response Model (SRM) (Bohte [3], Olaf [4]).
Respect to Izhikevich model [7], this is the reduced model of Hodgkin–Huxley
integrated of two differential equations that explain behavior of mammal neu-
rons.

On the other hand, parallel programming [12] consists on solving large prob-
lems by parts. However, there are several different forms of parallel computing
such as bit level, instruction level, and task parallelism. This paper is focused
on instruction level as in the figure 1 [10], where it is shown the principle of
parallel computing. Problems of parallel programming are solved in language C
for CUDA.

This paper is distributed as follows: in section 2 refers to relating works, also
section 3 contains aspects related to principles of SNN and its parallelization,
the architecture of the network and other considerations are included, also con-
tains the found limitations during programming. On the other side, in section 4
treatment of image is presented. Finally, in section 5 the experiments are shown
and section 6 we discuss the conclusions.

GPU
INSTRUCTIONS

CPU CPU CPU CPU CPU CPU

Fig. 1. Parallel programming
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2 Relating Works on Spiking Neural Networks

The related works about SNN are shown in the following table 1. The most of
authors are focused on the learning time to compare the speed between CPU
and GPU, but nobody programmed the optimization QP.

Table 1. State of the Art

AUTHOR DESCRIPTION OF THE PAPER DATE

Arash [1]
Compared the speed between CPU and GPU with Izhike-
vich”s model

2011

Izhikevich [8] Designed an hybrid model of SNN for numeric methods. 2010

Bhuiyan [2]
Compared the Izhikevich and Hodgkin Huxley model applied
to character recognition.

2010

Scanzio [17]
Compared the speed of processing in CUDA of algorithms
feedfordward and backpropagation

2010

Xin Jin [9]
Applied a SpiNNaker chip to compare with MatLab. He eval-
uated the actualization of a neuron, arrangement of entry

2010

Nageswaran [11] Presented a compilation of the Izhikevich”s models. 2009
Thomas and Luk
[17] [19]

Simulated the Izhikevich”s model in a FPGA 2009

Stewart [18]
Applied Runge – Kutta”s method for Izhikevich and Bair [18]
and Hodgkin Huxle”s model

2009

Prabhu [16]

Applied GPU for image recognition. He focuses on the degree
of parallelism of a problem. The maximum size of image was
256 MB, and in a video memory GPU of 768 MB. As a
result, author compares Dual -– Core AMD processor with a
Geforce 6150 GPU, and when number of patterns increase,
the CPU is linearlly slower than GPU. But when the network
size increase then curve is not linear.

2008

Philipp [14]
Implemented SNN in a FPGA to simulate thousands of neu-
rons.

2007

Pavlidis [13] Applied evolution algorithms in SNN. 2005
Olaf [4] Theory about SNN and codification of the entries are studies. 2004

Bohte [3]
Compared other algorithms with Spikeprop but author does
not show the learning time, but presents differences between
traditional ANN and SNN.

2003

Izhikevich [7]
Simulated in MatLab the Hodgkin — Huxley”s model. Also,
he executes maximum 10000 neurons and 1 000 000 of sinap-
sys.

2003

3 Parallel Programming in SNN

The architecture of SNN consists in a set of neurons what contains delays as in
the figure 2 (Olaf [4]).
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Fig. 2. Conectividad de las SNN

A neuron j, that belongs to a set Γj (’pre– synaptic neuron’) [4], is fired when
the output reaches the threshold θ after receiving a set of pulses in the time
ti, iεΓj . So, the dynamic of the variable xj(t) is given by the impulse response
ε(t) where wij are the weights from conection i to j:

xj(t) =
∑
iεΓj

wijε(t− ti) (1)

The synaptic potential can be defined by the equation (2):

ε(t) =
t

τ
e1−

t
τ (2)

The constant τ controls the width of the pulse. So, the equation (3) describes
the quantity of synaptic conexions of a neuron j:

xj(t) =
∑
iεΓj

m∑
k=1

wk
ijy

k(t) (3)

A output of a neuron is described by 4:

ykj (t) = ε(t− ti − dk) (4)

Where, dk is the delay time of a conection k fired from the pre – synaptic
neuron to the rise time of the post – synaptic neuron.

Finally, equation 5 represents the output potential uj(t) for a j nauron:

uj(t) =
∑

t
(f)
j εFj

η(t− t
(f)
j ) +

∑
iεΓj

∑
t
(g)
i

wijε(t− t
(g)
i − dij) (5)

Where

Fj = {t(f); 1 ≤ f ≤ n} = {t|uj(t) = ϑ} (6)

And n is the quantity of pulses.
Parallel programming in a GPU involves to solve the problem of configuration

of hardware GPU [10]. In case of SNN, is necessary to programme a kernel in
three dimensions. In contrast, the simplest configuration in one or two dimen-
sions is used in the perceptron method. In other words, all outputs of neurons
per layer can be calculated at the same time because of the simple form of its
activation function. However, the activation function of SNN is more complex
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due to exponential form, which time variable is calculated with mathematic,
approximation methods, as a consecuense the outputs of neurons are not always
calculated at the same time. In this case, with GPU used we got a near solution
because of float presicion, but in case of SVM we need a double presicion to get
the best solution.

In a GPU, parameters of the hardware architecture to be considered are
threads, blocks and grids [12]. In case of SNN, each block can represent only
one neuron, because of computational resources are not enough for database
bigger. The main problem of SNN is to calculate the value of threshold in am-
plitude and time because of this implies that many values of time are needed,
as well as, maybe hundreds or thousands columns per block. So, neuron is rep-
resented as a grid in tree dimensions, where each row can represent a previous
neuron to be added for one output of the following neuron. This method requires
good memory resources. Therefore, sometimes it is not recommended to parallel
more than hardware features allow you to do.

The arrange of figure 3 represents a configuration of the GPU device in three
dimensions. This is a solution for parallelizing SNN algorithm. The cube showed
in this figure is only a neuron of a hidden or output layer. There are cubes as
neurons are required. Each cube is divided in blocks, what depend on the length
of time in the input [4]. All neurons per layer can be calculated in parallel, but a
disadvantage is that this procedure requires many resources of memory. So, the
time into a block depends on the length between input time and output time.

Weight of delays Time

          Neurons of the 
          previous layer

Fig. 3. Parallelization of SNN in 3D

The time is defined in the GPU as a time interval. This model card contains
255 threads por block and 235 blocks, so the total quantity of threads in the
card is 60000, aproximately. Configuration of blocks in three dimension is in the
equation 7:

threadx =
SIZE

(NN [num−cap])(NN [num−cap+ 1])
(7)

Where threadx is the time t; SIZE is threads per block;NN [num−cap] is the
number of neurons in the layerwherewewant to get the output;NN [num−cap+1]
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is the number of neurons in the next layer. We can see that delays are not taking
into account for parallel programming, so they are applied sequentially because of
memory limitations. Also, if the time exceeds the quantity of threads per block, so
we have to addmore bloks, but this was encodes sequentially which affects the time
processing.

On the other hand, in the figure 4 the vowals in format bmp are shown. But
the image can be in other format or it can be a photo. Also, in the figure 5
the architecture of the network is shown, so the quantity of neurons in the input
layer is the quantity of pixels of the image. The quantity of neurons of the hidden
layer was limited to the hardware.

Fig. 4. Image vowals in format bmp (size 5 x 5 pixels)
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Fig. 5. Architecture of the SNN for image recognition

A big disadvantage of GPU’s is the limitation of the hardware, however the
parallelism can be reduced or other model of GPU could be considered.
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4 Processing of the Image

There are some factors to take into account to get good results, for example the
light, color of the objects, noise in the figure 6.

IMAGE SIGNAL
CONDITIONING

CONVERT TO
BINARY IMAGE

ENGAGE SIZE
OF IMAGE

Fig. 6. Processing Image

The size of the image had to be reduced to 5 x 5 pixels because of limitations of
the memory of hardware, even thought is not necesary to have so much accuracy
because of image proccesing. In this case, the architecture of the network depends
on the size of image, so the quantity of pixels represents the quantity of the
input neurons. The size of image can not be bigger because of the configuration
in the blocks is according to figure 3, so the time axis needs to be large enough
which consumes many threads. We used MATLAB to get the right image to
be recognized. According to equation (7), it was necessary to reduce the size of
image to 5 x 5 pixels, because of the quantity of neurons in the input layer must
not to be more than 25 neurons.

5 Experiments

Results of character recognition is presented in this section. In the figure 7 learn-
ing stage is presented. It takes approximately two hours to achieve 4 of 5 successes
and 9.937205 of quadratic medium error. It would be interesting to achieve more
than five neurons in the hidden layer in order to get more efficiency and accu-
racy. It took aproximately two hours in the learning time. In this case, there are
some peaks non desired, so the convergence depends on architecture of the GPU
kernel. It would be interesting to increase the quantity of neurons in the layers
in order to get better results, but the main problem are the limitations of the
GPU and the difficulty to find the optimal architecture of the network and the
best values of parameters.

In case of patients of a hospital for classification. We only took a sample 500
patients from 80 000 because it was no possible to take all datas because of
memory limitations. This database consist of identify patients with tubeculosis
which attributes refers to basical personal information of them.

The attributes are CONSECUTIVE ESTUDY CONTACT, SEX, AGE >20
(18 YES, 20 NO), EXAMINE, EXAMINE 1, EXAMINE 2, EXAMINE 3, CASE
(18 YES, 20 NO). The output what we considered was QUIMIOPROFILAXIS
(18 YES, 20 NO). In this application, from 500 datas we got 372 success in
21 iterations with 2.3103 73 of quadratic medium error. Time learning was
292237.156250 miliseconds. However, we can select other output attribute ac-
cording to we need. Also, the name of each patient and ID of tubersculosis was
omited of the tranining stage because of simplify.
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Fig. 7. Learning stage

In the figure 8, we see the convergence of the solution translated to the re-
duction of the quadratic medium error. However, we can see after fifth iteration
the reduction of the error is slower, so after that quantity of successes do not
increase as fast as we hope, in fact, solution tends to keep on 372 successes after
fifth iteration. This is the main disadvantage of the SNN methology.

0 5 10 15 20 25
0

5

10

15

20

25

30

35

40

45

X: 21
Y: 2.31

QUADRATIC MEDIUM ERROR

NUMBER OF ITERATION

A
M

P
LI

T
U

D
E

Fig. 8. Learning stage



Pattern Recognition with Spiking Neural Networks 287

Finally, we shows efficiency in the table 2.

Table 2. Efficiency of SNN

INPUT DATAS SUCCESS EFFICIENCY %

VOWELS 4 80
HOSPITAL DATAS 372 74.4

6 Conclusions

In this paper we conclude that parallelism in SNN increase speed of learning
time. However, algorithm SNN has to be improved to converge forward the
best solution. We propone to reduce parallelism according to architecture of the
card. However, we considered that the best hardware to parallize SNN is FPGA
[19], [6] to eliminate problems of copying from host to device and viceversa,
what represents to increase learning time. Although, other important problem
to get good results is encoding input values in the time. Results and learning
time depends on encoding input values and parameters on activation function.
Also, with this information is possible to know what applications are the most
appropriates for SNN. As a future work, there are other technologies to use for
getting good results, as SNN in a FPGA.
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Abstract. Among the post-processing association rule approaches, clus-
tering is an interesting one. When an association rule set is clustered,
the user is provided with an improved presentation of the mined patters.
The domain to be explored is structured aiming to join association rules
with similar knowledge. To take advantage of this organization, it is es-
sential that good labels be assigned to the groups, in order to guide the
user during the association rule exploration process. Few works have ex-
plored and proposed labeling methods for this context. Moreover, these
methods have not been explored through subjective evaluations in order
to measure their quality; usually, only objective evaluations are used.
This paper subjectively evaluates five labeling methods used on associ-
ation rule clustering. The evaluation aims to find out the methods that
presents the best results based on the analysis of the domain experts.
The experimental results demonstrate that there is a disagreement be-
tween objective and subjective evaluations as reported in other works
from literature.

1 Introduction

Association rule mining (ARM), introduced in [1], is an important task of data
mining. ARM aims to “find all co-occurrence relationships, called associations,
among data items” [11].

Association rules have been successfully applied for decision support (such
as the cross-marketing, attached mailing applications, catalog design, add-on
sales, store layout, and customer segmentation based on buying patterns) [3],
for applications of telecommunications alarm diagnosis and prediction [2], for
inter-disciplinary domains beyond data mining (such as indexing and similarity
search of complex structured data, spatio-temporal and multimedia data mining,
stream data mining, web mining, software bug mining, and page-fetch prediction)
[8], and for disease prediction [17].

When generating association rules, it is necessary to deal with a huge amount
of rules since the number of rules grows exponentially with the number of items in
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the data set [9]. Many algorithms have been developed to overcome the problem
of dealing with these generated rules. These algorithms follow one of these post-
processing approaches:Querying (Q), EvaluationM easures (EM ), Pruning (P),
Summarizing (S ), or Grouping (G) [5,22,14,10]. The algorithms that belong to
the approaches of Q, P, and S aid the exploration process by reducing the
exploration space (RES ); the ones that belong to EM approach explore the
process by d irecting the user to what is potentially interesting (DUPI ); and,
finally, the algorithms of G approach explore the process by structuring the
domain (SD).

Grouping is a relevant approach related to SD, since it organizes the rules
in groups that contain, somehow, similar knowledge. These groups improve the
presentation of the mined rules, providing the user a view of the domain to be
explored [18,19]. A methodology was found in the literature for post-processing
association rules that utilizes the grouping approach. This methodology, called
PAR-COM [5], combines clustering and objective measures to direct the user
to what is potentially interesting and, consequently, reduces the association rule
exploration space. Thus, the user only needs to explore a small subset of the
groups that contain the potentially interesting knowledge. However, it is essential
that groups be represented by labels that may provide the user a view of the
subjects contained in the exploration space, helping to guide its search.

Although some methods have been proposed to label document clusters in
Text Mining (TM) and Information Retrieval (IR) [13,12,16], there are few re-
searches in the literature that deal with selecting labels for association rule
clustering. Padua et al. [15] and Carvalho et al. [4] assess some labeling methods
using objective evaluations. Chang et al. [7] discuss about a disagreement be-
tween objective and subjective evaluation results in a topic extraction context.
The latter found that some results of objective measures are not always a good
predictor of human judgments regarding the terms selected as labels for the topic
extraction task. The same problem is found here since the label selection task is
similar to topic extraction and association rule clustering approaches.

Considering that, we use a subjective methodology to evaluate label sets ob-
tained by labeling methods for association rule clustering. For that, this paper
presents an adapted version of the subjective evaluation methodology proposed
in [7] (details in Section 3). The evaluation was applied in five labeling methods
for association rule clustering in order to identify which one obtains suitable
label sets according to the

The proposal of an evaluation methodology adapted from [7] is introduced
and adjusted for an environment that considers clusters of association rules ob-
tained from structured data. Specifically, the proposed evaluation methodology
is based on a task named word intrusion. The word intrusion task, proposed
in [7], consists of identifying a spurious word inserted into a set of words1 that
represent the extracted topic. The word intrusion task was initially proposed to
evaluate whether an extracted topic has human-identifiable semantic coherence.

1 In this work, a set of words represents the labels of a group.
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This paper is organized as follows. The labeling methods used in this work
are presented in Section 2. The subjective evaluation methodology is described
in Section 3. The configuration of the experiments are introduced in Section 4
and the results are discussed in Section 5, arguing about the differences obtained
between the subjective and the objective analysis. Finally, the related works are
presented in Section 6 and conclusions in Section 7.

2 Labeling Methods

Although the organization of association rules through clustering provides some
important clues for user, the exploration task remains a challenge since there
is no explicit information about the subject of each cluster. Even in a small
data set, it is not easy to define a main idea that links the association rules in
each cluster. However, the cluster may be represented by a set of meaningful
labels. Therefore, it is important to find a good set of labels for each cluster.
In this paper, five labeling methods (LM) for association rule clustering, briefly
described below, were selected and implemented to be subjectively evaluated.
These labeling methods were the ones indicated by [4,6,15] as good solutions to
this kind of problem (for details, please, see the references).

LM-M (Labeling M ethod M edoid) selects as labels of each cluster the items
in the rule that is more similar to all the other rules in the same cluster (the
cluster’s medoid). The method computes the accumulated similarity of each rule
considering its similarity with respect to all the other rules; then, the one with
the highest value is selected. Therefore, the labels of each cluster are built by
the items that appear in the cluster’s medoid.

LM-T (Labeling M ethod T ransaction) builds the clusters labels by selecting
the items in the rule that covers the largest number of transactions. A rule
covers a transaction t if all the rule items are contained in t. Therefore, this
method counts the number of transactions each rule covers and selects the rule
that covers the largest number of transactions. In the end, the rule items are
considered as the clusters labels.

In LM-S (Labeling M ethod Sahar due to its reference to [19]), a simplified
version of the process described in [19], the labels of each cluster are built as
follows: (i) considering a set I = {i1, ..., im} containing all the distinct cluster
items, a set R = {r1, ..., rn} containing all the possible relationships a ⇒ c,
where a, c ∈ I – each one of these relationships represents a rule pattern; (ii)
the number of rules that each pattern ri ∈ R covers is computed (Nc); a pattern
a ⇒ c covers a rule A ⇒ C if a ∈ A and c ∈ C; (iii) the pattern with the highest
cover is selected; in the event of a tie all tied pattern are selected; (iv) all the
selected patterns compose a set P ⊆ R; (v) in the end, all the distinct items in
P compose the labels.

In LM-PU (Labeling M ethod Popescul and U ngar due to its reference to
[16]), the labels of each cluster are built by the N items in the cluster that
present the best tradeoff between frequency and predictiveness; formally we have:

f(in|Cn)∗ f(in|Cn)
f(in)

. The f(in|Cn) measure computes the frequency f of each item



292 R. de Padua et al.

in in its cluster Cn. The
f(in|Cn)
f(in)

measure computes the frequency f of each item

in in its cluster Cn divided by the item frequency in all the clusters. The in items
are all the distinct items that are present in the rules of the cluster. Each time
an item in occurs in a rule its frequency is incremented by one. Therefore, the
labels are built by the N items that are more frequent in their own cluster.

In GLM (Genetic Labeling M ethod [15]), the labels of each cluster are cho-
sen by optimizing two measures, Precision and Repetition Frequency [4]. The
Precision measure (P ) computes the number of rules the labels cover in their
own cluster and divides by the number of rules in that cluster. A rule is covered
by the clusters labels if one or more items in the labels are part of the rule.
The Repetition Frequency (RF ) measures how different the labels are among
the clusters by counting the number of items that are repeated in different clus-
ter labels and dividing this value by the number of distinct items in all the
labels. Values near 0 show that there are few repetitions among the labels while
values near 1 indicate that the labels are very similar. It was considered, dur-
ing the optimization process, RF = 1.0 − RF so that both P and RF were
maximized. GLM is a genetic algorithm approach that aims to ensure a good
tradeoff between P and RF . The fitness function of an individual is defined by

Fitness(I) = (P+RF )−
(

Max(P,RF )
Min(P,RF ) ∗ 10−5

)
, where 10−5 indicates the minimal

possible value the measures may get, (P + RF) show how good are the measures

according to the labels and
(

Max(P,RF )
Min(P,RF ) ∗ 10−5

)
the penalty proportional to the

distance between P and RF . Initially, the method randomly selects the labels
of each cluster among the rule items in each cluster. Thereafter, the population
of labels undergoes crossover until it reaches a given number of generations.

3 Item Intrusion Task: The Subjective Evaluation
Methodology

In order to subjectively evaluate the labels obtained by each labeling method de-
scribed in Section 2, we implemented the item intrusion task, which was adapted
from [7]. As proposed in [7], the users’ task is to find the item, among a set of
items, that is out of place or does not relate with the others, i.e., the intruder.
The methodology works as follows:

Step A. The n best items and the m worst items in each cluster are selected
according to each labeling method described in Section 2. n and m are num-
bers to be chosen. The n best items in each cluster represents the labels of
the clusters. The m worst items, called here as intruders, are the m least
items to be selected as labels and, also, the ones that appear in some of the
other clusters. The last condition ensures an item will not be selected as a
bad item due solely to its rarity. The process is illustrated in Figure 1. In
this example, considering n = 5, the best ranked items, that compose the
labels of the cluster k, are “Item 1”, “Item 2”, “Item 3”, “Item 4”, and “Item
5”. On the other hand, considering m = 5, the worst ranked items that also
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occur in the other clusters are “Item j”, “Item j-2”, “Item j-4”, “Item j-6”,
and “Item j-8”. The underlined and emphasized items are considered to be
present only in the current cluster. The rank is based on the criteria used on
a given LM.

Fig. 1. The selection process of the n best items
and the m worst items

Fig. 2. Illustrative example of the
evaluation process

Step B. A intruder i is picked up at random from a pool built with the m items
identified in [Step A].

Step C. The n items plus the intruder i are shuffled and presented to the user,
as in Figure 2. In this example, the user is asked to identify the intruder,
i.e., the item that should not be selected as label. It is expected that the
user chooses the item i. The authors of [7] claim that when the set of labels
minus the intruder i makes sense together, then the subject should easily
identify the intruder.

Step D. Finally, as seen in Figure 2, the user is also asked about the cohesion of
the set of labels minus the intruder i. The cohesion in this work is evaluated
through four available options: “not related”, “somewhat related”, “related”,
and “closely related”. The options are associated with values ranging from
1 to 4 – 1 regarding the “not related” option until 4 regarding the “closely
related” option. The cohesion value may be used to determine if a labeling
method is selecting the labels in a random way. When combined with the
results of [Step C], the cohesion value improves the evaluation regarding the
coherence of the set of labels.

It is important to mention that the methodology here presented is primarily an
adaptation of the one presented in [7] for an environment that considers clusters
of association rules obtained from structured data. The major difference is [Step
D]. Therefore, the main contribution of this work is the subjective evaluation of
labeling methods for association rule clustering. However, the presented method-
ology is also another contribution, since it discusses a standardized assessment
process to the context of association rule clustering.



294 R. de Padua et al.

4 Experiments

Experiments were carried out to subjectively evaluate the five labeling methods
applied in the context of association rule clustering (see Section 2). Thereby, this
section is divided in three parts: one related to the criteria used to evaluate the
obtained results, one that describes the data sets used and, finally, the one that
discuss the experimental setup.

4.1 Evaluation Criteria

Based on the methodology described in Section 3, the evaluation of the results
was done considering two different aspects: (i) percentage of correct answers
(PCA) and (ii) cohesion (Co).

In the first aspect, the quality of the labels is measured by the rate of correct
answers given by the subjects regarding the intruder selection method [Step
C]. In high quality label sets the relationship of selected items presents a good
summary of the cluster content. Also, the intruder item can be easily identified
in the label sets with high quality. Thus, PCA metric may be expressed by
PCA = # of correct answers

# of clusters . In this case, the metric checks how many times the
user identifies the intruder i in each of the clusters, related to a given association
rule clustering, and divides it by the total number of clusters in the clustering.
A PCA = 5

10 = 50% indicates that the clustering has 10 clusters and in 5 of
them the user identified, among the labels, the intruder item.

In the second aspect, the cohesion metric aims to measure how correlated the
labels are without the intruder i in the subject opinion. However, in this case, a
mean of the cohesions is obtained. Thus, this metric may be expressed by Co =
∑# of clusters

i=1 Coi
# of clusters . In this case, the metric sums the cohesions assigned to each of

the clusters by the user, related to a given association rule clustering, and divides
it by the total number of clusters in the clustering. A Co = 4+3+2+4+2

5 = 3.0
indicates that the clustering has 5 clusters and, in average, a cohesion of 3.0.

4.2 Data Sets

Four data sets (DS) were considered to run the experiments: Adult (48842;115),
Income (6876;50), Groceries (9835;169), and Sup (1716;1939). The numbers in
parenthesis indicate, respectively, the number of transactions and the number of
distinct items in each data set. The first three are available through the package
“arules”2. The last one was donated by a supermarket located in São Carlos
city, Brazil. All the transactions in Adult and Income contain the same number
of items (named here as standardized data sets (SDS)), different from Gro-
ceries and Sup (named here as non-standardized data sets (NSDS)), whereupon
each transaction contains a distinct number of items. Thus, the experiments
considered different data types. The rules, in each data set, were mined using

2 http://cran.r-project.org/web/packages/arules/index.html.

http://cran.r-project.org/web/packages/arules/index.html
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an Apriori implementation3 with a minimum of 2 and a maximum of 5 items
per rule. From the Adult set 6508 rules were extracted using a minimum sup-
port (min-sup) of 10% and a minimum confidence (min-conf) of 50%; Income
3714 rules with min-sup=17%, min-conf=50%; Groceries 2050 rules with min-
sup=0.5%, min-conf=0.5%; Sup 7588 rules with min-sup=0.7%, min-conf=0.5%.
The parameters were set experimentally.

4.3 Experimental Setup

Initially, in order to apply the five labeling methods described in Section 2 to
perform the subjective analysis, the rule sets, related to each data set, were
clustered. The clusterings were obtained using the Ward Link algorithm [21]
and, as similarity measure, J-RT (see Section 6). This configuration, clustering
algorithm + similarity measure, was selected because, as shown by [6], it obtains
the best results when the clustering is done in the post-processing phase. Each
one of the dendrograms were cut with a threshold of 0.24 (the value was obtained
experimentally). Based on these cuts, 12 groups were obtained for the Adult data
set, 5 for Income, 33 for Groceries, and 10 for Sup.

After clustering the rule sets, all the five labeling methods were applied to
each clustered set. The methodology described in Section 3 was then executed
in each considered configuration, i.e., labeling method + data set. In total, 20
experiments were done (20 = 5 LM × 4 DS). The values of n = 5 and m = 5
were considered to apply the subjective evaluation (see Section 3).

Once subjective evaluations are often expensive due to the large amount of
data available and to the limited available time of the evaluators, a sampling of
clusters was considered in each data set in all the LM. Thus, in this work, we
randomly selected 20% of the clusters in each clustered rule set. Therefore, 2
groups were considered for Adult in each LM, 1 for Income, 6 for Groceries, and
2 for Sup. These selected groups, for each data set, in each LM, were the ones
presented to the users as shown in Figure 2.

All the users assessed the same clusters, and also the items in the groups, in
the same sequence, because as the users’ interaction with the system improves,
he/she may change the choices and, consequently, the results. The sequence of
presentation was set randomly. However, each user evaluated only one data set of
each type, i.e., one group of users evaluated the results related to Adult and Sup
data sets and the other the ones related to Groceries and Income. This split was
done aiming to lower the number of questions each subject should answer and
to force each subject to evaluate both a standardized and a non-standardized
data set.

Finally, it is important to mention that a warm-up step was considered dur-
ing the experiments. In this phase, two more groups were selected to be initially
presented to the users (so in Adult, for example, 4 groups were selected in the

3 http://www.borgelt.net/apriori.html [Christian Borgelt’s Web Page].
4 Considering dendrograms with maximum height of 1. The root node is close or equal
to 1.

http://www.borgelt.net/apriori.html


296 R. de Padua et al.

total). These 2 additional groups were used as a training phase, aiming to intro-
duce the validation process to the subjects. In this stage, the user learns how the
environment works and how to interact with it. In this phase, right and wrong
answers may not represent the user knowledge. These initial groups were not
considered in the final results.

The Groceries and Sup data sets were evaluated by 5 users, each one having
a good knowledge of the domain. The Adult and Income data sets were also
evaluated by 5 users, but in this case the users did not have a good knowledge
of the domain (related to customer’s profile).

5 Results and Discussion

As mentioned before, to analyze the obtained results the metrics PCA and
Co (Section 4) were used. The results are presented in the Tables 1 and 2 for
Groceries and Sup data sets and in the Tables 3 and 4 for Adult and Income
data sets. The results express the averages of PCA and Co obtained from the
assessments of all the users in the analyzed clusters in each data type.

The highest values in each of the tables, regarding each one of the metrics,
are marked with � in each considered data set. For the Groceries data set, for
example, the best value for PCA is the one related to GLM (51.43% (Table 1));
for Co also the one related to GLM (3.43 (Table 2)). It may be noted that,
regarding the NSDS (Tables 1 and 2):

PCA aspect: according to the results obtained by [15], LM-PU is the more
suitable method to be used according to objective evaluations; however, in
this subjective evaluation:

– GLM is the more suitable LM to be used according to the user views;
– LM-M obtained good results;
– LM-PU and LM-S present the worst results.

Thus, there is a disagreement between the two evaluations, as noted by [7]
for the topic extraction task.

Co aspect: following the same reasoning, it may also be observed the same
disagreement regarding this other aspect:

– although GLM presents the highest value in only one data set (Gro-
ceries), in the other data set the values are more closely, indicating that
GLM is also the more suitable LM to be used according to the user views
considering this criterion;

– the values for Groceries have a low variation among the LM, except for
GLM that presents a high value – mean of 3.26;

– the values for Sup also have a low variation among the LM, except for
LM-PU that presents the worse value – mean of 3.20.

The analysis of the tables also shows interesting behaviors. In cases of high
Co and low PCA values, such as in LM-S on Sup data set (3.50 x 0%), it
is understandable that the method failed to distinguish the groups, i.e., the



Subjective Evaluation of Labeling Methods for Association Rule Clustering 297

labels of the clusters were not specific enough to describe their own groups and,
consequently, to distinguish each one from the others. On the other hand, in
cases of low Co and high PCA values, such as in LM-PU on Sup data set (2.70
x 40%), it is understandable that the method obtained less correlated labels, but
it was successful on selecting labels that best represent each group, making it
easier for the subjects to find the intruder. Finally, Figure 2 shows an example
of an answer given by an user regarding a group related to the Groceries data
set. In this case, considering this unique group, PCA = 1 and Co = 4.

On the other hand, regarding the SDS, the users did not have a good knowl-
edge of the domain (related to customer profile) and, therefore, the results were
much worse. It may be noted that (Tables 3 and 4):

PCA aspect: according to the results obtained by [15], GLM is the more suit-
able method to be used according to objective evaluations; however, in this
subjective evaluation:

– the number of low PCA values is high, being some of them 0%. Thus,
although LM-T presents the highest value in only one data set (Income),
it is the only method that has an uniform behavior in both data sets.
Therefore, it may be assumed that LM-T is the more suitable LM to be
used according to the user’s views.

Thus, there is a disagreement between the two evaluations, as noted by [7]
for the topic extraction task.

Co aspect: following the same reasoning, it may also be observed the same
disagreement regarding this other aspect:

– Both data sets had high Co values according to the subject’s opinion,
contrasting to the low PCA values.

Table 1. PCA results related to NSDS

Data set LM-M LM-T LM-PU LM-S GLM

Groceries 46.67% 20% 11.43% 11.43% 51.43%�
Sup 50% 50% 40% 0% 70%�

Table 2. Co results related to NSDS

Data set LM-M LM-T LM-PU LM-S GLM

Groceries 3.23 3.23 3.29 3.14 3.43�
Sup 3.30 3.30 2.70 3.50� 3.20
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Table 3. PCA results related to SDS

Data set LM-M LM-T LM-PU LM-S GLM

Adult 30% 40% 50%� 30% 10%
Income 0% 40%� 0% 0% 20%

Table 4. Co results related to SDS

Data set LM-M LM-T LM-PU LM-S GLM

Adult 3.0 3.1� 3.0 2.9 3.0
Income 3.6 3.8� 3.6 3.4 3.8�

6 Related Works

Since this paper aims to evaluate labeling methods for association rule cluster-
ing, in this section, we briefly review some papers related to association rule
clustering, mentioning their labeling methods and the methodologies used to
evaluate the methods.

The aim of the clustering approach in the post-processing phase is to improve
and organize the presentation of the obtained association rules. The result of
this process is a structured view of domain to be explored. In [20] the authors
propose a similarity measure based on transactions and apply a density clus-
ter algorithm to group the association rules. They also present an evaluation
in a small set of the rules to motivate the research with association rule clus-
tering approach. The approach proposed in [10] explores the lexical features of
the rules, rather than their statistical properties, for structuring the rule space.
They explored hierarchical cluster algorithms in the evaluations using Jaccard
as the similarity measure. In [10], the Jaccard value between two rules r and s,

expressed by J-RI(r,s)= |{items in r}∩{items in s}|
|{items in r}∪{items in s}| , is calculated considering the

items the rules share. The authors of [18] compare two kinds of clustering meth-
ods, partitional and hierarchical, also using Jaccard as the similarity measure.
However, in this case, the Jaccard value between two rules r and s is expressed

by J-RT(r,s)= |{t matched by r}∩{t matched by s}|
|{t matched by r}∪{t matched by s}| , where t is the common transac-

tions the rules match. In [10] and [18], the labels of each group are compound
of the items that are presented in the rule that is more similar to all the other
rules in the group (the medoid of the group). Toivonen et al. [20] do not mention
how the labels are found, but provide some clues that the labels represent the
most frequent and distinct items in the group.

In all the cases, the authors are mainly concerned with the domain organiza-
tion and do not present a deeper evaluation of the labels. In [15], an interesting
labeling method based on genetic algorithm is proposed. A comparison of label
methods for association rule clustering is presented by [4]. The authors of [4]
evaluate the method ideas presented in [20,10,18]. They also use an adaptation
of an idea presented by [19] and the method proposed in [16] applied in the con-
text of the document cluster. More detailed results may be found in [6]. Finally,
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to objectively evaluate labeling methods for association rule clustering, [4] pro-
pose two measures, P and RF , the ones used by [15] and, therefore, described
in Section 2.

7 Conclusions

In this paper, we performed a subjective evaluation of labeling methods used for
association rule clustering. The results show that the GLM method is the most
suitable method to be used for NSDS according to the user’s views. On the other
hand, LM-T is the most suitable method to be used for SDS according to the
user’s views. However, in the last case, the results obtained from the evaluation
suggests that it is more difficult to identify the intruder in standardized data sets.
This result may be explained due to the fact that the users did not have a good
knowledge of the domain (related to customer profile) but more experiments are
necessary to identify the causes of this behavior.

Considering all the results, we may affirm that a good objective evaluation
does not imply in a good subjective evaluation. As noted by [7] for the topic
extraction task, there is, with a certain frequency, a high disagreement between
the two kinds of evaluation. The results also indicate that the organization of
the data set has a high impact on the quality of the results.

As future works, we intend to evaluate hybrid labeling methods that combine
objective and subjective aspects.
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2013/12383-0, São Paulo Research Foundation (FAPESP) and Coordenação de
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Abstract. The paper deals with the classification task, where patterns are non-
stationary. The method ensures the minimum expected value of misclassifica-
tions and is independent of patterns' shapes. This procedure eliminates elements 
of patterns with insignificant or even negative influence on the results' accura-
cy. Appropriate modifications follow the classifier parameters, which increases 
the effectiveness of procedure adaptation for nonstationary patterns. The num-
ber of patterns is not methodologically limited in the presented concept.  

Keywords: data analysis, classification, pattern nonstationarity, pattern size re-
duction, classifier adaptation. 

1 Introduction  

Classification constitutes one of the basic procedures of data analysis and exploration 
[Han and Kamber, 2001]. In most of the methods used today, one assumes stationarity 
(unchanged by time) of patterns characterizing particular classes. However, more and 
more often, as models have become more accurate, and investigated phenomena have 
become more complex [Kulczycki et al, 2007], in particular those in which new – 
with the most current being the most valuable – elements are continuously added to 
patterns, this assumption is successfully ignored.  

The concept of the method for classification with nonstationary patterns proposed 
in this paper was conceived on the basis of the sensitivity method used in artificial 
neural networks. As a result of its operation, particular elements of patterns receive 
weights proportional to their significance for correct results. Elements of the smallest 
weights are eliminated. For the sake of the patterns' nonstationarity, their elements 
whose weights are currently small but increase successively are kept. In addition a 
procedure is proposed ensuring that an adaptation to changing conditions is obtained 
by correcting classifier parameters values. Its formula is based on the Bayes approach, 
providing a minimum of potential losses arising from incorrect classification. It is also 
possible to introduce preferences for those classes whose elements – due to potential 
nonsymmetrical conditioning of the task – especially should not be mistakenly as-
signed to others. The classifier was constructed applying the statistical kernel  
estimators methodology, thus freeing the above procedure from arbitrary assumptions 
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regarding patterns' shapes – their identification is an integral part of the algorithm 
presented here.  

The first sections of this paper, i.e. 2-7, briefly describe mathematical apparatus 
and component procedures used in the main part – Section 8 – to synthesize of the 
algorithm for classification with nonstationary case investigated here. The numerical 
verification and comparison with the similarly conditioned support vector machine 
concept [Krasotkina et al, 2011] is the subject of Section 9, followed by final com-
ments and remarks.  

A preliminary version of this paper was presented in part as [Kulczycki and Ko-
walski, 2013a].  

2 Statistical Kernel Estimators  

Consider the n-dimensional random variable X , with a distribution characterized 

by the density f . Its kernel estimator ),0[:ˆ ∞→nf R  is calculated on the basis of 

the random sample  

 1x , mxx ,...,2   , (1) 

and defined – in the basic form – by the formula  
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where the positive coefficient h is known as a smoothing parameter, while the mea-

surable function ),0[: ∞→nK R  symmetrical with respect to zero, having at this 

point a weak global maximum and fulfilling the condition 1d)( = n xxK
R

 is termed 

a kernel. The monographs [Kulczycki, 2005; Silverman, 1986; Wand and Jones, 
1995] contain a detailed description of the above methodology.  

In this paper the generalized (one-dimensional) Cauchy kernel is applied, in the 
multidimensional case generalized by the product kernel concept [Kulczycki, 2005 – 
Section 3.1.3; Wand and Jones, 1995 – Sections 2.7 and 4.5]. For calculation of the 
smoothing parameter, the simplified method assuming the normal distribution [Kulc-
zycki, 2005 – Section 3.1.5; Wand and Jones, 1995 – Section 3.2.1] can be applied, 
thanks to the positive influence of this parameter correction procedure, presented 
below in Section 7. For general improvement of the kernel estimator quality the mod-
ification of the smoothing parameter [Kulczycki, 2005 – Section 3.1.6; Silverman, 
1986 – Section 5.3.1] will be applied, with the intensity 0≥c ; as its initial standard 
value 5.0=c  can be assumed.  

Details are found in the monographs [Kulczycki, 2005; Silverman, 1986; Wand 
and Jones, 1995].  
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3 Bayes Classification  

Consider J  sets consisting of elements of the space nR :  

 '
1x , ''

2 1
,, mxx   (3) 

 "
1x , ""

2 2
,, mxx   (4) 

   

 "...'
1x , "...'"...'

2 ,,
Jmxx    , (5) 

representing assumed classes. The sizes 1m , Jmm ,...,2  should be proportional to 

the “contribution” of particular classes in the population under investigation. Let now 

1f̂ , Jff ˆ,,ˆ
2   denote kernel estimators of a probability distribution density, calcu-

lated successively based on sets (3)-(5) treated as random samples (1) – a short de-
scription of the methodology used for their construction is contained in Section 2. In 
accordance with the classic Bayes approach [Duda et al, 2001], ensuring a minimum 

of expected value of losses, the classified element nx R∈~  should then be given to the 
class for which the value  

 )~(ˆ
11 xfm , )~(ˆ , ... ),~(ˆ

22 xfmxfm JJ  (6) 

is the greatest. The above can be generalized by introducing to expressions (6) the 
positive coefficients 1z , Jzz ,...,2 :  

 )~(ˆ
111 xfmz , )~(ˆ , ... ),~(ˆ

222 xfmzxfmz JJJ   . (7) 

Taking as standard values 1...21 ==== Jzzz , formula (7) brings us to (6). By 

appropriately increasing the value iz , a decrease can be achieved in the probability 

of erroneously assigning elements of the i-th class to other wrong classes (although 
the danger does then exist of increasing the general number of misclassifications). 
Thanks to this, it is possible to favor classes which are in some way noticeable (e.g. in 
diagnostics, those representing faults causing large losses) or more heavily condi-
tioned. For the classification task considered here, these are in natural way classes 
defined by nonstationary patterns – in the case of a significant difference in the speed 
of their changes, it is worth increasing coefficients relating to more varying patterns. 
The initial value 25.1  can be proposed for further research.  
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4 Discrete Derivative  

The task of computing the value of the discrete derivative of the function RR →:g  

consists in calculating the quantity )(' tg  based on values of this function obtained 

for a finite number of the arguments 1t , ktt ,...,2 . For the problem under investiga-

tion a backward derivative will be used, that is where ktt = . As the task considered 

here does not require the differences between subsequent values 1t , ktt ,...,2  to be 

equal, it is therefore advantageous to apply interpolation methods. In the procedure 
worked out here, favorable results were achieved using a classic method based on 
Newton's interpolation polynomial. Detailed formulas are found in the survey article 
[Venter, 2010]. For the purposes of the procedure investigated in this paper, 3=k  
can be taken as a standard value.  

5 Sensitivity Analysis for Learning Data  

When modeling multidimensional problems using artificial neural networks, particu-
lar components of an input vector most often are characterized by diverse significance 
of information, and in consequence influence variously the result of the data 
processing. In order to eliminate superfluous – from the point of view of the investi-
gated task – input vector components, a sensitivity analysis of the network with re-
spect to particular learning data can be performed. As a result one obtains the  
parameters iS  describing proportionally the influence of the particular inputs  

( mi , ... ,2,1= ) on the output value, and then the least significant inputs can be elimi-
nated.  

Detailed description of the above procedure is found in the publications [Engelbrecht 
et al, 1995; Zurada, 1992].  

6 Reducing Patterns' Size 

In practice, some elements of sets (3)-(5), constituting patterns of particular classes, 
may have insignificant or even negative – in the sense of classification correctness – 
influence on quality of obtained results. Their elimination should therefore imply a 
reduction in the number of erroneous assignments, as well as decreasing calculation 
time. To this aim the sensitivity method for learning data, used in artificial neural 
networks, briefly noted in the previous section, will be applied.  

To meet the requirements of this procedure, the definition of the kernel estimator 
will be generalized below with the introduction of the nonnegative coefficients 1w , 

mww , ... ,2 , normed so that mw
m

i i = =1
 and mapped to particular elements of ran-

dom sample (1). The basic form of kernel estimator (2) then takes the form  
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The coefficient iw  value may be interpreted as indicating the significance (weight) 

of the i-th element of the pattern to classification correctness.  
The procedure for reducing patterns sets (3)-(5) consists – in its basic form – of 

two phases: of calculating the weight iw , and then removing those elements of ran-

dom sample (1), for which the respective weights have the lowest values. These tasks 
will subsequently be presented in the next two subsections.  

6.1 Calculation of Weights iw  

In the method designed here, for the purpose of reduction of sets (3)-(5), separate 
neural networks are built for each investigated class.  

The constructed network has three layers and is unidirectional, with m  inputs 
(corresponding to particular elements of a pattern), a hidden layer whose size is equal 
to the integral part of the number m , and also one output neuron. This network is 
submitted to a learning process using a data set comprising of the values of particular 
kernels for subsequent pattern elements, while the given output constitutes the value 
of the kernel estimator calculated for the pattern element under consideration. The 
network's learning is carried out using backward propagation of errors with momen-
tum factor. On finishing this process, the thus obtained network undergoes sensitivity 
analysis on learning data, in accordance with the method presented in the previous 
section. The resulting coefficients iS  describing sensitivity, calculated in this way, 

constitute the fundament for calculating the preliminary values  
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after which they are normed to 
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The shape of formula (9) results from the fact that the network created here is the 
most sensitive to atypical and redundant elements, which – taking into account the 
form of kernel estimator (8) – implies a necessity to map the appropriately smaller 
values iw~ , and in consequence iw , to them. Coefficients (10) represent – as per the 
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idea presented while introducing the generalized form (8) – the significance of partic-
ular elements of the pattern to accuracy of the classification process. 

6.2 Removal of Pattern Elements 

Empirical research confirmed the natural assumption that the pattern set should be 
relieved of those elements for which 1<iw . (Note that, thanks to normalization 

made by formula (10), the mean value of the coefficients iw  equals 1.)  

7 Correcting the Smoothing Parameter and Modification 
Intensity Values  

The classic universal methods of calculating the smoothing parameter value are often 
not proper for the classification task. This paper will propose a procedure suited to the 
conditioning of the investigated method of classification for nonstationary patterns, in 
particular those enabling successive adaptation with regard to the occurring changes.  

Thus, it can be proposed to introduce 1+n  multiplicative correcting coefficients 
for the values of the parameter defining the intensity of modification procedure c  
and smoothing parameters for particular coordinates 1h , nhh , ... ,2 , with respect to 

optimal ones calculated using the integrated square error criterion. Denote them as 
00 ≥b , 1b , 0 , ... ,2 >nbb , respectively. It is worth noticing that 1 ... 10 ==== nbbb  

means in practice no correction. Next through a comprehensive search using a grid 
with a relatively large discretization value, one finds the most advantageous points 
regarding minimal incorrect classification sense. The final phase is a static optimiza-
tion procedure in the )1( +n -dimensional space, where the initial conditions are the 

points chosen above, while the performance index is given as the number of misclas-
sifications. This is an integer – to find the minimum a modified Hook-Jeeves algo-
rithm [Kelley, 1999] was applied.  

Following experimental research it was assumed that the grid used for primary 
searches has intersections at the points 25.0 , 75.1 , ... , 5.0  for every coordinate. For 
such intersections the value of the performance index is calculated, after which the ob-
tained results are sorted, and the 5 best become subsequent initial conditions for the 
Hook-Jeeves method, where the value of the initial step is taken as 2.0 . After finishing 
every one of the above 5 “runs” of this method, the performance index value for the end 
point is calculated, and finally among them the one with the smallest value is shown.  

Apart from the first step, the above procedure can be used in the simplified ver-
sion, to successively specify current values for the correcting coefficients 0b , 

nbb  , ... ,1  as part of adaptation to changes in nonstationary conditions. To this end 

the Hook-Jeeves algorithm is used only once, taking the coefficients' previous  
values as initial conditions.  
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Finally it is worth noting that the correction of classification parameters is not  
necessary in this procedure. It does, however, increases classification accuracy and 
furthermore enables the use of a simplified method for calculation of smoothing pa-
rameters values, proposed in Section 2.  

8 Classification Method for Nonstationary Patterns  

This section, the most essential in this publication, presents the classification method 
for the nonstationary case, that is when all or some patterns of classes undergo sig-
nificant – considering the investigated task – changes. Here, material presented in 
Sections 2-7 will be used. A block diagram of the calculation procedure is shown in 
Fig. 1. Blocks symbolizing operations performed on all elements of patterns (3)-(5) 
jointly are drawn with a continuous line, while a dashed line denotes operations on 
particular classes, and a dotted line – separate operations for each element of those 
patterns.  

First one should fix the reference sizes of patterns (3)-(5), hereinafter denoted by 
*
1m , **

2 , ... , Jmm . The patterns of these sizes will be the subject of a basic reduction 

procedure, described in Section 6. The sizes of patterns available at the beginning of 
the algorithm must not be smaller than the above referential values. These values can 
however be modified during the procedure's operation, with the natural condition that 
their potential growth does not increase the number of elements newly provided for 

the patterns. For preliminary research, n
Jmmm 225 ... **

2
*
1 ⋅====  can be proposed. 

Lowering these values may worsen the classification quality, whereas an increase 
results in an excessive calculation time.  

The elements of initial patterns (3)-(5) are provided as introductory data. Based on 
these – according to the procedures mentioned in Section 2 – the value of the parame-
ter h  is calculated (for the parameter c  it is initially assumed to be equal 5.0 ). 
Figure 1 shows this action in block A. Next corrections in the parameters h  and c  
values are made by taking the coefficients 0b , nbb  , ... ,1 , as described in Section 7 

(block B in Fig. 1).  
The next procedure, shown by block C, is the calculation of the parameters iw  

values mapped to particular patterns' elements, separately for each class, as in Section 
6.1. Following this, within each class, the values of the parameter iw  are sorted 

(block D), and then – in block E – the appropriate *
1m , **

2 , ... , Jmm  elements of the 

largest values iw  are designated to the classification phase itself. The remaining 

ones undergo further treatment, denoted in block U, which will be presented later, 
after Bayes classification has been dealt with.  
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Fig. 1. Block diagram for classification algorithm 
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The reduced patterns separately go through a procedure newly calculating the val-
ues of parameters iw , presented in Section 6.1 and depicted in block F. According to 

Section 6.2, as block G in Fig. 1 denotes, these patterns' elements for which 1≥iw  

are submitted to further stages of the classification procedure, while those with 
1<iw  are sent to block A for further processing in the next steps of the algorithm, 

after adding new elements of patterns. The final, and also the principal part of the 
procedure worked out here is Bayes classification, presented in Section 3 and marked 
by block H. Obviously many tested elements x~  can be subjected to classification 
separately. After the procedure has been finished, elements of patterns which have 
undergone classification are sent to the beginning of the algorithm to block A, to fur-
ther avail of the next steps, following the addition of new elements of patterns.  

Now – in reference to the end of the paragraph before the last – it remains to con-

sider these patterns' elements, whose values iw  were not counted among the *
1m , 

**
2 ,..., Jmm  largest for particular patterns. Thus, within block U, for each of them the 

derivative '
iw  is calculated. If the element is “too new” and does not possess the 

1−k  previous values iw , then the gaps are filled with zeros (because the values iw  

generally oscillate around unity, such behavior significantly increases the derivative 
value, and in consequence ensures against premature elimination of this element). 

Next for each separate class, the elements '
iw  are sorted (block V). As marked in 

block W, the respective  

 *
1mq , **

2 ,..., Jmqmq  (11) 

elements of each pattern with the largest derivative values, on the additional require-
ment that the value is positive, go back to block A for further calculations carried out 
after the addition of new elements. If the number of elements with positive derivative 

is less than *
1mq , **

2 ,..., Jmqmq , then the number of elements going back may be 

smaller (including even zero). The remaining elements are permanently eliminated 
from the procedure, as shown in block Z. In the above notation q  is a positive con-

stant influencing the proportion of patterns' elements with little, but successively in-
creasing meaning. The standard value of the parameter q  can be proposed to be 

close to 2k , where k  denotes the order of a discrete derivative, multiplied by the 

number of new elements added to the algorithm divided by the reference values, such 
however that 05.0≥q ; an increase in the parameter q  value allows more effective 

conforming to pattern changes, although this potentially increases the calculation 
time, while lowering it may significantly worsen adaptation. In the general case this 
parameter can be different for particular patterns – then formula (11) takes the form  

 *
11mq , **

22 ,..., JJ mqmq   , (12) 

where 1q , Jqq ,...,2  are positive.  
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The above procedure is repeated following the addition of new elements (block A 
in Fig. 1). Besides these elements – as has been mentioned earlier – for particular 

patterns respectively *
1m , **

2 ,..., Jmm  elements of the greatest values iw  are taken, 

as well as up to *
1qm , **

2 ,..., Jqmqm  (or in the generalized case *
11mq , 

**
22 ,..., JJ mqmq ) elements of the greatest derivative '

iw , so successively increasing its 

significance, most often due to the nonstationarity of patterns.  

9 Empirical Verification and Comparison  

The correct functioning and properties of the concept under investigation have been 
comprehensively verified numerically, and also compared with results obtained using 
a related procedure based on a support vector machine (SVM) method. Research was 
carried out for data sets in various configurations and with different properties, partic-
ularly with nonseparated classes, complex patterns, multimodal and consisting in 
detached subsets located alternately. Nonstationarity increased successively either  
in steps or periodically. The standard values of the parameters previously proposed in 
this paper were obtained through research carried out for verification purposes.  

The following are the results obtained for a simple but representative case, enabling a 
telling illustration and interpretation of the procedure summaries in Section 8. For visual 
purposes the two dimensional space ( 2=n ) and the two classes ( 2=J ) will be used. 
For both classes, the patterns begin with 100 elements ( 10021 == mm ), obtained us-

ing a generator with normal distribution with the unique variance. The expected value of 

the first – stationary – class is located permanently in the origin of the space 2R , while 
for the second – nonstationary – following an initial period of no movement, encircles it 
with the radius 3, adding 10 new elements every 10 degrees before coming to a stop in 
its original location. According to the suggestions formulated earlier, it was also as-

sumed 100*
2

*
1 == mm  and 2.0=q .  

Figure 2 illustrates the number of misclassifications in a typical course of a proce-
dure created in this paper. From the beginning, up to step 18, the second class is inva-
riable. First a slight increase in the number of erroneous classifications occurs – in 
every step around 10% new elements of patterns are added, which worsens the  
working conditions for the neural network. Finally, however, once the patterns are 
stabilized, the number of misclassifications settles at the level 0.08. In step 18 the 
aforementioned orbital movement of the second class begins. First the number of 
erroneous classifications rises to around 0.12, and then – after the kernels, which were 

not previously removed due solely to a positive derivative '
iw , have received the 

appropriate meaning – the number of misclassifications drops and levels off at 0.105. 
In step 54, where the second class stops, occurrences similar to the above take place, 
when the number of classification errors returns to its initial level of 0.08.  
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Fig. 2. Typical course using the investigated procedure ( 11 =z , 12 =z ) 

Thanks to the generalization of formula (6) to (7), the classification quality can in-
crease by mapping to the classes with nonstationary patterns greater values of the 
coefficients iz . Figure 3 shows the results obtained with 11 =z  and 25.12 =z . It is 

worth noting that the total number of misclassifications lowered with respect to that 
obtained for the basic case in Fig. 2. This especially concerns local maximums exist-
ing after the second class starts and stops moving (steps 18 and 54).  

 
Fig. 3. Course with differing values of the coefficients iz : 11 =z , 25.12 =z  
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The procedure worked out and described here was compared with a method based 
on the support vector machine (SVM) concept, presented in the publication [Kra-
sotkina et al, 2011], taken as the closest regarding the conditioning considered in this 
paper research task. The obtained results are shown in Fig. 4 – they were achieved in 
conditions identical to Fig. 3, with which they will be compared. Although in condi-
tions of stationarity of the second pattern (steps before 18 and after 54) the number of 
misclassifications leveled off at 0.08, in the case using the SVM, however, starts at 
0.10, instead of 0.07 as in the procedure investigated here (compare Fig. 3 and 4). 
When the second pattern changes (steps 18-54) the amount of errors generated by the 
SVM settles at the level 0.12, or even slightly higher than that of local maximums 
appearing in the method presented in this paper after steps 18 and 54 (compare again 
Fig. 3 and 4). It should be underlined, though, that when the second class is moving, 
the number of misclassifications does not fall to the level 105.01.0 −  (Fig. 4), as is 
the case with the procedure worked out here (Fig. 3). Thus one can see that the con-
cept method in this paper has an advantage over the SVM procedure, especially in 
conditions of gradual change. Taking into account the fact that its idea is based on 
derivatives of a predictive nature, this observation is completely understandable.  

 
Fig. 4. Course using the SVM method 

To summarize: numerical testing wholly confirmed the positive features of the me-
thod worked out. In particular, the results show that the classifying algorithm can be 
used successfully for inseparable classes of complex multimodal patterns as well as 
for those consisting of incoherent subsets at alternate locations. The examined nonsta-
tionarity increased successively, and was periodical as well as occurring in steps. For 
the former type, the procedure presented in this paper proved to be particularly advan-
tageous and useful.  
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10 Final Comments and Remarks 

This paper presented a classification procedure which allows for nonstationarity of 
patterns and successive supply of new elements to them. Neither the number of 
classes itself, nor the number of nonstationary ones are methodologically limited. The 
concept is based on the Bayes approach, which allows for the minimization of ex-
pected loss value arising from erroneous classifications, as well as actively influen-
cing the proportion of probabilities of classification errors between particular classes. 
The use of kernel estimators frees the algorithm from patterns' shapes. The procedure 
operation is based on the sensitivity method used with artificial neural networks. It 
enables the removal of those elements of patterns, which are of insignificant or even 
negative influence on accuracy of results. However, it retains for further calculation 
some of these elements which due to nonstationarity successively increase their posi-
tive impact. Appropriate adaptation is also performed on classifier parameters.  

A broad description of the presented method – in particular the full set of formulas – 
is contained in the paper [Kulczycki and Kowalski, 2013b] which will appear soon.  
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Abstract. Case retrieval is one important step in the case-based reasoning 
cycle. Up to now, several algorithms have been proposed for the indexing of 
cases, since the original indexing approach of k-d trees came up in literature. 
Main approaches propose the use a precomputed binary search tree to get an 
average logarithmic time effort in searching. The proposal presented in this pa-
per consists of an indexing algorithm based on the principle of binary search 
trees for efficient case retrieval according to a given similarity measure called 
sim. The proposed NIAR k-d tree algorithm embodies two main steps based on 
the computation of the average value of the corresponding attribute among the 
subtree cases, and selecting for that attribute, the value of the Nearest In-
stance/case to the Average as the Root (partition value). Experimental results 
with some databases have shown that the retrieval step in NIAR k-d tree is fast-
er than the standard k-d tree approach. The time efficiency, the depth and 
breadth in both trees are analyzed. The results obtained depict a significant dif-
ference of levels in the trees. The presented approach is implemented within a 
current research work on introspective reasoning framework for case-based rea-
soning in continuous domains. 

Keywords: Retrieval, Indexing, Binary Search Trees; k-d Trees.  

1 Introduction 

The retrieving of similar cases is one of the key steps in the case-based reasoning 
(CBR) paradigm [Kolodner et. al, 1985]. The case base must be analyzed to detect a 
set of potentially useful cases for adaptation purposes. Commonly, there is a distinc-
tion between surface and structural similarity [Holyoak & Koh, 1986]. Structural 
similarity computation is normally quite expensive, because all available knowledge 
of the domain must be taken into account. On the contrary, the retrieval step should 
manage the similarity computation of all cases in the case base as fast as possible. 
Therfore, this task can only rely on the comparison of syntactical features, i.e., surface 
similarity [Gentner & Forbus, 1991]. In addition, in the CBR literature there can be 
distinguished two different approaches about similarity assessment [Althoff & Wess, 
1992]: the representational approach [Kolodner, 1980] and the computational  
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approach [Aha, 1991]. The former is based on using a structured memory of cases, 
and the later is based on the computation of an explicit similarity measure called sim. 
The work presented in this paper is based on the computational approach. 

In a relatively small case base scenario, the similarity computation of all cases can 
performed through a sequential process by comparing each case, in the case base, 
against the current problem. This strategy is reasonable given that its computational 
time effort is linear (O(n), being n the number of cases), but it is not feasible for larger 
case bases. Several strategies have been proposed to improve the retrieval step for large 
case bases. Some approaches use massively parallel computer hardware to speed up the 
similarity assessment process. Others are based in the pre-computation of efficient in-
dexation schemes, which improve the efficiency of the retrieval step. In this sense, a 
new strategy following these later approaches will be explained in this contribution. 

Additionally, some indexation schemes were designed in order to find the m most 
similar cases (m nearest neighbours, or m-NN) such as in [Friedmann et al. 1977, 
Wess et al. 1993], while others focused on the one most similar case (nearest neighbor 
or 1-NN) [Bentley 1975, Arya et al. 1993]. In our work, we have taken the second 
option (the similarity). The most similar case is the aim of the retrieval process. How-
ever, having in mind that the value m normally is low, in these case the most similar 
cases are needed, and depending on the minimum number of cases in the leaves of the 
indexing tree (bucket size), the 1-NN indexing strategies can also provide the m-NN 
without exploring other subspaces of the indexing tree.    

In CBR applications, sometimes the cases can be represented in a structured way 
by a set of independent features. Similarly, other applications require more sophisti-
cated case representations when attribute dependent cases exists; and normally they 
also cover a subspace rather than a point in the problem-solution space. The former 
are named as point cases, and the later as generalized cases. Most of the indexing 
approaches in the CBR literature have dealt with point cases [Bentley, 1975, Fried-
man et al., 1977, Wess et al., 1993, Arya et al., 1993], but also some compute scien-
tists have focused their contributions on the attribute dependent generalized cases 
[Bergmann & Tartakovski, 2009]. In this paper, the point case representation will be 
addressed. 

Cases can be considered as points within a multidimensional search space, where 
each attribute is one dimension that can be explored with an associative search. The 
idea of our approach is to structure the search space according to the observed statis-
tical distribution of the values of the attributes, and using this computation in advance 
to improve the case retrieval process according to a given similarity measure sim 
[Stottler et al., 1989]. Our approach is based on the earlier concept of a multidimen-
sional (k dimensions) binary search tree, i.e. a k-d tree [Bentley 1975, Friedman et al. 
1977, Broder 1990]. The rationale behind is to try to get the subtrees of each internal 
node as much balanced as possible, in order to reduce the number of tree levels, and 
consequently, increase the retrieval speed. A k-d tree is similar to a discrimination 
tree/network [Kolodner 1993, Charniak and McDermott 1985]. Major differences rely 
on how to decide which attribute must be the discriminator one at each internal  
node of the tree. In discrimination trees, there are some heuristic approaches to  
derive which are the most discriminant attributes. For instance, an expert-based  
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discrimination list or some other automatic procedures such as using unsupervised 
feature- weighting techniques [Núñez and Sànchez-Marrè 2004]. 

This contribution is organized as follows, in the Section 2 the fundamentals of k-d 
trees will be explained. In Section 3 the NIAR k-d tree approach will be detailed. The 
experimental work done to evaluate the proposal and the results will be discussed  
in Section 4. Finally, the conclusions and future research work will be outlined in 
Section 5.   

2 k-d Trees 

One of the most solicited indexing methods for a case base was based on the database 
query approach applying a k-d tree proposed by [Bentley 1975] and [Friedman et al. 
1977].  

The fundamental idea behind a standard k-d tree is to partition a k-dimensional 
attribute space into some simpler subspaces and to search for the nearest neighbors in 
the corresponding subspaces. These subspaces are k-dimensional cubes having faces 
parallel to the coordinate planes. A k-d tree is a binary search tree very similar to a 
decision tree. The internal nodes are labeled with attribute names and the edges with 
partition values. The leave nodes are labeled with a disjoint subset of the cases (buck-
et of cases). Every node of a k-d tree represents a subset of the case base. The root 
node represents the whole case base. Each internal node partitions the represented set 
of cases into two disjoint subsets. The left subtree contains the subset of cases with a 
value for the discriminator attribute of the node less or equal than the partition value. 
The right subtree contains the subset of cases with a value for the discriminator 
attribute of the node greater than the partition value.  

The construction of the k-d tree is recursive. Beginning with a root node, the 
represented set of cases is partitioned according to a chosen discriminator attribute 
and a chosen partition value. This recursive procedure ends when a certain termina-
tion criterion is fulfilled, such as the number of cases in a subset is less or equal than 
the bucket size. 

The retrieval task in a k-d tree is a recursive traversal search of the tree, starting 
from the root node and following the corresponding subtree until a leaf is reached. At 
each internal node, it descends the tree following the branch whose constraint on the 
discriminator attribute of the node (≤ or >) is matched by the attribute value in the 
query case. When a leaf is reached, the similarity measure sim between the query case 
and the cases in the bucket is computed. 

The average computational time for retrieving the most similar case is O(log2n)  
(being n the number of cases) if the tree is optimally organized, such as in discrimina-
tion trees. For the worst case, the retrieval cost is O(n). Thus, on average, it really 
improves the case retrieval of a sequential linear procedure for computing the simi-
larity value for each one of the cases in the case base. 

The different approaches based on the use of k-d trees differ in how the discrimina-
tor attribute is determined, and how the partition value is selected at each internal 
node of the tree. The original k-d tree formulation [Bentley, 1975] proposed to choose 
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the discriminator attribute cycling over the list of the attributes, and selecting the par-
tition value at random. The standard k-d tree approach [Friedman et al. 1977] suggests 
to select the attribute with the highest spread (range) in values, and the median of the 
attribute value distribution. 

The application of k-d trees for similarity-based retrieval in CBR was first pro-
posed by [Wess et al. 1993]. They explored four approaches for selecting the 
attributes: the Category-utility of CobWeb [Fisher 1987], Entropy measuring pro-
posed by [Quinlan 1983], selecting the attribute maximizing the dispersion (inter-
quantile distance) with respect to the similarity measure sim, and selecting the 
attribute which maximizes the average similarity within partitions and buckets. This 
later strategy was the best according to the experimentation undertaken by authors. 

In addition, in the work by [Bergmann and Tartakovski, 2009] which addresses the 
generalized cases retrieval, it is proposed to select the discriminator attribute as the 
one maximizing the dispersion of projections of cases, as well as to take into account 
the length and intersection of projected case intervals. 

All contributions previously cited above and others such as [M. Hapala, 2011] and 
[A. Franco-Arcega, 2012] have shown that the standard k-d tree approach is feasible 
to be improved, and until now, standard k-d tree approach was improved in different 
ways as described in literature mentioned above. In our contribution, a new proposal 
to improve the standard k-d tree approach has been formulated. The results obtained 
have shown that the NIAR k-d tree is an efficient case retrieval method. The proposed 
indexing technique is a fast indexing strategy and the generated trees are well ba-
lanced according to the results obtained. 

3 The NIAR k-d Tree Approach 

As explained in the previous sections, the different approaches based on the standard 
k-d tree approach as an associative retrieval procedure differ both in the selection 
criteria for the discriminating attributes and in the selection of the partition value. All 
proposed strategies try to improve the retrieval time for query cases through the gen-
eration of well-balanced binary trees. A balanced tree is a very compact tree where 
the number of cases represented by each subtree is nearly the same than in the other 
subtree. This guarantees a stable retrieval time independently of the distribution of the 
query cases. 

Our proposal performs quite similar to the standard k-d tree, by selecting the dis-
crimination attributes cycling major through he list of attributes, but differs of stan-
dard k-d tree approach in the technique of selecting the split value for each attribute at 
the internal nodes. The proposed partition value is the attribute value more similar to 
the average value of the attribute values from the instances in the corresponding node. 
The technique proposed is explained below. 

The name NIAR means that the attribute value of the Nearest Instance to the Aver-
age will be the Root node partition value. To find this split value, the process pro-
posed is as follows: 
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1. Compute the average value ݐݐܣ௟௜ of the corresponding attribute i among the in-
stances in the current node l. 

Let be {Xj}j=1,n the case base composed of n cases. Each case Xj could be described 
with the set of k attributes: Xj = (Xj

1, Xj
2, …, Xj

k). 
Let be Il the set of instances represented by the Node(l): 

௟ܫ      ൌ ൛ ௝ܺห ௝ܺ א ݈   ሺ݈ሻൟ݁݀݋ܰ ൌ 1, …                          (1) 

The computation of the average value of attribute i among the instances at node l, 
Attl

i is defined by the following equation:  

݈݅ݐݐܣ                ൌ ݈ܫ1# ൫∑ ൌ1݆݈ܫ#݆݅ܺ ൯                                 (2) 

2. Find the Nearest Instance attribute value to the Average value (ܺேூ஺ோ௢௢௧௜ ) of the 
attribute values from the instances (Il) in the corresponding node l, which will be 
the Root partition value. 

Once computed the mean of the corresponding attribute, the next step is to find 
the nearest instance to the mean value obtained. The average value computed prob-
ably does not really exist in the list of instances given that it is not a true split value. 
This average value can’t be taken as the final split value because is a virtual value 
so far and thus, the partition value would be virtual and would increase the number 
of levels of the tree. To reduce the number of levels in the tree, the Nearest Instance 
to the average value of the attribute must be located within all the instances (Il) of 
the corresponding node l: 

ݐ݋݋ܴܣܫܰ              ൌ ,௟௜ݐݐܣ௜൫݉݅ݏ௝ୀଵ,#ூ೗ݔܽܯ ݃ݎܣ ௝ܺ௜൯                   (3) 

   where simi is the similarity measure on the dimension of the attribute i. Then, finally 
the partition value is ܺேூ஺ோ௢௢௧௜  

3.  Once the partition value is found, all the node l instances with lower or equal val-
ues than the partition value will be the instances of the left subtree, constituting the 
new node (2*l), and, all the node l instances with higher values than the partition 
value will be the instances of the right subtree, constituting the new node (2*l+1). 

 
4. Recursively, continue generating the tree for the left son node, and for the right son 

node, until the number of instances of a node is lower or equal than the bucket size 
(m cases) 

The procedure for generating the NIAR k-d tree is detailed in the following algorithm: 

Input: case base CB, discriminator attribute i,total num-
ber of attributes k, bucket size m. Output: NIAR k-d tree 
root node. 
procedure GenNIARtree (CB, i, k, m) 
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var 
n,sum,ni,atti,NIARoot,partitionValue,lowerPart,upperPart 
begin 
 n := count(CB); {number of cases of CB} 
 if n > m then {cases do not fit in one bucket} 
  sum := 0; 
  for j:= 1 to n do 
   sum := sum + consult(CB,j,i) {value i of case j} 
  end; 
  atti:= sum / n; {Average value of attribute i} 
  maxsim := - infinity; {is the minimum possible value of simi function i.e., 0} 
  for j:= 1 to n do 
   if simi(Atti, consult(CB,j,i)) > maxsim then 
    maxsim := simi(Atti, consult(CB,j,i)); 
    NIARoot := j; 
   end {if} 
  end {for} 
  partitionValue := consult(CB,NIARoot,i);  
  lowerSon := ∅; upperSon := ∅; 
for j:= 1 to n do 
 if consult(CB,j,i) <= partitionValue then 
  lowerPart := lowerPart + case(CB,j)else 
  upperPart := upperPart + case(CB,j)end {if} 
end {for} 
  ni = i mod k + 1; {next indexing attribute} 
return (make-
node(i,partitionValue,GenNIARtree(lowerPart,ni,k,m),  
GenNIARtree(upperPart,ni,k,m))) else 

  return (makeLeaf(CB,n.m)){make a bucket of n cases} 
 end {if} end {GenNIARtree} 

The procedure count(CB) computes the number of cases in CB. The procedure 
consult(CB,j,i) provides the value of the attribute i in the case j of the CB. 
The procedure simi(Atti, consult(CB,j,i)) computes the similarity 
measure between Atti (the average of the attribute i) and the value of the attribute 
i in the case j. The procedure case(CB,j) returns the case j of CB. The proce-
dure makeNode(i,partitionValue,lowerSon,upperSon)) returns an 
internal node including the discrimination attribute i, the splitting value parti-
tionValue, and two pointers to the nodes of the subtrees lowerSon and upper-
Son. The procedure makeLeaf(CB,n.m) returns a leaf node with a bucket filled 
with the cases in CB.  

The average computational time for generating a NIAR k-d tree is O(n*log2n), be-
ing n the number of cases, and O(n2) for the worst case, improving the effort for gene-
rating the k-d tree of some of the standard k-d trees, as its cost does not depend on the 
number of attributes k. 
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4 Experimental Evaluation and Results 

All k-d trees can only cope with numerical or categorical ordered attributes, where an 
order relation exists. This means that the splitting process, separating two sets accord-
ing to the order relation of all cases/instances is possible. K-d trees are not initially 
suitable for unordered categorical attributes.  

Experiments on eight databases from UCI Machine Learning repository [Frank and 
Asuncion 2010] were conducted. The databases selected were Abalone, Car, Ecoli, 
Glass, Ionosphere, Pima, Letter and Waveform. All the databases have numerical 
attributes or categorical ordered attributes, which can be transformed to a numerical 
ordered attribute. In Abalone database, one unordered categorical was transformed 
into a numerical one to test some future research work on this specific usage in the 
NIAR k-d trees. In table 1 there is the description of all databases used in the experi-
mental evaluation. 

Table 1. Description of databases used in the experimentation 

Database Short 
Name 

#Inst #Cont #CatOrd #CatNOrd #Classes 

Abalone AB 4177 7 0 1 29 
Car Eval. CA 1728 0 6 0 4 
Ecoli EC 336 7 0 0 8 
Glass GL 214 9 0 0 7 
Ionosphere IO 351 34 0 0 2 
Pima PI 768 8 0 0 2 
Letter Rec. LE 20000 16 0 0 26 
Waveform WA 5000 21 0 0 3 

 
It was aimed in this experimental setting, to assess both the retrieval CPU time ef-

fort, the depth of the generated trees, and the distribution of cases at the tree levels. 
We compared the standard k-d tree approach using the median value as the partition 
value at each internal node against the NIAR k-d tree approach. Authors wanted to 
compare also their approach with the best experimental approach proposed by [Weiss 
et al 1993] based on selecting the attribute which maximizes the average similarity 
within partitions and buckets. This later strategy was the best one according to the 
experimentation undertaken by them. Unfortunately, authors were not able to get the 
necessary algorithmic details from the original source to reproduce it. 

Each experimental test retrieved the same cases in both trees, and computed the re-
trieval time in both approaches. The experimental validation was done by taking ran-
dom samples from the test set with a number of cases equal to the 15% of data in each 
database. 

Each experimental validation was conducted in the following way:  

• The cases to be retrieved are randomly selected from the database.  
• Case retrieval for each query test case was executed for both tree approaches and 

the retrieval time was computed.  
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• The mean time of all query cases retrieval in test set was computed for each k-d 
tree approach.  

• Searching for accurate results, a multiple validation process was performed. Each 
experiment was repeated twelve times in both trees. Once computed the 12 runs for 
each database with both approaches, the maximal and minimal time consumed 
were excluded to get more stable results. Thus, finally only 10 runs were consi-
dered. 

• With the ten time mean values obtained before, a final time average over all runs 
was calculated and this value was the best estimation of a general case retrieval 
time consumed by the CPU.  

The whole experiment cycle was repeated for each database. A Phenom II and Quad 
Core processor computer workstation with 8 GB of RAM was used to conduct the 
complete experiment. 

The table 2 depicts the average CPU processing time for a case retrieval using the 
two approaches, and for all the databases tested. The time computed is expressed in 
nanoseconds. The time reduction percentage is between the two methods is presented 
for comparative purposes. 

Table 2. Average CPU Time (in ns) for case retrieval 

Database k-d Tree NIAR k-d Tree 
Time Reduction  

(%) 
Glass 1745 1558 10,72 
Ecoli 1794 1428 20,4 
Ionosphere 1909 1740 8,9 
Pima 1935 1584 18,13 
Car 2808 1997 28,88 
Abalone 2596 1714 33,98 
Waveform 2577 1926 25,26 
Letter 3942 2764 29,88 
Mean 2413.25 1838.875 22 

 
The results shown in table 2 and figure 1 shows a difference in time consuming 

when a search is implemented. It seems that the proposed NIAR k-d tree strategy is 
more efficient in retrieving information. The comparison between NIAR k-d tree algo-
rithm and standard k-d tree approach is that NIAR-Tree is on average 22% faster re-
trieving information than the standard approach according to the experimental results 
obtained. 

The second dimension used to assess the performance of the NIAR k-d tree proposal 
was the evaluation of the tree depth and the distribution of nodes at the different levels 
of the tree. The table 3 shows significant differences in the number of tree levels in 
both trees, for all the databases. It is seen that the NIAR k-d tree approach builds trees 
with a significant reduction of levels, and the standard k-d tree builds trees with more 
levels that cause a more expensive time in the retrieval.  
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Fig. 1. Comparison of retrieval time in both approaches 

Table 3. Depth of trees generated using both approaches 

Data Base k-d Tree 
Depth 

NIAR k-d Tree Depth 

Waveform 26 13 
Glass 14 11 
Pima 21 11 
Ecoli 26 13 
Ionosphere 16 13 
Abalone 46 14 
Car 37 16 
Letter 62 41 

 

Abalone, Letter and Car databases are the databases show a higher reduction in the 
depth of the tree (32, 21 ad 21 levels reduction) despite that they are the largest data-
bases (4177, 20000 and 1728 respectively). The other large database is Waveform with 
a reduction of 13 levels. Not surprisingly, these four databases are the ones were the 
time retrieval reduction was higher. This fact means that the reduction in time retrieval 
is directly correlated with the decrease in the number of levels in the trees. 

Thus, it is very interesting to try to find out to which factor is due the reduction of 
levels. A reasonable answer is that the trees would be more balanced, i.e. the number 
of nodes in the tree will be more uniformly distributed along the different levels of the 
tree. In order to check this hypothesis a third dimension was analized: the expanded 
nodes at each level. This means that the tree should be expanded uniformly in breadth 
not to generate extra levels in the tree increasing the depth of the tree.  

To illustrate this fact in table 4 is detailed for the database Abalone, the number of 
nodes expanded at each level for both approaches in comparison with the complete 
(maximum) number of nodes that will generate the most compact possible tree. The 
results show why the NIAR k-d tree has a better performance than the standard k-d 
tree.  

0
500

1000
1500
2000
2500
3000
3500
4000
4500

k-d Tree

NIAR k-d Tree



 Using NIAR k-d Trees to Improve the Case-Based Reasoning Retrieval Step 323 

Table 4. Distribution of expanded nodes by level in both approaches and compared with the 
most compact possible binary tree, for the Abalone database 

Level Most compact tree k-d tree NIAR k-d tree 
0 1 1 1 
1 2 2 2 
2 4 4 4 
3 8 8 8 
4 16 15 16 
5 32 22 32 
6 64 38 64 
7 128 53 128 
8 256 71 256 
9 512 92 502 
10 1024 124 940 
11 2048 149 1271 
12 4096 163 829 
13 8192 197 122 
14 16384 216 2 

 
In the first eight levels, the NIAR k-d tree has expanded the maximum nodes, as 

would do the most compact tree. On the contrary, the k-d tree has a different situation: 
starting at level 4 and going on, it has not expanded all the nodes that would be desir-
able. For example, at level 4, only 1 node has been missed, but at level 8, 185 nodes 
have not been expanded. In the 14th level of NIAR k-d tree, which is the last level for 
this approach, the last 2 nodes have been expanded while in the k-d tree 216 nodes 
have been expanded. This table outlines the fact that the NIAR k-d tree provides a 
more structured and breadth-balanced tree than a standard k-d tree. 

The Wilcoxon Signed-Range Test [Wilcoxon 1945] was used to determinate differ-
ences in the time retrieval from the two approaches (data from table 2). The Wilcoxon 
signed-rank test is a non-parametric statistical hypothesis test used when comparing two 
related samples, matched samples, to assess whether their population mean ranks differ 
(i.e. it is a paired difference test). It can be used as an alternative to the paired Student's 
t-test when the population cannot be assumed to be normally distributed. We used it, in 
order not to assume any restrictive hypothesis on the sample like normality. 

The p value reported by the this statistical test was 0.0078, which is less than the 
critical value tabulated for a sample of 8 individuals (4 at 95%, 2 at 98%). Thus, at a 
95% of confidence or even at a 98% of confidence, the difference between the paired 
samples is significant. This means that the NIAR k-d tree approach provides faster case 
retrieval time than the standard k-d approach. 

5 Conclusions and Future Work 

NIAR k-d tree algorithm was tested in 8 different databases from the UCI repository. 
Several dimensions have been evaluated: retrieval time, depth of the generated trees, 
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and breadth-distribution of the nodes of the trees. Experimental results showed a re-
duction in the retrieval time, which was confirmed as statistically significant using the 
Wilcoxon Signed-Range Test at 98% level of confidence. It was shown that the tree 
structure obtained by NIAR k-d tree proposal reduces the number of levels of the 
indexing tree, with a consequently time reduction. This reduction of levels is related 
to a better distribution of the nodes of the tree. The NIAR k-d tree proposal expands 
more nodes per level than the standard k-d approach. This fact generates a reduction 
in the number of levels in the tree. It is conjectured that the motivation, which makes 
the reduction in the number of levels in the tree, is the use of the actual average value 
of the discriminator attribute among the cases in each node. This partition value is an 
actual value of the distribution of values within the cases, and cause that the partition 
are almost equally sized, which causes a more compact and balanced tree, reducing 
the depth of the indexation tree.  

This method proposed is part of a set of policies and strategies which are being de-
veloped and implemented in an introspective reasoning framework for CBR in conti-
nuous domains [Orduña and Sànchez-Marrè, 2009]. 

A future research work on unordered categorical attributes and its usage in the 
NIAR k-d trees will be undertaken. 

Another interesting line of research is to afford the incremental problem in the 
building of k-d trees, especially when facing continuous domains, where a lot of new 
cases are generated and must be stored incrementally in the case base. The indexing 
strategies should be analyzed and modified to show reasonable time in the updating of 
the case base indexation.  

Acknowledgments. The authors wish to thank to Felix F. Gonzalez N., for his sup-
port in reviewing the document and his punctual comments.  
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Abstract. This paper presents a framework that uses information fusion to
capture similar contexts, and then apply these to learn similar instances from
a knowledge base in an unsupervised way. These experiments are part of an
initiative to build an intelligent business information system with capabilities
for multi-faceted repeatable data analysis and decision making. The proposed
framework consists of three components: Query Understanding, Information
Fusion and Reasoning & Learning. As part of the proposed framework, we
present a new approach to performing the weighting of query terms which is
aimed at improving our understanding of a user’s query intent. The proposed
query terms weighting method captures the key contexts of the user’s query intent
using evidence from corpus statistics. By way of example, the datasets used
in our experiments consist of the information retrieved from different sources
pertaining to Mobile Payments, a rapidly evolving sector of the Financial Services
industry. We illustrate the performance of the proposed information retrieval
system using the new query terms weighting approach on three different datasets.
Our experiments illustrate that the proposed query terms weighting approach
significantly improves the retrieval of texts with a greater variety of contextual
information.

1 Introduction

Users identify their information needs in the form of specific query keywords. Users
consider these keywords to be an expression of their exact information needs at
that given moment. A query can be expressed in a number of different ways, using
different views of the same information, yet ultimately it seeks the same result. In
the Financial Services sector, a number of organizations have expressed an interest
in analyzing the positives and negatives of applying different business models to new
products/services prior to their development and launch. The commercial importance
for businesses in devising and adopting the most profitable, cost effective, and
appropriate product/service business model is critical for organizational performance
and success. To adopt and implement an appropriate product/service business model,
it is necessary for organizations to have an in-depth knowledge of the existing
marketplace and commercial environment, and to learn from their own previous
successful launches of products/ services [8]. To the best of our knowledge, and
the knowledge of our Financial Services industry research partners, there is no
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commercially available Decision Support Application (DSA) that enables these
organizations to research the specifics of the marketplace in which they operate in
order to develop, test, and validate appropriate business models for proposed new
products/services. However, given the multi-faceted nature of data, developing, testing,
and validating an appropriate business model for a new product/service is a complicated
process. It is extremely time-consuming for business executives engaged in critical
decision making to process and analyze each and every piece of information pertaining
to their decision making task. To simplify this task, it is essential to develop an
“Intelligent” system that learns the contextual meaning of the data using a wide variety
of textual data, and then applies this learning to similar instances that arise, thus,
providing the business executive with more vital observations and trends pertaining
to their decision making task. With this in mind, our proposed framework will enable
decision makers to enter a specific set of keywords related to their decision making task;
perform information fusion to capture similar contexts by retrieving and fusing multi-
faceted information pertaining to their task; before outputting the results in a structured
format. Thus, this paper specifically focuses on how to achieve a better understanding
of the users exact query intent by weighting their query terms.

2 Motivation

The volume of information available on the World Wide Web is growing exponentially.
Research [6] has illustrated that ninety percent of the information in the world today
has been created in the last two years alone. Indeed, with this explosion in online
information, McKinsey estimates that by 2018, U.S. businesses will need 1.5 million
new data managers and analysts to manage and process this data [4]. Thus, the volume
of online information has become an issue for many organizations, as trying to mine
this web-based information and stay abreast of developments, has become a very
time consuming and difficult process. With significant levels of valuable information
typically hidden in this textual content, the inability to review such content is highly
disadvantageous to many organizations as they are unable to use it to support complex
business decision making. Therefore, a significant opportunity exists to develop a
method for mining contextual data from free text content.

In the computer science literature, Chang et al. [2] proposed an interactive reasoner
called PEQULIAR that applies progressive query language and interactive reasoning
(cum learning) for information fusion support. However, this research is limited in that
the reasoner is guided by humans to elaborate the query by means of some rule and
then a query processor uses this to produce a more informative answer. Therefore,
this work is motivated by an organizations needs to learn from previous cases and
experiences, especially in relation to designing and commercializing new products and
services. By fusing an organizations internal knowledge with that from external sources,
organizations would have a greater insight on the market and would be in a position to
learn and apply similar contexts to solve similar problems which they currently face. In
order to assist organizations with this dilemma, we have derived a framework that uses
information fusion to capture similar contexts and then applies these to learn similar
instances from a knowledge base in an unsupervised way, similar to a Pseudo-Relevance
Feedback (PRF) approach.
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3 Information Fusion Based Text Retrieval

Reasoning about data with varying dynamics is vital for many applications where the
basic data sources come from different types and the generated data is heterogeneous.
Data obtained from such sources is often ambiguous and associated with certain levels
of uncertainty. To derive acceptable results from the analysis of such data, information
fusion is used. In this experiment, we use information from a wide variety of web
sources to resolve ambiguity and to provide market and organizational knowledge to
the user, enabling better decision making. The derived reasoner is capable of choosing
distinct aspects of the query from the external data and the query processor executes
on these aspects to form an expanded query that retrieves a set of more informative
answers to the specific users decision making task. We plan to capture the aspects of
the query using the Clustering-by-Directions (CBD) [3] approach but in a unsupervised
way. Using these aspects of the query, probable relevant information is retrieved. The
Reasoner then accepts this information fused from multiple sources and identifies
similar text/cases that may potentially represent similar contexts. The Learner is then
applied to these text segments to perform context sensitive assessments, updating both
the learning experience and the knowledge base.

3.1 The System Design

The proposed framework, as shown in Figure. 1, consists of three major components:
Query Understanding, Information Fusion and Reasoning and Learning.

Fig. 1. The Proposed Framework

Query Understanding: User query terms are processed to get associated aspects (each
aspect is assumed to represent a “facet”) and then the query term weighting is applied
to identify their individual weights depending on the corpus statistics. The query term
weighting technique used in this paper, puts more weight on the query terms relating to
entities / services rather than other associated terms. For example, consider the query:
countries adopting mobile payments. In this query “countries” is the main focus and
it might represent the number of countries adopting mobile payments, or name of the
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countries adopting mobile payments or type of payment services in countries adopting
mobile payments. We obtain the weight for each of these query terms [its weight, in
brackets] as follows: payments [2.0595], adopting [4.2886], countries[6.3057], mobile
[1.0530]. In this paper, we considered the effects of the proposed query weighting
technique in the retrieval of textual descriptions.

Algorithm 1. Retrieving Potential Textual Descriptions
Require: A Search Interface that obtains the user query and performs the retrieval of
textual descriptions
Input: Query Q having a sequence of keywords: q1, q2, · · · , qn
Description:

1: Input: Enter the user query into the system
2: Query Terms Weighting: Extract the query terms and use corpus statistics to

determine their individual weights as follows:

score(qi) = averageTF (qi) ∗ IDF (qi), ∀i ∈ [1, n]

where averageTF (qi) is computed as the ratio between the total number of
occurrences of the given query term across the textual descriptions in the collection
and the total number of textual descriptions (in terms, the total number of textual
descriptions in which the term occurs) and IDF (qi) = log( N

df(qi)
) where N = total

number of textual descriptions and df(qi) = frequency of textual descriptions given
the query term qi.

3: Text Retrieval: Compute cosine(Q, T ) using cosine similarity and retrieve all
textual descriptions

4: Re-Rank: Sort texts in the decreasing order of their similarity scores and choose
top k textual descriptions

5: return top k textual descriptions (k ≤ n)

Output: The ranked list of top k ≤ n textual descriptions as potential informative
pertaining to the user query

Information Fusion: This component uses the expanded query to retrieve information
from multiple sources and applies fusion to rank them in the order of their contextual
similarity. This produces a set of top ranked pieces of information pertaining to the user
query. In this work, we have evaluated the retrieval effectiveness of the given queries
on different datasets. This component is yet to mature to infuse information extracted
from different sources to get single combined results.

Reasoning and Learning: This component is yet to mature for reporting. However the
idea behind the Reasoner is that the top ranked list of text segments are processed to
identify similar patterns. These patterns are then sent to the Learner with the actual user
information need. The Learner is supposed to perform context sensitive assessments
between the patterns and the actual information needs. The knowledge gained through
learning will be reused to solve similar such scenarios as guided by Case Based
Reasoning (CBR) [1,5].

The pseudo code of the proposed approach is illustrated in Algorithm. 1. The
proposed system works as follows: A user enters their information needs in the form of a
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query. The system receives this query and applies the proposed query terms weighting
approach using corpus statistics to understand the level of importance of these query
terms in order to identify the precise intended context of the user’s query. Using the
weight computed for each query term, the system reformulates the given query into
the weighted query. This weighted query is used to retrieve documents from the search
system. By default, we use standard cosine similarity as the scoring function. Results
are retrieved from multiple sources, evaluated, and then fused to get a combined list of
the most relevant textual descriptions pertaining to the context of the given query. In this
specific study, the tasks of retrieval and evaluation have been performed. This research
is evolving towards the goal of developing a more sophisticated fusion approach that
combines the results obtained from multiple sources.

4 Experimental Results

4.1 Datasets

We have prepared three different types of market data from the web resources.

META Dataset: This collection consists of the structured data, manually crafted from
the profiles of several Financial Services companies in the form of attribute-value
pairs. We specifically focused on ten Financial Services companies involved in Mobile
Payments, viz., Octopus, Square Up, Visa, iZettle, Paypal, ISIS, Groupon, Mastercard,
Oyster and American Express. We manually extracted the key elements of various
factors associated with the business models of each of these services.

Table 1. Statistics of the Datasets

Dataset Coverage Types of Data
META 60 Documents Company Profiles, Annual Reports

with 14 topics and Business News
WEB 671 Documents Web Documents from Financial Services
WIKI 867 English Wiki Pages Wikipedia Articles [from enwiki dumps]

WEB Dataset: We collected seed URLs of Web documents/reports associated with
Financial Services companies specifically involved in Mobile Payments, using popular
search engines like Google, Bing and Yahoo!. We used seven different types of user
queries related to Mobile Payments to crawl 671 web documents from various Financial
Services associated sources.

WIKI Dataset - External Knowledge Data: We used Wikipedia - the largest open
source multilingual repository to extract useful information associated with various
Mobile Payment services. Using the May 2013 snapshot of the English Wikimedia
dump1, we extracted data associated with the various activities of the selected ten

1 Downloaded from http://dumps.wikimedia.org

http://dumps.wikimedia.org
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Financial Services companies listed above. The WIKI documents extracted need to be
parsed at a more granular level of information, for example, extracting the elements
of the infobox has to be improved. The statistics of all these tiny datasets are given in
Table. 1

The queries used in the experiment specifically relate to an analysis of Mobile
Payments for the Financial Services sector, and are listed in Table. 2

Table 2. List of Queries

QID Queries
Q1 What percentage of consumers adopt mobile payments?
Q2 In which countries are mobile payments adopted?
Q3 In which countries are mobile payments available?
Q4 What mobile payment models exist?
Q5 Who are the main mobile payment providers?
Q6 Who are the main mobile payment operators?
Q7 Are consumers willing to pay for mobile payments?

Even though, the above listed queries represent questions and look like they are
seeking answers, as in Q&A systems, the primary focus is on retrieving textual
descriptions, where the context matches the actual context of the given query. By
matching the “context” of the query, we mean different aspects pertaining to the focused
information need of the given query. For example, consider query - Q4 (Table. 2) which
searches for Mobile Payment models. The retrieved textual descriptions contain details
associated with Mobile Payment models currently used in the market, but can also
contain services/business models considered relevant to the context of the query.

Evaluation Methodology. We used the following steps for the subjective evaluation to
test the quality of the content retrieved:

– The focus is on evaluating the quality or goodness of the document content in terms
of the coverage of informative subtopics pertaining to the query.

– We used three evaluators to judge the quality of the content in the top twenty
results retrieved from two systems: the baseline system with the vector space model
(VSM) [7] and the system with the proposed query terms weighting approach.

– The evaluator reviewed one query at a time and from top twenty ranked documents.
– Each evaluator picked up the top twenty ranked textual descriptions retrieved for

a specific query and evaluated the results by analyzing the context of the textual
descriptions. The number of facets covered by each document pertaining to the
query is identified. Then, depending on the variety of facets and their importance
pertaining to the query, the quality of the content is scored using the three point
scale as outlined in Table. 3.

– Final scores are used to compute p@d [precision at top d documents] for both lists.
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While evaluating the pieces of information retrieved by the base line and the
proposed systems, the evaluators are instructed to focus on the relevance of the textual
descriptions retrieved with respect to the query context. We do not apply deep natural
language parsing on the textual content (except sentence level parsing with ‘.’ as
the sentence marker). In this work, we try to get probable text fragments that could
represent the intended context of the users information needs(especially queries relating
to Mobile Payments for the Financial Services sector).

The following scale is applied during the evaluation:

Table 3. Guidelines for the subjective evaluation

Score Description
1.0 Many aspects of the query context
0.5 Partial information of the query context
0 Noisy / irrelevant information

We applied the following evaluation measure: p@d to evaluate the ranked list of top
d ( = 5, 10, 20) results retrieved for each query. We used three different tiny datasets
for this experiment with the same set of queries listed in Table. 2. The top 5, 10 and
20 results were manually evaluated and the observations relating to the retrieved textual
descriptions are discussed in the subsequent section.

5 Discussion

In this section, we present our key observations on the nature of the textual descriptions
retrieved for the specific information needs expressed using the Mobile Payment
queries. Figures. 2, 4 and 6 show the performance of textual descriptions retrieval
using the vector space model based approach with META, WIKI and WEB datasets
respectively.
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Fig. 2. Baseline system with META dataset

With the META dataset, the baseline approach performed well for two queries: Q4
and Q5 in which the textual descriptions retrieved have partial query contexts for the top
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5 results. It performed poorly for queries related to consumer focused factors, especially
with queries: Q1 and Q7. Using the META dataset, the proposed system identified
several key pieces of information pertaining to the methods of Mobile Payments offered
by influential Financial Services companies in this area, and also revealed that PayPal
and iZettle provide mobile payment services that customers are actually willing to pay
for. Table. 4 provides an analysis of the retrieval efficiency of the proposed approach
based on an evaluation of the META dataset results.
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Fig. 3. The Proposed System with META dataset

Table 4. Retrieval efficiency of the proposed approach with META dataset

QID Abstract of the text retrieved with META Dataset
Q2 One additional record was returned which provided much greater insight.
Q3 All records were relevant: with 128 million active accounts in 193

markets and 25 currencies around the world, PayPal enables global
commerce, processing more than 7.6 million payments daily.

Q4 More precise records retrieved and a greater number of highly relevant
content: Isis is a joint venture between AT&T, T-Mobile and Verizon
Wireless in the mobile payment space

Q5 Retrieved texts have much greater precision: O2 in the UK; ISIS, Square
cash and PayPal offer Mobile payment services

Q7 PayPal & iZettle offer mobile payment services that customers are
willing to pay

With the WIKI dataset (4), the base line approach performed better for two queries:
Q4 and Q5, retrieving specific information which appeared in the the top 10 results.
Using the WIKI dataset in Query 2, the proposed system performed well in retrieving
a greater depth of information pertaining to companies involved in Mobile Payments.
For other queries using the WIKI dataset, the proposed system performed moderately.
However, there is a huge fall in precision for Query Q4 which seeks information on
different Mobile Payment models. To summarize, for customer related queries, the
proposed system performed much better than the baseline system.
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With the WEB dataset (6), the base line system performed well for product
oriented user queries. However, the performance of the system is poor with strategy
oriented queries (i.e., queries - Q1 and Q6). However, the standard approach performed
consistently well in capturing different models of the Mobile Payment services.
Figure. 5 and 7 show the performance of textual descriptions retrieval using the
proposed query terms weighting approach. For Query Q3, most of the records retrieved
were relevant. Some of the results revealed specific analytical data that incorporated
statistics on the number of payments made on a daily basis using mobile phones. For
Query Q4, the proposed system captured partner information related to joint ventures
in the Mobile Payment sector. Similar observations were noted for Q5 and Q6. For
customer oriented queries, using the META dataset, the proposed system captured
information on users’ willingness to pay for Mobile Payments.
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Fig. 4. Baseline system with WIKI dataset

0

0.2

0.4

0.6

0.8

1

Q1 Q2 Q3 Q4 Q5 Q6 Q7

Proposed Text Retrieval Approach Wiki Dataset

P @ 5 P @ 10 P @ 20

Fig. 5. The Proposed System with WIKI dataset

With the WEB dataset, the proposed system performed exceptionally well, and
captured textual descriptions incorporating company oriented information. A snapshot
of the retrieved information using the proposed approach with the WEB dataset is
illustrated in Table 6. The following paragraph reveals, on a query by query basis,
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Table 5. Retrieval efficiency of the proposed approach with WIKI dataset

QID Abstract of the text retrieved with WIKI Dataset
Q2 O2 and Barclays offer Mobile payments in the UK
Q3 Some minor additional information on payment method and providers
Q4 Zoompass is a mobile payment service allowing users to send, request

and receive money via their mobile phones.
Q5 O2 in the UK provide mobile payments
Q6 Some minor additional information: O2 in the UK provide mobile

payments
Q7 Retrieved some minor additional information on payment method and

providers

the performance of the system in terms of the quality of information retrieved. For
query Q1, the proposed system retrieved a greater depth of information with more
insights on Mobile Payments. It also revealed valuable insights, such as, 53 percent
of mobile service provider’s predict that retail payments drive consumers to adopt
Mobile Payments, and that only 12 percent of mobile phone users have made Mobile
Payments in the past twelve months. For query Q2, the proposed system revealed a few
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Fig. 6. Baseline system with WEB dataset

countries have already adopted Mobile Payments, while also identifying countries such
as Kenya and South Africa where such Mobile Payment services are currently being
incorporated. The precision of information retrieved for Query Q2 is consistent across
the Top 100 results. A similar scenario was observed for Query Q3. For Query Q4, the
system performed a perfect retrieval of textual descriptions, in much higher numbers,
and with greater relevance to the query context. For Query Q5, the proposed system
retrieved the names of the companies involved in providing Mobile Payment services.

For the query Q6, we have noticed query drift at the top order of the retrieved textual
descriptions. This is due to the fact that the system was unable to disambiguate the
operators involved in the Mobile Payments sector. Finally, for the customer oriented
Query Q7, the proposed system revealed specific information, such as, 6% of customers
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Fig. 7. The Proposed System with WEB dataset

Table 6. Retrieval efficiency of the proposed approach with WEB dataset

QID Abstract of the text retrieved with WEB Dataset
Q1 53 percent of mobile industry leaders predict that retail payments will be the

thing that drives consumers to adopt mobile payments.
Only 12 percent of mobile phone users reporting that they made a mobile
payment in the past 12 months.

Q2 Mobile payments are already the norm in other countries such as Japan,
Canada, Europe, and Kenya; Kenya and South Africa are among the countries
where mobile payments are drawing previously unbanked people into the
modern banking system.

Q3 Mobile payments are available in 74 Countries; iZettle mobile payments are
now available in 7 E.U. countries; RFID has been used in Japan and South
Korea.

Q4 PayPal, ClickandBuy are mobile payment models; In Europe, NFC mobile
payment business models have yet to materialize; Two different types of
payment models exist for mobile environments: carrier centric models and
payment service provider (PSP) centric models.

Q5 Square, Intuit GoPayment, VeriFone Sail, and PayAnywhere are some of the
main mobile payment providers; MasterCard centered on mobile payments
across the globe.

Q6 Square, Intuit GoPayment, VeriFone Sail, and PayAnywhere are some of the
main mobile payment providers

Q7 The percentage of customers willing to pay for Mobile Payments; 6% of
respondents in a recent survey reported that it is easier to pay with other
methods.

consider Mobile Payment services as the easiest method to make their payments, and
that there is a growing number of customers willing to make Mobile Payments.

To summarize, our analysis reveals that using the proposed approach, the observed
quality and relevance of the retrieved texts was much better than the baseline results.
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Specifically, the evaluators stated that the information retrieved was very useful in
providing insights on Mobile Payment revenue models and providers. Indeed, they
noted that if such an approach was incorporated into a commercially available software
offering, they would be interested in utilizing they system on an ongoing basis.

6 Conclusion

In this paper, we propose a framework that uses information fusion to capture similar
contexts and deep insights from textual data. These experiments are part of our efforts
to design an intelligent business information system with multi-faceted repeatable data
analysis and decision making capabilities. The proposed framework consists of three
components: Query Understanding, Information Fusion and Reasoning & Learning.
We present a new method to perform query term weighting using corpus statistics
to capture contextual factors, which is aimed at improving our understanding of a
user’s query intent. The effects of the proposed query term weighting method are
illustrated using three different tiny datasets, consisting of information retrieved from
different sources pertaining to Mobile Payments, a rapidly evolving sector of the
Financial Services industry. We demonstrate, using a number of queries pertaining to
Mobile Payments, that the proposed query term weighting method proficiently captures
the key context of each query, using data arising from multiple sources. We also
show that the textual descriptions retrieved using the proposed method significantly
improves the retrieval of texts, contain a greater variety and quality of relevant
contextual information, than the base line results. To support our findings, we present
the querywise performance of the base line and the proposed system.
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Abstract. This paper proposes a novel Distributed Data Mining (DDM)
approach based on the Agents and Artifacts paradigm, as implemented
in CArtAgO [9], where artifacts encapsulate data mining tools, inher-
ited from Weka, that agents can use while engaged in collaborative, dis-
tributed learning processes. Target hypothesis are currently constrained
to decision trees built with J48, but the approach is flexible enough to
allow different kinds of learning models. The twofold contribution of this
work includes: i) JaCA-DDM: an extensible tool implemented in the
agent oriented programming language Jason [2] and CArtAgO [10,9] to
experiment DDM agent-based approaches on different, well known train-
ing sets. And ii) A collaborative protocol where an agent builds an initial
decision tree, and then enhances this initial hypothesis using instances
from other agents that are not covered yet (counter examples); reduc-
ing in this way the number of instances communicated, while preserving
accuracy when compared to full centralized approaches.

Keywords: Multi-Agent System, Distributed Data Mining, CArtAgO,
Jason, Collaborative Learning.

1 Introduction

As the amount of data produced by the everyday systems grows and distribute,
the problems faced by Data Mining also grows. Being this the case, Data Min-
ing as a research field needs to keep the pace. Distributed Data Mining (DDM)
addresses the problem of mining huge amounts of distributed, even geographi-
cally, data. From the point of view of software engineering, DDM systems need to
exhibit various desirable characteristics, such as scalability, configuration flexibil-
ity and reusability [7]. Multi-Agent Systems (MAS) are inherently decentralized
and also distributed systems, being a good option to implement DDM systems
that cope with the requirements. Nowadays, agent-based DDM is growing in
popularity [14].
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In this work we present JaCA-DDM, a novel approach to DDM based on the
Agents and Artifacts paradigm, as implemented in CArtAgO [9]. Agents in the
system are implemented in the well known agent oriented programming language
Jason [2]. CArtAgO artifacts play a big role in our approach, for obtaining a
modular, scalable, distributed Java based architecture, easy to design, implement
and maintain. We also present a distributed learning strategy that borrows ideas
from collaborative concept learning in MAS [3]. This strategy is an incremental
collaborative protocol that tries to enhance a model created with few instances,
by means of contradictory instances provided by the agents on the system. In
this way, it is possible to reduce the number of instances communicated, while
at the same time maintaining the accuracy of a centralized approach.

This paper presents a work in progress aimed to develop an agents & arti-
facts competitive approach for DDM. To this end, JaCA-DDM is used to create
an experimental setting aimed to test the differences in accuracy and number
of training examples used between our strategy and a traditional centralized
strategy. Being this comparison our main concern, we put aside many efficiency
aspects for the moment, but the main strategy and system architecture are open
enough to allow further efficiency enhancements.

This paper is organized as follows. Section 2 introduces the background for
this paper, this includes: DDM, agent based DDM, and CArtAgO environments.
Section 3 introduces JaCA-DDM and describes the generalities of our leaning
strategy. In section 4 the experimental setting and results obtained are addressed.
Finally, section 5 closes with a conclusion and future work.

2 Background

Data mining is a discipline that merges a wide variety of techniques intended for
the exploration and analysis of huge amounts of data, with the goal of finding
patterns and rules somewhat hidden in it [13]. Since data mining is about data,
it is important to know the origin and distribution of this data in order to
exploit it efficiently. A traditional way of doing data mining is using a centralized
schema. In this way, all the data and learned models are on the same site.
With the ubiquitous presence of computational networks, it is common to find
data belonging to the same system spreaded in various sites, even in sites that
are geographically far away from each other. From the data mining point of
view, some questions may arise in these distributed scenarios: Which is the best
strategy for constructing learning models that take into account the data from
all the sites?, What is the best way to face heterogeneous databases?, How can
the communication of the data and the data mining process be optimized?, How
can the privacy of the data be preserved?, Is there some efficient way to treat
cases where the data changes and grows constantly?

A lot of systems devoted to DDM have been created. According to the strategy
that they implement, those systems can be classified into two major categories
[7]: centralized learning strategies, and meta-learning strategies. In the central-
ized strategies, all the data is moved to a central site, and when all data is
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merged together, data mining algorithms are applied sequentially to produce a
single learning model. In general, the centralized strategy is inapplicable because
of the cost of data transmission. Meta-Learning refers to a general strategy that
seeks to learn how to combine a number of separate learning processes in an in-
telligent way [4]. The idea behind Meta-Learning is to collect locally generated
classification models and from there generate or simulate a single learning model.
To accomplish this, it is necessary to collect the prediction of the local classifica-
tion models on a validation data set, and then create a meta-level training data
set from the predictions of the locally generated classification models. To gen-
erate the final meta-level classification model from the meta-level training data
set, voting, arbitrating and combining techniques can be used [6]. Meta-learning
is an efficient and scalable way to do DDM since the data transmitted is limited
and the process is parallel, with a good load balance. Nevertheless, it is not as
efficient as its centralized counterpart when a new instance needs to be classified.
This is because the classification process is not direct, the classification query
has to traverse a decision process that maybe has various classification models
involved. Centralized learning is also simpler, to setup a meta-learning system
can be more difficult. Another disadvantage of distributed meta-learning is that,
because classifiers are not built globally on data, the model’s performance may
suffer as a result of incomplete information [11].

We propose an alternative learning strategy borrowed from SMILE [3], a set-
ting for collaborative concept learning in MAS, designed for maintaining the
consistency of the learned hypothesis when facing new evidence. A concept has
to be consistent with respect to a set of examples that can be received from the
environment or from other agents. The hypothesis is kept consistent through a
series of incremental revisions. In this way, the hypothesis is incrementally en-
hanced through a process that involves the use of counter examples (examples
not covered by the current hypothesis). We took this idea and translate it to
DDM terms.

Data mining is applied to a variety of domains that have their own particu-
larities, making it difficult to come with a general way of treating all scenarios.
MAS are a straight and flexible way to implement DDM systems since they
are already decentralized distributed systems. Each agent can do various tasks
concurrently and it can be seen as an independent process. The location of the
agents is in some degree irrelevant and transparent. The communication between
agents is done in a high abstract level, that makes it easy to implement sophis-
ticated protocols and behaviors. Some agent-based DDM systems [14] had been
done in the past with successful results, e.g., JAM [12], a Meta-learning agent
based DDM system, is one of the most influential. Our approach is closer to
centralized distributed DDM systems. The challenges of agent based DDM are
discussed in detail in [8].

A fundamental part of a MAS is the environment where it is deployed. It is
important to adequately model the environment such that the agents can be
able to perceive it, modify it, and exploit it. CArtAgO is an infrastructure and
architecture based on artifacts used for modeling computational environments in
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multi-agent systems. With CArtAgO the concept of environment is simplified,
the environment is a set or artifacts.

An artifact is a first order abstraction used for modeling computational envi-
ronments in MAS. Each artifact represents an entity of the environment, offering
services and data structures to the agents in order for them to improve their ac-
tivities, especially the social ones. Artifacts are also of great value in the design
and reutilization of multi-agent systems since their structure is modular, based
on object-oriented concepts. Artifacts are conceived as function-oriented com-
putational devices, functionality that the agents may exploit in order to fulfill
their individual and social activities. The vision proposed by CArtAgO impacts
directly in the agent theories about interaction and activity. Under this vision a
MAS is conceived as a set of agents that develop their activities in three distinct
ways: computing, interacting with other agents and using shared artifacts that
compose the computational environment.

Artifacts can be the objective of the agent activity as well as the tool the
agents use to fulfill their activities, reducing the complexity of their tasks. Since
the environment is composed by artifacts, the state of each artifact can be per-
ceived by the interested agents. The infrastructure of CArtAgO was designed
having in mind distributed environments. It is possible to define work-spaces to
determine the context where an artifact exists and can be perceived and used.
The distributed environment is transparent for the agent, the later is one of
the most valuable characteristics of CArtAgO. In this work, CArtAgO plays an
important role, and is one of the base technologies used to support JaCA-DDM.

3 JaCA-DDM: A Jason Multi-Agent System for DDM

JaCA-DDM (Jason & CArtAgO for DDM) is a Multi-Agent System implemented in
Jason and situated in a CArtAgO environment. JaCA-DDM is used to create and
run distributed learning experiments that are based on the collaborative learning
strategy explained later. Currently it supports J48 decision trees, but it can easily
be extended to support other classification learning approaches. The artifacts
provided by this environment encapsulate data mining tools as implemented by
WEKA[5]. In what follows, the artifacts, agents, and the workflow are described
in detail.

The MAS is composed by a coordinator agent and n workers. There are three
main types of artifacts used by the agents: Oracle, InstancesBase and Classi-
fierJ48. The coordinator uses the Oracle to extract information about the learn-
ing set and split it among the workers and itself. Each agent stores its training
examples in an InstancesBase artifact. Instances distribution is shown in figure
2 (page 344). The coordinator induces an initial model with its instances using
ClassifierJ48. Then it asks for contradictory instances as shown in figure 3
(page 345). The interactions amongst the artifacts are shown in figure 1. In what
follows, a more detailed account for each artifact is presented.

Since the main goal of JaCA-DDM is to experiment distributed learning scenar-
ios, we are interested in partitioning existing training data sets in a controlled
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way to enable comparisons with centralized scenarios. The single Oracle artifact
creates random stratified data partitions and distributes them among the agents.
An agent can use the Oracle artifact to: obtain the attributes information, as
described in the ARFF file; restart the artifact for a new running of the system;
recreate the artifact to run a new round in the cross-validation process; get the
number of instances stored in the artifact; and reinitialize the artifact with a
new training set. The port1 is used to get other artifacts linked with this one.
Usually InstancesBase artifacts are linked via this port to get set of instances.

ClassifierJ48 is a single artifact in charge managing and creating the learn-
ing model. An agent can execute a set of operations (◦) on an instance of this
artifact to: add a new training instance to the artifact; build a J48 classifier
with the instances stored in the artifact; print the tree representation of the
computed classifier; classify an instance; and restart the artifact for running a
new experiment. An agent can also link other artifacts to this one, so that the
linked artifacts can execute linked operations (�) on the Classifier48 for: get-
ting the J48 classifier; and classifying an instance. Observe that the artifact is
used to classify instances in two ways: i) An agent executes classifyInstance
over a string representing the instance to be classified, obtaining an integer rep-
resenting the instance class as defined in WEKA; ii) Another artifact executes
classifyInstance to classify an instance stored in that artifact. The port1 is
used to link other artifacts linked to this one. Usually InstancesBase artifacts
are linked via this port to classify instances.

◯ addInstance(Instance)

♢ getModel(J48)
♢ classifyInstance(Instance,Int)

◯ buildClassifier()

◯ printTree(String)

◯ classifyInstance(String,Int)
◯ getTrainDataFromOracle()

◯ getNumTrainInstances(Int)

◯ reInitJ48(String,boolean)

ClassifierJ48

port1

◯ getInstances()

◯ sendAllInstances()

◯ searchSendContradictions(bool)

InstancesBase

port2port1

◯ trainingSetInfo(String,String)

♢ givePartition(Instances)

◯ restartOracle()

◯ recreateOracle()

◯ getNumTotalInstances(Int)

◯ reInitOracle(String,boolean)

Oracle

port1

♢ getTesting(Instances)

♢ getTraining(Instances)

Fig. 1. The main artifacts used in JaCA-DDM

InstancesBase is an artifact class implementing local repositories of instances
for the agents, so each agent has control of a InstancesBase artifact. Such an
artifact can be linked with an Oracle artifact, via port2, in order to execute
the linked operation givePartition to obtain a set of instances. It can be also
linked to a ClassifierJ48, via port1, in order to search for a contradiction
in the local repository and add it to the ClassifierJ48. A contradiction is an
instance wrongly classified by the current model.
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Other artifact related to the experimental setting provided by JaCA-DDM in-
clude: the GUI artifact is a front end for launching experiments and setting the
different parameters for the experiment; the Evaluator artifact performs sta-
tistical operations with the results gathered, this operations include standard
deviation, medias and paired T-test.

The collaborative learning strategy proposed has the following characteristics:
there exists a central site, in this site the data is controlled by a special agent
known as the coordinator. In this central site a base model is induced using the
instances of the site, this base model serves as the first model that presumably
needs enhancement since it maybe was induced with few instances. The base
model can be shared between the different sites. The coordinator agent also
is in charge of the experiment control, initialization of artifacts, control of the
learning process, and managing the results. In each of the other sites, a worker
agent resides, this agent manages the data of its corresponding site and runs a
process with the purpose of finding contradictions between the base model and
the instances of the site. A contradiction exists when the model does not predict
the instance class correctly. The contradictory instances are sent to the central
site enhancing the base model in a posterior induction. The process repeats itself
until no contradictions are found.

To run the experiments we used a single computer to simulate different dis-
tributed scenarios consisting of various sites, the number of sites is configurable.
Despite using a single computer for the experiments, the system architecture is
flexible, it can also be applied in a true distributed environment without any
major change.

Before an experiment begins, the parameters for the experiment are set through
the GUI, those parameters include: database path, number of worker agents (in
this manner simulating various sites) and type of model evaluation (hold-out or
cross validation with its respective parameters). An experiment has the follow-
ing general workflow: first, the coordinator determines which agents are going
to participate in the experiment (currently all the agents participate). Then the
coordinator creates the artifacts needed passing the relevant parameters. From
there, each agent sends a request to Oracle, asking for its data partition. The
coordinator sends all its examples to ClassifierJ48 in order to create the base
model. Next, the coordinator begins the social process, asking to each worker,
one by one, if it has contradictory examples. If a worker finds a contradiction, the
contradictory example is sent to ClassifierJ48. When a worker finishes sending
all the contradictions, the coordinator may issue an induction request to Classi-
fierJ48, the frequency of this induction request can be tuned in order to increase
efficiency. This process continues until no more contradictions are found.

The interaction diagrams in figures 2 (data distribution) and 3 (learning
process) summarizes the workflow described earlier. These figures omit the In-
stancesBase artifacts for the sake of readability. Remembering that each agent
has an InstancesBase associated for the storage and administration of its
instances.
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Fig. 2. Data distribution

Our current learning strategy is linear in the sense that only one worker
agent at a time searches and sends contradictions. We are not exploiting yet the
concurrent and parallel facilities that the architecture of JaCa-DDM provides.

4 Experiments and Results

JaCa-DDM was used to create a series of experiments to compare our collabo-
rative learning strategy and a traditional centralized strategy. This comparison
takes into account the number of examples used for training, classification accu-
racy and time. Since we ran the experiments in a single multi-core computer and
not in a distributed system, the time results may not be fair because the cost
of communication is not present, nevertheless, for the sake of completeness, we
also show time results. A set of ten databases of the UCI repository [1] was used,
giving consistent results. Table 1 lists the five most representative databases that
are reported in the present.

A randomized stratified policy was used to distribute the data among the
agents. Stratification ensures that each data partition conserves the ratio of
class distribution. Stratified cross validation with 10 folds and 10 repetitions
was applied. For each database, experiments were done with 1, 10, 30, 50 and
100 worker agents. For comparison, the same data partitions were used for both
strategies. Two tailed paired T test with 0.05 degrees of significance are used
to verify if there are significant differences between both strategies. The re-
sults are presented confronting the collaborative model against the centralized
one (CollvsCen column in table 3) and the collaborative model against the base
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Fig. 3. Learning process

Table 1. Data Sets

Data Set Instances Attributes Classes

adult 48842 15 2
german 1000 21 2
letter 20000 17 26
poker 829201 11 10

waveform 5000 41 3

model (CollvsBas column in the same table). 0 means there is not significant
difference; 1 means that the first strategy paired won; and -1 means that the
first strategy lost. J48 was used with pruning and the rest of the WEKA options
set to default.

Table 2 shows the number of examples used to learn. For the collaborative
model (Collab), the standard deviation is also shown, because of the variations in
each experiment (100 runs). This table shows that our strategy definitely reduces
the number of training examples used to induce the model. This can be seen for
example in the results for the adult database (except for 1 worker agent) where
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Table 2. Number of instances used to learn

Data Set Wks Total Centralized Base Collab

adult 1 48842 43957 21978 27468.85 ± 107.53
adult 10 48842 43957 3996 16121.10 ± 147.73
adult 30 48842 43957 1417 15162.07 ± 142.62
adult 50 48842 43957 861 15403.52 ± 163.40
adult 100 48842 43957 435 16063.00 ± 221.61

german 1 1000 900 450 698.20 ± 15.68
german 10 1000 900 81 613.64 ± 13.94
german 30 1000 900 29 614.03 ± 16.20
german 50 1000 900 17 618.74 ± 15.94
german 100 1000 900 8 629.59 ± 16.10

letter 1 20000 18000 9000 11803.68 ± 164.30
letter 10 20000 18000 1636 8349.14 ± 217.90
letter 30 20000 18000 580 8259.17 ± 238.86
letter 50 20000 18000 352 8389.38 ± 227.43
letter 100 20000 18000 178 8628.10 ± 284.24

poker 1 829201 746280 373140 374100.00 ± 14.24
poker 10 829201 746280 67843 71419.50 ± 150.61
poker 30 829201 746280 24073 38988.50 ± 1750.09
poker 50 829201 746280 14632 48773.50 ± 994.89
poker 100 829201 746280 7388 81041.50 ± 1141.97

waveform 1 5000 4500 2250 3836.38 ± 33.40
waveform 10 5000 4500 409 3534.60 ± 34.54
waveform 30 5000 4500 145 3523.18 ± 34.12
waveform 50 5000 4500 88 3543.13 ± 34.50
waveform 100 5000 4500 44 3561.68 ± 37.20

only about 35% of the instances where used for training in our strategy. The
standard deviation results show that our strategy is stable enough. Base reports
the number of examples used to construct the initial model. Total reports the
number of available examples.

Table 3 reports the accuracy of the obtained models. This table also shows,
as mentioned, the results for paired T-test. Standard deviation is due to data
random distribution for each experiment. Our approach (Collab) maintains a
similar accuracy when compared with the centralized strategy. Even in the cases
where our approach loses, the difference is very small, e.g., the poker database.
There are significant differences in those cases because the standard deviation
of the centralized strategy is small.

Finally, table 4 shows the mean time (ms) for inducing a model. From this
results it is obvious that our strategy has its process overhead, this is more
noticeable in small databases like german. Nevertheless, as the database grows,
the advantages of our strategy begin to show up. This is specially true for the
poker database, where the time efficiency actually improves. This boost in the
time efficiency occurs because as the data grows it is more efficient to do multiple
inductions with a small amount of data, rather than doing a single induction with
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Table 3. Accuracy results

Data Set Wks Centralized Base Collab CollvsCen CollvsBas

adult 1 86.00 ± 0.44 85.78 ± 0.48 86.32 ± 0.45 1 1
adult 10 85.97 ± 0.44 84.75 ± 0.57 86.22 ± 0.56 1 1
adult 30 85.99 ± 0.43 83.84 ± 0.73 86.25 ± 0.57 1 1
adult 50 86.02 ± 0.44 83.54 ± 0.89 86.28 ± 0.51 1 1
adult 100 85.98 ± 0.43 82.20 ± 1.58 86.30 ± 0.52 1 1

german 1 72.05 ± 3.73 71.33 ± 4.05 71.82 ± 4.02 0 0
german 10 71.57 ± 3.74 68.38 ± 3.81 71.73 ± 3.78 0 1
german 30 71.83 ± 4.11 68.14 ± 3.89 71.18 ± 4.00 0 1
german 50 71.75 ± 4.0 66.56 ± 5.56 71.51 ± 3.96 0 1
german 100 72.50 ± 3.73 65.36 ± 7.94 71.79 ± 4.09 -1 1

letter 1 87.98 ± 0.76 83.74 ± 0.87 88.18 ± 0.74 1 1
letter 10 88.07 ± 0.70 69.28 ± 1.35 88.26 ± 0.70 1 1
letter 30 87.96 ± 0.80 57.86 ± 1.69 88.23 ± 0.84 1 1
letter 50 88.09 ± 0.73 51.26 ± 2.23 88.26 ± 0.80 1 1
letter 100 88.02 ± 0.67 40.35 ± 3.11 88.26 ± 0.76 1 1

poker 1 99.78 ± 0.01 99.76 ± 0.010 99.79 ± 0.01 0 0
poker 10 99.78 ± 0.01 99.06 ± 0.11 99.74 ± 0.01 -1 0
poker 30 99.79 ± 0.01 96.47 ± 0.25 99.76 ± 0.01 -1 0
poker 50 99.79 ± 0.01 92.22 ± 1.36 99.33 ± 0.02 -1 0
poker 100 99.79 ± 0.01 87.99 ± 0.40 98.99 ± 0.79 -1 1

waveform 1 75.35 ± 1.87 74.77 ± 2.03 75.24 ± 1.75 0 1
waveform 10 75.36 ± 1.99 70.89 ± 2.22 75.08 ± 1.88 0 1
waveform 30 75.35 ± 1.90 67.52 ± 3.03 74.69 ± 2.09 -1 1
waveform 50 75.05 ± 1.74 65.44 ± 3.26 74.85 ± 1.94 0 1
waveform 100 75.21 ± 1.99 62.76 ± 4.54 74.99 ± 2.04 0 1

a big amount of data. Since our strategy pretends to be applied in scenarios where
the amount of data is really big, this result is very promising.

As we continue to develop our approach, a more in depth analysis about the
results and consequences of our collaborative learning strategy will be done. For
the present paper, we limited our analysis to the most noticeable facts as an
evidence of the plausibility of the approach.

5 Conclusions and Future Work

In this paper we presented JaCa-DDM, an extensible tool that we proposed to
run a series of experiments of DDM. The principles entailed by JaCa-DDM make
it easy to extend and improve it. This is due to the modular nature of the system
and the fact that agents and artifacts raise the level of abstraction, so we can
think naturally in terms of shared services, communication and workflow.

As the results in the previous section show, our learning strategy is promissory.
Our initial expectation of reducing the number of training instances used to train
the model while conserving the accuracy of a traditional centralized strategy
was fulfilled. Now we have the challenge to improve the learning strategy to
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Table 4. Processing time in milliseconds

Data Set Wks Centralized Collab Data Set Wks Centralized Collab

adult 1 1393.97 5913.78 letter 1 795.76 5435.10
adult 10 1419.80 14191.26 letter 10 816.49 17850.55
adult 30 1435.85 15167.84 letter 30 813.13 18120.53
adult 50 1441.34 12626.48 letter 50 826.68 14723.98
adult 100 1465.65 9720.67 letter 100 848.36 11643.36

german 1 10.14 68.16 poker 1 143236.00 180256.00
german 10 7.70 264.52 poker 10 147610.00 120582.00
german 30 6.70 385.76 poker 30 145595.00 53229.00
german 50 6.73 402.97 poker 50 148476.00 54364.50
german 100 6.89 546.88 poker 100 147646.00 54837.00

waveform 1 372.84 3330.27
waveform 10 370.02 9056.13
waveform 30 377.05 9371.32
waveform 50 390.79 6669.84
waveform 100 399.83 6933.90

enhance efficiency as well as to do a more in depth analysis of the benefits
and consequences of this approach. This analysis has to take into account more
databases with a wide range of characteristics as well as more classification
techniques, and not only J48. As it was mentioned earlier, we ran the experiments
in a single computer, simulating various distributed sites. In the future, we hope
to do experiments in a true distributed setting. In this way, we can have a
better account of time results that will help us to move forward in the efficiency
enhancements that we want to implement.
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Abstract. Business intelligence systems exploit futures and foresight
techniques to assist decision makers in complex and rapidly changing
environments. Such systems combine elements of text and data mining,
forecasting and optimisation. We are particularly interested in the devel-
opment of horizon scanning applications, which involve the systematic
search for incipient trends, opportunities, challenges and constraints that
might affect the probability of achieving management goals. In this pa-
per, we compare and contrast a couple of case studies that we have carried
out in collaboration with Lloyd’s of London and RAL Space to evaluate
the use of various information retrieval techniques to optimise the col-
lection of Web-based information. Also, we discuss the implementation
of potential improvements to our previous work which aim to develop a
semi-automated horizon scanning system.

1 Introduction

Fundamental developments in data mining, classification, clustering and trend
analysis have been gaining increasing attention for futures research over the
past few years [1, 2]. The use of the World Wide Web for the extraction of
information, and its eventual use in futures research, has been increasing too
[3–5]. Regrettably, organisations keep making mistakes and realising later on, in
hindsight, that they neglected important information [6]. According to a survey
conducted by the Fuld-Gilad-Herring Academy of Competitive Intelligence, two-
thirds of 140 corporate strategists admitted that their organisations have been
surprised by as many as three high-impact events in the past five years. Moreover,
the vast majority of them—to be precise, 97%—stated that their organisations
have no early warning system in place [7]. Unsurprisingly, organisations continue
to be blindsided, despite the abundance of business intelligence methods to detect
warning signals [8].

Warning signals frequently appear in the form of disconnected data that at
first resemble background noise, but which can then be recognised as part of a
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larger pattern when viewed through a different frame or by connecting it with
other pieces of information [9]. Recognising them involves knowing where to
look for clues, how to interpret weak signals and when to discard or act on faint
and ambiguous stirrings. Horizon scanning, which is the focus of this paper, has
proved to improve an organisation’s resilience against high-impact events that
are not necessarily in the immediate environment.

Horizon scanning has been defined as “the systematic search for incipient
trends, opportunities, challenges and constraints (henceforth ‘issues’) that might
affect the probability of achieving management goals and objectives [10]. Objec-
tives of horizon scanning are to anticipate issues, accumulate reliable data and
knowledge about them, and thus inform policy making and implementation” [11].

At present, horizon scanning is used by some governments across the world
[12]. The interest in horizon scanning stems from the rapid pace at which change
is occurring, and the difficulties governments face in anticipating it and keeping
their policies and strategies current [13]. Performance among organisations, from
corporations to hospitals, has improved with horizon scanning, particularly when
it is performed continuously [14]. In the UK, the importance of horizon scanning
has been highlighted by a series of perceived failures in science and policy—for
instance, the UK Government was insufficiently prepared and reacted poorly to
the outbreak of the foot/hoof and mouth disease in 2001.

Horizon scanners—dedicated analysts responsible for scanning the horizon—
make frequent use of search engines to retrieve information [15]. Indeed, search
engine results play a significant part in the elaboration of the reports that horizon
scanners communicate to decision makers. Thus, we propose the development of
a semi-automated horizon scanning system that employs search engines’ APIs.
By leveraging the existing infrastructure of proven search engines, our system
aims to automate the human-intensive process of detecting and summarising
emerging trends. We realise that the results yielded by the most popular search
engines are often inconsistent, obsolete and redundant [16]; yet, we compare
and contrast API data with other sources of information, rather than simply
aggregating and displaying their results as in the case of a meta search engine.

The remainder of this paper is organised as follows: Section 2 reviews related
work. Section 3 details the implementation of a horizon scanning prototype sys-
tem that we have used as a testbed for our research. Section 4 reports on the
evaluation derived from our case studies, and, finally, Section 5 states our con-
clusions and highlights opportunities for future work.

2 Related Work

Traditional monitoring processes in organisations are largely arbitrary, depend-
ing on what concerned individuals are reading, thinking about, and sharing
informally with each other. But this is insufficient: no foresight function can
operate without a disciplined process [17].

SRI International—subsequently SRI Consulting Business Intelligence (SRIC-
BI)—set the foundations for present-day horizon scanning by providing foresight
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capabilities for longer than 25 years—starting in 1979—to gauge changes in the
commercial, technical, and cultural environments on a monthly basis. James B.
Smith originally brought the scanning process to SRI International with the as-
sistance of the futurist consulting group Weiner, Edrich, Brown, Inc., which
directed the first industry-wide futures research program, known as the Trend
Analysis Program of the American Council of Life Insurance. The SRIC-BI’s
Scan program has evolved since then as a group process that relies heavily on
human expertise to identify early signals of change, discontinuities, inflection
points, and disruptive forces in the business environment [17].

Literature referring to the application of horizon scanning and the results
of specific scans keeps growing [10, 11, 18–23], but only a few academic papers
describe the methodology to carry out an automated scan [15, 24–26].

Shaping Tomorrow [27] and Recorded Future [28] are two private firms using
Web-based scanning tools. Shaping Tomorrow uses a variety of manual, semi-
manual and automated scanning processes to track and share information from
around the world. It is supported by a virtual network of volunteer and client
researchers who investigate items of specific interest to them. Recorded Future
is established on the premise that the information available on the Web is useful
to support forecasting methods, financial or otherwise. By applying temporal
analytics—i.e., by associating timed entities with event instances to track trends,
historical developments and information written about the future—Recorded
Future expects to draw conclusions and gain insight [29].

As opposed to Shaping Tomorrow and Recorded Future, we are not interested
in providing consumer and general scouting to particular clients. Our research is
undertaken with a purely academic interest, our software is based on open source
technology, and we rely on free access to search engines’ APIs. Additionally,
we do not intend to predict the future, but rather to improve the resilience of
organisations and their capability to react to new risks and opportunities.

3 System Implementation

Until machines can read, process, integrate, and analyse the breadth of topics
and treatments in a typical online document, we will need to depend on humans
for scanning, particularly in the case of intelligence gathering systems [17]. Such
systems need to be able to identify new patterns as well as track existing ones
that evolve over time. Realistically, what we expect to deliver at this stage is a
system that utilises data from the past to shed light on the future and makes the
scanners work more efficient. We have developed a system that builds upon the
suggestions documented by Nie et al. to collect information that is relevant to
the issues of concern within an organisation [30]. Although Nie et al.’s approach
is limited to electronic journals, we follow their recommendations to use the
entire Web as an information source, and we describe this process of information
retrieval, analysis and communication as Web-based horizon scanning [15].

Web-based horizon scanning comprises several components, as described by
Palomino et al. [15]: emerging information which is relevant to an organisation
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is retrieved manually or otherwise from a variety of Web-based sources—for in-
stance, online scientific, peer-reviewed literature, news and other websites, and
online databases. Key parts of the retrieved information may be extracted and
later on categorised in some way—in its simplest form grouped within a specific
topic area. Afterwards, the information is often archived in a database. Period-
ically, outputs are presented to decision makers or more generally through one
or more communication mechanisms—typically a report or newsletter. Figure 1
shows a generalised approach to Web-based horizon scanning for strategic deci-
sion support. It emphasises the iterative nature of horizon scanning, noting that
the processes of information retrieval and information extraction and archival
are repeated continuously.

Fig. 1. A generalised approach to Web-based horizon scanning for decision support—
Adapted from Palomino, et al [15]

At the moment, we refer to the implementation of our horizon scanning system
as a prototype, in the sense that it is an early sample built as a proof-of-concept
demonstration to test our ideas. The first component of our system is related to
the selection of keywords.

3.1 Keywords

To bootstrap the search for emerging information on the Web, a suitable set of
keywords has to be selected. Keywords are descriptive words or phrases that are
mentioned consistently in relation to the issues of concern which will lead the
search for emerging information and may help to better characterise them.

Our selection of keywords is supported by keyword extraction software, and
requires the additional choice of a reputable source, which may be a keynote,
a journal paper or a website from which the keywords will be extracted. We
refer to this source as the seed, since it provides the starting point for the whole
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scanning process. We have implemented our own keyword extraction software
and it is based on TextRank [31], derived from Google’s PageRank [32], which
determines the importance of a word by the number of words with which it
co-occurs, and the relative importance of those co-occurring words.

Once keywords have been selected, the next step in our search for emerging
information consists of using keyword combinations to produce queries that are
automatically submitted to commercial, Web search engines.

3.2 Search Engine APIs

To automate our search for relevant information on the Web, we programmat-
ically release queries containing combinations of keywords via Google’s Custom
Search API [33]. The inner workings of Google’s APIs, as well as most of the
technology and algorithms that support the operation of Google’s search engine,
are considered proprietary and they are not publicly available for scrutiny [34].

After experimenting with different APIs for horizon scanning purposes, we
have realised that the data that they provide tend to differ from what it is
reported by the traditional Web user interfaces of the corresponding search
engines, also known as WUIs1. Consider, for example, a query including the
keywords eHealth and breakthrough separated by a semicolon, to indicate that
we wish to retrieve documents containing both keywords anywhere in their text.
Submitting the query to Bing’s WUI [35] on 25 July 2012 yielded 14,300 results;
whereas submitting the same query, on the same date and approximately the
same time, to Bing’s API [36] yielded, exclusively, 255 results.

Table 1 shows the difference between the number of results reported by Bing’s
WUI and API for 26 different queries, requesting specifically that the results
should be documents written in English language and published in the United

Kingdom—this is achieved in the WUI by specifying results only English and
only from United Kingdom; and in the API by setting the market parameter to
English - United Kingdom or en-GB [36]. Table 1 also shows the total number
of results reported by Bing’s WUI and API on 25 July 2012 and on average over
two weeks, starting on 20 July 2012 and releasing the queries once a day. We
could not collect statistics for longer than two weeks, because Bing’s Search API
2.0 was decommissioned in early August 2012. The latest and currently available
version of Bing’s API does not provide the total number of results for each query.
Note that the queries that we used were meant to discover new issues in eHealth
and telemedicine, and make use of a series of keywords originally identified by
the UK Defence Science and Technology Laboratory (Dstl) as descriptors of new
developments—e.g., revolutionary, paves the way, etcetera.

Bing is not the only search engine whose result counts for its WUI and API
are so dissimilar. Google also appears to overestimate the result counts displayed
by its WUI when compared with its own API. The extent of these differences

1 For the vast majority of users, Web browsers are the primary mode of interaction
with a search engine. The user interface that allows a person to interact with a search
engine via a Web browser is called a Web user interface, or simply WUI.
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Table 1. Differences reported by Bing’s WUI and API for 26 queries that required
results in English language published in the United Kingdom, exclusively, on 25 July
2012 and on average over 2 weeks

Bing’s WUI Bing’s API Bing’s WUI Bing’s API
25/07/2012 25/07/2012 average average

Query 10:55 10:52:58 (2 weeks) (2 weeks)

ehealth; breakthrough 14,300 255 14,516 253
telemed; breakthrough 148 8 147 8
ehealth; "closer to reality" 124 2 137 2
telemed; "closer to reality" 5 0 6 0
ehealth; "first time" 25,100 29,900 25,859 25,911
telemed; "first time" 315 184 317 175
ehealth; groundbreaking 15,200 89 14,654 88
telemed; groundbreaking 95 1 94 1
ehealth; "new development" 13,300 119 12,455 123
telemed; "new development" 11 4 11 4
ehealth; "new threat" 59 0 47 0
telemed; "new threat" 2 1 2 1
ehealth; novel 37,800 24,200 38,954 29,538
telemed; novel 14,000 273 10,519 273
ehealth; "paves the way" 243 6 256 5
telemed; "paves the way" 3 1 3 1
ehealth; "previously impossible" 18 3 17 3
telemed; "previously impossible" 2 0 2 0
ehealth; "previously unknown" 184 5 198 4
telemed; "previously unknown" 1 1 1 1
ehealth; revolutionary 15,800 255 15,995 249
telemed; revolutionary 226 71 232 70
ehealth; unprecedented 12,100 339 12,186 331
telemed; unprecedented 136 89 133 88
ehealth; "world’s first" 18,600 142 15,396 142
telemed; "world’s first" 119 4 122 4

and, more generally, the instability of Google’s search engine results for 100
days, starting on 3 August 2012, has been reported at the 10th International
Workshop on Text-based Information Retrieval—see Palomino et al [16]. The
queries were released at approximately the same time of the day for the entire
length of the experiment—between 9:00 GMT and 10:00 GMT.

On the basis of our research, result counts provided by WUIs seem to be
overestimated due to their use for marketing purposes [16, 34]: search engines
are economically motivated tools, and the higher the number of results they
report, the larger the market they may approach. We consider the use of APIs
to be a better choice than the use of WUIs, though the amount of results and
information that we can derive from the APIs is smaller; yet, such results and
information are more recent than those produced by the WUIs—this conclusion
seems valid for Google and Bing.

4 Case Studies

In collaboration with Lloyd’s of London, one of the global leaders in the insur-
ance market, we carried out a study to use our horizon scanning prototype for
framing decision making on novel risks—specifically risks associated with space
weather and how these might affect terrestrial and near-Earth insurable assets.
As part of this study, we benchmarked our prototype against current information
retrieval practice within Lloyd’s. The results highlighted the potential of Web-
based horizon scanning, but also the challenges of undertaking it effectively [24].

After working with Lloyd’s of London, we worked with RAL Space—a world-
class space research centre based at the Rutherford Appleton Laboratory (RAL)
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[37]—to undertake a review for the European Union Framework Programme 7
(FP7) project Q Detect: Developing Quarantine Pest Detection Methods for use
by National Plant Protection Organisations (NPPO) and Inspection Services
[38]. The review looked into current and future aerial platform technologies and
instrumentation options for detecting and monitoring diseases in vegetation and
the mapping of pests. Since decision making on the uptake and use of emerging
technology for disease monitoring has to be supported by timely and high quality
information, RAL Space used horizon scanning to produce the review.

Table 2 displays a summary of the case studies described above in terms of
the subject, context, dates and the method that we employed to rank and select
the results. Each programmatic release of queries in the Lloyd’s study resulted
in 9,000 to 10,000 documents being retrieved. To reduce the list of documents to
a manageable size for the evaluation of Lloyd’s analysts, we sorted and filtered
the documents by means of a measure of importance. Our hypothesis, which we
subsequently tested, was that the documents of most importance—i.e., those of
greatest relevance—were the ones that consistently appear at the top of Google’s
search results. We thus presented a ranked list of documents once per iteration
to Lloyd’s analysts, with the ranking being based on the number of times that
the document was retrieved by Google over the course of consecutive days—i.e.,
cumulative retrieval occurrences from daily programmatic releases of queries.
The same approach was used in the RAL Space study, except that the length
of the experiment was shorter and hence the number of programmatic releases
of queries per iteration was smaller. Additionally, in the RAL Space study we
employed relevance feedback [39].

Table 2. Case studies

Lloyd’s Study RAL Space’s Study

Subject Space weather Remote monitoring of plants

Context Risk analysis in the insurance Collection of reliable data
industry and knowledge

Time September 14th - October 12th 2010 12 - 19 October 2012

Method Cumulative retrieval occurrences Cumulative retrieval occurrences
from daily programmatic releases from programmatic releases of

of queries queries aided by relevance feedback

As part of the Lloyd’s study, we identified several documents that Lloyd’s
Emerging Risks Group considered very relevant to assess insurance exposure.
Nevertheless, the number of very relevant documents retrieved per week de-
creased as the experiment progressed, while the number of non-relevant docu-
ments increased over the same period [24].

Table 3 exhibits—in its first half—the number of very relevant, relevant and
non-relevant documents retrieved per iteration in our study with Lloyd’s. The
second half of Table 3 shows the corresponding numbers for our study with RAL
Space. Table 3 shows that the number of very relevant documents decreased by
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one in the second iteration with RAL Space, but then remained constant, which
is an improvement over the results of the Lloyd’s study, where the number of
very relevant documents decreased by 10 after the first set of results and kept
decreasing afterwards.

Table 3. Lloyd’s evaluation results

Lloyd’s RAL Space

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 1 Iteration 2 Iteration 3

Very relevant 29 19 11 5 16 15 15
Relevant 66 64 74 74 15 23 24
Non-relevant 5 17 15 21 19 12 11

To further evaluate the performance of our prototype, we used precision, one
of the most common measures for evaluating information retrieval systems [40].
Precision is defined as the fraction of retrieved documents that are relevant to
the search. We computed precision by considering all the documents evaluated
by the analyst as being relevant or very relevant to be at least relevant, and
compared these to the total number of documents presented in each iteration—
i.e., 100 in the case of Lloyd’s and 50 in the case of RAL Space.

Table 4 displays the precision of our prototype per iteration in both case
studies. The final column shows the overall precision value for both studies.
The precision of the prototype did increase per iteration when we worked with
RAL Space. Also note that the fall-out ratio—i.e., the number of non-relevant
documents—decreased over the length of the study with RAL Space—as indi-
cated in Table 3.

Table 4. Precision per iteration

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Overall

Lloyd’s 95% 83% 85% 79% 85.5%
RAL Space 62% 76% 78% – 72%

A possible explanation as to why the number of relevant documents decreased
as the Lloyd’s study progressed is related to the timescale of the evolution of
space weather documents on the Web. A period of four weeks might be insuffi-
cient to capture a significant number of additional newly published documents
after our first search—i.e., after the first release of queries has been made.

Even though there were reasons to justify why most of the very relevant doc-
uments retrieved in the Lloyd’s study were discovered in the first iteration, one
of the major goals behind our work with RAL Space was to improve the perfor-
mance of our prototype to make sure that the retrieval of relevant documents
remained constant over the whole length of the experiment2.

2 In the case of the two studies discussed in this paper, analysts working for Lloyd’s and
RAL Space followed a very specific criteria to judge the relevance of the documents—
and this criteria can be consulted in [24]. Nevertheless, it is worth stating that a
number of factors may affect the extent to which an analyst rates a document as
“relevant” or “very relevant”, including individual experience and personality.
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Fig. 2. A generalised Web-based horizon scanning approach using relevance feedback

During the Lloyd’s study we did not modify the queries that we released daily.
However, when working with RAL Space, we did want to modify these queries
with every iteration, based on the feedback received from RAL Space’s analysts.
At the end of each iteration, we collected feedback from RAL Space’s analysts
by asking them to indicate, for each document in our list of results, whether it
was relevant, very relevant or non-relevant. The documents that were marked
as very relevant were used to extract, automatically, new keywords that were
not considered in the initial queries. Similarly, documents that were considered
non-relevant were used to remove from our list of keywords those that served to
retrieve them. The diagram displayed in Figure 2 depicts the Web-based horizon
scanning process with an added component to employ relevance feedback.

5 Conclusions

The Web offers huge potential as a global, dynamic information source for the
discovery of emerging risks and opportunities, especially for the identification of
novel issues that lie outside traditional search domains. However, the potential
of the Web must be reconciled with critical challenges in terms of the ability to
retrieve documents of high relevance and credibility.

We have presented in this paper a prototype system that illustrates the im-
plementation of a semi-automated, Web-based horizon scanning system. This
prototype has been tested in a risk analysis application for the insurance indus-
try, and the results of this test suggested the utilisation of relevance feedback to
improve its performance.

Relevance feedback provides a method for reformulating queries based on pre-
viously retrieved relevant and non-relevant documents. In view of its simplicity,
we recommend that it should be incorporated into operational text retrieval for
horizon scanning systems.
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5.1 Future Work

The extraction of keywords from newly retrieved documents that have been
considered relevant may eventually increase the number of keywords and, con-
sequently, the number of queries, which would in turn increase the documents
collected, without guaranteeing that we are actually gathering more useful in-
formation. Devising a way to adequately assign weights to keywords so that
subsequent queries give higher importance to keywords with greater weights is
a feature that we expect to implement in the near future.

A possible alternative to approach the association between keywords and
weights might be based on the use of different locations for keywords within
documents. According to Page et al [41], titles are more descriptive of the con-
tents of a document than the rest of the text. Page et al have also stated that
the text contained in the hyperlinks that point to a document, also known as
the anchor text, link text, or link title, is greatly descriptive of the contents of the
document referred to [41]. Hence, we may use the most important keywords—
i.e., those extracted from documents that have been considered very relevant—to
search for documents that contain them in the title, or that are referred to by
anchor text containing them.
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Abstract . The intersection between objects relates to a class of problems where 
either precise intersection is required or imprecise intersection is acceptable.  The 
calculation of intersection between two 2D/3D objects is a computation-intensive 
process.  For qualitative spatio-temporal reasoning, it is sufficient to know the 
existence of intersection instead of the precise intersection.  In order to identify 
RCC8 relations, the 9-Intersection model considers the pairwise intersection of 
interiors, boundaries, and exteriors of objects.  It was determined that the 9-
Intersection is sufficient for identifying spatial relations.  Later, it was shown that 
a 4-Intersection model is sufficient to achieve the same results making the 
definition (and implementation) of the RCC8 relations worth studying in greater 
detail.  Herein we prove that the 9-Intersection model can be further reduced to 
almost three intersection predicates, producing a 3+-Intersection model.  This 
results in improved algorithmic and computational efficiency as a consequence of 
fewer predicates and faster intersection operations. 

Keywords: Spatial Reasoning, Qualitative Reasoning, Region Connection 
Calculus, Spatial Object Intersection. 

1 Introduction 

Imprecision and uncertainty are widespread in the physical world [1]. A ubiquitous 
task in QSR is the intersection between objects [2, 3, 4, 5]. Typically, the intersection 
between objects refers to a class of problems where either precise intersection is 
required [4] or imprecise intersection is acceptable [2, 3].  The computational 
complexity varies depending on the quality of intersection.  The precise calculation 
of intersection between two 2D/3D objects is a computation-intensive process. For the 
qualitative spatial reasoning (QSR) domain, it is sufficient to know the existence of 
intersection instead of the quantity of intersection (i.e. precisely where the intersection 
occurs and what the intersection is).  In particular, the calculation of the intersection 
predicate IntInt(A, B), intersection between the interiors objects A and B, is  
more complex than other types of intersections [6].  In this paper, we prove that  

                                                           
* The rights of this work are transferred to the extent transferable according to title 17 U.S.C. 105. 
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9-Intersection model can be further reduced to almost three intersection predicates, 
3+-Intersection framework.  This reduces the computation time considerably while 
retaining the same accuracy as the 9-Intersection model.  Specifically, it not only 
reduces the number of intersections, it also replaces the slow intersection algorithm 
with a faster odd parity test to accomplish the same intersection detection task.   

There is a wide class of applications for intersection detection in areas such as 
geometric modeling [4], virtual reality [7], and Geographical Information Systems for 
qualitative spatial reasoning (QSR) [2].  The determination of intersection between 
concave objects is much more complex than that of convex objects.  Also the 
intersections between concave objects do not form closed algebra, as intersection 
between two concave objects may not result in a concave object, but rather a 
collection of disjoint objects violating the closedness property.  Concave objects can 
be segmented into convex objects; this renders the task to working with convex 
objects only.  So the finite intersection algebra is closed for convex objects.  A 
bounded region, which is non-empty connected set, partitions the space into three 
parts: interior, boundary and exterior, see Fig. 1. 

 

 

Fig. 1. The interior, boundary, and exterior of a bounded convex region 

Perhaps the most well known formal model for qualitative spatial representation 
and reasoning is RCC8, which distinguishes spatial relations by employing first order 
logic [5] or a 9-Intersection model [2] that compares the intersections of one region’s 
interior, boundary, and exterior with those of another region.  In order to identify 
RCC8 relations, the 9-Intersection model uses nine intersection predicates, see Table 
1, where shaded entries correspond to the 4-Intersection model [3].  The RCC8 
distinct topological relations corresponding to the 9-Intersection model are displayed 
in Fig. 2.  RCC8 forms a jointly exhaustive and pairwise distinct (JEPD) set of 
relations and a composition table provides a basis for qualitative spatial reasoning [2].  
Originally the 9-Intersection model was designed independently of the logical 
foundations.  First order logic is useful for knowledge acquisition and deriving 
inferences, whereas 9-Intersection is useful for knowledge representation and 
implementation.  RCC8 may be considered as the spatial counterpart of Allen’s 
thirteen interval relations among intervals of time [8]. 
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Table 1. 9-Intersection 3x3 matrix and Reduced 4-Intersection 2x2 Matrix (Shaded) for 
Calculating RCC8 Relations  

 
 

The paper is organized as follows: Section 2 gives a very terse description of the 
related work,  the reader may refer to the referenced papers for details; Section 3 
describes the innovation, related mathematical foundations and efficiency 
considerations of the authors’ work, Section 4 is devoted to optimizing an application, 
Section 5 draws conclusions, followed by references in Section 6. 

2 Background 

For any two regions A and B in 2D/3D space, the spatial relation between A and B is 
denoted by R(A, B).  As hierarchically depicted in Fig. 2 based on connectivity, there 
are eight RCC8 relations: DC (discrete), EC (external connection), PO (partial 
overlap), EQ (identical), TPP (tangential proper part), NTPP (non-tangential proper 
part), TPPc, and NTPPc.  Converse relations are defined to make these relations 
jointly exhaustive and pairwise distinct (JEPD), thereby avoiding ambiguous 
interpretations of the data.  For example, the converse of “A is a proper part of B” is 
“A contains B”; instead of specifying “B is a proper part of A” as PP(B, A), in RCC8 
this converse relation is denoted by PPc(A, B).  Similarly the TPPc(A, B) and 
NTPPc(A, B) relations are defined.  For symmetric relations such as DC, EC, PO, 
EQ, no (distinct) converse relation is defined.   

 

 

Fig. 2. Hierarchy of the RCC8 JEPD relations 
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Each of the RCC8 relations can be described uniquely by using a 9-Intersection 
matrix between two regions A and B, where symbol Int represents the region’s 
interior, Bnd denotes the boundary, and Ext represents the exterior, see Fig. 3.  For 
example, the predicate IntInt(A, B) is a binary relation that represents the truth value 
of intersection, Int(A)∩Int(B), between the interiors of region A and region B; the 
truth value of this function is either true (for non-empty intersection) or false (for 
empty intersection) for that intersection.  Similarly, there are other predicates for the 
intersection of A’s interior, boundary, or exterior with those of B. 

It was established that the 9-Intersection model presents a sufficient set of 
intersection predicates for identifying RCC8 spatial relations [2, 5].  In qualitative 
spatial reasoning in 3D [6], it was observed that one of the intersection predicates does 
not contribute any knowledge in distinguishing the relations.  This predicate was 
discarded from the algorithm implementation without sacrificing the accuracy in results. 
The implementation extensively used the remaining eight intersections, thus the name 8-
Intersection.  For a mathematical proof, see Theorem 1 in Section 3.  Later it was 
observed from Table 2 and Fig. 3 and analytically proved that a 4-Intersection version 
yields the same results as the 9-Intersection model [3].  In Table 2, the shaded entries 
are sufficient to distinguish RCC8 relations.  In the 8-Intersection model, there are 64 
entries, whereas in the 4-Intersection model there are 32 entries; however only 26 
entries (shaded) actually are used to classify all the eight relations.  

Table 2. The 8-Intersection and 4-Intersection Vectors. Only the Shaded Entries are used to 
distinguish RCC8 Relations. 

 
 

In Fig. 3, this table is translated into a decision tree for visual understanding of the 
4-Intersection model.  In Section 3, we lay the ground work to improve the efficiency 
of the intersection predicates in Table 2 and Fig. 3, so as to make the most expensive 
Interior-Interior intersection predicate the least used, and yet achieve the same results.  



366 C.L. Sabharwal and J.L. Leopold 

 

 

Fig. 3. Decision tree using 4-Intersection model.  Each relation is determined with at most 4 
predicates 

3 Mathematical Analysis 

3.1 Mathematical Foundations  

Herein we present mathematical analysis to support the reduction in the number of 
required intersection predicates in RCC8 and VRCC-3D+, a region connection calculus 
for the 3D objects [9].  There is no need to check the predicate ExtExt(A, B), the 
exterior-exterior intersection predicate, to determine any relation [6];  for bounded 
regions, the intersection between the exteriors of two regions is always trivially non-
empty and thus the intersection predicate ExtExt(A, B) contributes no knowledge in 
distinguishing the relations.  We provide mathematical proof of this observation in 
Theorem 1.  Note that we use the following notation in the proofs: Ai stands for the 
interior of set A; Ab represents the boundary of set A; Ae corresponds to the exterior of 
set A; Ac denotes the complement of set A, and ܣҧ connotes the closure of set A.   

Theorem 1. Let there be two bounded sets A and B, it is shown that Ae∩Be ≠ ∅, (i.e., 
intersection predicate ExtExt(A, B) is always true).   

 
Proof.  Since A and B are bounded, their exteriors Ae and Be are unbounded.   
The closure, ܤത , of B is bounded.   
Suppose Ae∩Be = ∅.  Then Ae⊆(Be)c = ܤത .   
This is a contradiction because Ae, which is unbounded, is a subset of ܤത  which is 

    bounded.   
Therefore the supposition is false.   
Hence the theorem holds good.   
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This proves that the original 9-Intersection predicates can be replaced with eight 
intersection predicates, thus the name 8-Intersection.  The next theorem shows that 
the predicate IntInt(A, B) is not independent of predicate IntBnd(A, B); in fact, 
IntBnd(A, B) implies IntInt(A, B).  Similarly BndInt(A, B) implies IntInt(A, B).  Thus 
if the value of IntBnd(A, B) or BndInt(A, B) is true, it ensures that we do not need to 
compute the value of predicate IntInt(A, B), it is true by de facto.  In Table 3, the five 
relations entries (PO, TPP, TPPc, NTPP, NTPPc) have IntBnd(A, B) or BndInt(A, B) 
value true, thus IntInt(A, B) is true without computation.  In the entries for relations, 
DC, EC, EQ, both IntBnd and BndInt are false. However BndBnd is false for DC and 
true for EC, and EQ. Thus BndBnd resolves identification of DC without considering 
IntInt.  For the intersection predicate entries for two relations EQ and EC, both 
BndBnd and IntInt(A, B) are false.  They can be simplified and made more efficient 
as shown in Theorem 4.   

Theorem 2. For any two regions A and B, if the predicate IntBnd(A, B) is true, then 
the predicate IntInt(A, B) is true.  That is, if Ai∩Bb ≠ ∅, then it is shown that Ai∩Bi ≠ 
∅. 

 
Proof. Let IntBnd(A, B) be true.  Then Ai∩Bb ≠ ∅.   

Let x ∈Ai∩Bb.  Then x ∈Ai and x ∈Bb.   
Since x ∈Ai and Ai is an open set, there a neighborhood Nr(x) ⊂Ai for some positive 

real r, r>0. 
Since x ∈Bb and Bb is the boundary set, then every neighborhood Ny(x) of x 

intersects both the interior and exterior of B.  That is Ny(x)∩Bi ≠∅ and Ny(x)∩Be ≠∅.  
In particular, Nr(x)∩Bi ≠∅ .  Now we have Nr(x) ⊂Ai and Nr(x)∩Bi ≠∅.  Therefore 
Nr(x) has points common to Ai and Bi . 

Hence Ai∩Bi≠∅  and the predicate IntInt(A, B) is true 
Similarly if Ab∩Bi ≠ ∅, then Ai∩Bi ≠ ∅. 

 
Note that the converse of Theorem 2 is not true.  We may have IntInt true without 

IntBnd(A, B) or BndInt(A, B) or both true.  For example, in the case of equal objects 
or externally connected objects, IntInt(A, B) is true despite the fact that both 
IntBnd(A, B) and BndInt(A, B) can be false. Theorems 3 and 4 prove that IntInt(A, B) 
need not be directly calculated. So IntInt(A, B) can be replaced with a much simpler 
point-in-object odd-parity rule.  Briefly, when IntBnd(A, B) and BndInt(A, B) are 
false, and BndBnd(A, B) is true, if a semi-infinite ray from the centroid C of one 
object, A, intersects the boundary of the other object, B, an odd number of times, then 
C is inside B, hence IntInt(A, B) is true.  Note that the converse may not be true.  
Thus it simplifies the decision tree and IntInt(A, B) computation, where EC(A, B) and 
EQ(A, B) are special siblings, see Fig. 4(b). Those relations can be distinguished with 
a much simpler test than IntInt(A, B).  For representing this intersection we denote it 
by  ROI meaning “Ray-Object Intersection-ray through the interior point of one 
object with the boundary of the other object”.  
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Theorem 3. If the predicate BndBnd(A, B) is true, and BndInt(A, B) and IntBnd(A, B) 
are false, then the predicate EQ(A, B) is true if and only if there is a point common to 
the interior of A and the interior of B.   

 
Proof.  Let the predicate BndBnd(A, B) be true, BndInt(A, B) and IntBnd (A, B) be 
false.   

Therefore Ab∩Bb ≠ ∅, Ab∩Bi = ∅ and Ai∩Bb = ∅.   
The proof is presented in two parts, using necessary and sufficient conditions. 
Necessary: If A=B, then Ai=Bi.  It follows that every point of Ai is in Bi, thus Ai 

and Bi share at least one point,  
Sufficient: Let Ai and Bi have a point in common.  That means Ai∩Bi ≠ ∅.  We 

show that A=B.   
Since Ab∩Bi = ∅, then Bi ⊆ (Ab)c.  This means Bi ⊆Ai∪Ae where Ai∩Ae = ∅, by 

definition. 
Since Bi∩Ai ≠ ∅ and Bi ⊆Ai∪Ae with Bi connected and Ai∩Ae = ∅,  
we have Bi ⊆Ai.  Similarly we can derive that Ai ⊆Bi. 
Therefore Bi =Ai, or Ai =Bi.  Since Ab∩Bi = ∅ and Ai∩Bb = ∅, Ab =Bb . 
Now ܣҧ = ܤത .  Hence we have proved that A = B. 

 
Theorem 4. If predicate BndBnd(A, B) is true, and BndInt(A, B) and IntBnd (A, B) 
are false, then the predicate EQ(A, B) is true if and only if the predicate EC(A, B) is 
false. 

 
Proof. Let predicate BndBnd(A, B) be true, BndInt(A, B) and IntBnd (A, B) be false.   

That is, Ab∩Bb ≠ ∅, Ab∩Bi = ∅ and Ai∩Bb = ∅.   
Under these conditions, using necessary and sufficient conditions we have,  
(a) Necessary: Let EQ(A, B) be true.  Then A⊆B and B⊆A.   
Then A⊆B implies Ai⊆B.  Since Ai is open and Bi is the largest open set contained 

in B, then Ai⊆Bi.  Similarly Bi⊆Ai.  Thus Ai=Bi implying Ai∩Bi ≠ ∅, hence EC(A, B) 
is false.   

(b) Sufficient: Let EC(A, B) be false,  
Then by definition, one of the following is true: Ai∩Bi ≠ ∅, Ai∩Bb ≠ ∅, Ab∩Bi ≠ 

∅, Ab∩Bb =∅.   
Since it is given that Ai∩Bb = ∅, Ab∩Bi = ∅, Ab∩Bb ≠ ∅,  
the only possibility is Ai∩Bi ≠ ∅.   
We have seen in Theorem 3 that if Ai∩Bi ≠ ∅, then A=B .   
Hence the predicate EC(A, B) is false implies that predicate EQ(A, B) is true.   
This completes the proof.   
 

Note that it is also true that “EQ(A,B) is false if and only EC(A,B) true”. 

3.2 Efficiency Considerations 

In the 4-Intersection model, four of the RCC8 relations can be identified with four 
intersection predicates, two of the relations can be identified with three intersection 
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predicates, and the remaining two relations can be identified with two intersection 
predicates.  In Table 2, it is clear from looking at the IntInt and BndBnd columns that 
those are the most useful predicates in the sense that they are sufficient to partition the 
RCC8 relations into three classes: {DC, EC}, {NTTP, NTTPc}, and {PO, EQ, TPP, 
TPPc}.  That heuristic is the basis for the conceptual decision tree shown in Fig. 3.  
It was proved mathematically that all other intersections do hold good de facto [3].   

The average number of predicate computations to determine an RCC8 relation 
using the 4-Intersection model is 3.25; see Table 3.  Yet there is inherent inefficiency 
even in the 4-Intersection model.  IntInt is computed and used first for the 
identification of every relation, and it is the most computation-intensive of all the 
predicates.   

Theoretically the intersection predicates can be executed in any order.  If we 
rearrange predicate computations in accordance with the result presented in Section 
3.1, it improves the efficiency.  Additionally, the ray-object intersection (ROI) based 
on the odd-parity rule can be seamlessly integrated in place of the IntInt predicate, 
thereby providing more efficiency.  The computational cost of implementing ROI is 
less than half of the computation in implementing IntInt.   

Table 3. Shaded Vectors Used For 4-Intersection Model, Average Computation is 3.25 
Predicates Per Relation  

 
 

Herein we show that the efficiency can be further enhanced in the following ways: 
(1) six of the RCC8 relations can be identified with at most 3-Intersection predicates 
(see Table 4, Fig. 4(a)) because the IntInt predicate is not necessary to determine 
those relations;  (2) for the remaining two RCC8 relations which need to be resolved 
with predicate IntInt (Fig. 4(b)),  we use an odd-parity rule to speed up the 
computation of IntInt;  and (3) the average number of predicate computations for 
determination of an arbitrary RCC8 relation can be reduced to less than 3 (see Table 
4), which results in a saving of at least 12% in computation time, see Table 5.  

In Table 4, the last column is denoted by Hint in the header, hybrid intersection 
representing IntInt or ROI; the value of IntInt is T/F as usual, the value of ray-object 
intersection, ROI, is O/E for odd even parity. 

In terms of tree terminology, in this case, the average distance from the root is 
smaller if the root predicate is “farther away” from the IntInt predicate.  This is a 
considerable improvement in implementation performance when a test is executed 
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thousands of times.  Our observation and intuition comes from the fact, that if IntBnd 
is true, then IntInt is true by de facto. 

Table 4. Shaded Vectors used for 3+-Intersection Model Average Computation is less than 3 
Predicates Per Relation 

   
 

  
         (a) 
 

 
          (b) 

Fig. 4. (a) Modified version of 4-Intersection model with IntInt as the last test. (b) Since IntInt 
is the last predicate, it can be implemented with a simpler, less rigorous test. 

The average number of predicate tests for a relation has been reduced to less than 
3. This amounts to saving at least 12% in computation time, see Table 5.   
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Table 5. Percent Speedup Gain By 3+-Intersection Model over other Models 

 

3.3 Example Ray-Object Intersection, Point-in-Object Odd Parity Rule 

In general, the odd parity rule to test a point inside an object is standard.  However, 
the test for predicate IntInt(A,B) is not that trivial. Even parity may lead to 
IntInt(A,B) being true (Fig. 5(a,b)) or false (Fig. 5(c)), whereas odd parity also could 
result in IntInt(A,B) being true (Fig. 6(a,b,c)).  For IntInt(A,B) we note that: (1) this 
parity test is inconclusive, (2) even parity is not the opposite of odd parity, and (3) 
there is no clear cut way to determine the test point C in A to establish the truth of 
IntInt(A,B). Here we describe the hurdles in the computation of the IntInt(A,B) 
predicate and how to circumvent them.    

 
Example 1. Consider the case depicted in Fig. 5: (a) the object B is inside A;  (b) B 
overlaps A, (c) B is outside object A. Let C be an arbitrary point in A. The semi-
infinite ray CP does not intersect B in each case. The ray CQ intersects tangentially at 
a point (counted as double point) on B in each case.  The ray CR cross intersects B at 
two points in each case.  In each case ray-object intersection parity is even.  But this 
does not tell anything about IntInt(A,B), which is true in Fig. 5(a,b) and false in Fig. 
5(c).   In Fig. 5(a,b), if C were selected to be inside B then there is odd parity. So the 
problem becomes one of selecting the test point as well. This will be revisited when 
we analyze Example 3 and  Fig 7. 

 
        (a)                 (b)                       (c)    

         

Fig. 5. Object B is inside, overlaps, and is outside of object A, in (a), (b), and (c) respectively. 
The ray CP does not intersect B, CQ tangentially intersects B, and CR cross intersects B at two 
points. In (a) and (b) IntInt(A,B) is true, whereas in (c) IntInt(A,B) is false.  Thus even parity is 
inconclusive.   

Example 2. Consider the case depicted in Fig. 6: (a) the object B is inside A;  (b) B 
equals A, (c) B is contains object A. Let C be an arbitrary point in A.  In each case, 
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the semi-infinite ray CP intersects B, ray-object intersection parity is odd and 
IntInt(A,B) is true.  One would be tempted to think the odd parity rule works all the 
time. However it depends on how you select the test point C.  In Fig. 5(a) and Fig. 
6(a), B is inside A, the ray CP intersects B, parity is not odd (even) in Fig. 5(a), but 
parity is odd in Fig. 6(a).  In both the cases IntInt(A,B) is true. Thus it is inconclusive 
to apply the parity rule unless one has selected the test point, C, appropriately.   

 

 
           (a)                         (b)               (c)         

Fig. 6. Object B is inside, identical, outside of object A. The ray CP intersects all of them in 
one point. Odd intersection parity and IntInt(A,B) is true. 

Example 3. Consider the case depicted in Fig. 7: (a) the object B is equals A;  (b) B 
is touches object A. Referring back to the decision tree construction shown in Fig. 4(a, 
b), suppose that predicate BndBnd(A,B) is true, and IntBnd(A,B) and BndInt(A,B) are 
false.  There are only two such configurations, examples of which are depicted in 
Fig. 7(a,b).  The test point C can be located at any position in A.  In the case Fig. 
7(a) the ray-object intersection parity is odd and IntInt(A,B) is true.  In Fig. 7(b) the 
ray-object intersection parity is even and IntInt(A,B) is false.  So we arrive at the 
conclusion, that under these conditions, we can unambiguously apply the odd parity 
rule to test IntInt(A,B).   

 (a) (b)  
Fig. 7. BndBnd(A,B) is true, IntBnd(A,B), and BndInt(A,B) is false.  The odd parity rule holds 
in (a) and IntInt(A,B) is true, whereas in (b) odd parity does not hold and IntInt(A,B) is false.  
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4 Optimizing an Application  

In general, the qualitative spatial reasoning problem concerns determining the spatial 
relations among pairs of objects (or regions) in a given collection.  Qualitative 
reasoning is utilized in many applications and requires computation over data sets of 
hundreds of thousands of 2D/3D points.  Consequently, many attempts have been 
made to speed up the determination of RCC8 relations. VRCC-3D+, a region 
connection calculus for 3D objects, utilizes three of the 9-Intersection predicates 
(specifically, IntInt, IntBnd, and BndInt) to detect occlusion in 2D.  Yet it also 
qualifies the connectivity between objects using the RCC8 relations, albeit considered 
using 3D rather than the more traditional 2D data. Here we briefly describe the 
historical approaches used to reduce computation time and explain how our approach 
extends the previous approaches to optimize algorithmic and computation time  

Again the primary question is if we are presented with two spatial objects, how do 
we find the RCC8 relation between them? Without additional information, it is 
equally likely to be any one the eight JEPD RCC8 relations.  Let us first enumerate 
some of the strategies employed in the algorithms for relation identification: 

 

(a) The brute force and worst case approach is to compute each of the nine 
intersection predicates and test each of the eight RCC8 relations to determine which 
one is the actual relation between the two objects (or regions) of interest.   

 
(b) To avoid testing all the eight relations, a composition table [2] is used to 

consider what is known about the spatial relations between other pairs of objects in 
the scene, and eliminate the impossible relations between the pair of objects of 
interest  This reduces the number of possible relations to test.  However, for each 
possible relation, 9-Intersection predicates still are computed. 

 
(c)  To improve the computation time of the algorithm, Quinlan’s ID3 algorithm 

is used to order the 9-Intersection predicates based on which predicate will provide 
the most information about the RCC8 relations that could hold for the pair of objects 
of interest (again, using knowledge of what is already known about the spatial 
relations between other objects in the scene) [10].   The algorithm orders the 
predicates, but does not necessarily reduce the number of intersection predicates that 
must be computed. 

 
(d) To reduce the computational overhead of the 9-Intersection predicates, it was 

determined that all the nine predicates are not necessary to distinguish the RCC8 
relations [6].  The 9-Intersection predicates were replaced with 8-Intersection, then 
subsequently 4-Intersection predicates were determined to be sufficient for identifying 
any RCC8 relation [3]. 

 
Prior to and independent of steps (b)-(d), an attempt was made to sort the 

predicates based on complexity [11].  It was determined that such a calculation 
would depend on hardware implementation of the predicates (e.g., availability of 
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GPUs).  No conclusive decision could be made as to which predicate is faster to 
implement and apply.   

This made the problem more interesting from an algorithmic point of view and the 
subject of further exploration.  The number of predicates used to classify a relation is 
of paramount importance.  Even a slight speed up can make an enormous difference 
in the usability of an application.  Each operation requires significant computation 
“under the hood”, so our goal is to avoid it as much as possible.  As shown in Section 
3, we have reduced the computation of predicates without sacrificing the accuracy.  
One predicate IntInt was justifiably removed from the 4-Intersection decision tree, see 
Fig. 4(b).  There are two RCC8 relations that require the IntInt predicate. But 
functionality of that predicate can be supported with the more efficient ray-object 
intersection.  While there is a little conceptual difference, there is significant 
mathematical and computational difference. 

5 Conclusion 

For qualitative spatial reasoning, a major task is to compute the intersections between 
regions.  This paper provides a shorter and more efficient path to determine RCC8 
relations.  Specifically we have seen that 9-Intersection was reduced to 8-
Intersection, which was further reduced to 4-Intersection models in the past.  In this 
paper we have moved a step further to reduce predicate computations to almost three 
intersections, 3+-Intersection.  In this way, six of the RCC8 relations are identified 
with at most 3-Intersections.  The remaining two RCC8 relations are resolved with a 
4th intersection which replaces the complex IntInt predicate with a simple point-in-
object test using an odd-parity rule.  The average number of predicate tests for a 
relation has been reduced to less than 3.  This amounts to saving at least 12% in 
computation time, see Table 5.  This is considerably more efficient than the 
previously used intersection frameworks, particularly when there are tens of 
thousands of regions to be analyzed in a dataset, and hundreds of thousands of data 
points. We intend to use this improved characterization in our future work in spatial 
reasoning, and hope others will find it useful as well.   
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Abstract. Fast algorithms for image recogition have become a prior-
ity when the number of images to be analyzed can be counted in the
number of millions. Therefore, the need for fast algorithms for image
recognition. This paper describes an algorithm capable of recognize an
object in an image by the fusing information from a reduced version of
the Shock-Graph algorithm and the Scale Invariant Feature Transform
(SIFT) points. The proposed algorithm uses the reduced Shock-Graph
to obtain a skeleton of an object in order to minimize the number of
SIFT points to reduce the computational complexity of object image
comparison. The proposed algorithm is capable of recognizing objects in
a fast way under rotation, deformation and scaling. Using a collection of
shapes, we demonstrate the performance of our implementation using a
combination of the reduced Shock-Graph and SIFT points.

1 Introduction

In recent years, the desire of having computers systems with object recognition
abilities has been growing [1]. Mostly, because of the large amounts of images
stored in the World Wide Web. Therefore, the need of new and faster algorithms
for image recognition. Furthermore, this is why the field of image recognition over
large data sets is being widely researched, and a lot of different methods have
been proposed to solve the many problems imposed by the size of the data sets
[2–16].

For example, Timothee et al. [8] have proposed an algorithm that works with
the shape of a pre-segmented image. They obtain image elements called mega
pixels from the object. Then, with a large data base of different poses of that
object, they can associate each mega pixels (simulating a puzzle) to reconstruct
the object and then recognize it. This presents a problem, if you do not have
a large data base of the object in all possibly poses, this method hardly will
recognize the object in question.

On the other hand, Huttenlocher et al. [7] proposed a fast way to compare
objects by using the Hausdorff distance. This distance measures the scope of each
point of a model set that is near to a point in an image set. This distance is used
to get the degree of resemblance between two objects that will be superimposed
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one over the other. This method can find how an image is likely similar to
another, but it has the drawback that the recognition of a single object is more
difficult because the comparison is done over the entire image where object is.

Still using the idea of having large database, Christopher M. Cyr and Ben-
jamin B. Kimia [15, 16] presented a 3D recognizer that uses a large database
with objects in all possibles angles. The method obtains the histograms of the
elements in the database. By making a comparison between these different ob-
jects, they were able to say if objects looked similar to a target object. This
is a fast, but not so accurate method, but it is still good enough when dealing
with large databases of objects. Ali et al. [13] presented a different solution us-
ing saliency maps. With this approach they created a graphical representation
that was compared with elements in a object database. This method presented
a highly invariance to translation, rotation, scaling and occlusion of an object.
Still the complexity of the algorithm makes it infeasible for large databases.

K. Siddiqi et al. [5, 6] proposed the use of Shock-Graphs for image recognition.
The algorithm uses a series of complex rules and metrics for the creation and the
comparison of graphs based on images. The Shock-Graphs are robust against
deformation in the images. Nevertheless, it is known that this algorithm has
a NP-Complete time complexity [17]. On the other hand, D. G. Lowe et al.
[2] presents an algorithm based in SIFT descriptors (Scale-Invariant Feature
Transform), which are invariant to translation, rotation and scaling. However,
they are not robust against deformations in the images.

Each algorithm by itself has the ability to recognize an object individually, but
as we have pointed out, they are slow (Shock-Graphs) or unreliable when images
are deformed (SIFT descriptors). These are the reasons why in this paper, we de-
scribe the use and an implementation of the Reduced rule version of Shock-Trees
and Pruned-SIFT descriptors for faster image recognition through information
fusion. First, we use a reduced Shock-Trees to obtain an initial skeleton for the
target object. Second, using that skeleton, SIFT descriptors are pruned to obtain
the precise descriptors associated to the target object. After all this, a similarity
function is applied to obtain comparative measures between different objects.
Thus, the proposed algorithm has some the goodnesses of both algorithms and
few of their weaknesses. This is of great importance when we look for fast and
accurate algorithms for image recognition. In addition, this hierarchical process
[18] resemblances the one that the human brain uses in order to recognize ob-
jects, as Siddiqi et al. mention in [6]. For example, a human being first notice
the presence of an object, such as a square, before she/he realizes that it is a
picture of Picasso.

The rest of this paper is structured in the following way. Section 2 describes
the basic algorithms that are used in the proposed algorithm. In section 3, we
describe the proposed algorithm. This section describes the way Shock-Graph
and SIFT were used in the proposed algorithm. In section 4, a series of case
studies are used for testing the proposed algorithm. These experiments show
the benefits in speed and accuracy of object detection when fusing information
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coming from the reduced Shock-Graph and SIFT descriptors Finally, in the
conclusion, we look at future work using the proposed algorithm.

2 Image Recognition: Shock-Graphs and SIFT
Descriptors

When looking at the state of the art in computer vision [18], the task of image
recognition can be decomposed as follows: First, the general shape of an object
is recognized, for example a square; then, in the identification phase, the shape
is identified as a paint, a glass, a book, etc. Treves et al. [18] proposed that these
are the steps that the human brain uses to recognize an object, and actually
these are the steps that Shock-Graph and SIFT descriptors methods follow in
order to identify objects.

The Shock-Graph is a generic 2-D representation of an image [5] used to
recognize an object through a special representation of the object shape. This
representation is robust to deformation, scaling and occlusion. The Shock-Graph
is a derivation of the concept of an skeleton of a shape, the medial axis curve.
This specific curve is the set of all points within a closed Jordan curve such that
a circle with center at one of these set points is contained within the curve and
touches two fronts.

The Shock-Graph algorithm uses a coloring mapping method to recognize
each segment to be part of the Shock-Graph [5]. There are 4 types of Shock
elements, and they follow the following rules, all of which are based on a radius
function from the skeleton to the perimeter of the shape (Fig. 1):

1. The 1-shock, when the radius function presents no changes, it is known as a
protrusion.

2. The 2-shock, when the radius function get a strict local minimum such that
if the medial axis would be disconnected the skeleton will be separated in
two parts.

3. The 3-shock, when the radius function is equal along an interval.
4. The 4-shock, when the radius function gets a strict local maximum.

Once, the whole skeleton has been identified in the examined shape, the algo-
rithm follows a series of rules to obtain the Shock-Graph of the analyzed shape.
These rules can be seen in (Fig. 2).

After all these steps have been completed, images can be compared by the
use of a recursive algorithm distance defined in [6]. Other examples of methods
to measure similarity are: The distance among their nodes [5], the eigenvalue
distance defined by Matrix representation of the graph [6] or it is even possible
to combine these methods together for data fusion.

On the other hand, the SIFT descriptors describe salient points in the images,
which are unique between them, when looking at a specific image. In addition,
they are robust to scaling, rotation and translation. These properties make them
valuables in the following way: Once the human brain recognizes an object shape,
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Fig. 1. Types of Shocks

Fig. 2. The Shock Rules

it tries to identify it by using the texture of the object. Clearly, the SIFT de-
scriptors can be used for this task.

To obtain the SIFT descriptors, it is necessary to follow the next steps: First,
it is necessary to identify key locations through the use of maximum o minimum
Gaussian difference [2]. Then, each point is used to generate a characteristic
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vector that describes the region of the local sampled image relative to its scale
space of the frame. The result is a characteristic vector called SIFT Key[2]. These
vectors have four characteristics:

1. Position in X, position in Y, Aij .
2. Gradient,

Mij =
√
(Aij −Ai+1,j)2 + (Aij −Ai,j+1)2. (1)

3. Orientation,
Rij = a tan 2(Aij −Ai+1,j , Ai,j+1 −Aij) (2)

The power of SIFT descriptors lay down in the fact that when at least three
SIFT Key are in agreement with respect to a specific object, David G. Lowe et
al.[2], there exists a strong evidence that the object is the sought one. This is
similar the triangulation process where only three satellites are needed for GPS
localization,

The SIFT approach has the main advantage of being robust to occlusion,
translation, scaling, rotation and partially to changes of illumination. This is
because the SIFT descriptors obtain salient properties directly from the image.
These are properties that are unique to an object (Fig. 3), and are found when
a high variance appears in the pixels associated to it.

Fig. 3. Example of SIFT descriptors

3 The Proposed Algorithm

Our aim is to use a form of data fusion [19], using a proposed Reduced Shock-
Tree and Pruned-SIFT descriptors, to do image recognition. This method is
possible thanks to our approach to data fusion with the Shock-Graphs and SIFT
descriptors.
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3.1 Reduced Shock-Graphs

Our approach tries to avoid the computational complexity of the shock-graph
rules by reducing them only to protrusions, joints and end-points. Protrusion
nodes are the edges of any skeleton, except for the first and last pixels on them.
Those first and last pixels are the joint nodes or the end-point nodes. All this
nodes are discovered by using the following reduced subset of rules (Fig.5).

This reduces the robustness of the Shock-Graphs because the lack of the dis-
tinctive nodes for protrusions, bend and neck. However, the proposed algorithm
has a complexity of O(n) and does not have the recursive loop that in some
cases end in an NP complexity as in the traditional Shock-Graph algorithm.
Nevertheless, the proposed algorithm does not have the same robustness as the
traditional one, but this is levered by combining the reduced Shock-Graph with
the SIFT descriptors in a way that will be explained in the next subsection. An
example of this approach is in (Fig.4)

Fig. 4. Interpretation of Reduced Shock-Graphs with Pruned Sifts

After the skeleton is obtained from the pre-segmented object, the proposed
algorithm will be used to compare similarities with other skeletons in a specific
data set by using a Hausdorff distance [7]:

H(A,B) = max(h(A,B), h(B,A)) (3)

where
h(A,B) = max

a∈A
min
b∈B

‖a− b‖ (4)

and ‖.‖ is an underlying norm on the points of A and B. Using this distance
allow for a fast matching among the skeleton in our data set.

The purpose of the reduced Shock-Graph is to maintain some of the robustness
properties against deformation, while reducing the complexity of the original
skeleton edge discovery [5]. To further reduce computational complexity, the
proposed algorithm prunes the number of SIFT descriptors to the ones near to
the Shock-Graph.

An example of reduced Shock-Graph is shown in (Fig. 5, and it is possible to
see the structure of the Shock-Graph. There, green pixel segments are associated
to green nodes representing the end points. The red pixel segments are associated
to red nodes representing protrusion nodes. Finally, the blue pixel segments are
associated to blues nodes representing joint nodes.
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Fig. 5. Protrusion, Joint and End-Point Nodes

3.2 Pruned-SIFT Descriptors

The pruning of SIFT descriptor is based on the idea that there are no SIFT
descriptor, belonging to an object, far away from the skeleton of the object. This
idea takes in account that sometimes SIFT descriptors belong to other objects
or are just background information,and they will not add extra information for
the recognition of the object in question. This pruning is done using a arbitrary
distance, “limit distance” (LD) represented by the next equation:

LD = MaxDistance/3, (5)

where Maxdistance is the Maximum Value among all the “distances” between
all the skeleton pixels and the pixels from the shape of the object. In (Fig. 7) we
can see the Pruned Sift(Center of the image) compared with the Sift Descriptors
(Left of the image) in the same image. The use of LD equation was entirely
proposed under our criteria, this equation shows better results without so many
SIFT descriptors out of the object’s body.

The entire process can be seen in (Fig. 6). In (Fig. 6 A), the original image,
and in (Fig. 6 B), the segmented one. Next, the skeleton is obtained (Fig. 6
C). In the image (Fig. 6 D), it is possible to see the SIFT descriptors from
the original image, and the distance of the pixels from the segmented image
perimeter and the pixels from the skeleton (Fig.6 E and F). After that, the SIFT
descriptors are eliminated by the defined metric the Limit Distance’s Equation
and we get the previously mentioned (Fig.7) SIFT descriptors. In the final step,
the SIFT descriptors generated on the image will be associated with the nodes
in the Reduced Shock-Graph (protrusions, joints and end-points nodes) that
are near to them. An example can be seen in (Fig. 7). Once the Pruned SIFT
descriptors associated with the three different nodes of the reduced Shock-Graph
are identified, it is possible to save all this information, reduced Shock-Graph
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Fig. 6. Steps for pruning SIFTS

and pruned SIFT descriptors, for each image for a posterior identification using
the previously defined distance.

There are two Phases for recognition of an object: The first one uses the
Hausdorff distance between skeletons, thus the nearest one will be chosen as a
match. Although, this first phase does not provide with a robust match between
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Fig. 7. SIFT associated with the Reduced Shock-Graph

Fig. 8. Table of Results from Hausdorff distance

objects, it helps to create a set of candidate images for posterior evaluation. In the
second phase, the pruned SIFT descriptors associated to their respective nodes
are used in order to find at least three matches between the SIFT descriptors
between the image and the candidates. If a match of three SIFTs is found, there
is a strong evidence that the input object and one or more objects in the data set
are similar. Because of the computational complexity of the two phase process,
finding similar objects is quite easy. This is shown in the following section.

4 Experiments

In (table 8), a series of comprehensive experiments with a series of objects is
shown. This table was created by using the first phase of the proposed method,
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and each cell shows the resulting distance between different objects. It can be
observed that each match of the same image with itself has a zero distance. It
was found that the distance between some objects sometimes does not match
perfectly as show in (table 8).

It is more, some skeletons presents more similarity to other objects than the
real ones, but is enough to pick candidates among all represented objects for the
next phase. There, using the pruned SIFT descriptors, it is possible to obtain
a better matching. In the second study case, the two phase process for image
similarity was used with following figure (Fig. 9) as input. It can be seen that
except for the bird (Fig. 9G), which could only be matched by two Pruned Sifts,
the rest of the objects in example where identified. For example, the couple(Fig.
9J), the sign (Fig. 9F) and the worm (Fig. 9I) match perfectly. For the other
objects like clouds (Fig. 9D,Fig. 9E) and trees (Fig. 9A,Fig. 9B,Fig. 9C) and
the sun (Fig. 9H) the matching was sufficiently good to identify them. Now, it is
possible to see that thanks to the pruning made in the SIFTS, the mismatches
are reduced from the original approach of [2]. Thus, it can be concluded that
the SIFTS with the pruning are more reliable when combined with the Reduced
Shock-Graphs.

Fig. 9. Case of Study - Matching various objects in single a image

4.1 Conclusions

Although, the initial experiments gave us good results, it is necessary to add some
more robustness in the reduced Shock-graph/pruned SIFT descriptor method to
facilitate an initial pre-recognition. In addition, it is necessary to improve the
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metric for the comparison of the Shock/SIFT graphs. For this, we are looking
at the use of eigenvalue based metrics or locality sensitive hashing [13]. At the
same time, it is necessary to avoid increasing the computational complexity of
the proposed algorithm. Finally, it is necessary to combine the proposed method
with a database to do a more extensive series of experiments.
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Abstract. Matching spatial scene descriptions requires appropriate rep-
resentations and algorithms based on the application at hand. This work
outlines a simple model for matching qualitatively described spatial
scenes extracted from sketch maps. Standard qualitative constraint net-
works are combined to provide a suitable qualitative representation for
a sketched spatial scene. Two scenes are then matched using an imple-
mentation of the Tabu search metaheuristic, employing standard and
specialised data structures. We give a detailed description of the rep-
resentation and algorithm, and examine the performance of the model
using an example dataset.

Keywords: Spatial Scene Matching, Qualitative Constraint Network,
Tabu Search.

1 Introduction

Matching qualitative descriptions of a pair of spatial scenes is a task that involves
finding correspondences between the spatial entities in the first scene and those
in the second that, in a sense, respect the spatial relations within the scenes
being matched. This type of spatial scene matching has been applied in different
forms in areas such as object and scene recognition in computer vision [1] and
spatial information retrieval [2, 3]. The goal of the matching is to determine the
similarity of the compared scenes or to determine whether one contains a copy of
the other. In most cases one considers a set of spatial aspects of interest, which
may include, among others, topology, directions, relative orientations, orderings,
adjacencies, and distances (or proximities). As such the precise information on
each of these dimensions must be abstracted into some form qualitative measure.
The intuitive meaning of qualitative in this case is that no more than a finite
number of distinctions can be made between the spatial relationship enjoyed by
a pair of entities and the spatial relationship of any other pair of entities.

The foregoing discussion is indicative of two requirements of a solution to
the matching problem. First, the input must be suitably described. This means
in particular that the data used for matching must expose the most essential
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features for the task at hand. The second requirement is the design of an algo-
rithm that performs that matching task itself. The first requirement demands a
representation component and the second demands an operational component.

We consider the representation component for the task of matching sketch
maps in section 3. In section 4 we present a matching algorithm that uses the
tabu search metaheuristic and examine its performance on an example dataset,
while proposing solutions to problems encountered during our tests. To kick-start
the discussion we briefly outline some related works in section 2 which follows
immediately.

2 Related Work

Although the idea of qualitative spatial information matching for information
retrieval has been considered for more than a decade now [2], most work on
it focused on data modeling [2, 4–6] and on finding appropriate measures of
similarity [3]. The challenge to solving the problem however remained in the
search domain. To that end several works have been published that attempt to
solve the problem either directly or indirectly.

The work in [7] evaluated an implementation of the famous Bron-Kerbosch
max-clique algorithm applied to qualitative constraint network (QCN) match-
ing. In that implementation much effort was spent in clique enumeration since
all maximal cliques had to be discovered before termination. [8] presented an
algorithm for QCN matching based on the interpretation tree model matching
paradigm. Search is performed by an A� algorithm using the same heuristic as
that used in our work. One of the biggest drawbacks for the algorithm in [8]
is the ever growing search frontier. Our algorithm overcomes this drawback by
applying local search while constraining the size of the neighborhoods to explore
using what we refer to as extension sets.

3 Qualitative Representation of Spatial Scenes

As noted above, qualitative representation of spatial information involves rep-
resenting only the relevant distinctions in a spatial configuration. For example,
orientations with a predominantly northerly heading can all be regarded as be-
longing to the qualitative orientation North. Qualitative representations together
with logical and algebraic mechanisms for performing some useful computations
on them form what are known as qualitative spatial calculi and their study as
Qualitative Spatial Reasoning (QSR) [9]. A qualitative calculus formalizes the
semantics of the considered distinctions by considering them as relations over
the set of spatial entities for which the distinctions are considered. The spatial
entities form the domain of the calculus and are usually of the same primitive
type (i.e. points, line segments, lines, regions, etc.) To describe a spatial scene
using a qualitative calculus, one associates with each pair of entities, a relation
from the calculus. The resulting structure is what is called a Qualitative Con-
straint Network (QCN) [10]. Matching qualitative spatial scene descriptions can
therefore be considered as the task of matching qualitative constraint networks.



390 M. Chipofya, A. Schwering, and T. Binor

3.1 Qualitative Spatial Calculi and Qualitative Constraint Networks

A qualitative calculus can be seen as a pair of algebraic structures together with
a map between them. In this view, propagated by Ligozat [11, 12], a qualitative
calculus is ”constructed” from a partition scheme defined on the domain of
interest (e.g. the set of oriented line segments in R

2) usually called the universe
of the calculus. A partition scheme is a pair C = (U, (ri)i∈I), where U is a
non-empty universe, I is a finite set and (ri)i∈I is a partition of U × U = U2

satisfying

1. There is an identity element r0 ∈ (ri)i∈I given by r0 = {(u, v) ∈ U2 | u = v}
denoted 1′

C

2. (∀i ∈ I) (∃j ∈ I) such that r�i = rj where r�i = {(u, v) ∈ U2 | (v, u) ∈ ri}
In this case the classes (ri)i∈I are atomic binary relations, called the base rela-
tions of the calculus, because they form a so called jointly exhaustive pairwise
disjoint (JEPD) set. For any calculus C we will denote by BC the set of base
relations of C and by UC its universe or domain. The full calculus generated
by BC is given by the set 2BC which forms a boolean Algebra and to which all
operations are extended in a set theoretic way. These are the general relations of
the calculus. The relation ∪i∈Iri is the top element and is as usual denoted 1C.
The bottom element is 0C = ∅. A relation R is said to be a refinement of another
relation R′ if R ⊆ R′. Given two base relations ri and rj their composition is
given by:

ri ◦C rj = {(x, y) ∈ U2
C | ∃z ∈ UC (x, z) ∈ ri, (z, y) ∈ rj}

For the sake of readability, whenever C is clear from the context we will leave out
the subscript. The definitions above are given in [11] where a detailed discussion
on the algebraic aspects can be found.

Definition 1 (Qualitative Constraint Network). Given a calculus C and a
set N of variables, a QCN over C is a pair (N,C) where C : N2 → 2B. A QCN
is called atomic if C(a) ∈ B, for every pair a ∈ N2.

A QCN is a complete graph where the nodes are variables and the edges
are labeled by general relations from a qualitative calculus. For this reason the
variables are called nodes and pairs of nodes are called arcs or edges.

A QCN N = (N,C) over C is said to be consistent with respect to C if there
is an assignment ϕ : N → U of variables to elements of the domain such that for
each i, j ∈ N and any R ∈ B, (ϕ(i), ϕ(j)) ∈ R implies R ∈ C(i, j). Determining
consistency of a network is usually hard so approximations are often used [13, 14].
One such approximation is the closure of a network. A network is said to be closed
or path-consistent if every restriction of the network to three nodes is consistent.
Equivalently, the network N is closed if for all i, j, k ∈ N
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1. C(i, i) ∈ 1′

2. C(i, k) ∩ (C(i, j) ◦ C(j, k)
) �= ∅

A refinement N is a network N ′ = (N,C′) such that C′(i, j) ⊆ C(i, j) ∀ i, j ∈
N . We write N ′ ≤ N if N ′ is a refinement of N . The closure of N , written
cl(N ) is the largest refinement of N . cl(N ) has the same solutions as N [13, 14].
Notice that M is closed if and only if M = cl(M). There are many algorithms
for computing the closure of a network, a popular one of which is Peter Van
Beek’s PATH-CONSISTENCY algorithm [15]. Having set the ground we will now
outline some concrete qualitative calculi applied to sketch map representation.

3.2 Representation of Sketch Maps by QCNs

The main motivation for considering qualitative approaches to represent the
spatial “content” of sketch maps is that sketch maps are often, if not always,
distorted, schematized, and simplified [16, 17]. However, there is a certain level
of generality or abstraction at which the deviation of the spatial information
content of a sketch map from that of a corresponding cartographic map almost
disappears [16]. This is true for example when considering coarse topological
relations in RCC5 or RCC8 [18]. As such qualitative representations enable us
to partially overcome the aforementioned problems. In addition, there are only a
limited number of values to deal with so that computations are more transparent.

We assume that a sketch map depicts the spatial configuration of a number of
geographic features. Each feature, which we call a (sketch) object is represented,
geometrically, by a set of geometric primitives. As such, objects of some features
types can be decomposed into primitive components. Three classes of features
are considered, namely, streets, city blocks, and landmarks. Streets are lineal
features. Each street consists of one or more street segments which are maximally
connected components of a street that are not internally intersected by any other
street segment. Street segments act as links between places of interest. A place
of interest may be a landmark, an intersection of streets segments, or the interior
of a city block. City blocks are regions bounded entirely by street segments and
a landmark is any feature that is neither a street segments nor a city block. City
blocks and landmarks are approximated by polygons while street segments are
approximated by line segments.

Given the characterization above, a qualitative representation of a sketch map
is a set of QCNs each specifying the spatial relations among the sketched objects
for a particular aspect of space. Based on suggestions in previous works [6] our
representations consist of four QCNs each: i) a QCN over RCC8 of topological
relations within the combined set of landmarks and city blocks, ii) a QCN over
DRA7 of connectivity relations between street segments, and two QCNs over a
simple algebra, described below, which is used to connect iii) landmarks to street
segments by capturing their proximity relations, and iv) street segments to city
blocks by fixing for each street segment its left and right adjacent city block.
The QCNs i and ii for the example map of Figure 1 (a) are shown in Figure 1
(c) and (b) respectively.
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Fig. 1. An example sketch map (a) and constraint networks for topological relations
involving landmarks and city blocks (b) and connectivity relations for street segments.
Not all nodes and arcs are shown in the QCNs. Street segments are oriented and both
orientations are indicated as in s1 and s′1 together with their reverse segments.

For the landmark to street proximity and city block to street adjacency we
build an algebra of relations as follows. Let A,B be sets and let {R0, R1} be a
partition of A × B. Then iR0 = R̆0 and iR1 = R̆1 partition B × A. We then
have a partition scheme on A ∪ B with base relations R0, R1, iR0, iR1, IA ∪ IB ,
and DA ∪ DB, where IA and DA are, respectively, the diagonal and diversity
relations on A, and IB and DB are defined similarly for B. Thus if a suitable
interpretation into a class of spatial entities can be obtained we have a qualitative
spatial calculus. In order to maintain a clear distinction between elements of the
sets A and B the relations IA ∪ IB and DA ∪DB must be refined into relations
IA, IB , DA and DB.

We use the generic scheme above to make weak connections between land-
marks and street segments on one hand, and between street segments and city
blocks on the other. A landmark l is proximal to street segment s if s is in the
boundary of the city block containing l and it is the nearest street segment to l.
Setting A above to the set of landmarks and B to the set of street segments we
let (l, s) ∈ R0 if l is proximal to s. For a street segment s and a city block c, we
similarly let (s, c) ∈ R0 if s is a boundary segment of c. We call these two inter-
pretations of R0 the proximity relation and the boundary relation, respectively.
Figure 2 shows example QCNs for proximity and boundary relations. This con-
cludes the discussion on qualitative representation of sketch maps. Next we show
how to match two qualitative representations by matching their corresponding
QCNs.
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Fig. 2. Constraint networks for proximity and boundary relations for objects in the
example sketch map of Figure 1. Not all nodes and arcs are shown.

4 Matching

4.1 QCN Matching

A QCN matching problem is a special case of a graph matching problem [19]
where the input graphs are complete and edge labeled. A partial solution to a
QCN matching problem is called a match. We make this precise in the following
definitions.

Definition 2 (Disjoint Union of QCNs). Let N = (N,C) and N ′ = (N ′, C′)
be QCNs with N∩N ′ = ∅. The disjoint union of N and N ′ is the QCN N�N ′ =
(N ∪N ′, C′′) where

C′′(i, j) =

⎧⎨
⎩

C(i, j) if i, j ∈ N
C ′(i, j) if i, j ∈ N ′

1 otherwise

The set of arcs connecting nodes from N to N ′ are called the joining arcs.
A QCN matching problem is the problem of finding refinements of the joining
arcs that maximize the number of those arcs labeled with relations under 1′,
the identity relation. Formally, let IdN = {(i, j) ∈ N | C(i, j) ≤ 1′} denote the
arcs of QCN N labeled with relations under 1′. The QCN matching problem is
stated as follows.

Definition 3 (QCN Matching Problem). P (N ,N ′): find M ≤ N�N ′ such
that

1. M is closed,
2. CM(i, j) = CN (i, j) whenever i, j ∈ N ,
3. CM(i, j) = CN ′(i, j) whenever i, j ∈ N ′, and
4. for any M′ ≤ N �N ′ satifying 1. to 3. above, |IdM′ | ≤ |IdM|.
A match is a set m = (N ×N ′) ∩ IdM for any closed M ≤ N �N ′. Thus a

solution to the QCNmatching problem is a refinement of the disjoint union of the
input QCNs that maximizes the possible size of a match. This characterization
is based in part on [3, 8]. Now, having established that QCN matching is an
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optimization problem, we must proceed to establish methods for discovering the
optimal solutions. As the title of this paper suggests, our method of choice is
based on the so called Tabu search metaheuristic.

4.2 Tabu Search

Tabu search is a metaheuristc search scheme designed to solve typical optimiza-
tion problems. Tabu search is built on two main principles, namely, local search
and prohibition. As a local search algorithm, each iteration of Tabu involves
searching for good solutions within the neighborhood of a current solution. To
escape local optima and avoid cycling over small regions of the solution space,
Tabu enlists the help of prohibition lists - the taboo lists (see [20–23] for an
overview). The following presents a tabu based algorithm for the QCN matching
problem together with detailed discussions on some of its aspects.

The Solution Space for QCN Matching. Given an instance P (N ,N ′) of
the QCN matching problem, the solution space for P is the set

sol(P ) = {(M,m) | M = cl(M) ≤ N �N ′, m = (N ×N ′) ∩ IdM}

Any two solutions (M,m) and (M′,m) can only differ in labels on arcs in
(N×N ′)\m. So we may quotient sol(P ) by the equivalence relation {(p, p′) | p =
(M,m), p′ = (M′,m′) : m = m′} to get a more simplified description. It also
allows us to freely refer to solutions as tuples of arcs given by the m’s. So we’ll
write m ∈ sol(P ) for (M,m) ∈ sol(P ) whenever it is convenient to do so,
ensuring that we match superscripts and subscripts wherever applicable.

Neighborhoods of Solutions. For any solution m of P (N ,N ′), the construc-
tive and destructive neighborhoods of m are, respectively,

cNbh(m) = {m′ ∈ sol(P ) | ∃(i, j) ∈ N ×N ′ : m′ = m ∪ {(i, j)}}

dNbh(m) = {m′ ∈ sol(P ) | ∃(i, j) ∈ N ×N ′ : m′ = m\{(i, j)}}
The neighborhood of m is the set

nbh(m) = cNbh(m) ∪ dNbh(m)

Moves, Move Evaluation, and Auxiliary Objectives. In local search, an
algorithm progresses by iteratively making a move that generates a new (prefer-
ably better) solution from the current one. This is repeated for until the optimum
is found or a fixed number of iterations have been executed as illustrated by the
tabu search scheme that we employ (see Algorithm 1).

For the neighborhood defined above, an elementary move sets the current
solution to one of its neighbors. In general, a move is a sequence of solutions
m0m1 · · ·mk−1, for some k > 1, such that mi ∈ nbh(mi−1) for each i < k. A
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Algorithm 1. Tabu Search for QCN Matching

input : QCNs N = (N,C),N ′ = (N ′, C′), and the maximum number of
iterations maxIter

output: A match (M, m)

// initilization

1 iter ←− 0;
2 m ←− ∅;
3 extensionSet ←− N ×N ′;
4 (M′, m′) ←− (∅, ∅);
5 (M, m) ←− (N �N ′, m);

// iteration

6 while |m| < |N | and iter < maxIter do
7 (M, m) ←− bestMove(M, m);
8 if |m′| < |m| then
9 (M′, m′) ←− (M, m);

10 updateSearchState();

move is called elementary whenever k = 2. In the following we are concerned
only with elementary moves. The choice of the next move in each iteration is
made based on the values of the following functions. Let

f(m0m1) = |{(i, j) ∈ N ×N ′ | 1′ ∩ CM(i, j) �= 0}| .

Then f approximates the best possible size of a match reachable from m1. The
evaluation of move m0m1 is given by

e(m0m1) = |m1| ,

and the heuristic estimate on it is thus

h = f − e .

The approach in [8] uses the functions e and h to drive a A� search over a
standard interpretation tree [1]. By contrast, the algorithm presented here (Al-
gorithm 2) chooses the best admissible match in the much broader neighborhood
of the current solution and moves to it. The set extensionSet(m) contains pairs
(i, j) ∈ (N × N ′)\m for which 1′ ∩ CM(i, j) �= ∅. First the constructive moves
from m into cNbh(m) are computed from extensionSet(m) by removing from
it all tabu moves. Then an estimate of the possible extension of each solution in
cNbh(m) is computed by the procedure simpleForwardCheck. The computed
values are used to impose an order on cNbh(m), implemented as a priority queue,
by which the solutions are subsequently processed. Once the queue is filled, so-
lutions are polled from it in order (those with highest extension first). When
a solution is polled, the procedure forwardCheck from [8] enforces closure on
the underlying QCN and computes h(m). Solutions are polled from the queue
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until either the queue is empty or the estimated extension of the current polled
solution falls below the best value of h obtained so far. If two solutions have the
same values of h and e then break ties randomly. The value of h(m) is stored in
m · score.
Tabu Status and Aspiration Criteria. Since the existence of tabu moves
can cause the search stall when there are no more admissible moves or indeed
they may cause cycling, an aspiration criterion is introduced (lines 21 - 31).
Here cNbh(m) is reconstructed to include only the tabu moves that are also
in extensionSet(m). All moves are evaluated using forwardCheck. The best
aspiring move is the one that has the highest value of h(m), is estimated to be
along the path towards a solution that is at least as good as the current best
solution, and its associated pair has witnessed the least number of drop moves
since the start of execution. However in order to apply aspiration only moves
with an h(m) value less than the length of the sequence of constructive moves
executed after the last destructive.

The intuition of this choice is the following: If a move is currently tabu then
it was last executed no more than tabuTenure iterations ago. Since drop moves
don’t become tabu, the currently selected move must have been added to and
dropped from the solution within this time. If the move is allowed, then we may
have fallen into a cycle because possibly the same conditions hold that were true
when it was last added. Since moves are always chosen to improve the value of h,
setting the acceptance threshold to less than iter− (lastDropT ime+1) ensures
that no short cycles occur. Once a drop move is executed it will be followed by a
series of drop moves until a non-tabu add move is encountered, which diversifies
the search. Moreover, the converse is also true: this strategy encourages a rapid
ascent into local maxima.

Finally, if aspiration failed to produce a constructive move, destructive moves
are evaluated in a fashion similar to the aspiration moves. Ties are broken by
giving preference to moves that correspond to deleting arcs that have been in
the solution the longest.

Updating Tabus and other Data Structures. As its name suggests, the
procedure updateSearchState updates the sets extensionSet(m) and tabuSet,
the global variables iter and lastDropT ime, and the move specific variables
move.dropsWitnessed and move.tabuT ime. The set extensionSet(m) refers to
the current solution and is reconstructed each iteration from what we call con-
sistent sets. For each arc e ∈ (N ×N ′),

consistentSet(e) = {e′ | ∃M ≤ N �N ′ : e ∈ IdM, CM(e′) · 1′ �= ∅}
. Then extensionSet(m) is defined as follows

extensionSet(m) =
⋂
e∈m

consistentSet(e) .

Consistent sets are updated during the execution of forwardCheck. All the
(two) forward check procedures execute the following scheme
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Algorithm 2. bestMove
input : Current match (M, m)
output: The new match (M′, m′) to move to

1 (M′, m′) ←− (∅, ∅);
2 (M′, m′).score ←− −1;
3 extensibility ←− ∞;
4 Q ←− ∅;
5 cNbh ←− extensionSet \ tabuSet;

6 foreach (M′′, m′′) in cNbh do // constructive neighborhood

7 (M′′, m′′) ←− simpleForwardCheck(M′′, m′′);
8 if (M′′, m′′).score > −1 then Q.offer(M′′, m′′);

9 repeat // try non-tabu moves first

10 (M′′, m′′) ←− Q.poll();

11 if (M′′, m′′) == (∅, ∅) then
12 break;

13 (M′′, m′′) ←− forwardCheck(M′′, m′′);
14 if (M′′, m′′).score > (M′, m′).score then
15 (M′, m′) ←− (M′′, m′′);

16 else if (M′′, m′′).score == (M′, m′).score then
17 if Δ(M′′, m′′).score < Δ(M′, m′).score then
18 (M′, m′) ←− (M′′, m′′);

19 else if Δ(M′′, m′′).score == Δ(M′, m′).score then
20 randomly replace (M′, m′) with M′′, m′′);

21 until (M′′, m′′).score < (M′, m′).score;
22 if (M′, m′).score < 0 then // try tabu moves with aspiration
23 cNbh ←− extensionSet ∩ tabuSet;

24 foreach (M′′, m′′) in cNbh do
25 (M′′, m′′) ←− forwardCheck(M′′, m′′);
26 if (M′′, m′′).score +

∣
∣m′′∣∣ � bestSoFar and

27 (M′′, m′′).score < iter − (lastDropTime +1) then
28 if (M′′, m′′).score > (M′, m′).score then
29 (M′, m′) ←− (M′′, m′′);

30 else if (M′′, m′′).score == (M′, m′).score then
31 if (M′′, m′′).dropsWitnessed < (M′, m′).dropsWitnessed then
32 (M′, m′) ←− (M′′, m′′);

33 if (M′, m′).score < 0 then // try drop moves, they are never tabu
34 dNbh ←− all matches reached by dropping a pair from (M, m);

35 foreach (M′′, m′′) in dNbh do
36 (M′′, m′′) ←− simpleForwardCheck(M′′, m′′);
37 if (M′′, m′′).score > (M′, m′).score then
38 (M′, m′) ←− (M′′, m′′);

39 else if (M′′, m′′).score == (M′, m′).score then
40 if (M′′, m′′).tabuTime < (M′, m′).tabuTime then
41 (M′, m′) ←− (M′′, m′′);
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1. set all arcs in m to 1′

2. propagate constraints
3. count arcs in (N ×N ′)\m that intersect 1′

forwardCheck updates consistent sets during the counts in step 3 above. This
approach to updating means that the algorithm can start with a set of empty
consistent sets. Each consistent set is the populated as more knowledge is discov-
ered during the search. Since at the start all arcs are evaluated and those with
the highest estimated extension pushed through the forwardCheck procedure,
most of the good arcs will have their consistent set updated during the first iter-
ation. The difference between forwardCheck and simpleForwardCheck is that
forwardCheck performs a full constraint propagation yielding a closed QCN
upon exit while simpleForwardCheck only runs a partial propagation that sim-
ply ensures that non-atomic arcs are consistent with the atomic arcs with which
they share nodes. Consequently forwardCheck is worst case O((N+N ′)3) while
simpleForwardCheck requires a worst case O(N ·N ′) steps to termination.

5 Evaluation and Discussion

We ran the matching algorithm on six sample sketch maps, matching each sketch
map to itself. The algorithm was run 10 times for each aspect and the results
were tabulated as shown in table 1, which is a sample from our six tables for
successful completions. The corresponding sketch map is shown in figure 3. The
results are illustrative at best and by no means represent an accurate picture
of the algorithmic performance. However they indicate certain aspects to be
considered for an integrated solution.

Table 1. Summary of successful executions of the QCN matching algorithm for QCNs
derived from an example sketch map. The optimal value is indicated in the second
column

Calculus Optimal # Success Iterations to Success
Min Mean St. dv. Max

RCC8 13 7 16 254 242.45 810

DRA7 10 10 10 10 0 10

Proximity relation 17 5 17 258.8 261.14 764

Boundary relation 16 10 16 16 0 16

First notice that DRA7 and Boundary always succeed and within a number of
iteration equal to the size of the optimal solution. These data are appropriately
constrained. Every street segment bounds only one or two city blocks. On the
other hand, Proximity and RCC8 were unable to find their optima several times
(table 2) and if they did they often took long (table 1).

We made the following observations on the data. The data has There are some
combinations of pairs (components of a match) that are strongly coupled, with
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Table 2. Summary of executions, with the best suboptimal solutions overall, of the
QCN matching algorithm for QCNs derived from an example sketch map

Calculus Best # Subopt. Iterations to best suboptimal
Suboptimal Min Mean St. dv. Max

RCC8 12 2 266 332 66 398

DRA7 0 0 0 0 0 0

Proximity relation 14 3 116 301.33 140.2 455

Boundary relation 0 0 0 0 0 0

Fig. 3. One of the sketch maps used in the evaluation of the matching algorithm.
Shaded regions correspond to landmarks, the inner dotted lines are streets, and the
polygons formed by streets and the dotted border are the city blocks.

respect to the input data, in the sense that breaking them apart leads to a drastic
drop in the heuristic estimate h. Since this is the main driver of the algorithm, it
means that once a solution containing any of these strongly coupled components
has been entered, it will be hard leave its neighborhood entirely. Also bad pairs
may reinforce each other, in such a way that search moves from one bad solution
to the next without ever touching good regions. This can lead to a phenomenon
that has been described in [22] using the notion of so called chaotic attractors.
The number of choices available for the next move are many. However only a few
of them can be continued. But every drop move only drops one of the good pairs.
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To solve this problem one may introduce dynamic components that may in-
clude filters to detect such events and reaction mechanisms to be triggered when
such an event is detected. Three obvious events for our problem are the hard
bound, the wide basin, and the cycle events. For a fixed given number of itera-
tions, a hard bound is one which has not been breached during that number of
iterations. This may indicate that we stumbled into a bad region. A wide basin
indicates that no overall improving trend has been observed over that number
of iterations and can be detected using a simple filter such as the moving av-
erage of solution sizes. Finally, a cycle event says the search is going in circles
by observing the number and intervals of repeated solutions. If any of these has
been encountered then diversification steps can be taken.

6 Conclusion

We have presented a model of qualitative representation and a Tabu search based
algorithm for the QCN matching problem. The use of extension sets to determine
the neighborhood of a given solution allows the algorithm to reduce the number
of potential candidate solutions to be evaluated. However, the reduction only
occurs after the first iteration. Therefore, the initial iteration takes a lot of
effort to complete but the iterations after that will evaluate less points. This
means that a different strategy is required to cut down the number of iterations
executed at the beginning. Through the tests reported above we have learned
that tabu tenure and aspiration criteria need to be adjusted dynamically as the
search progresses. We have proposed event-reaction mechanisms for doing so and
suggested possible implementation methods.

The matching algorithm outlined in section 4.2 above assumes only one pair
input QCNs is given at a time. However, the strength our model of spatial scenes
lies in part in the connections between the different aspects of space represented
in the model. The extension to several QCNs is made as follows. Instead of a pair
of QCNs the input becomes an array of pairs of QCNs each with an associated
calculus. The match is shared by all QCNs and whenever a new pair is added to
the match, all QCNs in which the pair participates are updated during bestMove.
The choice of the best move must take into account the influence of the size of
each QCN and the calculi being used, among other factors.

The grounding of the QCNmatching problem in a proper mathematical frame-
work is also essential for uncovering the underlying structure of the problem.
This is can be done in the traditional way by studying the Category of QCNs.
Already we may note that as in the category Set of sets and functions, the dis-
joint union defined in this paper corresponds to a coproduct of objects in the
Category of QCNs. Are there constructions that characterize the chaotic attrac-
tors mentioned in section 5 above? What are they? What are their universal
properties? These are part of on going work.

Metaheuristic search methods, while guaranteed to perform worse whenever
efficient algorithms exist for a problem, may be surprisingly simple in form and
fast and flexible in performance. Our tabu search based implementation for the
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QCN matching has shown promising results albeit on a very limited sample
set. For an implementation that covers a wider problem space we will require
the enhancements outlined above and more. However, we believe we are making
strides in the right direction.
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Abstract. In this paper we describe a machine vision approach to recognize the 
denomination classes of the Mexican paper currency by extracting their color 
features. A banknote’s color is characterized by summing all the color vectors 
of the image’s pixels to obtain a resultant vector, the banknote’s denomination 
is classified by knowing the orientation of the resulting vector within the RGB 
space. In order to obtain a more precise characterization of paper currency, the 
less discriminative colors of each denomination are eliminated from the images; 
the color selection is applied in the RGB and HSV spaces, separately. Experi-
mental results with the current Mexican banknotes are presented. 

Keywords: Banknotes recognition, color classification, image processing. 

1 Introduction 

Nowadays, more and more money transactions are performed using automated ma-
chines; for example, payment of services, parking, bank operations, among others. 
Currently in Mexico, many money transaction processes are still in the transition to be 
automated, but several others have not been automated. 

Automated money transactions in Mexico are necessary not only to give comfort to 
people, but also to speed up and increase the number of transactions, since a huge 
amount of monetary transactions are performed with Mexican Pesos [1]. The current 
technology employed is bought to foreign companies, but this technology is expen-
sive and the recognition algorithms are not revealed due to patent rights [2], [3]. 

Related works on paper currency recognition have focused on the classification of 
Euros [4], [5] and US Dollars [6], [7]. Other related works address the recognition of 
the paper currency of specific countries [8]-[12], in these papers the banknotes of 
each country are modeled by extracting their very particular features; so, the recogni-
tion methods are customized depending on the nationality of the paper currency. 

The most employed banknotes’ features for recognition in related works are the 
texture [6], [9], [10] or both texture and size [4], [5], [11]. The disadvantages with 
these features are, in one hand, the banknotes with different denominations may have 
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the same size; on the other hand, usually the banknotes are mistreated because they 
may have hand written notes or they may be worn and torn due to daily use, so, the 
texture pattern of mistreated banknotes is altered, leading to inaccurate recognition 
[11]. Hence, it must be selected a feature to characterize the denomination of the pa-
per currency without being affected by the size or the mistreat level of the banknotes. 

Like in many other countries, in Mexico there are used different colors to distin-
guish the denomination classes of the banknotes easily. The advantages of using the 
color features are: 1) the chromaticity of the colors does not change before mistreated 
banknotes; 2) the colors of the banknotes are not affected by the banknotes’ size. 

Hence, in this paper we extract the color features, under the RGB space, of the 
Mexican paper currency to classify their denominations classes. In order to obtain 
accurate models, there are selected the discriminative colors by applying a color se-
lection approach, separately, in two different color spaces. The banknotes’ images are 
acquired by scanning the banknotes under the same illumination conditions. 

The rest of the article is organized as follows: Section 2 presents how the color fea-
tures of the banknotes are extracted. Section 3 shows the color selection approaches; 
Section 4 describes the tests and experimental results. Discussion in Section 5 and the 
paper ends with conclusions in Section 6. 

2 Color Extraction 

Currently the Mexican paper currency has six denomination classes: 20, 50, 100, 200, 
500 and 1000 Pesos. We focus on the recognition of the first five denomination 
classes because they are employed for common daily transactions, see Table 1. 

The banknotes have different colors distributed throughout their surfaces; the color 
with more occurrences is defined as the “dominant” color, which is the main feature 
to recognize the denomination. The dominant colors of the 20, 50, 100, 200 and 500 
denominations are blue, pink, yellow, green and brown, respectively. 

But the dominant color may not be the only one that characterizes the banknote’s 
denomination, because there may be two or more colors with a similar number of 
occurrences that contribute with significant data about the banknote. For instance, the 
dominant color of the 100 Pesos banknote is yellow; however, the color of a consider-
able amount of the banknote’s area is red. Therefore, red is also a significant color 
feature of this denomination that must be included for the banknote’s characterization.  

To model colors we use the RGB space, which is accepted by most of the image 
processing community to represent colors [13], it is based in a Cartesian coordinate 
system where colors are points defined by vectors that extend from the origin [14], 
where black is located in the origin and white in the opposite corner to the origin, see 
Fig. 1. The color vector of a pixel ݌ is a linear combination of the basis vectors red, 
green and blue, written as: ߶௣ ൌ ௣ଓ̂ݎ ൅ ݃௣ଔ̂ ൅ ܾ௣ ෠݇  (1) 

Where the scalars ݎ, ݃ and ܾ are the red, green and blue, respectively, compo-
nents of the color vector. 
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Table 1. Images of the Mexican banknotes denominations used for common daily transactions 

Denomination Front face Back face 

20 

 

50 

 

100 (old) 

 

100 (new) 

 

200 (old) 

 

200 (new) 

 

500 (old) 

 

500 (new) 

 

 

Fig. 1. RGB color space 
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The orientation and magnitude of a color vector defines the chromaticity and the 
intensity of the color, respectively [14]. If we sum two color vectors with the same 
orientation, then, the result is a vector with the same orientation of the two previous 
and its magnitude will be larger than the previous ones, that is, the resulting color has 
the same chromaticity but brighter. On the other hand, if two color vectors with  
different chromaticity are sum the resultant will have different orientation, and also 
larger; that is, the resulting chromaticity is a combination of the chromaticity of the 
previous vectors. 

The addition of the color vectors of all the pixels of the image gives the resultant 
vector ܴ, whose orientation may be similar to the color vector’s orientation of the 
dominant color, where ܴ contains data of all the color features of the banknote. Thus, 
a banknote can be characterized by computing ܴ as follows. 

Let ሼ߶ଵ, … , ߶ேሽ ؿ Թଷ the set of the pixels’ color vectors of a given image, where ܰ is the number of pixels of the image; the resultant vector ܴ is computed with: 

ܴ ൌ ෍ ߶௣ே
௣ୀଵ  (2) 

Due to what it is relevant is the orientation of the vector, not its magnitude, the re-
sultant vector is normalized: ݑோ ൌ ܴԡܴԡ ൌ ௨ଓ̂ݎ ൅ ݃௨ଔ̂ ൅ ܾ௨ ෠݇  (3) 

The vector ݑோ characterizes the color feature; later this vector is fed to a classifier 
for banknote recognition. Observe that the direction cosines of ݑோ  are cos ோߙ ൌݎ௨/ԡݑோԡ , cos ோߚ ൌ ݃௨/ԡݑோԡ  and cos ோߠ ൌ ܾ௨/ԡݑோԡ . Moreover ԡݑோԡ ൌ 1 , there-
fore, the components of the vector ݑோ are the cosines of the angles between the vec-
tor and the basis vectors. So, the orientation of ܴ is implicit in ݑோ. 

3 Selection of Discriminative Colors 

The resulting vector includes colors that may not provide relevant data of the bank-
note that may alter the accuracy of the characterization; hence, there are eliminated 
these colors of the paper currency’s image. Thus, the colors with high variance are 
eliminated because they are considered as not important data. 

Despite we assume the illumination conditions do not vary during the image acqui-
sition, the colors printed on the paper currency may lose their intensities because the 
banknotes may be worn-out or they may have dirt. Due to the RGB space is sensible 
to color intensity, several color preprocessing applications are performed in the Hue, 
Saturation and Value (HSV) color space [13], [15] because the Value component, also 
known as intensity, is decoupled from the chromaticity of the color. So, we apply, 
separately, the color selection in the RGB space and in the HSV space. This lets us 
compare which space is convenient to perform the color selection. 
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3.1 Preliminaries 

Computing the mean and variance of vectors involves the following mathematical 
operations. Let ሼ߶ଵ, … , ߶௠ሽ ؿ Թ௡ a set of vectors, the mean of the vectors is com-
puted with: ߤథ ൌ 1݉ ෍ ߶௣௠

௣ୀଵ  (4) 

The covariance matrix ષ is built: 

Where ઴ ൌ ሾ߶ଵ െ ,థߤ … , ߶௠ െ  థሿ; the variance value is obtained by computingߤ
the norm of the covariance matrix, that is ߪథଶ ൌ ԡષԡ. The norm of the matrix is com-
puted with [16]: ԡષԡ ൌ ඥߣሺષ்ષሻ (6) 

Where ߣ is the largest eigenvalue of the matrix obtained with ષ்ષ. 

3.2 Color Selection in the RGB Space 

Before the vectors ܴ and ݑோ are computed, the image is preprocessed by setting to 
zero the color vectors with high variance. Due to the colors in this space depend on 
their intensities, the color vectors are normalized and then the color vector selection is 
performed. Let ሼ߶ଵ, … , ߶ேሽ ؿ Թଷ the set of the color vectors of an image, by norma-
lizing the color vectors with ߶෨௣ ൌ ߶௣/ฮ߶௣ฮ we obtain the set ሼ߶෨ଵ, … , ߶෨ேሽ ؿ Թଷ . 
The color vectors with high variance are set to zero; that is: ߶෨௣ ൌ ቊ߶෨௣, ฮ߶෨௣ െ థ෩ߤ ฮଶ ൏ ,థ෩ଶ૙ߪ otherwise  (7) 

Where ૙ ൌ ሾ0,0,0ሿ, the mean ߤథ෩  and the variance ߪథ෩ଶ are computed as mentioned 

in Section 3.1. After the color selection, the vectors are processed with equations (2) 
and (3). 

3.3 Color Selection in the HSV Space 

The HSV space is cone shaped, see Fig. 2, where the hue or chromaticity is in the 
range ሾ0,2ߨሿ ؿ Թ; the saturation is the distance to the glow axis of black-white, the 
value is the height in the white-black axis. Both saturation and value are in the inter-
val ሾ0,1ሿ ؿ Թ. Computing the mean and variance of the hue as a scalar value cannot 
be precise, because the hue data near 0 are different from the hue data near 2ߨ, but 
the chromaticity in both cases is very similar. So, the hue of a pixel is represented as a 
two-element unit vector whose orientation is the pixel’s hue data. 

ષ ൌ 1݉ ઴઴் (5) 
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Let ሼ߶ଵ, … , ߶ேሽ ؿ Թଷ the set of color vectors of an image in the RGB space, these 
vectors are mapped to the HSV space to form the set ሼ߮ଵ, … , ߮ேሽ ؿ Թଷ. Each vector ߮௣ has the elements hue (݄), saturation (ݏ) and value (ݒ); i.e., ߮௣ ൌ ሾ݄௣, ,௣ݏ  .௣ሿݒ

 

Fig. 2. HSV color space 

We obtain the set ሼ߰ଵ, … , ߰ேሽ ؿ Թଶ, where ߰௣ ൌ ሾcos ݄௣ , sin ݄௣ሿ. Therefore, a 
pixel’s color vector is set to zero if the hue component of its corresponding vector ߮ 
has high variance. That is: ߶௣ ൌ ቊ߶௣, ฮ߰௣ െ టฮଶߤ ൏ ,టଶ૙ߪ otherwise  (8) 

Where the mean ߤట and the variance ߪటଶ  are computed as mentioned in Section 
3.1. Once the color vector selection is finished, the selected vectors are normalized 
and processed with equations (2) and (3). Fig. 3 (a) and (b) show the images obtained 
after preprocessing in the RGB and HSV spaces, respectively, of the same 20 Pesos 
banknote. The black pixels are the ones whose color vectors have high variance. 

 

Fig. 3. Images (a) and (b) obtained after preprocessing in the RGB and HSV spaces, respective-
ly, of the same 20 Pesos banknote 

4 Experiments and Results 

The experimental stage consists on classifying a set of 1600 banknotes, 320 banknotes 
per denomination class. In this set 400 images are acquired from severely mistreat 
banknotes and/or with handwritten notes, 80 images per denomination class; the rest 
of the images are obtained from banknotes with the usual mistreat level. The training 
set contains 16 images, for each denomination class there are employed one image of 



 Classification of Mexican Paper Currency Denomination 409 

the front face and one image of the back face of the banknote. The training set is 
slightly imbalanced because there are two kinds of banknotes for the 100, 200 and 
500 Pesos denominations; therefore, for these denominations there are employed 4 
training images per class while for the 20 and 50 Pesos denominations there are em-
ployed 2 training images per class. 

For classification, the Learning Vector Quantization (LVQ) networks are suitable 
for this purpose. A LVQ network is a supervised version of vector quantization, simi-
lar to self-organizing maps; usually, it is applied for pattern recognition or multi-class 
classification [17]. The employed LVQ networks have 32 neurons, the learning rate 
value is 0.01; the networks are trained with the Kohonen rule [17]. 

Note that the banknotes are characterized with three different feature vectors:  ݑௐ 
is obtained without image preprocessing; ݑோீ஻  and ݑுௌ௏ are obtained by applying 
the image preprocessing in the RGB and HSV spaces, respectively. Moreover, it is 
possible to build “new” characterizations of the banknotes by combining, concatenat-
ing, these feature vectors.  

Table 2 shows the results obtained by modeling the banknotes’ colors with the fea-
ture vectors and their combinations. The rows “W”, “RGB” and “HSV” show the 
results using the feature vectors ݑௐ ோீ஻ݑ ,  and ݑுௌ௏ , respectively. The rows “W-
RGB”, “W-HSV” and “RGB-HSV” shows the results by combining the vectors ݑௐ 
and ݑோீ஻ ுௌ௏ݑ ௐ andݑ , ோீ஻ݑ ,  and ݑுௌ௏ , respectively. Finally, the row “W-RGB-
HSV” shows the results by combining the three feature vectors. 

Table 2. Recognition rates (%) obtained by combining the feature vectors 

Feature vector 
Denomination class Average 

rate 20 50 100 200 500 
W 100 87.50 96.67 100 82.50 93.34 
RGB 100 97.50 100 86.16 86.25 93.98 
HSV 100 95 100 97.44 92.50 96.98 
W-RGB 100 97.50 100 98.07 83.75 95.86 
W-HSV 100 97.50 100 98.07 93.12 97.73 
RGB-HSV 100 97.50 100 97.87 93.12 97.70 
W-RGB-HSV 100 97.50 100 97.43 90 96.98 

 

Regardless the feature vector combinations, the 20 Pesos denomination is the best 
classified. The recognition rate of the 100 Pesos denomination remains at 100% when 
at least a color selection approach is applied. 

With the feature vector ݑௐ all the 200 Pesos banknotes are successfully classified 
and 96.67% of the 100 Pesos banknotes are correctly identified. While the recognition 
rates for the 50 and 500 Pesos denominations are low, 87.50% and 82.50%, respec-
tively. Using the feature vector ݑோீ஻  the recognition rates of the 50, 100 and 500 
Pesos denominations are improved up to 97.50%, 100% and 86.25%, respectively. 
The recognition rate of the 200 Pesos denomination falls at 86.16%. 

Moreover, with the feature vector ݑுௌ௏ all the 100 Pesos banknotes are properly 
identified. The recognition rates of the 200 and 500 Pesos banknotes are higher than 
the obtained using the feature vector ݑோீ஻, but the recognition rate of the 200 Pesos 
denomination is lower than using the feature vector ݑௐ . Although the recognition 
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rate of the 50 Pesos denomination is higher with respect the obtained using ݑௐ, it is 
lower that the obtained using ݑோீ஻. 

With the combination W-RGB the recognition rates remain almost the same using 
the feature vector ݑோீ஻; except for the 200 and 500 Pesos banknotes where the rec-
ognition rates are higher and slightly lower, respectively. 

The recognition rates obtained with the combination W-HSV are slightly higher 
than employing the feature vector ݑுௌ௏; from 95% to 97.44% and 92.50% to 97.50%, 
98.07 and 93.12% for the 50, 200 and 500 Pesos denominations, respectively. 

The combination RGB-HSV gives almost the same recognition rates to the ob-
tained with the combination W-HSV; except for the 200 Pesos denomination, where 
its recognition rate falls from 98.07% to 97.87%. 

With the combination of the three feature vectors, the recognition rates are very 
similar to the obtained with the combination RGB-HSV, where the recognition rate of 
the 500 Pesos denomination is notably lower, reaching 90%. 

5 Discussion 

Without using color selection, most of the 50 Pesos banknotes misclassifications are 
recognized as 500 Pesos and viceversa. This happens because both denominations 
have colors in common, although such colors may not be characteristic of these de-
nominations, therefore the feature vectors of these denominations become similar. 

With the image preprocessing in the RGB space the recognition of the 50 Pesos 
banknotes is improved, because the non-discriminative colors of this denomination 
are eliminated. However, for the 500 Pesos denomination the discriminative colors 
cannot be selected such that to avoid being misclassified as 50 Pesos. The recognition 
of the 200 Pesos denomination becomes less precise because several green tonalities 
are eliminated; in consequence, the yellow tonalities predominate. Thus, several 200 
Pesos banknotes are misclassified as 100 Pesos. 

The color selection in the HSV space improved the recognition rates. The most 
notable result is the recognition of the 500 Pesos denomination; the colors of the 500 
Pesos denomination in common with the 50 Pesos denomination are eliminated in the 
image preprocessing, due to these colors are not characteristic of this denomination. 
But the recognition rate of the 50 Pesos denomination is lower than the obtained with 
the RGB color selection, because the feature vector’s orientation is similar to the 
brown hue; therefore, the 50 Pesos banknotes are misclassified as 500 Pesos. 

In general, the recognition rates using any combination of feature vectors are high-
er than employing the feature vectors separately. The combination of the feature vec-
tors lets to build a feature vector containing the attributes of the feature vectors that 
give shape. The highest rates are obtained with the combinations where the color 
selection is performed in the HSV space. The color selection is more precise in the 
HSV space because the chromatic hue is an attribute that describes a pure color; while 
the colors in the RGB space is represented on the spectral components of the basis 
colors. Besides, despite the color vectors are normalized in the color selection in the 
RGB space, the influence of the intensity is not totally eliminated. 

In order to improve the recognition rate, it may be useful to employ other banknote’s 
feature; for instance, the texture feature, although this feature has the drawbacks  
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mentioned before. Another possibility is to use a fuzzy logic-based classifier, due to the 
fuzzy nature of the color chromaticity. 

The average recognition rate of Mexican paper currency reported in [18] is 96%, us-
ing only color features, without color selection and by processing only images of 
banknotes with the usual mistreat level; while we obtain 97.73% without discarding any 
image from the image database, which contains images of severely damaged banknotes. 

Though none of the reviewed papers mention their processing times, it is useful to 
know that because we can decide on which kind of applications the proposed ap-
proach is adequate to be employed. The processing time depends not only on the kind 
of mathematical operations, but also the resolution of the images and the hardware 
used. In this paper, the average resolution of the images of the 20, 500, 100, 200 and 
500 Pesos denominations are 524×951, 522×1002, 518×1140, 518×1665 and 
523×1201 pixels, respectively; the microprocessor employed is a Core i5-3310 at 
2.90GHz and 4GB RAM, the algorithms are implemented in Matlab R2009a. Table 3 
shows the average processing time of one image of any of the five denomination 
classes; from the image preprocessing up to the classification. 

Table 3. Average processing time, in seconds units 

Feature vector Processing time 
W 0.0656 

RGB 1.6012 
HSV 0.7485 

 
It takes longer to classify a banknote when its image is preprocessed in the RGB 

space than on the HSV space, because the dimensions of the vectors in the RGB and 
HSV spaces are 3 and 2, respectively. Without color selection the processing is fast 
because there are performed essentially arithmetic sums. The processing time of the 
combinations can be computed by adding the processing times of the feature vectors 
that model the combinations. Given the processing times and recognition rates, this 
approach can be used in applications that do not require a very fast recognition; for 
instance, automatic vending machines. The processing time can be reduced by using 
either a more powerful processor or images at lower resolution.  

In many other countries, as in Mexico, there are employed different colors to iden-
tify their paper currency’s denominations; for instance, Euros and Pound Sterling. Our 
approach can also be used to classify the paper currency of countries that use colors to 
recognize their paper currency’s denominations. Note that our proposal does not rec-
ognize counterfeits; it is beyond the scope of this paper due to counterfeit detection is 
country-dependable [19]. 

6 Conclusions 

We have proposed a computer vision approach for the recognition on Mexican paper 
currency. The denomination classes are recognized by extracting and selecting dis-
criminative color features of the paper currency. The banknote’s color is modeled by 
summing all the color vectors of the image’s pixels, and it is classified by knowing 
the location of the resulting vector within the RGB space. The recognition becomes 
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more accurate by using the combination W-HSV; although the combination of the 
feature vectors RGB-HSV gives almost the same recognition rate, the processing time 
is larger. Severely damaged banknotes, which are difficult to find in real life, can be 
accurately classified. 
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convenio PROMEP/103.5/13/6535. 
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Abstract. Rapid development in highly parallel neurophysiological rec-
ording techniques along with sophisticated signal processing tools allow
direct communication with neuronal processes at different levels. One
important level from the point of view of Rehabilitation Engineering &
Assistive Technology is to use the Electroencephalogram (EEG) signals
to interface with assistive devices. This type of brain-computer interface
(BCI) aims to reestablish the broken loop of the persons with motor
dysfunction(s). However, with the growing availability of of instruments
and processes for implementation, the BCI is also getting more complex.
In this work, the authors present a model for reduced complexity BCI
based on EEG signals through a few simple processes for automated
navigation and control of robotic device. It is demonstrated that not only
with few number of electrodes, but also using simple features like evoked
responses caused by Saccadic eye movement can be used in building
robust BCI for rehabilitation which may revolutionize the development
of assitive devices for the disabled.

Keywords: Brain-computer interface, Electroencephalogram, mobile
robot, robot navigation, neuronal signal analysis.

1 Introduction

Increasing growth in the microtechnology has provided scientists with tools to
interface with the neural process at multiple levels. Also, the availability of vari-
ous efficient computational resources and improving knowledge about brain func-
tionality and dysfunctions have allowed development of novel therapeutic and
replacement strategies [1] [2]. Disorders such as Amyotrophic Lateral Sclerosis
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F. Castro, A. Gelbukh, and M. González (Eds.): MICAI 2013, Part II, LNAI 8266, pp. 413–422, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.tnb.ua.ac.be/
http://www.juniv.edu/iit/index.php
http://cosipra.cs.stir.ac.uk/


414 M. Mahmud and A. Hussain

(ALS) or spinal cord injury cause communication disruption between the brain
and the body resulting in loss of voluntary muscle control in patients. These
patients have reduced quality of life, and are dependent on caretakers thus es-
calating social costs [3]. The existing assistive technology devices are either de-
pendent on motor activities from specific body parts or use complex systems
which sometimes are difficult to be used by the patients. Therefore, alternative
strategies are required to better suit the needs of such patients [4].

The previous works in development of Brain-Computer Interface (BCI) show
that the signal acquisition and processing are getting complicated with the grow-
ing availability of more sophisticated recording devices [5] [7] [6]. Bi et al. [8] did a
review on the existing technologies to control robotic devices using EEG. Avoid-
ing the various complexities, rather simple method may be employed in coupling
neuronal signals to robotic devices as described in related previous works [9] [10]
[11]. The goal of this paper is to highlight the fact that it is very much possible
to create a simple BCI system using EEG signals recorded through conventional
EEG acquisition devices and use these signals to command and control a robotic
device’s navigation. The figure 1a shows the schematic and figure 1b shows the
communication cartoon of the such a reduced complexity BCI. The model was
validated using EEG signals caused by eye movements to control the navigation
of an educational robot, ePuck (http://www.e-puck.org/).

Re

cording Electrodes

BCI

Mobile Robotic
Device

C
on

tro
l

Si
gn

al

Raw EEG Signals
a b

Fig. 1. (a) The schematic of the Brain-Computer interface system. The raw EEG sig-
nals are transformed into control signals which control the robotic device. (b) The
communication cartoon of the BCI model. The numbers 1 to 10, each denotes an inter-
face during the communication process. Each recording electrode (1) records signals,
sends them to the multiplexer (2), where all the channels combined together are fed
to the preamplifier (3) for amplification and sent to the computer (4) for analysis. The
analyzed signals are sent to the UDP port (5) and then to the robot controlling com-
puter (6), from where these received control signals are sent through Bluetooth (7) to
the robot (8).

2 Methods

2.1 BCI Model Design

A two-layered approach was adhered in designing the BCI model:

http://www.e-puck.org/
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– The upper layer (also first layer) contained the signal acquisition process and
generated the control signals from the acquired raw EEG signals.

– The lower layer (also second layer) contained the scheme of commanding
and controlling of the robotic device. This layer received the binary control
signals (BCS) from the upper layer and they were sent to the robotic device
to be controlled.

The two-layered approach in this case was very important as it separated
two main operational paradigms of the system, namely, the signal acquisition
and processing paradigm, and the robotic device commanding and controlling
paradigm. This decoupling facilitated independent treatment of the two op-
erations, one without affecting the other. The low cohesion among the two
paradigms also allowed us in programming sophisticated signal processing and
analysis algorithms to calculate the BCS without influencing the robot com-
manding process. Thus, we could keep the robotic device interfacing paradigm
simplified just to respond to the BCS to command and control the robotic device
which enhanced the reusability of the methods. The figure 2 shows the flowchart
outlining the major steps of the BCI method. The top two boxes belong to the
upper layer and the bottom two belong to the lower layer.

The EEG signal acquisition was performed using a Matlab Simulink frame-
work (http://www.mathworks.com) and the signal processing was performed
using Matlab scripting. The interfacing with the robotic device was done using
an open-source program called ‘IQR’ [13] [14] capable of mimicking neuronal
network behavior based on the BCS.
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Fig. 2. Flowchart showing the major steps of the system, their input and outputs. It
also indicates the two layers (left side curly braces), and the software tools used in
implementing the individual steps (right side curly braces).

http://www.mathworks.com
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2.2 Electroencephalogram (EEG) Signal Acquisition

The Electroencephalogram signals are generated due to firing of neuronal pop-
ulations in the brain which propagates along the cortex. By placing silver-silver
chloride (Ag-AgCl) electrodes on various specific locations of the scalp, these
propagated signals can be recorded. Therefore, electrodes located at a specific
part of the scalp provide necessary information related to that corresponding
part of the brain. For example, the visual cortex is located at the caudal portion
of the brain (occipital lobe) and if one would like to get information on visual
stimuli, the electrodes must be placed at the occipital region of the brain.
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Fig. 3. EEG signals recorded by EOG and ‘O1’, ‘O2’ electrodes of the EEG from one
subject while performing the saccadic movement during an experiment

The EEG signal were recorded using a four channel commercial EEG recording
device, g R©.MOBIlab, manufactured by the g.tec medical engineering GmbH,
Austria (http://www.gtec.at/). We used the 10-20 international system of
electrode mapping [11] for placing the electrodes. Two electrodes were used in
recording simultaneous signals from ‘O1’ and ‘O2’ and a third electrode was
used as a reference, placed at ‘F’ or ‘FP’ position. The model was successfully
tested with the EEG signals recorded using these two electrodes. These recorded
signals were event related evoked response during saccadic eye movements [12].
Traces of representative EEG signals recorded by the ‘O1’ and ‘O2’ electrodes

http://www.gtec.at/
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are shown in figure 3 (middle and bottom panel). The top panel of the figure 3
shows recordings of Electrooculography (EOG, a method used for measuring eye
movement), and demonstrates that the saccadic eye movement can be detected
from the electrodes with a reasonable effort of signal processing.

2.3 Processing of EEG Signals

Preprocessing. Before extracting signal events (events caused by saccadic eye
movements) from the recorded signals, artifact removal was performed on-the-fly
to remove artifacts caused by eye blink, cardiac rhythms, and body movements
(details on the methods applied can be found in [15] [16]). The power line noise
(50-60 Hz components) was removed using stop-band filter of 50 and 60 Hz.
Also, there can be other packages used for preprocessing the EEG signals [17]
[18] [19].

Detection of Saccadic Events. It is vital to extract the events from the clean
EEG signals. At first, signals from both channels were filtered using a band-
pass filter (cut-off frequencies: 15 Hz and 100 Hz) to remove the alpha wave
generated by the occipital region of the brain. Then the signals were scanned
for the occurrence of the sharp change in their amplitude based on a dynamic
threshold which was calculated using the standard deviation of the EEG signals
with a 100 ms window. The system was trained for about 2 minutes before the
start of the actual experiment to be able to adapt with the signal variability.
This threshold got renewed every 100 ms by calculating the ratio between the
usual electrical activity and the existing threshold.

BCS Generation. In the EEG if an event was detected, a high BCS signal (i.e.,
1) was generated otherwise it remained at low (i.e., 0). These processed individual
channels were then multiplexed and sent to another computer running on Linux
through an User Datagram Protocol (UDP) port using a crossover ethernet cable
for interfacing with the robot to control it.

2.4 Interfacing with the Robotic Device

The interfacing with the robotic device was performed at the lower layer of the
BCI flow (see figure 2). To process the BCS and to command the robotic device
an open source software named ‘IQR’ [13] [14] was used. The IQR is a flexible
platform for large scale neural simulation and robust application development to
interface with robotic devices. This software allows design of large scale neuronal
populations, and connect them with either excitatory or inhibitory connections.

To achieve our goal of controlling the navigation of the robotic device through
steering its wheels using the BCS, three modules were developed (figure 4). Two
main processes were designed to receive the BCS coming from the UDP port
(’simulink IN’ process) and sending a command to the mobile robot (’Robot’
process) (figure 4 (a)). These individual processes (figure 4 (b) and (c)) were
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carefully designed, each with a number of neuronal populations to perform the
desired task . The ‘Simulink IN’ process received the inputs from each EEG
channel in the upper layer (indicated by the ‘M’ and an inward arrow to the
square boxes in figure 4 (c)); on the other hand, the ‘Robot’ process was designed
to control the movement of the robot’s wheels (the communication with the
mobile robotic device is indicated by the outward arrow and ‘M’ at the bottom
square box of figure 4 (b)). As the nature of the BCS were binary, they were
used to act as synapse, either excitatory or inhibitory, to make a population of
neurons active or inactive.

(a)

(b)

(c)

Fig. 4. IQR modules for generating and commanding the robotic device. The square
boxes represent neuronal populations and the lines represent connectivity between two
populations. The excitatory and inhibitory connections are shown using red and blue
color lines, respectively.

The ‘Simulink IN’ process contained two neuronal populations: ‘Channel 1’
and ‘Channel 2’. Each channel received input from one EEG electrode. The main
purpose of this process was to continuously scan the BCS and send the relevant



Reduced EEG Based BCI for Mobile Robot Navigation 419

synaptic signal (high for 1 and low for 0) to the ‘Robot’ process to communicate
with the mobile robotic device.

The ‘Robot’ process was designed to communicate and command the robotic
device. This was done by five neuronal populations (as seen in figure 4 (b)).
The five populations were to perform predefined tasks based on the input they
received from the ‘Simulink IN’ process. The name and purpose of the neuronal
populations are:

– Motor: This neuronal population represented and communicated with the
motor of the robotic device. The robotic device was mainly commanded using
this neuronal population.

– Left Wheel: This neuronal population received input from the ‘Channel 1’
and was connected to three other populations. It was mainly responsible to
make the left wheel to move forward.

– Right Wheel: This neuronal population received input from the ‘Channel
2’ and was mainly responsible for the right wheel’s forward movement.

– Robot’s Will: This neuronal population represented the robot’s will to
move forward, thus, always provided high synapses to the population it was
connected to (i.e., ‘FWD’).

– FWD: This neuronal population represented the combined movement of the
left and the right wheels. When a synapse was made to the ‘motor’ neuronal
population, both the wheels would move forward.

When there was no input: the Robot’s will neuronal population constantly
generated excitatory synapse to the Motor through the FWD neuronal popula-
tion that kept the robotic device moving forward. Each time a neuronal popula-
tion corresponding to a wheel fired: an excitatory synapse was sent to the Motor,
an inhibitory synapse to the other wheel inactivating that wheel’s activity, and
another inhibitory synapse to the FWD neuronal population making the Motor
to stop working for the previous command and to get ready to process the new
command.

When a neuronal population corresponding to a wheel received a synaptic
input, based on the channel from where it was generated the corresponding
wheel’s forward driving motor was activated and the other wheel was stopped.
This operation caused the robot to take a turn (right or left) based on the
received control signal. Once the control signal was low (i.e., 0), the stopped
wheel was restarted thus continuing the forward movement.

For instance, let us assume that the Left wheel neuronal population received
a synaptic input. This inactivated the ‘Right wheel’ and the ‘FWD’ neuronal
populations through inhibitory synapses, and activated the ‘Motor’ neuronal
population by an excitatory synapse; as a result, the right wheel was stopped,
but the left wheel kept on rotating allowing the robotic device to turn right.
Therefore, a synapse from a wheel was required to stop the other wheel to steer
the robotic device to follow a predefined course by taking a left and a right turn.
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3 Discussion

Though it started as a game at its beginning, gradual refinement to the signal
processing algorithms and new neuronal population modeling using IQR, we
demonstrated that it is not necessary to have many electrodes to interface and
control robotic devices. It can very well be done using only three electrodes.

Fig. 5. Navigation result of the robotic device during an experiment to follow a pre-
defined path

Healthy volunteers were plugged in with the necessary equipments of EEG
signal detection. The recorded and artifact removed EEG signals related to the
saccadic eye movement is shown in figure 3. The saccadic movement direction of
the subject was clearly reflected through sharp changes of amplitude in recorded
signals from the contralateral electrodes. The dynamic threshold detected this
sharp change and generated the binary control signals which in turn triggered
the activation of a particular neuronal population in the IQR modules by pro-
viding an excitatory synapse for taking a turn. The excitatory synapse from the
forward movement neuronal population kept the robot moving forward; to turn
the robotic device left, the left wheel was stopped through an inhibitory synapse
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generated by the right wheel neuronal population, and the vice-versa for a right
turn. A combination of these saccadic movements can guide the robot to follow
a predefined course, as seen in the figure 5.

4 Conclusion

This Brain-computer interface based on the EEG demonstrated in this paper was
a proof-of-principle of reduced complexity BCI. By applying this technique it is
possible to provide mobility to the people with motor dysfunction. The system
was tested thoroughly using events caused by the saccadic eye movements and
is to demonstrate the model’s workability. It is very much possible to adapt and
extend the BCI model to use any other type of signal (voluntary or involuntary)
through proper signal processing techniques capable of transforming the input
signal to a binary decision signal. It would be very useful to see the this model
implemented to control assistive robotic devices (e.g., robotic wheelchair) for the
disabled.
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Abstract. In this work, we present the speech recognition module of
a service robot that performs various tasks, such as being a host party,
receiving multiple commands or giving a tour guide. These tasks take
place in diverse acoustic environments, e.g., a home or a supermarket, in
which speech is one of the main modalities of interaction. Our approach
relies on three strategies: 1) making the recognizer aware of the task
context, 2) providing prompting strategies to guide the recognition, and
3) calibrating the audio setting specific to the environment. We provide
an evaluation with recordings from real interactions with a service robot
in different environments.

Keywords: speech recognition, service robots, language models.

1 Introduction

Service robots have the goal to help humans on a wide range of day-to-day ac-
tivities, such as cleaning and organizing the home, shopping in a supermarket or
hosting a restaurant. A natural way to interact with service robots during the
realization of a task is using speech in order to indicate the room to clean, the
products to shop or the order to bring. On one hand, task-based speech recogni-
tion is not as complex as open domain applications such as web search, because
the language to be used is more constrained. On the other hand, the setting for
a service robot imposes great challenges, since the recognition is carry out in
noisy environments, in which the performance of speech recognition is affected

� We thank Lisset Salinas, Gibran Fuentes, Arturo Rodriguez, Esther Venegas, Varinia
Estrada, Iván Sánchez, Mario Peña, Carlos Gershenson, Mauricio Reyes, Hernando
Ortega and Joel Duran for creating the infrastructure which made possible the rec-
ollection of the Golem-II+ Log corpus. We also thank the early suggestions from
Lucian Galescu for the development of our speech recognition system. Finally, we
thank the support of CONACYT through the project 81965, and PAPIIT-UNAM
with the project IN115710-3.
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[1]. Additionally, in order to have an autonomous robot is preferable that the mi-
crophone system is located on-board. This makes it difficult to guarantee a clean
speech signal since the user cannot be expected to be close to the microphone.

In the present approach we take advantage of the structure of the task. For
instance, if a robot acts as a host party there could be a part in which the guests
introduce themselves, and another stage in which the robot takes an order from
them. Our intuition is that the Automatic Speech Recognition (ASR) module
can benefit from the task structure since the language used during a task will
change dynamically. In the case of service robot the context is defined by the
progress of the robot in the task, which is commonly referred as the state of the
task. In particular, we propose to tie this state to a particular language model:
if the robot asks would you like to continue, the speech recognizer module would
load a language model specific for the yes and no answers. Other examples of
possible language models are common names, objects, locations, etc. We call
this strategy contextualized speech recognition.

However, there are cases in which the complexity of the environment or the
task make the speech recognition fails. For these we propose complement speech
recognition with prompting strategies : first, the robot asks the user to repeat or
paraphrase what he/she has said; second, we identify whether the user speaks
too low or high to be intelligible by the robot; and third, the robot provides
audio feedback when the recognizer has started and stopped listening. The goal
of the prompting strategies is to contextualize the user about what, how and
when the robot is expecting an interaction.

In addition to the previous strategies, we also use a calibration procedure
that is based on the signal to noise radio (SNR). It aims to identify the best
setting for the microphones in order to catch an appropriate speech signal. The
calibration is performed in situ.

In summary, the three strategies aim to take advantage of contextual aspects
of the task. First, guide ASR with the changes of language during the task; sec-
ond, contextualize the user with what the robot is expecting; and finally, to take
into account the acoustic context. These three strategies and their evaluation
are outlined as follows. In Section 2, we present an overview of previous work
in robust speech recognition for service robots. In Section 3, we introduce the
cognitive architecture and dialogue models that underlie the development of our
system. In Section 4, we explain the contextualized speech recognition. In Section
5, we introduce the prompting strategies. In Section 6, we review our software
and hardware setting. In Section 7, we present an evaluation of the proposed
strategies. Finally, in Section 8, we present the conclusions of this work.

2 Previous Work

The use of speech as a mean of communication for a service robot is a current
topic of research. For instance, in the RoboCup@Home competition most of the
teams use a speech recognition system [2]. The main challenge is to maintain
a robust performance in noisy environments using on-board microphones. The
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reduction on speech performance can be so significant that some developments
provide alternative modalities of interaction [3].

Doostdar et. al. [4] propose parallel decoding approach, called dual in their
work. They focus on the decoding techniques for the language model. In their
case, they use a finite state grammar (FSG) and a trigram model in parallel;
FSGs have a high accuracy but are too constrained for natural language expres-
sions, while the trigram models are more flexible. Heinrich and Wermter ([5])
extend this idea by using a multipass decoder which uses also a combination
of a FSGs and a trigram model. In their work, they also present a comparison
between headset, ceiling and on-board microphones.

Ishi et. al. [6] present a rich speech module setting in their robot. Their system
uses an array of twelve omnidirectional microphones arranged in a T-shape, to
track the audio signal in front the robot. The signal is cleaned by using feature-
space single-channel noise suppression. The clean signal is passed on a voice
activity detection phase and reach the speech recognizer when required. This
work also presents the use of parallel decoding for adults and children speech.
However, this setting faced difficulties in a field trial at a train station [7].

Our work differs from previous research in two ways: 1) we trigger different
decoders for different context of the task, instead of using parallel decoding 2) we
do not pre-process the speech signal to track it or clean it. We rely in a calibration
done in situ to reach a good quality of speech from a user in front of the robot.
Additionally, we explore the use of prompting strategies, which help to reach
a satisfactory interaction. All this while keeping the number of microphones
involved in speech recognition on board at a minimum (1 microphone).

3 Cognitive Architecture and Dialogue Models

The behavior of our robot, Golem-II+, is regulated by the Interaction-Oriented
Cognitive Architecture (IOCA, [8]). IOCA coordinates the different skill-modules
of the robot in order to perform a task. IOCA relies on a reactive and an in-
terpretation cycle (see Figure 1). In the reactive cycle, the recognition and the
rendering modules interact together to produce a specific reaction to an input.
For instance, obstacle avoidance can be implemented in this fashion. In this
case, the obstacle recognition module detects obstacles in certain positions and
interacts directly with the navigation module to avoid them.

For the interpretation cycle, IOCA proposes three stages: recognition - in-
terpretation, dialogue management and specification - rendering. In the stage of
recognition - interpretation, the external stimulus is interpreted in the context
of the task. For instance, if the user asks the robot go and clean the kitchen such
speech is interpreted as clean(kitchen). The dialogue management stage relates
such interpretation with the corresponding actions. For our example, the dia-
logue management stage might choose to execute the actions navigate(Place)
and clean(Place). Finally, the specification-rendering stage will perform such
actions.

Dialogue models are used by the dialogue management stage to control the
flow of the interaction. A dialogue model represents the structure of task and
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Fig. 1. Interaction Oriented Cognitive Architecture and Speech module (ASR module)

is composed by situations, expectations and actions. Situations abstract over
stages on the realization of a task in which the robot has a set of expectations
codified in advance in the dialogue model.

In particular, the speech recognition module takes part in both the reactive
and interpretation cycles. In the former cycle, it interacts with the synthesizer
to prevent voice synthesis when the speech module is on, or vice versa. As a
part of the interpretation cycle, the speech recognition module is in charge of
producing an orthographic transcription which is further parsed and interpreted.
Figure 1 illustrates the speech recognition module in the context of the IOCA
architecture.

4 Contextualized Speech Recognition

A common strategy to boost speech recognition performance in service robots is
to handcraft the language models specific to the task rather than using general
purpose speech recognition [12,9]. Indeed, from previous experience in the field
of dialogue systems, we know that contextualized language models improve the
performance of such systems [10,11].

In the present framework, we constrain the model of the expected phrases
depending on the context. The context is defined by the state of the task. In the
IOCA architecture, this strategy is straightforward to implement. The expecta-
tions, which are tied to situations, are passed top-down to the parser module
to trigger a specific language model to be used in the speech recognizer (ASR)
as illustrated in Figure 1. Table 1 illustrates some examples of the expectations
and their associate language models. In case there is more than one expectation
for a situation (e.g., a yes/no answer) a combination of two or more language
models is triggered.
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Table 1. Language models for specific expectations

Expectations Utterance examples

yes yes,okay,all right, . . .

no no,don’t, do not, . . .

navigate(X) go to the kitchen, go to the living room, go to the bedroom, . . .

5 Prompting and Recovery Strategies

The success of contextualized recognition and interpretation relies on identifying
the correct language models for the different contexts. In order to guide the
user about what the robots expects, we incorporate prompting strategies in the
definition of dialogue models. So far, we have analyzed three prompting cases:

1. Beep sounds to signal when the recognizer is listening.
2. A module which monitors the volume of the user speech.
3. Asking the user what to repeat or paraphrasewhen the speech recognition fails.

In the first case, the speech recognizer module provides feedback through two
different beep sounds. The first indicates when to start speaking; the robot is pro-
grammed to wait up to two seconds for a user utterance, otherwise the robot claims
it did not listen anything. The second beep indicates the user when the speech rec-
ognizer is switched offpaying attention (other robots followa similar strategy [13].)

For the second case, we implement a module which we named LoudSystem.
This module monitors the sound and provides an assessment of the speech loud-
ness. This assessment is used by the dialogue model to provide feedback if the
user is speaking too loud or too soft. This module assumes that the magnitude
of the energy of the background noise is −58 dB (because of the calibration of
the volume settings as described in section 6). Under this assumption, a real-
time estimation of the signal to noise ratio (SNR) is computed using the energy
values obtained while the user is speaking. This is compared to the assumed
noise energy value. In this way, the SNR provides a good measure of how loud
the speech of the user is, compared to the background noise.

Finally, for the third case, when some interactions of the user result in some-
thing that the system was not expecting, the speech system fails and the robot
asks to repeat the interaction or paraphrase it. In some more drastic cases the sys-
tem abandons the action or the task. Table 2 shows some examples of the prompt-
ing messages used by the robot in the Follow me task (see RoboCup@Home [14]).

Table 2. Examples of prompting messages for Following the user task

could you repeat it
i can’t hear you well, could you repeat
say follow me one more time
say follow me again please
sorry, i’m a little deaf, say follow me
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6 Audio Setting and Calibration

Our robot system consists of a mobile platform with on-board microphones.
Our strategy to guarantee a consistent performance of the speech recognizer is
to perform a calibration of the audio setting at the location where the robot
performs the task.

The audio setting of the robot consists of the following hardware1:

– 1 directional microphone
– 1 USB interface with 4 channels
– 2 speakers

The directional microphone is the source of sound for the speech recognition
module. This implies that the user has to speak face to face to the robot in
order to reach a good sound quality. From our experience, we have noticed that
the directionality of the microphone provides a good quality speech signal. The
two speakers are used to generate sound feedback to the user (e.g., such as
synthesized voice or prompting signals).

The volume settings of the audio system are manually calibrated using a
monitor. The monitor provides the energy magnitude of the directional micro-
phone signal. The goal of the calibration procedure is to define a level for the
background noise. Extensive tests carried out in several acoustic circumstances
showed that the energy of this signal, when no user is speaking near the robot,
should be close to −58 dB to provide a good balance between noise reduction
and speech intelligibility.

Additionally, it was found that a SNR value around 20 dB provided a good
speech recognition performance for the case of LoudSystem module. This is due
to the assumption of a static speech energy value (−58 dB) throughout the
interaction, a SNR value that is far from 20 dB implies that the user is either
whispering, screaming or that a non-stationary noise has occurred. In the first
two cases, the acoustic features of the voice are corrupted, which is a problem for
speech recognition. For the last case, the module serves as a simple SNR-based
filter.

7 Evaluation

We have evaluated the three strategies presented above. First, we have deter-
mined the improvement of the recognizer using the contextualized speech recog-
nition. Second, we have measured the effect of the prompting strategies on the
speech recognition or human-robot interaction. Finally, we have measured the
effect of the performance of the speech recognition in alternative calibration
settings.

1 The specific equipment is: One RODE VideoMic microphone, one M-Audio Fast
Track Ultra external sound interface and two generic speakers.
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Table 3. Robot Log corpus statistics

Number of utterances/recordings 1, 439 Number of tasks 11

Vocabulary size (token) 2, 472 Number of contextualized tasks 9

Vocabulary size (type) 120 Number of contextualized LMs 14

Table 4. Performance for full-based, task-based and contextualized speech recognition
(WER, the lower the better)

LM Vocab. Utt No. WER
size

Unique LM

Total 198 1, 439 53.84%

Task-based Speech Recognition

Who is who 52 285 34.91%
Shopping mall 80 262 36.94%
Restaurants 73 244 14.50%
Follow me 10 219 30.25%
GPSR-I 122 166 30.25%
Clean-it-up 122 116 27.27%
Pharmacy staff 11 97 15.79%
Nurse 80 29 50.85%
Cleaner 9 21 2.17%

Total - 1, 439 28.28%

LM Vocab. Utt No. WER
size

Contextualized Speech Recognition

yes/no 3 588 6.66%
follow me 6 226 25.17%
products 69 139 55.40%
room 6 94 30.98%
common names 21 63 31.34%
types of destinations 13 59 17.24%
drinks 22 50 28.07%
restaurant order 54 41 14.81%
complex command 96 38 43.64%
medicine 9 35 12.50%
start hosting party 9 33 4.17%
leave elevator 5 31 13.56%
host party order 15 29 38.89%
cleaner order 5 13 0.0%

Total - 1, 439 23.42%

For the evaluations we use the Robot Log corpus2. This consists of a collection
of one year logs of out robot Golem-II+ performing different tasks related to the
RoboCup@Home competition 3 [14] (2011 and 2012 rulebooks). This corpus is
composed by the dialogue manager logs and the speech recordings from user
interactions while the robot performed a task or was tested during the devel-
opment process. Table 3 summarizes the main properties of this corpus. The
users in the corpus range from members of our research group to members of
the RoboCup@Home competitions, all of them adults. We have selected the 9
contextualized task for the evaluation4:

– Who is who: a party host.
– Shopping mall: companion while shopping.
– Restaurant: waitress in charge of bringing objects to the table.

2 Available in http://golem.iimas.unam.mx/RobotLog
3 Some videos of the robot in action are available at
http://www.youtube.com/user/golemiimas

4 The task and language model lists and results will be ordered by the number of
utterances, from larger to fewer.

http://golem.iimas.unam.mx/RobotLog
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– Follow me: following a user in a diverse environment.
– General Purpose Service Robot: execute complex commands.
– Clean-it-up: cleans a room of objects.
– Pharmacy staff: in charge of getting a prescription and delivering the

medicine.
– Nurse: helps carrying objects.
– Cleaner: cleaning tables with a cloth.

The contextualized language models are:

– yes/no (e.g., yes, no).
– follow me (e.g., follow me, come with me).
– products (e.g., coke, toy).
– drinks (e.g., orange juice, milk).
– names (e.g., mary, anthony).
– types of destination (e.g., table one, drinks).
– restaurant order (e.g., toy to table one, cookies to table two).
– leave elevator (e.g., leave, get out).
– start hosting party (e.g., start).
– complex command (e.g., go to the table introduce yourself and leave).
– medicine (e.g., vitamins, cough syrup).
– host party order (e.g., coke to john, sprite to emma).
– cleaner order (e.g., clean table one).
– staff order (e.g., i want an anti flu).

For the evaluation, we only vary the language models in the speech recognizer.
All language models were created using a bi-gram configuration. The speech
recognition system used on the evaluation is based on PocketSphinx with the
default setting and acoustic models (i.e., hub4wsj sc 8k) which makes it a user-
independent recognizer.

In order to evaluate contextualized speech recognition we compared the word
error rate (WER, the lower the better) of the contextualized recognition versus
the unique language model and the task-based strategies. Table 4 summarizes
these results. On top of the table, we see the WER when using an unique lan-
guage model, which is quite high. This is followed by the performance of the
task-based speech recognition for each of the tasks which remember is the com-
mon strategy nowadays. Finally, the table enumerates the performance for the
contextualized speech recognition. From these results, we can see that there is
a large difference between using a unique language model versus one for each
task. This provides an improvement in the reduction of error of 47.5%. Also
notice that the contextualized speech recognition provides the best performance
with an improvement of 4.9% points of the WER, which is equivalent to an
improvement of 17.2% when compared with the task-based strategy.

Table 4 also illustrates some interesting facts for the language models. The
most common utterances were yes/no answers. This can be explained by the
strategy followed by the designers of the tasks in which the robot frequently
asks for confirmation. Since the complexity of this language model is minimum
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Table 5. Direct comparison for task-based and contextualized speech recognition (WER
the lower the better)

Contextualized LMs

WER LM No. WER
Utts

Who is who

34.91%

yes/no 121 3.28%
names 56 28.33%
drinks 46 30.00%
orders 29 38.89%
hosting 33 4.17%
total 285 16.27%

Shopping mall

36.94%

products 139 55.40%
yes/no 118 9.17%
follow 5 11.11%
total 262 33.20%

Restaurant

14.50%

yes/no 136 5.80%
label 59 17.24%
order 41 14.81%
drink 4 14.29%
follow 4 50.00%
total 244 12.75%

Follow me

30.25%
follow 188 22.73%
elevator 31 13.568%
total 219 21.48%

Contextualized LMs

WER LM No. WER
Utts

GPSR-I

30.25

yes/no 118 4.20%
complex 38 43.64%
follow 5 20.00%
names 5 40.00%
total 166 34.10%

Clean-it-up

27.27

room 94 30.98%
yes/no 22 16.00%
total 116 29.19%

Pharmacy staff

15.79
yes/no 62 10.61%
medicine 35 12.50%
total 97 11.40%

Nurse

50.85%
follow 24 57.41%
yes/no 3 0.0%
names 2 100.00%
total 29 42.37%

Cleaner

2.17%
order 13 0.0%
yes/no 8 12.50%
total 21 2.17%

(2 words) its performance is high (i.e., 6.66%WER). On the other hand, the lan-
guage model products has the worst performance. This can be explained by the
nature of the corpus in which this task did not reach a full cycle of development.

Table 5 presents a more direct comparison between the performance of the
task-based and the contextualized strategy per task. For each task, the table
presents the WER for a task-based strategy and its contextualized version. It
also presents a total which is comparable with the task-based WER. For most
cases, there is an improvement when using a contextualized speech recognition
with an average gain of 3.8 WER points.

For the evaluation of the prompting strategies, we measured three aspects.
For the two beeps approach we measured the performance of a speech recognizer
with and without the inclusion of such strategy. Unfortunately, the data is not
balanced, as the corpus has few examples recorded without the beep strategy.
To overcome this problem, we compared the performance of the recogniser on
those utterances with two sets of uttereances recorded using the beep strategy.
The first set contains the same amount of utterances and correspond to the first
79 recorded utterances after introducing the strategy, the second set contains all
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Table 6. Results of the prompting strategies

Two beeps

Strategy Utt No. WER

Without beeps 79 55.86%
With beeps 79 39.75%
With beeps (full corpus) 1370 53.72%

LoudSystem

Could be triggered 174
Times soft speech detected 21
Times loud speech detected 4

Repeat and paraphrase

Could be triggered 504

Times activated 85

Table 7. WER performance of speech recognition of language models (the higher the
SNR the less noise, the lower the WER the better)

LM
SNR

10 12 14 16 18 20 22

yes/no 6.66% 6.49% 6.66% 6.66% 6.66% 6.82% 6.82%

follow me 38.85% 36.20% 33.11% 31.35% 29.80% 28.48% 26.71%

products 61.87% 58.27% 55.40% 56.83% 53.96% 52.52% 53.96%

room 35.82% 32.84% 35.82% 32.84% 34.33% 32.84% 31.34%

names 35.82% 32.84% 35.82% 32.84% 34.33% 32.84% 31.34%

types of destination 20.69% 19.54% 19.54% 19.54% 20.69% 18.39% 14.94%

drinks 45.61% 35.09% 29.82% 28.07% 29.82% 28.07% 28.07%

the utterances that were recorded using the beeps. For all cases we measure the
WER performance using the unique LM from the previous evaluation. As Table 6
shows, the cases which use the two beep strategy improve the performance.

Table 6 also presents the evaluation for the case of the LoudSystem and of
asking to paraphrase or repeat. We noticed that both strategies were relatively
seldom used (approx. 16% of the time). The LoudSystem could have been trig-
gered 174 times from which only 25 prompted the user. In the case of asking to
repeat from the 504 in which a repetition was possible only 85 were necessary.
We notice that the LoudSystem is more sensitive to detect when the person is
speaking softly, this could be for a variety of reasons, for instance the user does
not speak in front of the microphone or is faraway the robot.

Finally, we measured the effect of alternative calibration settings to the cho-
sen for our calibration. The settings were automatically generated using the
methodology proposed by Dean et. al. ([16]). The generation consists on mixing
recordings of a type of noise (e.g., street, food court noisie) and recordings of
speech. The SNR level is controlled during such mixing. In particular, we used
the food court type of noise5, the Robot Log corpus as the speech source and

5 Labelled as CAFE-FOODCOURTB1 in the type noise corpus.



Practical Speech Recognition for Contextualized Service Robots 433

we tried various SNR levels (i.e., 10 to 22). For this, we measured speech per-
formance of seven of the contextualized language models. The seven LMs where
chosen because they had more than 50 interactions in the corpus. For each lan-
guage model we evaluate the WER for each setting. Table 7 summarizes the
findings. As expected, a noisier environment worsens speech recognition. How-
ever, we can notice that if we did not specify to 20 dB as our base SNR, the
performance would have been reduced. It is important to notice as well that the
achieved performance is as good as the performance reached in original settings
(see Table 4).

8 Conclusions

In this work, we have presented three strategies that improve practical speech
recognition in a service robot. These strategies are: 1) contextualized speech
recognition, 2) the use of prompting strategies, and 3) in situ calibration of
our audio hardware. In the case of contextualized speech recognition we use the
context of the task to direct the speech recognition process through the use of
specific language models. In the case of the prompting strategies, the goal is to
communicate the context of what the robot is expecting to the user so he/she
knows when, how and what to say. And for the calibration setting strategy, we
take advantage of the environmental context in which the robot performs the
task.

The strategies were evaluated with the Robot Log corpus. We found that the
use of the contextualized speech recognition improves the performance in the
recognition module. We also found that the prompting strategies have a positive
effect on the interaction. In particular, we found evidence that the strategy of
letting know the user when to speak with a couple beeps improves the speech
recognition performance. We also found evidence that calibrating our system has
had a positive effect on the type of speech signal we obtain and on recognition
rates.

These strategies were implemented in the Golem-II+ robot at different stages
of its development. As we incorporated and tuned them we found these provided
a good base for a speech recognition module in a service robot using an out of the
box recognizer. At the core of the strategies is to take advantage of the context. It
is his exploitation and the combination of the strategies which has made possible
to improve the performance of the speech recognition in our service robot.
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Abstract. Monte Carlo Tree Search (MCTS) techniques brought fresh
breeze to the area of computer games where they significantly improved
solving algorithms for games such as Go. MCTS also worked well when
solving a real-life planning problem of the Petrobras company brought by
the Fourth International Competition on Knowledge Engineering Tech-
niques for Planning and Scheduling. In this paper we generalize the ideas
of using MCTS techniques in planning, in particular for transportation
problems. We highlight the difficulties of applying MCTS in planning, we
show possible approaches to overcome these difficulties, and we propose
a particular method for solving transportation problems.

Keywords: planning, search, Monte Carlo, logistic, transportation.

1 Introduction

Planning deals with problems of selection and causally ordering of actions to
achieve a given goal from a known initial situation. Planning algorithms assume
a description of possible actions and attributes of the world states in some mod-
eling language such as Planning Domain Description Language (PDDL) as its
input. This makes the planning algorithms general and applicable to any plan-
ning problem starting from building blocks to towers and finishing with planning
transport of goods between warehouses. Currently, the most efficient approach
to solve planning problems is heuristic forward search. The paper [13] showed
that classical planners are not competitive when solving a real-life transportation
planning problem of the Petrobras company [15]. The paper proposed an ad-hoc
Monte Carlo Tree Search (MCTS) algorithm that beat the winning classical
planner SGPlan in terms of problems solved and solution quality. This brought
us to the idea of generalizing the MCTS algorithm to a wider class of planning
problems. A sampling based approach has already been investigated in the field
of planning [17] (in a simplified form). The Arvand planner [9] proved that the
idea of using random-walks to evaluate states in deterministic planning is viable.

Monte Carlo Tree Search algorithm is a stochastic method originally pro-
posed for computer games. MCTS was modified for a single-player games and it
is also applicable to optimization problems. However, there are still difficulties
when applying to planning problems, namely existence of infinite sequences of
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actions and dead-ends. In this paper we identify these difficulties and we discuss
possible ways to overcome them. We then show how to modify the MCTS algo-
rithm to be applicable to a planning problem specification enhanced by so called
meta-actions. We demonstrate this idea using transportation problems which
are natural generalizations of the Petrobras domain [15].

The paper is organized as follows. We will first give a short background on
planning and Monte Carlo Tree Search techniques and we will highlight possi-
ble problems when applying MCTS in planning including a discussion how to
resolve these problems. We will then characterize the transportation planning
domains and show how to identify them automatically. After that we will de-
scribe the modifications necessary to apply MCTS to solve planning problems
in transportation (and possible other) domains. The paper will be concluded by
experimental comparison of our approach with the LPG planner [6].

2 Background

2.1 Planning

In this paper we deal with classical planning problems, that is, with finding a
sequence of actions transferring the world from a given initial state to a state
satisfying certain goal condition [5]. World states are represented as sets of pred-
icates that are true in the state (all other predicates are false in the state). For
example the predicate at(r1, l1) represents information that some object r1 is at
location l1. Actions describe how the world state can be changed. Each action a
is defined by a set of predicates prec(a) as its precondition and two disjoint sets
of predicates eff+(a) and eff−(a) as its positive and negative effects. Action
a is applicable to state s if prec(a) ⊆ s holds. If action a is applicable to state s
then a new state γ(a, s) defines the state after application of a as

γ(a, s) = (s ∪ eff+(a))− eff−(a)

Otherwise, the state γ(a, s) is undefined. The goal g is usually defined as a set of
predicates that must be true in the goal state. Hence the state s is a goal state
if and only if g ⊆ s.

The satisficing planning task is formulated as follows: given a description of
the initial state s0, a set A of available actions, and a goal condition g, is there
a sequence of actions (a1, . . . , an), called a solution plan, such that ai ∈ A, a1 is
applicable to state s0, each ai s.t. i > 1 is applicable to state γ(ai−1, . . . γ(a1, s0)),
and g ⊆ γ(an, γ(an−1, . . . γ(a1, s0)))?

Assume that each action a has some cost c(a). An optimal planning task is
about finding a solution plan such that the sum of costs of actions in the plan is
minimized. Formally, the task is to find a sequence of actions (a1, . . . , an), called

an optimal plan, minimizing
n∑

i=1

c(ai) under the condition g ⊆ γ(an, γ(an−1, . . .

γ(a1, s0))). In this paper we deal only with the optimal planning task so for
brevity we will be talking about planning while we will mean optimal planning.
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In practice, the planning problem is typically specified in two components: a
planning domain and a planning problem itself. The planning domain specifies
the names of predicates used to describe world states. For example, at(?movable,
?location) means that we can use relations at between movable objects and loca-
tions (typing is used to classify objects/constants). Similarly, instead of actions
the planning domain describes so called operators that are templates for actions.
A particular action is obtained by substituting particular objects (constants) to
the operator. We will give examples of operators specified in the PDDL language
later in the text. The planning problem then specifies a particular goal condition
and an initial state and hence it also gives the names of used objects (constants).

2.2 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is a stochastic optimization algorithm that
combines classical tree search with random sampling of the search space. The
algorithm was originally used in the field of game playing where it became very
popular, especially for games Go and Hex. A single player variant has been devel-
oped by Schadd et al. [11] which is designed specifically for single-player games
and can also be applied to optimization problems. The MCTS algorithm suc-
cessively builds an asymmetric tree to represent the search space by repeatedly
performing the following four steps:

1. Selection – The tree built so far is traversed from the root to a leaf using
some criterion (called tree policy) to select the most urgent leaf.

2. Expansion – All applicable actions for the selected leaf node are applied and
the resulting states are added to the tree as successors of the selected node
(sometimes different strategies are used).

3. Simulation – A pseudo-random simulation is run from the selected node
until some final state is reached (a state that has no successors). During the
simulation the actions are selected by a simulation policy,

4. Update/Back-propagation – The result of the simulation is propagated back
in the tree from the selected node to the root and statistics of the nodes on
this path are updated according to the result.

The core schema of MCTS is shown at Figure 1 from [3].
One of the most important parts of the algorithm is the node selection crite-

rion (a tree policy). It determines which node will be expanded and therefore
it affects the shape of the search tree. The purpose of the tree policy is to solve
the exploration vs. exploitation dilemma.

Commonly used policies are based on a so called bandit problem and Upper
Confidence Bounds for Trees [1,7] which provide a theoretical background to
measure quality of policies. We will present here the tree policy for the single-
player variant of MCTS (SP-MCTS) due to Schadd et al. [11] that is appropriate
for planning problems (planning can be seen as a single-player game where moves
correspond to action selection).
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Fig. 1. Basic schema of MCTS [3]

Let t(N) be the number of simulations/samples passing the node N , vi(N)
be the value of i-th simulation passing the node N , and v̄(N) be the average
value of all simulations passing the node N :

v̄(N) =

t(N)∑
i=1

vi(N)

t(N)

The SP-MCTS tree policy suggests to select the children node Nj of node N
maximizing the following function:

v̄(Nj) + C ·
√

2 ln (t(N))

t(Nj)
+

√√√√√√
t(Nj)∑
i=1

vi(Nj)2 − t(Nj) · v̄(Nj)2

t(Nj)

The first component of the above formula is a so called Expectation and it
describes an expected value of the path going through a given node. This sup-
ports exploitation of accumulated knowledge about quality of paths. The second
component is a Bias. The Bias component of a node Nj slowly increases ev-
ery time the sibling of Nj is selected (that is every time the node enters the
competition for being selected but it is defeated by another node) and rapidly
decreases every time the node Nj is selected, that is the policy prefers nodes that
have not been selected for a long time. This supports exploration of unknown
parts of the search tree. Bias is weighted by a constant C that determines the
exploration vs. exploitation ratio. Its value depends on the domain and on other
modifications to the algorithm. For example in computer Go the usual value
is about 0.2. When solving optimization problems, the range of values for the
Expectation component is unknown opposite to computer games, where Expecta-
tion is between 0 (loss) and 1 (win). Nevertheless it is possible to use an adaptive
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technique for adjusting the parameter C in order to keep the components in the
formula (Expectation and Bias) of the same magnitude [2]. The last component
of the evaluation formula is a standard deviation and it was added by Schadd et
al. [11] to improve efficiency for single-player games (puzzles).

3 MCTS for Planning

The planning task can be seen as the problem of finding a shortest path in
an implicitly given state space, where transitions/moves between the states are
defined by the actions. The reason why classical path-finding techniques cannot
be applied there is that the state space is enormous. From this point of view
planning is very close to single-player games though there are some notable
differences.

3.1 Cycles in the State-Space

MCTS uses simulations to evaluate the states. Hence, from the planning per-
spective, we need to generate solution plans – valid sequences of actions leading
to a goal state. Unlike the SameGame and other game applications of MCTS,
planning problems allow infinite paths in the state-space (even though the state-
space is finite) and this is quite usual in practice since the planning actions are
typically reversible. This is a serious problem for the MCTS algorithm since it
causes the expected length of the simulations to be very large and therefore only
a few simulations can be carried out within a given time limit. There are several
ways how to solve this problem.

1. Modifying the state-space so that it does not contain infinite paths. In general
this is a hard problem itself as it involves solving the underlying satisficing
planning problem, which is intractable.

2. Using a simulation heuristic which would guarantee that the simulation will
be finite and short. Such a heuristic is always a contribution to the MCTS al-
gorithm since it makes the simulations more precise. Obtaining this heuristic
may require a domain-dependent knowledge, but there exist generally appli-
cable planning heuristics.

3. Setting an upper bound on the length of simulations. This approach has two
disadvantages: the upper bound has to be set large enough so that it would
not cut off the proper simulations. Still if most of the simulations end on
the cut-off limit, then every one of them would take a long time to carry out
which would have a bad impact on the performance. Furthermore it is not
clear how to evaluate the cut-off simulations.

3.2 Dead-Ends

The other problem is existence of plans that do not lead to a goal state. We use
the term dead-end to denote a state such that no action is applicable to this state
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and the state is not a goal state. Note that dead-ends do not occur in any game
domain since in games any state that does not have successors is considered a
goal state and has a corresponding evaluation assigned to it (like Win, Loss, or
Draw in case of Chess or Hex, or a numerical value in case of SameGame for
example). In planning, however, the evaluation function is usually defined only
for the solution plans leading to goal states. A plan that cannot be extended
doesn’t necessarily have to be a solution plan and it is not clear how to evaluate
the simulation that ended in a dead-end. Possible ways to solve this issue are:

1. Modifying the state-space so that it would not contain dead-ends.
2. Using a simulation heuristic which would guarantee that the simulation

never encounters a dead-end state.
3. Ignoring the simulations that ended in dead-end states. If the simulation

should end in a dead-end we just forget it and run another simulation (hoping
that it would end in a goal state and gets properly evaluated). This approach
might be effective if dead-ends are sparse in the search space. Otherwise we
could be waiting very long until some successful simulation occurs.

4. Finding a way to evaluate the dead-end states.

3.3 Dead Components

A dead component is a combination of both previous problems – it is a strongly
connected component in the state-space that does not contain any goal state.
This is similar to the dead-ends problem except that we can easily detect a dead-
end (since there are no applicable actions there) but it is much more difficult
to detect a dead component since we would have to store all visited states (and
search among them every time) which would make the simulation process much
slower and the algorithm less effective.

4 Transportation Domains

As we mentioned earlier, modifying the planning domain so that its state-space
wouldn’t contain infinite paths and dead-end states requires to actually solve
the underlying satisficing problem. The MCTS algorithm has been used to solve
satisficing problems such as Sudoku however the method is much better suited
for optimization problems. Since the problem of satisficing planning is difficult
and in general intractable we have decided to restrict the class of domains which
our planner addresses. Based on good results with the Petrobras domain [13],
we chose to work with the transportation domains. This kind of domains seems
to be well suited for the MCTS method since:

1. it is naturally of an optimization type (typically fuel and time consumption
are to be minimized),

2. the underlying satisficing problem is usually not difficult,
3. transportation problems frequently occur in practice.
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Knowing that the domain is of the transportation type we can use domain
analysis techniques to gather more information about the domain structure and
dynamics. This higher level information is then exploited during the planning
process/simulation (as described in the next chapter).

We introduce the term Transportation component denoting a part of the plan-
ning domain that has a typical transportation structure. The transportation
component describes some vehicles, locations, and cargo and specifies actions
for moving the vehicles between the locations and for transporting the cargo
by loading and unloading it by the vehicles. We also assume that the goal is to
deliver cargo to specific destinations. We have created a template that describes
such a structure – the template describes relations between the symbols that
are typical for the transportation domains. By symbols we mean names of the
predicates, types of the constants, and names of the operators.

For example consider the following two operators (specified in PDDL) origi-
nating from two different planning domains:

( : a c t i on load
: parameters (? a − a i r p l a n e ?p − person

? l − l o c a t i o n )
: p r e cond i t i on ( and ( at ?a ? l ) ( at ?p ? l ) )
: e f f e c t ( and ( not ( at ?p ? l ) )

( in ?p ?a ) ) )

( : a c t i on get
: parameters (? v − v e h i c l e ? c − cargo

?d − de s t i n a t i o n )
: p r e cond i t i on ( and ( isCargoAt ? c ?d)

( i sVeh i c l eAt ?v ?d ) )
: e f f e c t ( and ( not ( isCargoAt ? c ?d ) )

( i s I n s i d e ? c ?v ) ) ) )

Even though these operators use different predicates, relations between the
symbols (get, vehicle, cargo, destination, isCargoAt, isVehicleAt, isInside) are
exactly the same as the relations between (load, airplane, person, location, at,
at, in).

The example shows that the structure of the domain (which is what we want to
capture) does not depend on the symbols used but only on the relations between
the symbols. This gives us means to define a generic transportation structure and
then we can check whether some given domainmatches this predefined structure.
For example, the action get in the above example can be seen as a template of
loading and we can say that the action load matches this template.

A transportation component is defined by the names of operators for load-
ing (denoted Op-L), unloading (Op-U ) and moving (Op-M ) actions, the names
of predicates describing positions of the vehicles (denoted Veh-At) and of the
cargo (Carg-At, Carg-In), as well as the types of constants that represent ve-
hicles (Type-Veh), cargo (Type-Carg) and locations (Type-Loc). Moreover there
has to be a certain relationship between these symbols. Operator Op-L has to
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have a predicate with the name Cargo-At among its positive preconditions and
negative effects and a predicate with the name Cargo-In among its positive ef-
fects. Both these predicates has to share some variable that has to have a type
Type-Cargo. Also it has to have a predicate with the name Veh-At in its positive
preconditions and this predicate has to share some variable with the predicate
Cargo-In mentioned above. This variable has to have a type Type-Veh. Finally
the two predicates with names Veh-At and Cargo-At in the operator definition
have to share some variable that has a type Type-Loc. In the above example of
two loading operators, we have the following matchings:

Op-L load get
Veh-At at isVehicleAt

Cargo-At at isCargoAt
Cargo-In in isInside
Type-Veh airplane vehicle
Type-Carg person cargo
Type-Loc location destination

The reader can easily verify that the required relations between the symbols
hold. In a similar way we can define the templates for unloading and moving
operators. A complete description of all the variables and constraints of the
templates as well as more examples of transportation components can be found
in [14].

We say that a planning domain contains a transportation component if it
is possible to substitute symbols from the domain description (names of the
operators, predicates, and types) to all three operator templates such that all the
constraints hold. It is possible that the domain contains more types of vehicles
or cargo or more operators for loading, unloading, and moving. For example in
the Zeno-Travel domain [10] the planes can travel at two different speeds – the
domain contains two different operators for moving - Fly and Fly-Fast. In these
cases we say that the domain contains more than one transportation component.
It is also possible that the transportation component is embedded within a more
complex structure in the planning domain. For example we may assume that
hoist is necessary to load cargo to a vehicle. Then the predicates may have
arity larger than two (hoist holds cargo at given location), the operators may
have more than three parameters (hoist is included), and they may have more
preconditions (vehicle is empty) and effects (hoist will be empty after the action,
while the vehicle will be full). Such operators can still fit the template as we do
not require the domain to be isomorphic to the template but rather only to
match the template.

Notice that the transportation component is defined by the values of some
variables which have to satisfy certain constraints defined by the template.
Hence, we can search for the components automatically in the domain descrip-
tion using constraint programming (CP) techniques [4]. The names of operators
(like Op-L or Op-M ), the names of the predicates (like Veh-At or Carg-In) and
the types (like Type-Loc) in the definition of the transportation component can
be seen as CP variables. The domains of these variables are derived from the
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planning domain description. For example the domain of the variable Op-L is
a set of all names of operators defined in the planning domain, the domain of
the variable Type-Veh is a set of all types used in the planning domain and so
on. Finding all the transportation components is equivalent to finding all the
solutions of this Constraint Satisfaction Problem. This step might be computa-
tionally demanding but it is done only once as preprocessing before the actual
planning starts. The transportation component is defined by relations between
symbols including types. Therefore this domain analysis technique can only be
used on domains that support typing. This however is not a restriction since the
types can be automatically derived from the domain description even if they are
not given explicitly [16].

5 MCTS in Planning for Transportation Domains

Recall that one of the main components of the MCTS algorithm is simulation
– looking for a solution plan from a given state. As these simulations are run
frequently to evaluate the states, it is critical to make the simulations short
(i.e. with low expected number of steps/actions) and to ensure that most of the
simulations will reach the goal (i.e. low probability of reaching a dead-end or a
dead component) so that the sampling would be fast and effective. We achieve
this by modifying the state space based on the analysis of the planning domain.

We modify the planning domain by replacing the given action model with so
called meta-actions (will be explained later). Meta-actions are learned during
planning and their purpose is to rid the domain of cycles and dead-ends. The
proposed model of meta-actions is theoretically applicable to all types of domains
however in our planner we only use it for a specific type of planning domains
where the learning technique is reasonably fast.

5.1 Meta-actions

Meta-actions (or composite actions) consist of sequences of original actions. The
purpose of using Meta-actions instead of the original actions is to prevent some
paths in the state-space from being visited during the simulation phase of the
MCTS algorithm. The original action model allows every possible path in the
search space to be explored by the planner though many paths are formed of
meaningless combinations of actions which do not lead to the goal. For example
the sequence load − unload− load − unload − . . . is a valid plan, but does not
bring us closer to the goal. If the simulation visits such a path, it might spend
a lot of time in cycles or end up in a dead-end. We use the meta-actions to
eliminate as many meaningless paths as possible which makes the Monte-Carlo
sampling process efficient enough to be worth using.

Each meta-action represents a sequence of original actions. If we want to
apply the meta-action, we apply all the actions in the sequence successively. If
we represent the state-space as a directed graph where vertices represent states
and edges represent actions then the meta-actions correspond to paths in this
graph. Our modification of the state-space can be seen as follows:
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1. Identify important paths in the graph (learn the meta-actions).
2. Remove all original edges from the graph (we no longer use the original

actions once we learned the meta-actions).
3. Add new edges to the graph. Edge is added from u to v if there exists a

meta-action A such that v = γ(A, u).

The planning/simulation is then performed on this new search space. Notice
that by removing the original actions, we may effectively remove some valid
plans from being assumed. Our goal is to create the meta-actions in such a way
that the important paths in the state-space would be preserved (especially paths
representing optimal solutions should be preserved) and paths leading to cycles
or dead-ends would be eliminated.

5.2 Example of the Meta-actions Model

We will first give examples of two meta-actions constructed for the Zeno-Travel
Domain [10]. The original domain description contains actions Fly, Load and
Unload. The following two meta-actions were learned by the planner (the learning
method will be described later).

( : a c t i on f l y+load
: parameters (? a − a i r p l a n e ?p − person

? from ? to − l o c a t i o n )
: p r e cond i t i on ( and ( at ?a ? from )

( at ?p ? to ) )
: e f f e c t ( and ( not ( at ?a ? from ) )

( not ( at ?p ? to ) ) ( at ?a ? to )
( in ?p ?a ) ) )

( : a c t i on f l y+unload
: parameters (? a − a i r p l a n e ?p − person

? from ? to − l o c a t i o n )
: p r e cond i t i on ( and ( at ?a ? from )

( in ?p ?a ) )
: e f f e c t ( and ( not ( at ?a ? from ) )

( at ?a ? to ) ( not ( in ?p ?a ) )
( at ?p ? to ) ) )

In this example the original state-space contains many infinite paths – for
example performing action fly without ever loading anything or repeatedly per-
forming actions load-unload. The modified state-space which uses meta-actions
doesn’t contain these paths. It still contains some infinite paths but their number
is greatly reduced.

5.3 Learning the Meta-actions

Let us suppose that we have already found the transportation components in the
planning domain. Every meta-action we create belongs to some transportation
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component and we shall describe the learning algorithm using the terms from the
definition of a transportation component. In particular, we will use terms such
as vehicle, cargo, loaded cargo, operator Move and so on even though we do not
know the exact symbols that play these roles in the particular planning domain
(for example Move can be called fly in the particular domain). The operators,
types, and predicates might have different names in each particular transporta-
tion planning domain but their meaning is still the same. The term operator
Load for example refers to the operator that plays the role of loading in the
particular domain. We can use this assumption since we have already assigned
meaning to these symbols by identifying the transportation components.

To recognize the important paths we use a landmark-based approach where
we first find the state landmarks in the domain (landmark is a set of states such
that every solution plan has to visit at least one of these states) and then we
find paths between the nearest landmarks. These paths will be stored in a form
of meta-operators and used during the simulation phase of MCTS (instantiated
to meta-actions).

Assuming the transportation domains where the goal is to deliver some cargo
simplifies the process of identifying landmarks. Basically, we have two types of
landmarks. In order to deliver cargo, it has to be loaded in some vehicle and
then unloaded. For every cargo that has not yet been delivered the set of all
states where this cargo is loaded in some vehicle represents a state landmark of
the problem. Similarly for a cargo that is loaded the set of all states where this
cargo is not loaded represents a state landmark. We create the meta-actions by
finding the shortest paths between two consecutive landmarks. For finding the
shortest paths we use an exhaustive search where we assume that the domain
is simple enough for this process to be tractable - i.e. the paths between the
landmarks are short and simple. Having the sequence of actions, we do lifting to
obtain a sequence of operators that then define the meta-operator.

Let us summarize the whole learning technique. Suppose that during the sim-
ulation phase the MCTS algorithm visits a state where no known meta-action
is applicable. Then the learning procedure is initiated which works as follow.

1. select some transportation component randomly
2. select some not delivered cargo from this component randomly
3. if this cargo is not loaded, find the shortest path (paths) to some state where

it is loaded; otherwise (i.e. if it is already loaded) find the shortest path to
some state where it is not loaded. These paths consist of original actions.

4. create meta-actions from these sequences, lift them to meta-operators, and
store them for future use.

In the Zeno-Travel domain these shortest paths only contained two actions and
the meta-actions were fly+load and fly+unload. In the Petrobras domain how-
ever the paths might be longer. In this case meta-actions of a length up to four
were found, namely undock+navigate+dock+load and undock+navigate+dock+
unload.

The method of exploiting meta-actions can be described as follows. We find
optimal sub-plans for sub-goals that need to be achieved to reach the expected
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”big” goal (for example load yet-unloaded cargo by first flying to the cargo
location and then loading it), we encapsulate these sub-plans into meta-actions
and generalize the meta-actions to meta-operators by lifting, and finally we use
these meta-operators when planning for the ”big” goal. This can be in principle
done for any planning domain, but identifying the landmarks and finding sub-
plans is in general a hard problem.

6 Experimental Results

We have compared our technique with the LPG planner [6] – a state-of-the-art
domain-independent optimal planner for PDDL2.2 domains and the top per-
former at IPC4 in plan quality. We used two domains for comparison: the Zeno-
Travel domain as an example of an artificial IPC domain – one of the simplest
transportation domains possible, and the simplified Petrobras domain, which is
much closer to real practical problems. The simplified Petrobras domain is sim-
ilar to the originally proposed Petrobras domain [15] with the difference that
the cargo no longer has any weight assigned to it, loading and unloading takes a
fixed amount of time (no longer depends on the weight) and the ships can hold
arbitrarily many cargo (no longer have a capacity limit). Also the plan quality
is only measured by the fuel consumption and makespan (the original domain
used several other vaguely defined criteria).

We have generated 40 random problems from both domains with the increas-
ing size of the problems. The LPG planner optimized the fuel consumption
while the MCTS planner optimized weighted sum of both fuel consumption and
makespan. Every problem had a time limit assigned according to its size. The
smallest problems had the time limit of 5 minutes, the largest ones had a limit
of 40 minutes. The best solutions found within the time limit are reported. The
experiments were conducted on the same computer – Asus A8N-VM CSM with
processor AMD Opteron (UP) 144 @ 1800MHz (8 cores) and 1024MB of physical
memory.

6.1 Zeno-Travel Domain

The results of the experiments with the Zeno-Travel domain are shown in
Figure 2. Both planners were able to solve all the problems. In plan quality
the LPG planner outperformed the MCTS planner by approximately 10 percent
overall (measured by the sum of fuel consumption and makespan).

6.2 Simplified Petrobras

In the case of simplified Petrobras domain both planners were again able to
solve all the problems within the given time limit. The results of experiments
are shown in Figures 3(a), 3(b) and 4.

The LPG planner outperformed the MCTS in fuel consumption as Figure 3(a)
shows. The MCTS planner on the contrary outperformed LPG in makespan
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Fig. 2. Results of the experiments in the Zeno-Travel domain

(see Figure 3(b)). Figure 4 shows the results according to the weighted sum
of both these criteria. We used the combined objective function 1 ∗ fuel + 4 ∗
makespan so that both criteria are comparable and equally important in the
sum. In this case MCTS slightly outperformed the LPG by approximately 5
percent overall.

(a) Fuel consumption (b) Makespan

Fig. 3. Results of the experiments in the simplified Petrobras domain

6.3 Discussion

The preliminary experimental results show that the simple MCTS planner is
competitive with the complex LPG planner. The LPG planner found simpler
plans with less parallelism and less vehicles used. Therefore it had better fuel
consumption but worse makespan. The MCTS planner on the contrary found
more sophisticated plans using more vehicles and more actions.

The MCTS planner performed better on the more complicated domain (com-
pared to LPG) which we believe is caused by the use of meta-actions. Meta-
actions can capture complex paths in the state-space and allow to use these
paths again during the planning. In the Zeno-Travel domain the planner only
learned 2 meta-operators while in the simplified Petrobras the number of learned
meta-operators was 12.
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Fig. 4. Results of the experiments in the simplified Petrobras domain - weighted sum
of makespan and fuel consumption

The MCTS technique combined with the learning of meta-actions proved to
be competitive with standard planning software even though it is still only a
prototype and still has a potential for further improvement. We believe that by
efficient implementation, integration of other techniques [12] or by hybridization
with other algorithms [8] the performance can be further increased.

7 Conclusions

In this paper we showed that an ad-hoc MCTS planner from [13] can be gen-
eralized to a wider range of planning domains while keeping its efficiency. We
characterized transportation planning domains using templates of three typi-
cal operations (loading, moving, unloading), we showed how to automatically
identify these operations in the description of any planning domain and how to
exploit the structure found for learning macro-operations that speed-up MCTS
simulations. The resulting MCTS planner is already competitive with the state-
of-the-art planner LPG thought the implementation of the MCTS planner is
not fine-tuned. Due to space limit, the paper focused on explaining the main
concepts of the method, the formal technical details can be found in [14].

A universal MCTS planner would require a fast technique for solving the un-
derlying satisficing problem which does not seem possible for arbitrary planning
domain. It can however be used in the domains where the underlying problem is
easy to solve and a complex objective function is used in the optimization prob-
lem. Transportation domains are a good example of such domains. We believe
that there are many more planning domains that have this property (especially
those that are practically motivated) and therefore MCTS techniques may be-
come a new and efficient way to address such problems.
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Abstract. In this paper the Interactive Procedure for Multiple Objective Opti-
misation Problems (IPMOOP) is presented as a tool used for the solution of 
multiple objective optimisation problems. The first step of this procedure is the 
definition of a decision-making process group (DMPG) unit, where the decision 
maker (DM) and the analytic programmer actively interact throughout the solu-
tion of the problem. The DMPG is responsible for providing the information 
about the problem’s nature and features. The main characteristic of IPMOOP is 
the definition of a surrogate objective function to represent the different objec-
tives. The objectives are transformed into goals and the DM is asked to define 
aspiration levels which include his preferences. In each iteration, the solutions 
are presented to the DM who decides whether to modify the aspiration levels or 
not. This allows the DM to find a satisfactory solution in a progressive manner. 
In order to demonstrate the applicability of this approach an activity allocation 
problem was solved using a genetic algorithm since the surrogate function can 
act as the fitness function. The solutions found were satisfactory from the DM’s 
point of view since they achieved all the goals, aspiration levels and met all the 
constraints.   

Keywords: multiple objective problems, genetic algorithms, interactive  
methods. 

1 Introduction 

Multiple objective problems (MOP) arise in various fields and numerous papers have 
been published either on the development of new techniques to solve MOPs [1, 2] or 
on the application of multiple objective techniques to solve particular problems [3, 4]. 

The purpose of solving a multiple objective optimisation problem is to optimise 
the decision maker’s (DM) utility or preference function [5]. Because the objective 
functions are conflicting with one another, an optimal solution that simultaneously 
maximises or minimises all the objective functions does not usually exist. Therefore, 
it is necessary to identify non-dominated solutions or efficient solutions. It is impor-
tant to bear in mind that all non-dominated solutions can be considered equally ap-
propriate and consequently the DM may have to identify the most preferred [6].   
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MOPs can be classified according to the DM’s preferences. A number of techniques 
consider the DM’s preferences a-priori, where the objectives are transformed into a 
single objective function, together with some preference information expressed as 
weights. The main drawback of those techniques is that an evident assumption is made 
about the ability of the DM to give detailed and precise information [7]. A-posteriori 
methods are concerned with finding all or most of the efficient solutions to a problem 
without first asking the DM about preferences. As a result, these methods take a lot of 
computation time and the DM ends with too much information to choose from [8].  

Interactive methods, however, require a progressive articulation of the DM prefe-
rences. The emphasis is on finding a compromise solution [9]. The main advantage of 
these methods is that, in comparison with a-posteriori methods, they require a much 
shorter computation time since only the solutions that the decision makers are inter-
ested in are generated. Also, the DM can learn about the problem during the process, 
understand the relationship between the objective functions and have more realistic 
goals [8]. Gardiner and Steuer [10] suggested a framework that can accommodate the 
different interactive methods, that are based on either a reference point, a classifica-
tion, a marginal rate of substitution or a surrogate value for trade-offs. Luque et al. [6] 
concluded that the same efficient solutions were found regardless of which interactive 
method was used in any iteration as long as the same information (results) was pre-
sented to the DM.  

The objective of this paper is to present a framework to solve multiple objective 
optimisation problems following an interactive procedure. The framework is generic 
and can be used with any optimisation method. The partial information about the 
DM’s preferences are obtained interactively in several steps of the framework. This 
information is used to define a surrogate function. It gives the DM more insight into 
the problem and helps to identify the objectives to be satisfied.  

2 Method Definition 

The main purpose of a general multi-objective problem (MOP) is defined as finding 
the maximal/minimal solution, having a decision variable vector x of dimension n and 
k objectives: 

 max/min [f1(x), f2(x), … , fk(x)] (1) 

subject to: 

 gi(x) ≤ 0,  i = 1, 2, … , m (2) 

where m is the number of constraints [11]. 
A non-dominated solution exists where it is not possible to improve one objective 

without decreasing the other objectives. In a formal way x* is a non-dominated solu-
tion if and only if there is not any x ∈ X (where X is the feasible set of variables that 
satisfies the constraints) such that fi(x

*) ≤  fj(x) for all i, and fj(x
*) <  fj(x) for at least 

one j [11]. The members of the solution set that are non-dominated constitute the 
Pareto optimal set. 
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As stated by Churchman et al. [12] there are two main actors in the solution of a 
decision problem: the DM and the researcher (analytic programmer). It is important to 
bear in mind that the DM could be one person or a group of people. The DM and the 
researcher have to be in continuous communication. Therefore, they will be consi-
dered as a unit called a decision-making process group (DMPG). The main purpose of 
this unit is to consider the DM and the researcher as one entity that will work together 
throughout the solution of the problem. 

Saaty [13] stated that to make a decision it is necessary to have “knowledge, in-
formation and technical data” such as details about the problem, the people involved, 
objectives and policies, constraints and time horizons. The IPMOOP proposed in this 
paper includes all the elements defined by Saaty [13]. This procedure is divided into 
two phases. 

2.1 Phase 1 

1. The DM Identification. This is a vital aspect of the process because the DM is one 
of the most important elements in the application of this kind of method. The DM is 
the individual or group of people that recognises the problem, sets the objectives and 
selects the decision to be made by defining its preferences in an interactive way. The 
DM can be one individual or a group of individuals.  

2. Objective Definition.  Keeney and Raiffa [14] define an objective as the element 
that gives the direction to follow in order to achieve a better outcome. Hwang and 
Masud [11] and Keeney and Raiffa [14], define an objective as the direction in which 
it is expected “to do better” but they also include the DM’s perception. In other 
words, the definition of objective considered for purposes of this research will be the 
direction to follow to find a better outcome as perceived by the DM or a group of 
experts. 

3. Decision Variables Definition. The DM defines the decision variables which are 
used to describe the objective and choose among the solution alternatives to the  
problem. 

4. Constraint Equations Formulation 
Goals and aspiration levels definition. The goal levels are defined as “conditions 
imposed on the DM by external forces” and the aspiration levels are “attainment le-
vels of the objectives which the DM personally desires to achieve” [15]. A goal is 
something desired by the DM that helps to clearly identify a level of achievement or a 
target. To determine this definition both Keeney and Raiffa [14] and Hwang and Ma-
sud [11] were considered. The DM participates in an interview or answers a question-
naire developed by the researcher. The main purpose of this questionnaire or inter-
view is to gather as much quantitative information as possible from the DM to be used 
in the goals and aspiration levels definition. 

(a) Goal equations formulation. Two vectors U and V are defined as having the 
maximum and minimum values of the objective functions respectively. This 
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means that vector U has the values of the maximisation of each objective sepa-
rately (e.g. max z1(x), max z2(x), max z3(x), max z4(x), max z5(x)), subject to 
constraints gi(x) ≤ 0. In addition vector V has the minimum values found fol-
lowing the same procedure, in other words, minimising each objective separate-
ly subject to the constraints. This is to know the ranges of objective vectors in 
the non-dominated set [16]. 

(b) Aspiration levels definition. The aspiration levels are directly related to the de-
cision-maker’s preferences. Simon [17] concluded that aspiration levels specify 
the conditions for satisfaction. He considered satisfying models have a better 
performance than optimising models. The satisfying model offers the DM the 
possibility of searching for new alternatives of action. Finally, Simon [17] 
stated that most entrepreneurs want to achieve a satisfactory alternative of ac-
tion rather than the optimal. 

As mentioned before, this process is completely focused on the introduction of the 
DM’s preferences and also the DM is part of the DMPG unit definition.  

2.2 Phase 2 

Phase 2 is a process which is cycling until a satisfactory solution is obtained. The 
solutions found in each iteration are used in the assessment process in which the DM 
makes a decision about changes prior to the next iteration. In this way, the process is 
interactive because it takes into account the DM’s preferences. 

1. Surrogate Function Formulation. The decision problem has k goals, n decision 
variables, and a constraint set X.  Each goal is connected to an objective function, so 
for k goals there will be k objective functions. These functions are represented in a set 
z = (z1, z2, …, zk)  and will be used to evaluate how well the goals have been accom-
plished. It is necessary that the set of constraints X be continuous, and the constraint 
and objective functions be at least first order differentiable [18]. The goals are trans-
formed into a function d(x) in the real positive set. If d < 1 the goal is satisfied. Each 
goal function will be compared to its correspondent aspiration level AL and will be 
transformed into a d function as follows: 
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These equations are based on Monarchi et al. [18] method. The surrogate function s 
used will be defined as: 

 =
=

P
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1
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subject to 

                               Xx ∈    

2. Surrogate Function Optimisation and Solution Technique Selection. Having 
defined the surrogate function, the next step is the surrogate function optimisation, in 
other words, its maximisation or minimisation. The problem solution involves making 
a decision on which analytic, numerical or simulation [12] technique to use. The se-
lection of this technique depends on the problem’s characteristics.  

3. Possible Solutions Analysis. The solutions found are presented to the DM. 

4. DM’s Preferences.  In this method the DM’s preferences are expressed in the 
form of aspiration levels. 

5. Solution Technique Selection. The solution technique selected in this paper is 
genetic algorithms (GA). IPMOOP includes the use of a surrogate function that can 
be directly understood as the objective function and mapped as the GA’s fitness func-
tion. The selection operator to be used in this binary GA is tournament selection 
where a group of chromosomes is chosen randomly. These chromosomes participate 
in a tournament where the one with the best fitness value wins. The winner is inserted 
in the next population. In order to obtain the new population this process is repeated v 
times. This selection procedure could be implemented in a polynomial time complexi-
ty O(v), and scaling and translation do not affect it.  

• Initial population: P(t) = {p1, p2, p3, … , pn} ; P(t) ∈ Iv  
• Tournament size: r ∈ {1, 2, …, v} 
• Population after selection: P’(t) = {p’1, p’2, p’3, … , p’v} 

For the recombination operator a probability of crossover px is defined. A one-
point crossover with a uniform distribution is used to select a random position in the 
two chromosomes (parents). The segments to the right hand side of the position se-
lected are swapped generating two new individuals (offspring). 
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The mutation operator is defined with a probability of mutation pm (small) where 
all positions in the parent (chromosome) have the same probability of being chosen.   

• Selected parent: p = (a1, …, aw) ∈ Iw = {0,1}w 
• Probability of mutation: pm is the probability of independently inverting each ai 

(gene) and i ∈ {1,…,w} 
• New individual: p’= m(p) 

3 Problem Formulation 

An academic department at a university provides a range of undergraduate and post-
graduate degree courses, five separate courses, each of which can lead to a Bachelor 
degree. The five courses are: Computer Systems Engineering, Systems and Control 
Engineering, Electronic, Control and Systems Engineering, Mechanical Systems En-
gineering, and Medical Systems Engineering.  

In this department, every semester or every year a resource allocation problem is 
solved. This problem consists of allocating different activities to the academic staff. 
The main purpose is to achieve the objectives of the university and the department in 
the best way possible. In this section, this problem using the IPMOOP is solved. It 
can be considered as an overall objective “to improve the activities allocation of the 
academic staff in the department”. 

The department counts five professors, three readers, six senior lecturers and three 
lecturers. This makes a total of 17 members of the academic staff to be considered in 
the allocation. Each member of the academic staff has to work 37 hours a week. 

The academic staff activities are divided into three areas: research, lectures and 
administrative work. Lectures are divided into two areas: undergraduate and graduate. 
The graduate programmes are an MSc and PhD research and taught programmes. It is 
important to bear in mind that the academic year is divided into two semesters: spring 
and autumn.  

3.1 Phase 1 

1. The DM Identification. The first step is the DM identification. For this problem 
the DM identified is the Assistant Head of Department. The second step of the proce-
dure is the data collection. For this reason as much information as possible has to be 
gathered about the department and its academic activities.  

Each academic staff member has to be considered as an individual with different 
preferences and skills. For this reason, it is necessary to formulate a final problem that 
considers other aspects of the problem outlined by the DM. The number of modules 
offered by the department a year is 30 for undergraduates and 16 for graduates, this 
makes a total of 46 modules. It is important to bear in mind that more than one lectur-
er gives some of these modules. Additionally, it is also important to take into consid-
eration that the modules that involve the development of a project are not considered 
in the total number of modules because they require another kind of supervision rather 
than giving a lecture. 
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Table 1 presents the number of modules taught by each academic staff member 
representing the current teaching allocation needed to cover all courses offered.  The 
modules are measured in terms of credits and one aspect to be aware of is that some 
modules do not have integer numbers. This occurs because some modules are given 
by more than one member of the academic staff and therefore the module’s number of 
credits is divided by the number of academic staff members that are involved in it. An 
interesting aspect to consider is the arithmetical mean of the total of credits because it 
can yield information about the average of credits taught in the department by each 
member of academic staff. The arithmetic mean in this case is 32. In order to make 
the problem more understandable and easier to handle, the DMPG unit decided to 
assign values from 1 to 3 to each member of academic staff to classify them in terms 
of the rounded number of credits they taught.  

The values assigned are as follows:  

− from 0 to 29 credits a value of 1 is assigned; 
− from 30 to 39 credits a value of 2 is assigned; 
− from 40 to 60 credits a value of 3 is assigned. 

In other words, an academic staff member who has been assigned a value of three 
is someone that dedicates most of his or her time to lecturing activities. 

The total number of credits in the department is 545. This total number of credits 
can be used as a constraint in the final problem formulation. 

Once the information about the lecturing activities is gathered, it is necessary to 
analyse the research activities. The term research activities will be understood as any 
activity related to research such as writing papers, attending conferences, research 
student supervision, and research projects.  

The DM wants to allocate as many hours as possible to research activities. For this 
reason, it was decided to assign a value of 3 to the research activities of each academ-
ic staff member. This means, that each academic staff member is expected to have 
high levels in the research activity allocation in order to maintain high standards in 
the department research activities. The research activities will be measured in hours a 
week. 

Table 2 presents the administrative roles of the department. From this table, it can 
be seen that the number of administrative work activities in the department is 38. The 
DM was asked to evaluate each activity using a scale from 1 to 5, where 1 represents 
activities that require low performance time and 5 represents activities that require 
high performance time. Consequently, the administrative work activities will be 
measured in points. The total of points assigned to the 38 different activities is 80. 

Table 1 shows the total of points of administrative work activities assigned to each 
academic staff member. As in the research activities, the DM was asked to assign a 
value from 1 to 3 to each academic staff member.  The DMPG unit decided to assign 
the values using the following rules: 

− from 0 to 3 points a value of 1 is assigned; 
− from 4 to 6 points a value of 2 is assigned; 
− from 7 to 15 points a value of 3 is assigned. 
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Table 1. Credits taught by each academic staff member and total of points assigned to each 
academic staff member (teaching and administrative work) 

 

2. Objectives Definition. The first objective is to maximise the overall number of re-
search activities in the department. The second objective is to minimise the number of 
points of administrative work in the department. The third objective is to maximise the 
number of credits of the academic staff. The overall objective of this problem is to main-
tain a high level of fairness in the allocation results for each academic staff member.  

3. Decision Variables Definition. As in the initial problem formulation, three deci-
sion variables will be considered, each of them representing one of the three main 
activities (research, lecturing and administrative work) of the academic staff. The 
research activities are represented by the decision variable xri, measured in 
hours/week, where i = 1, 2, 3,…, n and n is the total number of academic staff mem-
bers. The lecturing activities are represented by the decision variable xli, measured in 
credits/year, where i = 1, 2, 3,…, n and n is the total number of academic staff mem-
bers. The administrative work activities are represented by the decision variable xai, 
measured in hours/week, where i = 1, 2, 3,…, n and n is the total number of academic 
staff members. It is expected that each member of the academic staff will have a dif-
ferent activities allocation according to his or her skills and preferences.  

Academic 
staff 

member 
 

Credits  
Semester 

1 

Credits  
Semester 

2 
TOTAL 

Assigned 
values 

Teaching 

Total 
Points 
Admin 
work 

Assigned 
Values 
Admin 
work 

1 Professor and Head of 
Department 5 5 10 1 11 3 

2 Professor 24 15 39 2 5 2 
3 Professor 24.17 8.75 32.92 2 4 2 
4 Professor 30.83 20 50.83 3 5 2 
5 Professor 0 0 0 1 0 1 
6 Reader 22.5 10 32.5 2 3 1 
7 Reader 3.33 50 53.33 3 5 2 
8 Reader 14 23.75 37.75 2 6 2 
9 Senior Lecturer 10 35 45 3 4 2 

10 Senior Lecturer 32.5 0 32.5 2 5 2 
11 Senior Lecturer 3.33 35.42 38.75 2 5 2 
12 Senior Lecturer 24 25 49 3 4 2 
13 Senior Lecturer 10.67 36.67 47.34 3 9 3 
14 Senior Lecturer 20.67 13.75 34.42 2 4 2 
15 Lecturer 0 20 20 1 3 1 
16 Lecturer 5 6.67 11.67 1 4 2 
17 Lecturer 10 0 10 1 3 1 

 Total credits   545    
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Table 2. DM’s evaluation of administrative work activities   

 

4. Constraints Equation Formulation. The constraints are defined as follows: 

─ Each academic staff member has to work a minimum of 10 hours a week on re-
search. 

─ The total number of credits that the academic staff members have to teach is a 
minimum of 545. 

─ The total number of points of administrative work for the academic staff mem-
bers is a minimum of 80. 

5. Goals Definition 

Goal equations formulation.  
 

Goal 1 Hours of research (z1 ≥ tr) 

 =
=

n

i
ixrz

1
1  (8) 

Goal 2 Credits of lecturing (z2 ≥ tl)  

Administrative roles Evaluation Administrative roles Evaluation 
Chair, Health and Safety Committee 1 BEng Programme Leader 2 

Chair, Research Committee 1 Chair, Teaching and Learning Commit-
tee 2 

Demonstrator Co-ordinator   1 PGR Admissions Tutor 2 
RTP Co-ordinator 1 Industrial Liaison Co-ordinator 2 
Chair, Strategy Committee 1 Assistant Examinations Officer 2 
Subject Review Co-ordinator 1 Chair, Policy Committee 3 
Chair, Student Affairs Committee 1 Timetable Co-ordinator 3 
ERASMUS/SOCRATES Co-ordinator 1 Chair, Computing Committee 3 
Careers Co-ordinator 1 MTP/DLP Director 3 
Assistant Chair, Teaching and Learning 
Committee 1 MSc Programme Leader 3 

Library Co-ordinator 1 Project Co-ordinator (MSc & UG) 3 
Deputy UUG Admissions Tutor 1 Examinations Officer 3 
Schools Liaison Officer  1 Aerospace Tutor/Admissions 3 
Seminar Co-ordinator 1 PACT Director 3 
Schools Liaison Officer  1 MEng Programme Leader 4 
Chair, Executive Committee 2 UG Admissions Tutor 4 
PG(Taught) Admissions Tutor 2 Assistant Head of Department 5 
Head of Web Team 2 Head of Department 5 
Quality Assurance Co-ordinator 2 Total of points 80 
Chair, Publicity Committee 2   
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 =
=

n

i
ixlz

1
2  (9) 

Goal 3 Points of administrative work (z3 ≤ ta) 

 =
=

n

i
ixaz

1
3  (10) 

The goals defined are: 

− To raise the number of hours/week doing research to at least tr = 170. This means 
at least 10 hours/week for each academic staff member. 

− To maintain the number of credits lecturing above tl = 545. 
− To hold the number of points doing administrative work below ta = 90. 

Table 3. Activity allocation proposed by the DMPG unit 

 

Aspiration levels definition. The aspiration levels for each academic staff were de-
fined as follows: 

─ AL1 = 20 hrs/week (research). 

In the lecturing case three aspiration levels were assigned, each level corresponds to 
the value assigned by the DMPG unit. 
 

Academic staff  
Member 

Assigned values 
 (research) 

Assigned values 
(lecturing) 

Assigned values 
(administrative work) 

Current DMPG Current DMPG Current DMPG 
1 3 3 1 1 3 3 
2 3 3 2 2 2 2 
3 3 3 2 2 2 2 
4 3 3 3 3 2 1 
5 3 3 1 2 1 1 
6 3 3 2 2 1 1 
7 3 3 3 3 2 1 
8 3 3 2 2 2 2 
9 3 3 3 3 2 1 

10 3 3 2 2 2 2 
11 3 3 2 2 2 2 
12 3 3 3 3 2 1 
13 3 3 3 2 3 3 
14 3 3 2 2 2 2 
15 3 3 1 3 1 1 
16 3 3 1 1 2 2 
17 3 3 1 2 1 2 
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─ value = 1, AL2 ≤ 19 credits (lecturing); 
─ value = 2, 20 ≤ AL2 ≤ 39 credits (lecturing); 
─ value = 3, AL2 ≥ 40 credits (lecturing). 

In the administrative work case three aspiration levels were assigned, each level cor-
responds to the value assigned by the DMPG unit. 

─ value = 1, AL3 ≤ 3 points (administrative work); 
─ value = 2, 4 ≤ AL3 ≤ 6 points (administrative work); 
─ value = 3, AL3 ≥ 7 points (administrative work). 

Table 3 presents the activity allocation in the department and the new activity al-
location proposed by the DMPG unit in terms of assigned values form 1 to 3. The new 
activity allocation will be used as the programme’s input data. 

3.2 Phase 2  

1. Surrogate Function Formulation. A surrogate function is defined for each aca-
demic staff member. Following the formulations defined in equations 3 to 6, the func-
tion d is calculated as follows: 

 
Goal 1 Hours of research a week (z1 ≥ AL1) 
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AL
d
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Goal 3 Points of administrative work (z3 ≤ ALT3) 
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The surrogate function for each academic staff member is defined as follows: 

 iiii ddds 321 ++=  (14) 

Non-dominated solutions are generated and evaluated for each member of staff to 
obtain the individual surrogate function. Then the global surrogate function is opti-
mised. 

2. Surrogate Function Optimisation. After the surrogate function is formulated, the 
GA will be performed minimising the surrogate function defined as follows: 

 =
=

n

i
iT ss

1
min  (15) 

3. Solution Technique Selection. It was decided to programme a binary GA with 
tournament selection and single-point crossover. The initial population size is 1360 
and the probabilities of crossover and mutation are 0.50 and 0.15 respectively and the 
GA is run 50 cycles. The GA is defined considering two fitness functions: one for 
each academic member of staff and another for the entire allocation. The genotype is 
then defined a matrix of size n x 3; where n is the total number of members of staff 
and 3 is the number of decision variables xri,  xli,  xai. It also includes si, d1i, d2i, d3i 
and ST which are represented as floating point vectors. The chromosomes are random-
ly generated subject to the research constraint of working a minimum of 10 hours a 
week and the overall matrix is subject to the teaching and administrative points’ con-
straints of minimum 545 credits and minimum 80 points respectively.  

 

4. Possible Solutions Analysis. In order to find the final problem’s possible solutions, 
the GA has to be run minimising the total surrogate function. This is performed in 
such way to be able to handle each academic staff member individually. It is impor-
tant to bear in mind that the goals are achieved if the values of the d functions are 
smaller than one.  

The solutions found after running the GA are presented in Table 4. From this ta-
ble, it is possible to see that only for academic staff member number 1 the research 
aspiration level is not achieved. The rest of the allocation results are appropriate and 
achieve their correspondent aspiration levels. It can also be seen that the constraints 
such as “each academic staff member has to work a minimum of 10 hours/week doing 
research”, “the total number of credits that the academic staff members have to teach 

Academic 
staff 

member 
Research Lecturing Administrative d1 d2 d3 s 

1 xr1 xl1 xa1 d11 d21 d31 s1 
2 xr2 xl2 xa2 d12 d22 d32 s2 
… … … … … … … … 
n xrn xln xan d13 d23 d33 s3 

Total Trh Tlh Tah    ST 
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is a minimum of 545” and “the total number of points of administrative work for the 
academic staff members is a minimum of 80” have been met. In other words, each 
academic staff member has been allocated more than 10 hours/week for research ac-
tivities, the total number of credits to teach is greater than 545 (598) and the number 
of points of administrative work is greater than 80 (82). Therefore, it could be con-
cluded that the allocation results are appropriate. However, the fact that for one aca-
demic staff member the research aspiration level is not achieved makes the DMPG 
unit generate a new activity allocation. 

The DMPG unit decided not to modify the whole allocation results; instead the al-
location for member 1 has been calculated again, obtaining the following results: 

─ Research activities 20 hrs/week; 
─ Lecturing activities 9 credits a year; 
─ Administrative work activities 13 points. 

Table 4. First allocation results 

 
 
It can be seen that in these allocation results all the individual aspiration levels are 

achieved. Therefore, the DMPG unit decided to include it in the complete activity 
allocation. The results are presented in Table 5 where it can be seen that the con-
straints are met. The DMPG unit decided to run the GA once more to see if it is poss-
ible to find an allocation that does not have to be modified. Table 6 presents the new 
allocation results. 

Finally, the DM has to decide which of the solutions found satisfies most of his or 
her preferences. The main conclusion, after applying the IPMOOP for the solution of 
this activity allocation problem, is that this procedure is very effective in the solution 
of these kinds of optimisation problems and that the use of GAs allows the DMPG 
unit to find satisfactory solutions. It has been demonstrated that the IPMOOP is capa-
ble of handling the interaction between the DM and the analytic programmer in a very 
smooth way. Finally, the use of hybrid approaches provides the necessary tools for the 
solution of multiple objective optimisation problems. 

Academic 
staff  

member 

Research 
(hrs/week) 

Lecturing 
(credits/year) 

Administrative 
work (points) d1 d2 d3 s 

1 19 7 15 1.052632 0.368421 0.466667 1.887719 
2 20 29 5 1.000000 0.945942 0.980000 2.925942 
3 20 36 4 1.000000 0.975897 1.000000 2.975897 
4 20 49 2 1.000000 0.816327 0.666667 2.482993 
5 22 27 1 0.909091 0.945812 0.333333 2.188236 
6 22 30 2 0.909091 0.947692 0.666667 2.523450 
7 20 59 2 1.000000 0.677966 0.666667 2.344633 
8 23 27 4 0.869565 0.945812 1.000000 2.815377 
9 20 57 1 1.000000 0.701754 0.333333 2.035088 

10 24 37 6 0.833333 0.982911 1.000000 2.816244 
11 20 28 6 1.000000 0.945275 1.000000 2.945275 
12 24 57 3 0.833333 0.701754 1.000000 2.535088 
13 24 37 14 0.833333 0.982911 0.500000 2.316244 
14 22 27 4 0.909091 0.945812 1.000000 2.854903 
15 26 52 3 0.769231 0.769231 1.000000 2.538462 
16 23 8 4 0.869565 0.421053 1.000000 2.290618 
17 27 31 6 0.740741 0.950422 1.000000 2.691163 

Total 376 598 82     
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Table 5. Second allocation results 

 

Table 6. Third allocation results 

 
 
From Table 6, it can be seen that all the allocation results are appropriate and 

achieve their correspondent aspiration level. It can also be concluded that the con-
straints such as “each academic staff member has to work a minimum of 10 
hours/week doing research”, “the total number of credits that the academic staff 
members have to teach is a minimum of 545” and “the total number of points of ad-
ministrative work for the academic staff members is a minimum of 80” have been 
met. In other words, each academic staff member has been allocated with more than 
10 hours/week for research activities, the total number of credits to teach is greater 
than 545 (579) and the number of points of administrative work are greater than 80 
(82). Consequently, it can be concluded that the allocation results are appropriate. 

Academic 
staff member 

Research 
(hrs/week) 

Lecturing 
(credits/year) 

Administrative 
work (points) d1 d2 d3 s 

1 20 9 13 1.052632 0.368421 0.466667 1.887719 
2 20 29 5 1.000000 0.945942 0.980000 2.925942 
3 20 36 4 1.000000 0.975897 1.000000 2.975897 
4 20 49 2 1.000000 0.816327 0.666667 2.482993 
5 22 27 1 0.909091 0.945812 0.333333 2.188236 
6 22 30 2 0.909091 0.947692 0.666667 2.523450 
7 20 59 2 1.000000 0.677966 0.666667 2.344633 
8 23 27 4 0.869565 0.945812 1.000000 2.815377 
9 20 57 1 1.000000 0.701754 0.333333 2.035088 

10 24 37 6 0.833333 0.982911 1.000000 2.816244 
11 20 28 6 1.000000 0.945275 1.000000 2.945275 
12 24 57 3 0.833333 0.701754 1.000000 2.535088 
13 24 37 14 0.833333 0.982911 0.500000 2.316244 
14 22 27 4 0.909091 0.945812 1.000000 2.854903 
15 26 52 3 0.769231 0.769231 1.000000 2.538462 
16 23 8 4 0.869565 0.421053 1.000000 2.290618 
17 27 31 6 0.740741 0.950422 1.000000 2.691163 

Total 377 600 80     

Academic 
staff 

 member 

Research 
(hrs/week) 

Lecturing 
(credits/year) 

Administrative 
work (points) d1 d2 d3 s 

1 23 8 11 0.869565 0.421053 0.636364 1.926981 
2 27 30 5 0.740741 0.947692 0.980000 2.668433 
3 23 27 5 0.869565 0.945812 0.980000 2.795377 
4 23 47 3 0.869565 0.851064 1.000000 2.720629 
5 20 29 2 1.000000 0.945942 0.666667 2.612608 
6 23 27 2 0.869565 0.945812 0.666667 2.482044 
7 23 47 2 0.869565 0.851064 0.666667 2.387296 
8 20 33 5 1.000000 0.958462 0.980000 2.938462 
9 22 47 1 0.909091 0.851064 0.333333 2.093488 

10 20 33 5 1.000000 0.958462 0.980000 2.938462 
11 26 31 6 0.769231 0.950422 1.000000 2.719653 
12 24 57 3 0.833333 0.701754 1.000000 2.535088 
13 26 31 13 0.769231 0.950422 0.538462 2.258114 
14 20 38 5 1.000000 0.990445 0.980000 2.970445 
15 26 52 3 0.769231 0.769231 1.000000 2.538462 
16 27 12 6 0.740741 0.631579 1.000000 2.372320 
17 22 30 5 0.909091 0.947692 0.980000 2.836783 

Total 395 579 82     
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4 Conclusions 

The IPMOOP’s first step is the definition of a unit called decision-making process 
group (DMPG), where the DM and the researcher continuously interact during the 
solution of the problem, the formulation and solution of an initial problem, the use of 
surrogate functions, the use of different techniques in the solution of the problem and 
the formulation and solution of a final problem.  

The method presented in this paper is similar to the synchronous approach in inter-
active multiple objective optimization method presented by Miettinen [8]. The main 
difference is that the classification used in this paper is simpler than the five classes 
presented in [8] where upper bounds corresponding to the classification are necessary. 
When IPMOOP is compared to an interactive reference point based method [20] it 
can be seen that there is no need of weight generation to reflect the DM’s preference 
information. Therefore, the ideal and the nadir objective vectors do not have to  
be generated making the process faster and easier for the DM to incorporate his  
preferences. 

An activity allocation for the academic staff members in a department at a univer-
sity was solved using the IPMOOP. The final problem formulation consisted of the 
definition of more general objectives and the activities were measured as follows: 
research (hours/week), lecturing (credits/year) and administrative work (points). A 
binary GA performed the optimisation, making the interactive process more efficient 
(faster).  The solutions found were satisfactory from the DM’s point of view. The 
allocation results found in the final problem allow the DM to visualise each academic 
staff member as an individual with different preferences and skills. 

It can be concluded that the IPMOOP is effective in the solution of multiple objec-
tive optimisation problems because it is capable of handling the interaction between 
the DM and the researcher (DMPG unit). It considers that it is not always the first 
problem formulation that takes into account all the problem’s characteristics, objec-
tives and constraints. For this reason the use of a final problem makes the IPMOOP a 
desirable tool for the solution of MCDM problems. Also, the use of a surrogate func-
tion allows local improvement (for each individual) without weakening the global 
solution.  In terms of computation time, it means improving the problem’s solution 
without solving it entirely again. 
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Abstract. The International Planning Competitions have led to development of 
a standard modeling framework for describing planning domains and problems 
– Planning Domain Description Language (PDDL). The majority of planning 
research is done around problems modeled in PDDL though there are only a 
few applications adopting PDDL. The planning model of independent actions 
connected only via causal relations is very flexible, but it also makes plans less 
predictable (plans look different than expected by the users) and it is probably 
also one of the reasons of bad practical efficiency of current planners (“visibly” 
wrong plans are blindly explored by the planners). In this paper we argue that 
grouping actions into flexible sub-plans is a way to overcome the efficiency 
problems. The idea is that instead of seeing actions as independent entities that 
are causally connected via preconditions and effects, we suggest using a form of 
finite state automaton (FSA) to describe the expected sequences of actions. Arcs 
in FSA are annotated by conditions guiding the planner to explore only “prop-
er” paths in the automaton. The second idea is composing primitive actions into 
meta-actions, which decreases the size of a FSA and makes planning much  
faster. The main motivation is to give users more control over the action  
sequencing with two primary goals: obtaining more predictable plans and im-
proving efficiency of planning. The presented ideas originate from solving the 
Petrobras logistic problem, where this technique outperformed classical  
planning models. 

Keywords: planning, modeling, transportation, tabling. 

1 Introduction 

Recent research in the area of planning is centered on the representation of problems 
in the Planning Domain Description Language introduced for International Planning 
Competitions [2]. Having a standard modeling language accelerated research in the 
area of planning and led to development of many benchmark problems that are used 
to experimentally evaluate and compare various solving approaches. On the other 
hand, PDDL is based on the original STRIPS idea of having actions that are causally 
connected via their preconditions and effects. This makes planning very flexible but 
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also introduces some undesirable behaviors. For example, an action for unloading an 
item can be planned immediately after an action that loaded the item. This is causally 
correct (unloading requires the item to be loaded which is achieved by the loading 
action) though from a human perspective such action sequences are not desirable (the 
state after unloading will be identical to the state before loading). It is possible to 
forbid such situations by changing the model in such a way that, for example, a trans-
portation action is planned between loading and unloading1. However, such enhanced 
models are less natural and less readable by humans, and flaws can be easily intro-
duced in the models if more such modifications are required. It seems more natural, if 
a human modeler prescribes possible (reasonable) action sequences. There exist two 
modeling approaches based on this idea, hierarchical task networks (HTNs) [9] and 
timelines [13]. While HTN uses the notion of task that decomposes into sub-tasks 
until primitive activities are obtained, timelines focus on modeling allowed time evo-
lutions of state variables and synchronizations between the state variables. 

In this paper we study a modeling framework positioned half way between time-
lines and HTNs. Similarly to [4] we propose to use a finite state automaton (FSA) 
describing allowed sequences of actions. A FSA plays the role of effects and condi-
tions from classical planning as it says which actions may follow a given action. A 
FSA can be accompanied by additional constraints restricting when some transitions 
between the actions may occur. These conditions are different from classical action 
preconditions as they involve information about the goal (Pickup cargo only when 
there is some cargo to deliver). This is much closer to control rules [7], but rather 
than specifying control rules separately from the description of the planning domain, 
we suggest integrating them in the domain. This is an original idea of this paper. 

We have found that the above modeling approach is not sufficient enough when solv-
ing real-life problems and we suggest additional extensions motivated by the Petrobras 
challenge. The Petrobras challenge is a logistic problem [15] of transporting cargo items 
between ports and oil platforms using vessels with limited capacity. The paper [14] 
studied three approaches to solve this problem. The winning technique was based on 
Monte Carlo Tree Search (MCTS) where the search was done over sequences of meta-
actions. Each meta-action was then decomposed to primitive actions based on the situa-
tion. In this paper we use a very similar idea where we take “reasonable” sub-plans 
(sequences of actions) and encode them as a single meta-action. The FSA is then de-
fined over these meta-actions. During planning the selected meta-action decomposes 
into a sequence of primitive actions depending on the current situation. There already 
exists a concept of macro-actions in planning [5]. However, while a macro-action de-
composes to a fixed sequence of primitive actions, a meta-action may decompose to 
different sequences of primitive actions based on the situation. The concept of meta-
actions is closer to HTNs, though we use only one level of decompositions – from a 
meta-action to a sequence of primitive actions. Also, planning in our framework is 
based on action sequencing rather than on task decomposition. 

This paper shows that action grouping and prescribed action sequencing are very 
important for the Petrobras challenge. Instead of sophisticated MCTS method, we use 
backtracking accompanied by tabling [16] to solve the problem. As we shall experi-

                                                           
1  The action unload may use some new proposition – a semaphore – as its precondition, and 

this proposition is removed by the load action while added by the transport actions. 
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mentally show the resulting method achieves very similar performance to the MCTS 
algorithm. Hence we believe the presented modeling concepts are important for solv-
ing real-life planning problems and may bring significant efficiency boost. 

The paper is organized as follows. We will first briefly introduce the Petrobras 
challenge, highlight some of its important components, and describe the three tech-
niques already applied to this problem. Then we will present the proposed modeling 
framework based on finite state automata, explain the solving technique, and show 
how actions can be grouped to meta-actions. After that we will experimentally com-
pare our method with the current best methods using the Petrobras benchmarks from 
[14]. Description of possible future directions of research will conclude the paper. 

2 The Petrobras Challenge 

2.1 Problem Formulation 

International Competition on Knowledge Engineering for Planning and Scheduling 
(ICKEPS 2012) brought several real-life motivated modeling and solving challenges 
including the Petrobras problem. The Petrobras problem [15] deals with planning 
deliveries of cargo items between ports and platforms while respecting the capacity 
limits of vessels, ports, and platforms. The ports and platforms can serve a limited 
number of vessels at the same time; the vessels can transport limited weight of cargo 
items, vessels’ load influences vessels’ speeds and fuel consumption, and the limited 
capacity of fuel tanks must also be assumed when planning transport (refueling is 
possible). Given a set of cargo items to deliver (including cargo weights and initial 
ports), the problem is to find a feasible plan that guarantees the delivery of all cargo 
items to given destinations (platforms) and respects the constraints on the vessel, port, 
and platform capacities. The vessels should leave a waiting area, perform their mis-
sion and go back to one of the waiting areas. Loading and unloading of cargo items 
are done at ports and platforms and require some time. The vessels can be refueled at 
ports and certain platforms and each vessel must always have enough fuel to go to the 
nearest refueling station. We will describe the particular primitive actions, which can 
be assumed during planning, later in the text. 

2.2 Techniques Used to Solve the Challenge 

So far there was only one attempt to solve the full Petrobras challenge. Toropila et al. 
[14] applied classical planning, temporal planning, and Monte Carle Tree Search 
(MCTS) to solve the Petrobras challenge. 
 The classical planning approach modeled the problem in PDDL 3.0 [10] with 
numerical fluents describing the restricted resource capacities (fuel tank, cargo ca-
pacity, ports/platforms docks). This model used actions as specified in the problem 
formulation, namely: navigate-empty-vessel, navigate-nonempty-vessel, load-cargo, 
unload-cargo, refuel-vessel-platform, refuel-vessel-port, dock-vessel, undock-vessel. 
SGPlan 6.0 [11] was used to solve the problem while optimizing fuel consumption 
(other planners have been tried but were not able to process the domain description). 
Action duration was added to the solution in the post-processing stage. 
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The temporal planning approach modeled the problem in PDDL 3.1 [12] with 
fluents and durative actions. Basically the same set of actions with durations was 
used. This model supports concurrency of actions directly. The Filuta planner [8] was 
used to solve the problem while optimizing makespan. Filuta uses ad-hoc solvers to 
handle resources, namely unary, consumable, and reservoir resources are supported. 

The last approach exploited Monte Carlo Tree Search (MCTS) techniques that 
become recently popular in computer Go [6]. To allow using MCTS, a different ac-
tion model was applied to obtain finite plans in search branches. This model is based 
on four abstract actions: Load, Unload, Refuel, GoToWaitingArea. These actions 
describe “intentions” and they are decomposed to particular actions based on situation 
(state). For example, the action Unload assumes that cargo is loaded and vessel is 
either in a port or a platform. This action is decomposed in the following way. If the 
current location of the vessel is the same as the target location of the cargo then only a 
single underlying action unload-cargo is performed, otherwise the abstract action is 
translated to the following sequence of the original actions: undock-vessel, navigate-
nonempty-vessel, dock-vessel, unload-cargo. 

The experiments with the challenge data and randomly generated data, where the 
number of vessels and cargo items varied (3-10 vessels, 1-15 cargo items), showed 
that the classical planning approach is not viable as it cannot solve problems with 
more (7+) cargo items. The MCTS was the clear winner, followed by Filuta that can 
solve all problems, but the quality of plans was significantly lower (30% for makes-
pan, 130% for fuel consumption). 

3 The Novel Modeling Approach 

The approaches from the Petrobras challenge inspired us to explore the reasons of 
success of the MCTS technique (and partly Filuta). In particular we focused on the 
“predefined” action sequences that are hidden in the abstract actions of the MCTS 
approach and partly also in the special resource solvers in the Filuta planner. Another 
motivation for our research went from the efficient model of the Sokoban game im-
plemented in B-Prolog [17]. This model was also based on grouping actions into spe-
cific sequences. Our hypothesis is that even a simple search algorithm, for example 
depth-first search with tabling [16], can solve complex planning problems provided 
that the model itself guides the solver by describing expected action sequences rather 
than giving only independent actions connected via causal relations. 

3.1 Model Based on Finite State Automata 

Let us first describe the possible plans of each vessel in the Petrobras challenge as a 
finite state automaton. Finite state automata (FSA) were shown to significantly im-
prove efficiency of constraint-based planners [4] and they represent a natural model to 
describe allowed action sequences. FSAs are also used in the Filuta planner to de-
scribe allowed state transitions. Figure 1 shows the FSA that models all possible ac-
tions and transitions between the actions for a single vessel in the Petrobras domain. 
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We already use some abstract actions there, for example the action navigate means 
navigate-empty-vessel, if the vessel is empty, or navigate-nonempty-vessel, if some 
cargo is loaded to the vessel. Similarly the action refuel means either refuel-vessel-
platform or refuel-vessel-port depending on whether the vessel is docked in a plat-
form or in a port. Notice also that the presented FSA restricts some action sequences. 
In particular, it is not possible to dock immediately after undocking – there is no prac-
tical reason for such a sequence of actions though the classical PDDL model allows it. 
Similarly, refueling is done only after loading/unloading – this removes symmetrical 
sequences of actions with an identical overall effect (the vessel is loaded/unloaded 
and refueled). Finally, during one stop at the port or platform, the FSA allows either 
loading of cargo or unloading of cargo, but not both operations together. This is moti-
vated by the particular problem to be solved – we need to move cargo from ports to 
platforms. Hence, there is no need to unload a cargo (at some platform) and load 
another cargo at the same location. In principle, it might be possible to move cargo to 
some intermediate location where it will be picked up by another vessel. However 
such flexible plans were not found necessary in the Petrobras challenge. Note finally 
that all these sequencing restrictions are naturally modeled using the transitions in the 
FSA. If more flexible plans are desirable then the corresponding transitions can be 
added to the FSA. We also use another mechanism to restrict sequencing by putting 
constraints on the transitions. These constraints describe situations when the transition 
is allowed. We will describe these constraints in more detail later in the text. The 
classical planning model with action preconditions and effects makes expressing such 
allowed action sequences much more complicated and not very natural (see the foot-
note 1 in the Introduction). 

 

Fig. 1. Finite state automaton describing actions and allowed transitions (with some conditions) 
between the actions in the Petrobras challenge 

Actions in the model have specific durations that are given by action parameters 
(such as locations and current load for the navigation actions). Hence, in the planning 
terminology we should rather talk about planning operators and actions are obtained 
by setting values of the parameters. The capacity of the vessel is modeled in the ac-
tion, for example, the transition to a loading action is allowed only if there is enough 
capacity in the vessel. 
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So far we discussed plans for a single vessel, but if there are more vessels in the 
problem, their plans interact. For example at most two vessels can be docked at the 
port at the same time. We check these synchronization constraints when adding a new 
action to the plan as described in the next section. 

3.2 Solving Approach 

The solving algorithm uses the round-robin approach, where an action is selected for 
each vessel provided that the last action for that vessel finished before the rolling 
horizon. Figure 2 demonstrates the left-to-right round-robing solving approach that 
combines planning (action selection) with scheduling (allocation to time and re-
sources). At the beginning all vessels are waiting so in the first step, we select an 
action for each vessel. There is only one exception of this process – if a vessel is wait-
ing and a new waiting action is selected, we only prolong the existing waiting action 
for that vessel. Waiting action is the only action with arbitrary duration so it is possi-
ble to set its duration to any time. Action selection represents the choice point of the 
search algorithm. The only “heuristic” for action selection is the fixed order of actions 
in the model specification, where for example unloading is before loading which is 
before refueling for a docked vessel. There are also “control rules” encoded in the 
action descriptions – for example, the navigation action for an empty vessel goes only 
to a port with some remaining cargo, or to a refueling station, or to a waiting area. 
 

 

Fig. 2. Illustration of the left-to-right integrated planning and scheduling approach with a roll-
ing horizon (vertical line). Newly added actions are displayed as black rectangles; x-axis 
represents time. 

We have implemented the above solving approach in B-Prolog using tabling [1]. It 
means that we use depth-first search with remembering visited states – the state is 
represented by current states of vessels and a list of cargo items to be still delivered. 
In each step, we select an action for each vessel and move the time horizon. The core 

 
 

 1 
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idea of this “planning” algorithm can be described using the following abstract code 
(this is actually an executable code in Picat [3] the follower of B-Prolog): 

table (+,-,min) 
plan(S,Plan,Cost),final(S) =>  
    Plan=[],Cost=0. 
plan(S,Plan,Cost) => 
    action(Action,S,S1,ActionCost), 
    plan(S1,Plan1,Cost1), 
    Plan = [Action|Plan1], 
    Cost = Cost1+ActionCost. 

As the reader can see, the search procedure is very simple. The real power of the solv-
ing approach is hidden in the action model and in the tabling mechanism. Tabling is 
important to save visited states so they are not re-explored. In the above code, for 
each state S the tabling mechanism stores the found Plan while minimizing the Cost 
of the plan (the cost is measured by makespan in the Petrobras problem). It is a form 
of a branch-and-bound procedure. 

3.3 Meta-actions 

Though the presented action model already included some sequencing restrictions, we 
have found experimentally that the model did not scale up well. In fact, it worked 
only for a single vessel with a few cargo items to deliver. By exploring the generated 
plans we noticed two types of erratic behavior. If more cargo items were available for 
delivery, all “free” vessels headed to the port, where cargo was located. This behavior 
was caused by preferring the navigation action to other actions if some cargo should 
be delivered. As the cargo was available before the first vessel loaded it, the other 
vessels “believed” that there is still some cargo to deliver and so transport to the port 
was planned for them. The second problematic behavior was that vessels left the wait-
ing area just to refuel and then returned back to the waiting area. 

Though the naïve model was not competitive to solve the problem, it showed the 
core ideas of our proposed modeling approach. The reasonable sequences of actions 
are modeled using a finite state automaton. To follow some transition a specific con-
dition must be satisfied. We can make this model more efficient by grouping se-
quences of actions into a meta-action similarly to the MCTS approach [14]. Each 
meta-action may be a sequence of primitive actions with possible alternatives. We 
propose a model using four meta-actions with more specific conditions to apply the 
actions. Figure 3 shows the resulting finite state automaton including the transition 
conditions. Each meta-action decomposes into primitive actions while applying addi-
tional conditions on the actions. For example, the Deliver action starts with the navi-
gate action but the destination is selected only from the destinations of loaded cargo 
items (a choice point). The next action in the sequence is docking followed by unload-
ing and, if possible refueling done in parallel with unloading. We always unload all 
cargo items for a given destination and we always refuel the full tank (deterministic 
choice). The last action in the sequence is undocking. The Deliver action can only be 
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used if some cargo is loaded to the vessel. Similarly, the Pickup action is applicable 
only if the vessel is empty and there is some cargo to deliver. We select the port 
where cargo is available (choice point) and pre-allocate some cargo items to the ves-
sel (choice point). These conditions ensure that vessels are moving only when neces-
sary. The Pickup action then decomposes to navigate, docking, loading and refueling, 
and undocking actions. Note that there could be more loading actions if more cargo 
items are loaded. As the order of loaded items is not important, only a single sequence 
of loading actions is explored during the decomposition (based on the fixed order of 
cargo items). This further reduces the search space – equivalent permutations of load-
ing actions are not explored (similarly for unloading actions). The last two actions are 
Waiting and Go2Wait that are applicable if the vessel is empty and it is in the waiting 
area (then Waiting) or elsewhere (Go2Wait). The Go2Wait action decomposes to the 
navigate action, but if there would not be enough fuel then the vessel navigates to a 
refueling station before navigating to the waiting area. The three actions that include 
transport – Pickup, Delivery, Go2Wait – force the vessels to do only “reasonable” 
moves. If the vessel is empty, it can either go to a waiting area or to some port to 
pickup cargo, if any cargo is available. No other movement is allowed. Similarly, if 
the vessel is loaded, it can go only to some platform where some loaded cargo should 
be delivered. 
 
 
 
 

 
 
 
 
 

 

Fig. 3. Meta-actions and allowed transitions between meta-action in the Petrobras domain 

The meta-actions allow users to specify expected sub-plans with conditions when 
to apply the sub-plans and non-determinism to be resolved by the planner (what cargo 
by which vessel). The user has better control about how the plans look like while 
leaving some decisions to the solver. The major caveat is some loss of flexibility. By 
specifying the sub-plans we may omit possible plans that were not assumed by the 
user. For example, in our model, we do not allow to pickup new cargo while some 
cargo is still loaded to the vessel. Also the cargo is only unloaded at its final destina-
tion. In particular, it is not possible to deliver the cargo “half-way” and using another 
vessel to deliver it to the final destination. These restrictions were intentional to re-
duce exploration of “unwanted” plans. 

Pickup 
navigate, dock, load+,{refuel}, undock 

Deliver 
navigate, dock, unload+,{refuel}, undock  

Go2Wait 
{navigate, dock, refuel, undock}, navigate  

Wait 

cargo available 
loaded

loaded 
available cargo
+empty

empty
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4 Experimental Results 

To evaluate the proposed modeling and solving techniques we compare them with the 
best approaches from [14], namely the Filuta planner and the MCTS approach. We do 
not include SGPlan as its results were poor compared to other approaches. The Filuta 
planner minimized makespan identically to our method, while the MCTS planner 
used a manually tuned ad-hoc objective function that combined makespan, the num-
ber of actions, and fuel consumption: usedFuel+10*numActions+5*makespan. We re-
use here the results reported in [14] where the experiments were run on the Ubuntu 
Linux machine equipped with Intel® Core™ i7-2600 CPU @ 3.40GHz and 4GB of 
memory and the planners were allowed to use approximately 10 minutes of runtime. 
Our method was implemented in B-Prolog, we run the experiments on the MacOS X 
10.7.5 (Lion) machine with 1.8 GHz Intel® Core™ i7 CPU and 4GB of memory, and 
we report the best results found within one minute of runtime (we did not observe any 
further improvement when running B-Prolog longer). 

We will first present the results for the original Petrobras problem described in 
[15], which consisted of 10 vessels and 15 cargo items to deliver, with the original 
fuel tank capacity for all vessels set to 600 liters. Table 1 shows the comparison of 
makespan and fuel consumption that were two major objectives in the Petrobras chal-
lenge. We can see that our approach is significantly better than the Filuta planner in 
both objectives and it also beats the best so-far approach based on MCTS in the ma-
kespan though the total fuel consumption is worse. 

Table 1. Results for the Petrobras problem from [15] 

Planner Makespan Fuel 
Filuta 263 (1.62x) 1989 (2.24x) 
MCTS 204 (1.26x) 887 (1.00x) 
B-Prolog 162 (1.00x) 1263 (1.42x) 

 
To compare the approaches in more detail, the paper [14] proposed several random 

benchmarks based on the Petrobras domain, where the number of cargo items to de-
liver and the number of available vessels varied. They also varied the fuel tank ca-
pacity, but according to the experiments this had a limited impact of performance so 
we kept the fuel tank capacity at 600 liters. We used two scenarios from [14] with 3 
vessels and 10 vessels (called Group A and Group B in [14]), and we varied the num-
ber of cargo items from 1 to 15. Figure 4 shows the comparison of makespan for all 
three planners. We can observe that our approach is better for problems with the 
smaller number of cargo items, while the MCTS method takes lead when the number 
of cargo items increases. In fact, for the first six problems in each group, our system 
found (and proved) makespan-optimal plans, while the other two planners are sub-
optimal only. We were also consistently better than the Filuta planner. 

Regarding the fuel consumption (Figure 5), our planner is closer to the Filuta plan-
ner; we are mostly better but there were problems on which Filuta found plans with 
less fuel consumption. The MCTS method was consistently the best planner regarding 
fuel consumption, though this is not surprising as the other two planners optimized 
makespan only. 
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does not always correspond with the increased fuel consumption. This behavior re-
quires more detailed study that can also uncover why the plans generated by our me-
thod have larger fuel consumption than the MCTS method. 

 

Fig. 6. Makespan and fuel consumption in plans found for the Petrobras challenge 

5 Conclusions 

We proposed a novel framework for describing planning problems that is based on 
meta-actions and transitions between them accompanied by conditions when the tran-
sitions can be used. Each meta-action decomposes into primitive actions; again spe-
cific conditions can be imposed on the parameters of these actions and also on their 
composition. The main motivation was to give users more control over action se-
quencing with two primary goals: obtaining more predictable plans and improving 
efficiency of planning. We demonstrated the modeling principles using a single do-
main – the Petrobras challenge – and using a single solving approach – B-Prolog with 
tabling. Though the solving technique is very simple, the proposed approach was 
shown to be competitive with the leading technique for the Petrobras problem in 
terms of plan quality (our technique was also faster). 

The next step is to decouple the modeling approach from the solving mechanism 
and applying it to other planning problems. We sketched the modeling principles 
informally; a formal description in the form of a modeling language is necessary for 
more general applicability. The presented approach can also drive further research in 
the tabling methods applied to optimization problems. Other solving techniques may 
also be applied, we are not aware of any current planner supporting all three presented 
features: meta-actions, predefined action sequencing, and control rules. It would be 
interesting to study how these three modeling techniques contribute to plan efficiency. 
Our preliminary experiments showed that their combination helped to successfully 
solve the Petrobras challenge. 
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Abstract. The ways people express their opinions and sentiments have radically
changed in the past few years thanks to the advent of social networks, web com-
munities, blogs, wikis, and other online collaborative media. The distillation of
knowledge from the huge amount of unstructured information on the Web can be
a key factor for marketers who want to create an image or identity in the minds
of their customers for their product or brand. These online social data, however,
remain hardly accessible to computers, as they are specifically meant for human
consumption. The automatic analysis of online opinions, in fact, involves a deep
understanding of natural language text by machines, from which we are still very
far. To this end, concept-level sentiment analysis aims to go beyond a mere word-
level analysis of text and provide novel approaches to opinion mining and sen-
timent analysis that enable a more efficient passage from (unstructured) textual
information to (structured) machine-processable data, in potentially any domain.

Keywords: AI, NLP, concept-level sentiment analysis, big social data analysis.

1 Introduction

Hitherto, online information retrieval has been mainly based on algorithms relying on
the textual representation of web pages. Such algorithms are very good at retrieving
texts, splitting them into parts, checking the spelling, and counting their words. But
when it comes to interpreting sentences and extracting meaningful information, their
capabilities are known to be very limited.

Early works aimed to classify entire documents as containing overall positive or
negative polarity, or rating scores of reviews. Such systems were mainly based on su-
pervised approaches relying on manually labeled samples, such as movie or product
reviews where the opinionist’s overall positive or negative attitude was explicitly indi-
cated. However, opinions and sentiments do not occur only at document-level, nor they
are limited to a single valence or target. Contrary or complementary attitudes toward
the same topic or multiple topics can be present across the span of a document.

Later works adopted a segment-level opinion analysis aiming to distinguish senti-
mental from non-sentimental sections, e.g., by using graph-based techniques for seg-
menting sections of a document on the basis of their subjectivity, or by performing a
classification based on some fixed syntactic phrases that are likely to be used to express
opinions.
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In more recent works, text analysis granularity has been taken down to sentence-
level, e.g., by using presence of opinion-bearing lexical items (single words or n-grams)
to detect subjective sentences, or by exploiting association rule mining for a feature-
based analysis of product reviews. These approaches, however, are still far from being
able to infer the cognitive and affective information associated with natural language
as they mainly rely on knowledge bases that are still too limited to efficiently process
text at sentence-level. Moreover, such text analysis granularity might still not be enough
as a single sentence may contain different opinions about different facets of the same
product or service.

2 Main Approaches to Sentiment Analysis

Existing approaches to sentiment analysis can be grouped into three main categories:
keyword spotting, lexical affinity, and statistical methods. Keyword spotting is the most
naive approach and probably also the most popular because of its accessibility and
economy. Text is classified into affect categories based on the presence of fairly un-
ambiguous affect words like ‘happy’, ‘sad’, ‘afraid’, and ‘bored’. The weaknesses of
this approach lie in two areas: poor recognition of affect when negation is involved and
reliance on surface features. About its first weakness, while the approach can correctly
classify the sentence “today was a happy day” as being happy, it is likely to fail on a sen-
tence like “today wasn’t a happy day at all”. About its second weakness, the approach
relies on the presence of obvious affect words that are only surface features of the prose.
In practice, a lot of sentences convey affect through underlying meaning rather than af-
fect adjectives. For example, the text “My husband just filed for divorce and he wants
to take custody of my children away from me” certainly evokes strong emotions, but
uses no affect keywords, and therefore, cannot be classified using a keyword spotting
approach.

Lexical affinity is slightly more sophisticated than keyword spotting as, rather than
simply detecting obvious affect words, it assigns arbitrary words a probabilistic ‘affin-
ity’ for a particular emotion. For example, ‘accident’ might be assigned a 75% prob-
ability of being indicating a negative affect, as in ‘car accident’ or ‘hurt by accident’.
These probabilities are usually trained from linguistic corpora. Though often outper-
forming pure keyword spotting, there are two main problems with the approach. First,
lexical affinity, operating solely on the word-level, can easily be tricked by sentences
like “I avoided an accident” (negation) and “I met my girlfriend by accident” (other
word senses). Second, lexical affinity probabilities are often biased toward text of a par-
ticular genre, dictated by the source of the linguistic corpora. This makes it difficult to
develop a reusable, domain-independent model.

Statistical methods, such as Bayesian inference and support vector machines, have
been popular for affect classification of texts. By feeding a machine learning algorithm
a large training corpus of affectively annotated texts, it is possible for the system to
not only learn the affective valence of affect keywords (as in the keyword spotting
approach), but also to take into account the valence of other arbitrary keywords (like
lexical affinity), punctuation, and word co-occurrence frequencies. However, traditional
statistical methods are generally semantically weak, meaning that, with the exception of
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obvious affect keywords, other lexical or co-occurrence elements in a statistical model
have little predictive value individually. As a result, statistical text classifiers only work
with acceptable accuracy when given a sufficiently large text input. So, while these
methods may be able to affectively classify user’s text on the page- or paragraph- level,
they do not work well on smaller text units such as sentences or clauses.

3 Concept-Level Sentiment Analysis

Concept-based approaches to sentiment analysis focus on a semantic analysis of text
through the use of web ontologies or semantic networks, which allow the aggregation of
conceptual and affective information associated with natural language opinions. By rely-
ing on large semantic knowledge bases, such approaches step away from blind use of key-
words and word co-occurrence count, but rather rely on the implicit features
associated with natural language concepts. Unlike purely syntactical techniques, concept-
based approaches are able to detect also sentiments that are expressed in a subtle manner,
e.g., through the analysis of concepts that do not explicitly convey any emotion, but which
are implicitly linked to other concepts that do so.

The analysis at concept-level is intended to infer the semantic and affective infor-
mation associated with natural language opinions and, hence, to enable a comparative
fine-grained feature-based sentiment analysis. Rather than gathering isolated opinions
about a whole item (e.g., iPhone5), users are generally more interested in comparing
different products according to their specific features (e.g., iPhone5’s vs Galaxy S3’s
touchscreen), or even sub-features (e.g., fragility of iPhone5’s vs Galaxy S3’s touch-
screen). In this context, the construction of comprehensive common and common-sense
knowledge bases is key for feature-spotting and polarity detection, respectively [1].
Common-sense, in particular, is necessary to properly deconstruct natural language text
into sentiments— for example, to appraise the concept “small room” as negative for a
hotel review and “small queue” as positive for a post office, or the concept “go read the
book” as positive for a book review but negative for a movie review [2].

Current approaches to concept-level sentiment analysis mainly leverage on existing
affective knowledge bases such as ANEW [3], WordNet-Affect [4], ISEAR [5], Senti-
WordNet [6], and SenticNet [7]. In [8], for example, a concept-level sentiment dictio-
nary is built through a two-step method combining iterative regression and random walk
with in-link normalization. ANEW and SenticNet are exploited for propagating senti-
ment values based on the assumption that semantically related concepts share common
sentiment. Moreover, polarity accuracy, Kendall distance, and average-maximum ratio
are used, in stead of mean error, to better evaluate sentiment dictionaries. A similar ap-
proach is adopted in [9], which presents a methodology for enriching SenticNet concepts
with affective information by assigning an emotion label to them. Authors use various
features extracted from ISEAR, as well as similarity measures that rely on the polarity
data provided in SenticNet (those based on WordNet-Affect) and ISEAR distance-based
measures, including point-wise mutual information, and emotional affinity. Another re-
cent work that builds upon an existing affective knowledge base is [10], which proposes
the re-evaluation of objective words in SentiWordNet by assessing the sentimental rele-
vance of such words and their associated sentiment sentences. Two sampling strategies
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are proposed and integrated with support vector machines for sentiment classification.
According to the experiments, the proposed approach significantly outperforms the tra-
ditional sentiment mining approach, which ignores the importance of objective words in
SentiWordNet. In [11], the main issues related to the development of a corpus for opinion
mining and sentiment analysis are discussed both by surveying the existing works in this
area and presenting, as a case study, an ongoing project for Italian, called Senti–TUT,
where a corpus for the investigation of irony about politics in social media is developed.

Other works explore the ensemble application of knowledge bases and statistical
methods. In [12], for example, a hybrid approach to combine lexical analysis and ma-
chine learning is proposed in order to cope with ambiguity and integrate the context
of sentiment terms. The context-aware method identifies ambiguous terms that vary in
polarity depending on the context and stores them in contextualized sentiment lexicons.
In conjunction with semantic knowledge bases, these lexicons help ground ambiguous
sentiment terms to concepts that correspond to their polarity. More machine-learning
based works include [13], which introduces a new methodology for the retrieval of
product features and opinions from a collection of free-text customer reviews about a
product or service. Such a methodology relies on a language-modeling framework that
can be applied to reviews in any domain and language provided with a seed set of opin-
ion words. The methodology combines both a kernel-based model of opinion words
(learned from the seed set of opinion words) and a statistical mapping between words
to approximate a model of product features from which the retrieval is carried out.

Other recent works in the context of concept-level sentiment analysis include tasks
such as domain adaptation [14], opinion summarization [15], and multimodal sentiment
analysis [16,17]. In the problem of domain adaptation, there are two distinct needs,
namely labeling adaptation and instance adaptation. However, most of current research
focuses on the former attribute, while neglects the latter one. In [14], a comprehen-
sive approach, named feature ensemble plus sample selection (SS-FE), is proposed.
SS-FE takes both types of adaptation into account: a feature ensemble (FE) model is
first adopted to learn a new labeling function in a feature re-weighting manner, and a
PCA-based sample selection (PCA-SS) method is then used as an aid to FE. A first
step towards concept-level summarization is done by STARLET [15], a novel approach
to extractive multi-document summarization for evaluative text that considers aspect
rating distributions and language modeling as summarization features. Such features
encourage the inclusion of sentences in the summary that preserve the overall opin-
ion distribution expressed across the original reviews and whose language best reflects
the language of reviews. The proposed method offers improvements over traditional
summarization techniques and other approaches to multi-document summarization of
evaluative text.

A sub-field of sentiment analysis that is becoming increasingly popular is multi-
modal sentiment analysis. [16], for example, considers multimodal sentiment analysis
based on linguistic, audio, and visual features. A database of 105 Spanish videos of 2
to 8 minutes length containing 21 male and 84 female speakers was collected randomly
from the social media website YouTube and annotated by two labellers for ternary sen-
timent. This led to 550 utterances and approximately 10,000 words. The authors state
that the data is available per request. The joint use of the three feature types leads to a
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significant improvement over the use of each single modality. This is further confirmed
on another set of English videos. In [17], instead, authors introduce the ICT-MMMO
database of personal movie reviews collected from YouTube (308 clips) and ExpoTV
(78 clips). The final set contains 370 of these 1-3 minutes English clips in ternary senti-
ment annotation by one to two coders. The feature basis is formed by 2 k audio features,
20 video features, and different textual features for selection. Then, different levels of
domain-dependence are considered: in-domain analysis, cross-domain analysis based
on the 100 k textual Metacritic movie review corpus for training, and use of on-line
knowledge sources. This shows that cross-corpus training works sufficiently well, and
language-independent audiovisual analysis to be competitive with linguistic analysis.

4 Conclusion

Between the dawn of civilization through 2003, there were just a few dozens exabytes
of information on the Web. Today, that much information is created weekly. The ad-
vent of the Social Web has provided people with new tools for creating and sharing,
in a time and cost efficient way, their own contents, ideas, and opinions with virtually
the millions of people connected to the World Wide Web. The opportunity to capture
the opinions of the general public about social events, political movements, company
strategies, marketing campaigns, and product preferences has raised increasing interest
both in the scientific community, for the exciting open challenges, and in the business
world, for the remarkable fallouts in marketing and financial market prediction. This
huge amount of useful information, however, is mainly unstructured as specifically pro-
duced for human consumption and, hence, it is not directly machine-processable.

Concept-level sentiment analysis can help with this in which, unlike other word-
based approaches, it focuses on a semantic analysis of text through the use of web on-
tologies or semantic networks, which allow the aggregation of conceptual and affective
information associated with natural language opinions. The validity of concept-based
approaches, however, depends on the depth and breadth of the employed knowledge
bases. Without a comprehensive resource that encompasses human knowledge, it is
not easy for an opinion mining system to grasp the semantics associated with natu-
ral language text. Another limitation of semantic approaches is in the typicality of their
knowledge bases. Knowledge representation, in fact, is usually strictly defined and does
not allow different concept nuances to be handled, as the inference of semantic and af-
fective features associated with concepts is bounded by the fixed, flat representation. In
the big social data context, finally, semantic parsing techniques will be key in quickly
identifying natural language concepts from free text without requiring time-consuming
phrase structure analysis [18].
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Abstract. Past works on personality detection has shown that psycho-linguistic 
features, frequency based analysis at lexical level, emotive words and other 
lexical clues such as number of first person or second person words carry major 
role to identify personality associated with the text. In this work, we propose a 
new architecture for the same task using common sense knowledge with 
associated sentiment polarity and affective labels. To extract the common sense 
knowledge with sentiment polarity scores and affective labels we used 
Senticnet which is one of the most useful resources for opinion mining and 
sentiment analysis. In particular, we combined common sense knowledge based 
features with phycho-linguistic features and frequency based features and later 
the features were employed in supervised classifiers. We designed five SMO 
based supervised classifiers for five personality traits. We observe that the use 
of common sense knowledge with affective and sentiment information enhances 
the accuracy of the existing frameworks which use only psycho-linguistic 
features and frequency based analysis at lexical level.   

Keywords: personality detection, common sense knowledge, affective and 
sentiment information. 

1 Introduction 

The existence of various personality types and its connection with the different 
patterns of human behavior has been discussed since the times of Aristotle [21]. The 
computer era has made it possible to access and analyze large amounts of text 
samples in order to automatically identify personality types of authors and predict 
potential reactions and behaviors. The discipline of the Computational Psychology 
[10] has experienced a tremendous boost having roots in artificial intelligence, 
traditional psychology and natural language processing. 
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The rapid development of Web 2.0, the appearance of Social Media tools, and the 
interest to Social network analysis brought a necessity of modeling personality of the 
main agent of online interactions. Recent studies show that the connection between 
personality and user behavior online preserves [9]. Earlier researchers have also found 
correlations between personality and success at work, in personal relationships and 
general feeling of happiness in life [16]. 

The computer-based Personality Recognition (PT) discipline studies the 
approaches for constructing personality models of Social Web participants, their 
evaluation and application for the needs of electronic social services. 

Personality Recognition from Text (a sub-disciplinary of PT) focuses on the 
analysis of textual samples. Various researchers found correlations between linguistic 
features and personality characteristics (first-person singular pronouns correlate with 
depression levels [24], anger and swearing words correlate with [20]). 

The further development of the discipline is beneficial for many activities that are 
performed by means of online facilities on a daily basis (customer support, 
recommendation of services and products, etc.). Recruiters of the HR department 
analyze hundreds of job applications working hard to map them to the required 
characteristics the future stuff should have [18]. At the same time the developers of 
the e-commerce resources are constantly improving the personification algorithms to 
help the customers obtain products and services that match the needs more precisely 
and present the information in a more appealing way to increase sales [8]. All these 
tasks will eventually involve a crucial step of implicit (mental) or explicit (through a 
user profile) modeling of the user personality. 

In our present work we extracted common sense knowledge [2] available in text 
and further using sentic computing [7] we enhance the accuracy of the PRT system. 
We show that how personality is inferred by common sense knowledge concepts used 
by a person and sentic computing uses the affective information and sentiment 
information of these concepts along with psycholinguistic information from LIWC as 
the features to train the personality classifier. 

The paper is organized as follows. In Section 2 we give an overview of the related 
work done in the Personality Recognition from Text field. In Section 3 we provide a 
description of the proposed algorithm followed by its evaluation in Section 4.We 
conclude with the discussion of the results and future work. 

2 Background 

2.1 Personality Estimation 

The definition of the personality has been among one of the vague and philosophical 
questions. Modern trait theory is trying to model personality through fixing of a 
number of classification dimensions (usually following a lexical approach) and 
construction of the questionnaire to measure them [21]. 

Researchers use various schemes for personality modeling such as 16PF [12], 
EPQ-R [15], MBTI [11].Apart from Myers-Briggs classification [22] one of the most 
widely exploited schemes for Personality Recognition from Text is the Big Five (BF) 
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[19]. It shows consistency across age and gender, and its validity remains the same 
when using different tests and languages [16]. The model provides the following five 
descriptive dimensions abbreviated as OCEAN: 

• Openness to experience (tendency to non-conventional, abstract, symbolic 
thinking vs preference of non-ambiguous, familiar and non-complex things) 

• Conscientiousness (tendency to hold to long-term plans vs impulsive and 
spontaneous behavior) 

• Extraversion (active participation in the world around vs concentration on one’s 
own feelings) 

• Agreeableness (eagerness to cooperate and help vs self-interest) 
• Neuroticism (tendency to experience negative feelings and being overemotional 

vs emotional stability and calmness) 

2.2 Related Work 

The general procedure for Personality Recognition from Text (PRT) involves 
collecting the dataset labeled with personality scores gathered through questionnaires, 
selection of particular linguistic features, construction of the recognition algorithm 
and its evaluation over a gold standard. 

Pioneers in PRT showed that individual words usage can reveal personality. Even a 
small set of extracted features based on bi-grams and tri-grams has a correlation with 
particular traits [23] Features based on linguistic (LIWC) and psycholinguistic (MRC) 
categories also reflect personality types [20, 27, 28]. In [24], authors used lexical 
categories from Linguistic Inquiry and Word Count (LIWC) to identify the impact of 
linguistic features on personality. Their study revealed that the fewer use of articles 
and frequent use of positive emotion words actually support agreeability but 
neuroticism actually supported by the frequent use of negative emotion words and 
first person pronouns.  

In [13], authors adapted 22 features exploited by authors in [20] to construct the 
PRT algorithm over the Italian FriendFeed dataset [13] with 1065 user posts. Their 
system did not require a dataset to be annotated as they were using previously 
published correlations between the features and personality traits. For each of those 
22 features the mean, standard deviation, minimum, and maximum values were 
calculated based on a sample of 500 posts. The overall score for a particular feature 
was calculated in the following way: if the frequency of the feature was higher than 
the previously estimated mean value plus standard deviation and: 

1. the feature for in a particular sentence correlates positively with the specific 
trait then the score of the trait was incremented. 

2. the feature for in a particular sentence correlates negatively with the specific 
trait then the score of the trait was decremented. 

Then the resulting score was substituted with “y” (if it is positive), “n” (if it is 
negative) or “o” (if it is zero). Finally, the majority score per each trait was treated as 
a personality model of the particular user. It is interesting to note that people who 
produced the largest amount of posts were extravert, insecure, friendly, not very 
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precise and unimaginative while the average user was extravert, insecure, agreeable, 
organized and unimaginative. 

Some researchers answer specific questions about personality while concentrating 
only at a subset of the Big Five traits. Tomlinson et al. [25] studied the 
Conscientiousness trait to detect goal, motivation, and the way the author perceives 
control over the described situations. They performed the analysis of event structures 
of textual user status updates in a Facebook dataset. The features under consideration 
were event-based verbs graded by their objectivity and specificity (calculated using 
WordNet1). Less objectivity and greater specificity are suggested to have connection 
with more control and stronger goal orientation. Also two thematic roles or relations 
(agent and patient) were taken into account (annotated using Propbank2 corpus). The 
accuracy of predicting the score of the Conscientiousness trait being above or below 
the median (3.5) was 58.13%. 

Golbeck et al. [16] concentrated on the analysis of Facebook profiles through the 
processing of 161 statistics of 167 users including personal information (name, 
birthday, gender, etc.), list of interests (music, movies, etc.), language features of 
status updates and “About Me” section, and internal statistics (userID, time of the last 
profile update, etc.). They found that the extracted features had the largest number of 
correlations with the Conscientiousness trait. The authors concluded that conscious 
people use fewer words that describe perceptive information (something they see or 
feel) and tend to discuss other people more. 

In [26], authors used various emotion lexicons like NRC hash tag emotion lexicon 
and NRC emotion lexicon for the personality detection and found key improvement in 
the accuracy of the PRT system. In particular, this work of Mohammad et al. 
motivated us to use common sense knowledge and sentic computing to infer 
personality associated with the text. 

3 Resources 

To detect personality associated with the texts, information related to the language 
and the properties of individual words of concepts was used. Specifically, we used the 
following lexical resources. As the aim of this research is to improve the accuracy of 
the personality framework using emotional features carried by the common sense 
knowledge exist in the text, we use senticnet as a sentiment polarity dataset, 
emosenticnet as an emotion lexicon and emosenticspace and conceptnet as common 
sense knowledge base. In the other hand, LIWC and MRC were used as a 
psycholinguistic lexicon to extract linguistic features.   

The SenticNet dataset As an a priori polarity lexicon of concepts, we used the 
SenticNet 2.0 [1], a lexical resource that contains more than 14,000 concepts along 
with their polarity scores in the range from –1.0 to +1.0. Among these concepts, 7,600 
are multiword concepts. SenticNet 2.0 contains all WordNet Affect concepts as well. 
The first 20 SenticNet concepts in the lexicographic order along with the 
corresponding polarities are shown in Table 1.  

                                                           
1 http://wordnet.princeton.edu/ 
2 http://verbs.colorado.edu/~mpalmer/projects/ace.html 
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Table 1. A sample of SenticNet data 

a lot +0.970   Abhorrent –0.396 
a lot sex +0.981  able read +0.964 
a way of +0.303  able run +0.960 
Abandon –0.858  able use +0.941 
Abase –0.145  abominably –0.396 
Abash –0.130  abominate –0.376 
abashed –0.135  abomination –0.376 
abashment –0.118  Abortion –0.116 
Abhor –0.376  Abroad +0.960 
abhorrence –0.376  Absolute +0.495 

3.1 The ConceptNet 

The ConceptNet [2] represents the information from the Open Mind corpus as a 
directed graph, in which the nodes are concepts and the labeled edges are common-
sense assertions that interconnect them. For example, given the two concepts person 
and cook, an assertion between them is CapableOf, i.e. a person is capable of 
cooking; see Figure 1 [2]. 

 

Fig. 1. Labelling facial images in the sequence as neutral or carrying a specific emotion 

3.2 The EmoSenticNet 

The Emosenticnet [3] contains about 5,700 common-sense knowledge concepts, 
including those concepts that exist in Wordnet Affect list, along with their affective 
labels in the set {anger, joy, disgust, sadness, surprise, fear}. 
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3.3 EmoSenticSpace 

In order to build a suitable knowledge base for emotive reasoning, we applied the 
blending technique to ConceptNet and EmoSenticNet. Blending is a technique that 
performs inference over multiple sources of data simultaneously, taking advantage of 
the overlap between them [4].  Basically, it linearly combines two sparse matrices 
into a single matrix, in which the information between the two initial sources is 
shared.  

Before doing the blending, we represented EmoSenticNet as a directed graph 
similarly to ConceptNet. For example, the concept birthday party is assigned an 
emotion joy. We took them as two nodes, and added the assertion HasProperty on the 
edge directed from the node birthday party to the node joy.  

Then, we converted the graphs to sparse matrices in order to blend them. After 
blending the two matrices, we performed the Truncated Singular Value 
Decomposition (TSVD) on the resulted matrix to discard those components 
representing relatively small variations in the data. We discarded all of them keeping 
only 100 components of the blended matrix to obtain a good approximation of the 
original matrix. The number 100 was selected empirically: the original matrix could 
be best approximated using 100 components. 

3.4 LIWC (Linguistic Inquiry and Word Count) 

LIWC 3  is a text analysis tool that counts and sorts words according to the 
psychological and linguistic categories defined in the program dictionaries [24]. It 
processes the text word by word to establish the category of each of them and 
calculate the overall percentage of words in the discovered categories. Appendix A 
shows the list of LIWC categories and examples of words [24].  

3.5 MRC (Medical Research Council) 

MRC 4  database of psycholinguistic categories is an online service (since 
version 1) [14] and a machine usable dictionary (since version 2) that can be freely 
utilized for the purposes of natural language processing and artificial intelligence 
tasks. Appendix B shows the full list of MRC categories and the explanation of each 
of them [17]. 

4 Algorithm 

We use essays dataset by [24] which contains 2400 essays labelled manually with 
personality scores for five different personality traits. Later, the data was tuned by  
Fabio Celli who manually converted the regression scores into class labels of five 
                                                           
3 http://www.liwc.net 
4 http://websites.psychology.uwa.edu.au/school/MRCDatabase/ 
 uwa_mrc.htm 
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different traits. In our case, we extracted several features from the text using LIWC 
(Appendix A), MRC (Appendix B) and combine them with the common sense 
knowledge based features extracted by sentic computing techniques. Later, we 
employed these features into five different classifiers (each for five traits) to build the 
model for personality prediction. 

4.1 LIWC Features 

Below we show the features extracted from text using LIWC dictionary, along with a 
definition or examples. Total 81 features were extracted related to the frequency of 
word count, number of words which have different emotions according to Ekman's 
model, the number of verbs in the future tense etc. 

Linguistic processes 
 

Word count  
Words per sentence  
Dictionary words Percentage of all words captured by the program 
Words having more 

 than 6 letters 
Percentage of all the words longer than 6 letters 

First-person singular I, me, mine 
First-person plural We, us, our 
Second person You, your 
Third person singular She, her, him 
Third person plural They, their, they’d 
Indefinite pronouns It, it’s, those 
Articles A, an, the 
Common verbs Walk, went, see 
Auxiliary verbs Am, will, have 
Past tense Went, ran, had 
Present tense Is, does, hear 
Future tense Will, gonna 
Adverbs Very, really, quickly 
Prepositions To, with, above 
Conjunctions And, but, whereas 
Negations No, not, never 
Quantifiers Few, many, much 
Numbers Second, thousand 
Swear words Damn, piss, fuck 

Psychological processes 
 

Social processes  

Family Daughter, husband 
Friends Buddy, friend 
Humans Adult, baby, boy 
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Affective processes  

Positive emotion Love, nice, sweet 
Negative emotion Hurt, ugly, nasty 
Anxiety Worried, nervous 
Anger Hate, kill, annoyed 
Sadness Crying, grief, sad 

Cognitive processes  

Insight Think, know 
Causation Because, effect, hence 
Discrepancy Should, would, could 
Tentative Maybe, perhaps 
Certainty Always, never 
Inhibition Block, constrain 
Inclusive And, with, include 
Exclusive But, without 

Perceptual processes  

See View, saw, seen 
Hear Listen, hearing 
Feel Feels, touch 

Biological processes  

Body Cheek, hands, spit 
Health Clinic, flu, pill 
Sexual Horny, love, incest 
Ingestion Dish, eat, pizza 

Relativity  

Motion Arrive, car, go 
Space Down, in, thin 
Time End, until, season 

Personal concerns  

Work Job, majors, Xerox 
Achievement Earn, hero, win 
Leisure Cook, chat, movie 
Home Apartment, kitchen 
Money Audit, cash, owe 
Religion Altar, church, mosque 
Death Bury, coffin, kill 

Spoken categories  

Assent Agree, OK, yes 
Nonfluencies Er, hm, umm 
Fillers Blah, Imean, yaknow 
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4.2 MRC Features 

Below we present the features extracted using MRC. These are mainly linguistic 
features, such as the number of syllables and phonemes in the word. 

NLET Number of letters in the word 
NPHON Number of phonemes in the word 
NSYL Number of syllables in the word 
K-F-FREQ Kucera and Francis written frequency 
K-F-NCATS Kucera and Francis number of categories 
K-F-NSAMP Kucera and Francis number of samples 
T-L-FREQ Thorndike-Lorge frequency 
BROWN-FREQ Brown verbal frequency 
FAM Familiarity 
CONC Concreteness 
IMAG Imagery 
MEANC Mean Colorado Meaningfulness 
MEANP Mean Paivio Meaningfulness 
AOA Age of Acquisition 
TQ2 Type (for example, shows whether the word is a derivational 

variant of another word or ends in letter “R” that is not pronounced) 
WTYPE Part of Speech (10 categories) 
PDWTYPE PD Part of Speech (only 4 categories: noun, verb, adjective and 

other) 
ALPHSYL Shows whether the word is an abbreviation or a suffix, or a prefix, 

or is hyphenated, or is a multi-word phrasal unit or none of these 
STATUS Status 
VAR Variant Phoneme 
CAP Written Capitalised 
IRREG Irregular Plural 
WORD the actual word 
PHON Phonetic Transcription 
DPHON Edited Phonetic Transcription 
STRESS Stress pattern 

4.3 Sentic Based Emotional Features 

In our present research we show how emotional clues can help to detect personality 
from the text. We used emotional features in the personality engine is to find out the 
role of emotional features to detect personality from text. Below we first discuss the 
major difficulties associated with the detection of emotion from text and then discuss 
the features to grasp emotion from text. All of these emotional features described 
below were used as the features of personality detection engine. 

Identifying emotions in text is a challenging task, because of ambiguity of words in 
the text, complexity of meaning and interplay of various factors such as irony, 
politeness, writing style, as well as variability of language from person to person and 
from culture to culture. In this work, we followed the sentic computing paradigm 
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developed by Cambria and his collaborators, which considers the text as expressing 
both semantics and sentics [6]. We used a novel approach for identifying the emotions 
in the text by extracting the following key features using our new resource, 
EmoSenticnetSpace, described in Section 3.3. Later, we use these following features 
(which are recognized as emotional features) for the personality detection classifier. 

4.4 Bag of Concepts 

For each concept in the text, we obtained a 100-dimensional feature vector from the 
EmoSenticSpace. Then we aggregated the individual concept vectors into one 
document vector by coordinate-wise summation: 
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where xi is the i-th coordinate of the document’s feature vector, xij is the i-th 
coordinate of its j-th concept’s vector, and N is the number of concepts in the 
document. We have also experimented with averaging instead of summation: 
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but contrary to our expectation and in contrast to our past experience with Facebook 
data, summation gave better results than averaging. 

4.5 Sentic Feature    

The polarity scores of each concept extracted from the text were obtained from the 
SenticNet and summed up to produce one scalar feature. 

4.6 Negation  

As we mentioned earlier, negations [5] can change the meaning of a statement. We 
followed the approach of [5] to identify the negation and reverse the polarity of the 
sentic feature corresponding to the concept that followed the negation marker.  

5 Evaluation Results and Discussions 

The primary goal of the proposed approach is to investigate the impact of common 
sense knowledge with affective and sentiment information in personality recognition.  
To evaluate the proposed methods, feature vector is constructed using LIWC features, 
MRC features, Sentic based emotional features, and Sentic features, further these 
features are used to build the learning model using Sequential Minimal Optimization 
(SMO) classifier. We trained five different classifiers, one for each trait. Performance 
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evaluation is performed using 10 fold cross validation. All the results in for all these 
classifiers for every trait are reported in Table 2. 

For the trait 1, openness the F-score is 0.662 which is highest among the other 
traits it shows that it is easiest to identity the openness trait in the text over other 
traits. Similarly, Agreeableness trait gives the minimum F-score of 0.615 as shown in 
Table 2. It shows the most difficult trait to identify among all other traits. For other 
traits, our model produces the F-score of 0.633, 0.634 and 0.637 respectively for 
Conscientiousness, Extraversion and Neuroticism trait. 

Table 2. Results for five traits with SVM classifier 

Trait Precision Recall F-score 

Openness 0.662 0.662 0.661 

Conscientiousness 0.634 0.634 0.633 

Extraversion 0.636 0.636 0.634 

Agreeableness 0.622 0.622 0.615 

Neuroticism 0.637 0.637 0.637 

Proposed method performs much better than previously reported state-of-art 
methods on the same dataset as shown in Table 2.  Mohammad et al. (2012) [26] 
investigated with various feature sets and achieved the best accuracy by incorporating 
the emotion features. However, their reported best accuracy is quite low as compared 
to our proposed method as shown in Table 3.  

In [20], authors extracted various linguistic features which were able to incorporate 
the syntactic and semantic information. Our method could give better performance as 
compared to previous methods due to incorporation of more important information for 
personality detection in form of common sense knowledge with affective and 
sentiment information. 

Table 3. performance comparison with state-of-art methods 

 
Extra-
version 

Neuro-
ticism 

Agree-
ableness 

Conscien-
tiouness 

Open- 
ness 

[26] 0.546 0.557 0.540 0.564 0.604 

[20] 0.549 0.573 0.557 0.552 0.621 

Proposed method 0.634 0.637 0.615 0.633 0.661 

6 Conclusion 

The task of personality recognition from the text has been very important. In this 
paper, a new approach is proposed for this task that is based on incorporating the 
sentiment, affective and common sense knowledge from the text using resources viz. 
SenticNet, ConceptNet, EmoSenticNet and EmoSenticSpace. In the proposed 
approach, we combined common sense knowledge with phycho-linguistic features to 
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get the feature vector. Further, this feature vector is used by five SMO based 
supervised classifier for five personality traits. Experimental results show the 
effectiveness of the proposed approach. The main reason for this observation is the 
use of common sense knowledge with affective and sentiment information unlike 
other state-of-art approaches those were based on mostly on psycho-linguistic features 
and frequency based analysis at lexical level. 
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Abstract. Data mining has become an essential component in various fields of 
human life including business, education, medical and scientific. Cluster 
analysis is an important data mining technique used to find data segmentation 
and pattern recognition.  This paper proposes the application of Fuzzy 
Subtractive Clustering (FSC) technique as an approach to define Big Five 
Patterns (B5P) using psychometric tests for students in engineering programs. 
In comparison with an ANFIS Learning Approach, FSC gives us a better and 
broader relationship of the behavioral pattern between B5 traits and careers. 
This will help students find a better way to choose a career and relate their 
personality with career planning or for job advice; and school counselors as a 
tool to guide their students in career counseling.  

Keywords: Fuzzy Logic, Fuzzy Clustering, Big Five Personality Test. 

1 Introduction 

Integration of fuzzy logic with data mining techniques has become one of the key 
constituents of soft computing in handling the challenges posed by massive 
collections of natural data [1]. The central idea in fuzzy clustering is the non-unique 
partitioning of the data into a collection of clusters. 

The data points are assigned membership values for each of the clusters and the 
fuzzy clustering algorithms allow the clusters to grow into their natural shapes [2]. 

Data mining tools scour databases for hidden patterns, finding predictive 
information that experts may miss since such knowledge lies outside their 
expectations. Data mining is an interdisciplinary field that uses sophisticated data 
search capabilities and statistical algorithms to discover patterns and correlations in 
large preexisting databases [3]. A number of machine learning, knowledge 
engineering, and probabilistic based methods have been proposed to analyze the data 



498 L.G. Martínez et al. 

 

and extract information. The most popular methods include regression analysis, 
neural network algorithms, clustering algorithms, genetic algorithms, decision trees 
and support vector machines [4] [5] [6]. 

Data mining has been widely applied in various domains; however, limited studies 
have been done into discovering hidden knowledge from factual data about selected 
groups of people with special characteristics. Trend in mine data about such group of 
individuals lately [7] has been to extract insightful knowledge that could lead to a 
better understanding of their personalities, in addition to further sociological 
conclusions. 

Aim of our research is to discover the relationship between those special 
characteristics of students, their personality traits, and the engineering career program 
they are studying. Personality tests are based on interpretation, therefore a Fuzzy 
Inference System (FIS) type model is the appropriate way to represent and identify 
behavioral patterns for these engineers. 

This paper presents the application of Fuzzy Subtractive Clustering (FSC) 
technique as an approach to define B5P using psychometric tests to find common 
features and relations among traits of students and their different engineering careers, 
therefore discovering behavioral patterns between Big Five (B5) traits and careers.  

The rest of the paper is organized as follows: section 2 is a brief background of 
personality and careers in engineering relationship, and clustering techniques applied 
to personality behavior. Section 3 defines the methodology towards defining our 
Fuzzy Model. Section 4 displays results of the big five personality test, the big five 
patterns and implementation of FSC technique, concluding in section 5 with 
observations and discussion of our case study. 

2 Background 

Many studies have found personality to be related to academic performance, choice of 
electives, completing university education, and choice of career [8][9].The question of 
which personality variables are relevant to career choice and job satisfaction has been 
considered by several personality theories. Rosati’s research [10] at the University of 
Western Ontario provided insightful perspective on the personality preferences of 
different groups on engineering students and their progress through the engineering 
program using the Myers-Briggs Type Indicator (MBTI) personality test instrument 
based on Jung’s theory of psychological types. 

Udoudoh [11] researched personality traits of Information Scientists in Federal 
University of Technology at Nigeria, defining him as enterprising and investigative; 
information scientists see themselves as managers of people and information 
resources, contrary to the traditional assumptions of being introverts and individuals 
who prefer to work independently. 

Lounsbury and colleagues [12] related personality traits and career satisfaction of 
human resource professionals, defining that optimism, emotional resilience, 
assertiveness and extraversion are powerful traits of managers or human resource 
professionals. Those with low levels of these traits were recommended to be coached 
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to develop optimism-enhancing, to learn defensive pessimism strategies or engage in 
counseling or stress management programs. Another of his study [13] among 
adolescents in middle and high school indicates that B5 personality traits are related 
to career decidedness, being conscientiousness the most related, proposing the use of 
B5 personality test to be used by counselors or school psychologist to predict career 
decidedness and help them plan and respond proactively to their future.  

Rubinstein [14] study in Tel-Aviv University offers support claiming that 
personality patterns may play a part in vocational decision making processes, his 
study used the B5 scale to study personality traits students of natural sciences, law, 
social sciences, and art. He found art students to be more neurotic; social science, art 
and law students to be more extraverted; art student to be more open; law students and 
natural sciences more agreeable and conscientious. 

The engineering profession is one area of human endeavor in which there is a very 
high consistency in human character traits, we can say that an “engineering 
personality” exist [15]. The engineer’s most obvious characteristics are his precision, 
his meticulousness, his attention to detail and accuracy, in other words his 
perfectionism. 

Nagarjuna’s [16] study comparing engineers with commerce students, shows that 
engineering students are more self-reliant, realistic, responsible and emotionally 
tough. Engineering students are more socially aware, controlled, self-disciplined and 
perfectionists as compared to the commerce background students.  The curriculum for 
engineering course is more technical and focused and demands more perfection to be 
successful and also due to the fact that the engineering students spend more years 
with their classmates they tend to become tougher minded and focused as they are 
given lot of team assignments in their curriculum as compared to the commerce 
graduates.  

In 1980 a consortium of eight universities and the Center for Applications of 
Psychological Type was formed to study the role of personality type in engineering 
education. Introverts, intuitors, and judgers generally outperformed their extraverted, 
sensing, and perceiving counterparts in the population studied [17]. Wankat and 
Oreovicz [18] observe that if memorization and recall are important, sensing types 
should perform better, while if analysis is required, intuitive students should have an 
advantage. Rosati [19] also observed that introverts, thinkers, and judgers were more 
likely than extraverts, feelers, and perceivers to graduate in engineering after four 
years, but sensors were more likely than intuitors to do so. 

From previous research we can see that commonly held opinions about the 
relationship between some occupations and character traits have considerable validity; 
for engineering careers we tend to see a pattern of traits, skills and therefore 
personality style. Continuous research and additional inputs of these characteristics 
gives insight to counselors in job advising, career planning, and career counseling, 
shaping overall personality of the students so they can choose appropriately and 
wisely to fare better in the corporate world once graduated.  

This paper specifically analyzes results of internet’s free Big Five Test applied in a 
case study of students of engineering programs to find B5P for these careers. 
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3 Methodology 

At the University of Baja California, Tijuana, Mexico we took a sample of 200 
students from different engineering programs applying the Big Five Test to the group. 
Big Five personality tests claim to measure your intensities in relation to the “Big 
Five” factors [20]. The structure of the tests requires selecting options from multiple 
choice questionnaires. These big five personality tests equate your personality to your 
collective degrees of behavior in five factors. 

The Big Five factors are Openness, Conscientiousness, Extroversion, 
Agreeableness, and Neuroticism (OCEAN). The Neuroticism factor is sometimes 
referred to as Emotional Stability. And Openness factor sometimes is referred to as 
Intellect. Openness (O) is a disposition to be imaginative, inventive, curious, 
unconventional and autonomous, has an appreciation for art, emotion, adventure, 
unusual ideas, curiosity and variety of experience. Conscientiousness (C) comprises 
of two related facets achievement and dependability, has a tendency to show self-
discipline, be efficient, organized, act dutifully and aim for achievement, plans rather 
than behave spontaneously.  

Extroversion (E) represents tendency to be sociable, outgoing and assertive, 
experiences positive affect such as energy, passion and excitement. Agreeableness 
(A) is a tendency to be trusting, friendly, compassionate, cooperative, compliant, 
caring and gentle. Neuroticism (N) represents tendency to exhibit poor emotional 
adjustment and experience negative or unpleasant emotions easily, such as anxiety, 
insecurity, depression and hostility, opposite of this trait is Emotional Stability (ES), 
as out big five test throws us a value of ES instead of N, we are considering ES as a 
linguistic variable and representing it with a label of N-1. 

Because of uncertainty of personality traits, a fuzzy based approach is considered 
to provide an integrated quantity measure for abilities of engineering careers which 
incorporates all aspects of personality traits involved in each engineering program. 
Recent studies are incorporating fuzzy approaches to personnel selection and job 
selection relating traits with careers [21] [22] [23]. 

Cluster analysis is a technique for grouping data and finding structures in data [24]. 
The most common application of clustering methods is to partition a data set into 
clusters or classes, where similar data are assigned to the same cluster whereas 
dissimilar data should belong to different clusters. In real world applications there is 
very often no clear boundary between clusters, so that fuzzy clustering is often a good 
alternative to use. 

Pattern recognition techniques can be classified into two broad categories: 
unsupervised techniques and supervised techniques. Unsupervised techniques do not 
use a given set of unclassified data points, whereas a supervised technique uses a data 
set with known classifications. 

Unsupervised clustering techniques have been applied to criminology using Data 
Mining techniques to identify patterns from data and to examine the existence of 
criminal types [3]. These criminal types have emerged from psychological or social 
theories and remain much in dispute over how to identify them, the challenge is to use 
data mining techniques to address reliable patterns of criminal offenders and replicate 
substantive criminal profiles as good as criminological experts can. 



 Implementing Fuzzy Subtractive Clustering to Build a Personality Fuzzy Model 501 

 

Data mining has been used for education extracting meaningful information from 
an educational environment trying to help teachers to reduce dropout ratio and 
improve student performance [25]. Ladas and colleagues [26] presented a method to 
extract Behavioral Groups demonstrating that it is possible to extract information 
regarding the personality of individuals from similar datasets by using simple 
clustering techniques (Clara and K-means). 

In 2004 a cluster analysis was performed on PCI data collected from 259 astronaut 
applicants, suggesting three distinct subgroups, or clusters, in this population; 
characteristics of each subgroup appear consistent with commercial pilots [27] and 
military cadets [28]. McFadden and colleagues [29] found that astronauts with higher 
levels of Instrumentality and Expressivity tended to outperform their peers of other 
personality types. Musson research group [30] concluded in previous study that data 
suggested a certain degree of uniformity among test individuals, and the lack of 
discernable differences between clusters, and pointed out that some unidentified 
aspect of personality not assessed by the instruments used may have had a role in final 
selection. 

Data mining techniques have been applied also in recruitment of fresh graduates 
for IT industry. The selection process uses different criteria that comprise the average 
of their semester marks, marks obtained in the aptitude, programming and technical 
tests conducted by the company, group discussion, technical and HR interviews. 
Sivaram and Ramar [31] have applied clustering and classification algorithms to 
recruitment data of an IT industry, using K-means and fuzzy C-means clustering and 
decision tree classification algorithms; they observed that Fuzzy C-means and K-
means clustering techniques were not suitable for this type of data distribution but 
C4.5 decision tree construction algorithm has better accuracy than the rest. 

Clustering partitions a data set into several groups such that the similarity within a 
group is larger than that among groups [32]. Achieving such a partitioning requires a 
similarity metrics that takes two input vectors and returns a value reflecting their 
similarity.  

This paper implements Subtractive Clustering proposed by Chiu [33], in which 
data points are considered as the candidates for cluster centers. By using this method, 
cluster computation is simply proportional to the number of data points and 
independent of the dimension of the problem under consideration. 

Considering a collection of n data points {x1, …,xn} in a M-dimensional space, a 
density measure at data point xi is defined as: 
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where ra is the radius defining a neighborhood and is a positive constant. Hence, a data 
point will have a high density value if it has many neighboring data points. Data points 
outside this radius contribute only slightly to the density measure. After the density 
measure of each data point has been calculated, the data point with the highest density 
measure is selected as the first cluster center. Being xc1 the point selected and Dc1 its 
density measure, the density measure for each data point x1 is revised by the formula: 
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After the density measure for each data point is revised, the next cluster center xc2 

is selected and all of the density measures for data points are revised again. This 
process is repeated until a sufficient number of cluster centers are generated. 

Applying subtractive clustering to a set of input-output data, each of the cluster 
centers represents a prototype that exhibits certain characteristics of the system to be 
modeled. These cluster centers would be used as centers to generate fuzzy rules’ 
antecedents and consequents to be evaluated by recursive least square (RLS) method 
in a first-order Sugeno fuzzy model. The center ci can be decomposed into two 
component vectors pi and qi,  where pi is the input part containing the first N elements 
of ci, qi is the output part and it contains the last M-N elements of ci.   

The degree to which fuzzy rule i is fulfilled is defined by: 



























−
−= 2

2

2

exp
a

ii
i

r

px
μ

                     (3) 

Our subtractive clustering approach employed leads to produce a Takagi-Sugeno-
Kang Fuzzy Inference System (TSK FIS). With OCEAN traits as input linguistic 
variables and Engineering Programs (EP) as an output linguistic variable the TSK FIS 
type model was developed using MatLab’s Editor GUI [34]. The primary idea is to 
cluster the attributes of the OCEAN personality traits, generating the IF-THEN 
product rules applying the FSC technique. Figure 1 is an abstract visualization of the 
rules generated by the model, whereas the number of clusters is the number of rules 
for each input-output considered. 

 

Fig. 1. Rules obtained with FSC technique for Big Five Test Model 
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4 Results 

Work of our case study consisted of 200 engineering students from a lot of 700, 
distributed as follows: 22 aerospace engineers (AE), 16 bioengineers (BI), 52 
computer engineers (CE), 18 chemical engineers (CH), 25 electronic engineers (EE) 
and 50 industrial engineers (IE) and 17 mechatronic engineers (ME). 

Table 1. Results of OCEAN test for Engineering Programs 

 O C E A N-1 
AE 62.45 57.09 44.73 52.45 59.27 

BI 58.25 54.63 53.13 46.06 54.75 

CE 54.88 62.77 44.42 51.58 54.75 

CH 56.33 59.67 52.56 49.67 56.22 

EE 53.04 57.68 43.76 49.28 55.04 

IE 49.64 60.48 53.46 48.32 58.72 

ME 58.94 57.41 53.53 49.18 61.53 
AE = aerospace engineers, BI= bioengineers, CE= 

computer engineers, CH= chemical engineers, EE= 
electronic engineers, IE= industrial engineers, 

ME=mechatronic engineers. 
O=Openness, C=Conscientiousness, E=Extroversion, 

A=Agreeableness, N-1=Emotional Stability 

 
Big Five personality test results are presented in Table 1 showing the means of 

each trait value result related to every engineering program. Each table row is a 
personality vector unique for each engineering program student type; no two rows 
have exactly the same values for every attribute, giving a significant difference 
between each program student type distinguishing patterns based on the Big Five 
Personality Test. 

There are two ways to evaluate this data; first we can analyze the Trait Personality 
Vector Ev for extroversion trait with values Ev = {44.73, 53.13, 44.42, 52.56, 43.76, 
53.46, 53.53}, meaning that considering a high score on this trait it is possible to 
recommend that person to be a Bioengineer, if it’s a low score then we can 
recommend this person to study electronic engineering. A second way is to consider 
the Engineering Program Vector for example EEv for electronic engineer with values 
EEv = {53.04, 57.68, 43.76, 49.28, 55.04}, meaning that an EE program can be 
recommended for a person with high scores in (C) Conscientiousness and low score 
of (E) Extroversion. 
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Fig. 2. Student Type Educational Program’s Big Five Patterns 

To see a broader picture these results can be displayed relating them with a center 
point using a radar chart type, obtaining Big Five Patterns (B5P) for Engineering 
Programs, these patterns are shown in figure 2. 

There are significant differences between each type of student. For example an 
Aerospace Engineer has highest values for traits (O) and (A) compared to an Industrial 
Engineer that has lowest values for these same traits. This comparison can give us a 
glimpse of specific traits for particular type of engineers, as always we should know that 
one trait does not define the personality of a type of engineer, but a personality vector 
with all traits involved can give us differences between types of student engineers. 

These data was used for our TSK FIS model using FSC technique obtaining figure 
4 where it shows Input Trait and Output Engineering Program (EP) Relationships of 
this model. Whereas numeric values for linguistic variable EP were (1) Aerospace 
Engineer, (2) Bioengineer, (3) Computer Engineer, (4) Chemical Engineer, (5) 
Electonic Engineer, (6) Industrial Engineer and (7) Mechatronic Engineer.  

 

 

Fig. 3. Input Trait and Output Engineering Program Relationships with FSC approach 
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The Fuzzy Model relates each trait with each EP, analizing data, range of trait 
means are from 40 to 60, we will consider low degree around 20-40 and high degree 
around 60-80 based on standard deviation. With these results and ranges we can 
assertain that a high degree of trait values for (C) and (N-1) we are talking about EP 
students of BI or CE, they are emotionally stable, efficient, organized, aim for 
achievement. For a low degree of trait values (O) and (A) we are talking about EP 
students of II and EE, they are less creative, less trustworthy, less cooperative. 

Previous research was used with an ANFIS Learning Approach [35] obtaining 
similar B5P, figure 5 shows these Input Trait and Output Engineering Program 
relationships; while figure 6 is the comparative between both graphics of each 
technique implemented. 

 

 

Fig. 4. Input Trait and Output Engineering Program Relationships with ANFIS Learning 
Approach 

 

Fig. 5. Comparative Relationships with FSC and ANFIS Learning Approach 
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Comparing these B5P graphics we observe high similarity between each trait of the 
OCEAN personality model. Although using the FSC technique gives us a better 
approximation of the relationships between traits and EPs, as we can see a broader 
range of trait input values and a broader range of output EPs related in the FCS 
graphics than in the ANFIS results. 

5 Conclusions 

Our case study results have shed insight on a pattern of personality traits in 
relationship with engineering careers, there are significant differences between each 
EP vector, which is why we can only analyze our results viewing a 
student/professional profile in its totality. 

The TSK FIS obtained with the subtractive clustering technique showed a better 
performance than the ANFIS model. FSC uses the data points as cluster centers 
instead of grid points, clusters generated approximate with a better similarity between 
data as this technique optimizes the rules. Using FSC technique approach is helping to 
better define the relationship between personality traits and EPs providing a simple 
and powerful model for B5P. 

Research summarized in this paper and research that remains to be done will help 
students, professionals and counselors to orient people and better situate themselves 
for a better job occupation and career success. 
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Abstract. With increasing interest in sentiment analysis research and
opinionated web content always on the rise, focus on analysis of text
in various domains and different languages is a relevant and important
task. This paper explores the problems of sentiment analysis and opinion
strength measurement using a rule-based approach tailored to the Arabic
language. The approach takes into account language-specific traits that
are valuable to syntactically segment a text, and allow for closer analy-
sis of opinion-bearing language queues. By using an adapted sentiment
lexicon along with sets of opinion indicators, a rule-based methodology
for opinion-phrase extraction is introduced, followed by a method to rate
the parsed opinions and offer a measure of opinion strength for the text
under analysis. The proposed method, even with a small set of rules,
shows potential for a simple and scalable opinion-rating system, which is
of particular interest for morphologically-rich languages such as Arabic.

1 Introduction

The tasks of opinion mining and sentiment analysis have become essential points
of research in recent years, particularly due to the wide array of applications and
industrial potential involved in gathering informative statistics on the polarity
of opinions expressed in various settings, ranging from social, to political, to
commercial. The need for efficient, reliable, and scalable automatic classification
systems is on the rise, in order to take advantage of the abundance of available
opinionated web data for classification and analysis.

While much work is available regarding the sentiment analysis tasks under
various approaches in English, research is more limited for morphologically-rich
languages such as Arabic, particularly with respect to rule-based approaches that
attempt to determine syntactic patterns in the language to aid in the analysis
tasks. This paper focuses on the task of sentiment analysis in Arabic through
a rule-based approached using sentiment lexicons and modifying words lists to
determine document sentiment on a standard opinion movie-review corpus. The
considered documents are compared based on their sentiment strength (as com-
pared to ratings given in the text), as opposed to a simple, crisp classification,
thus offering a more detailed measure of opinion strength.
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A survey of related work is detailed in Section 2, followed by introduction to
the syntax of the Arabic language and the intuition behind a rule-based approach
for rating in Arabic in Section 3. The proposed rule-based classification algorithm
is introduced in Section 4, with results and evaluation presented in Section 5 and
conclusions and future research points discussed in Section 6.

2 Related Work

The standard two-class problem of sentiment classification into positive and neg-
ative sets was addressed early on by Pang et al. (2002) for English movie reviews
from the Internet Movie Database (IMDB) corpus, developing a baseline for the
task employing machine learning techniques [1]. Yu et Hatzivassiloglou (2003)
improved on the feature selection problem for the machine learning task by
adopting N-gram based features and a polarity lexicon on the Wall Street Jour-
nal (WSJ) corpus [2], while Bruce and Wiebe (1999) employ additional lexical,
part-of-speech (POS) and structural features to the same corpus, demonstrating
variations in feature selection and optimization [3].

While supervised learning techniques often employ the use of classifiers such
as Naive Bayes or Support Vector Machines (SVMs) to perform classification on
sets of test samples given a tagged training set and rich feature sets for various
tasks [4], such methods are often very accurate on the domain in which they are
trained, and the most successful features reported are often simple unigrams,
with performance often faltering when tested on different domains [5].

Because sentiment-bearing words and phrases have proven to be the “domi-
nating factor” [6] in sentiment classification systems in general, samples of ap-
proaches focusing in on these features in particular are frequent in the literature.
Turney (2002) uses fixed opinion-bearing patterns based on part-of-speech infor-
mation to perform classification [6] by measuring the semantic orientation be-
tween terms [7]. For document-level classification dictionaries of sentiment words
and phrases categorized by polarity and strength are employed with negations
and intensifiers by Taboada (2011) to compute document-level sentiment scores
[6], as compared to sentence and word level analysis. Kar and Mandal (2011)
analyze product reviews by mining product features, extracting opinion-bearing
phrases in the reviews, and measuring the strength of the extracted opinion-
phrases to determine overall product ranking [8].

Although research and corpora are more limited for more morphologically-rich
languages such as Arabic, some interesting work in lexicon and rule-based clas-
sification does exist. An example of Chinese sentence-level sentiment classifica-
tion presented by Fu and Wang (2010) takes advantage of very language-specific
traits in Chinese to tailor the opinion-phrase extraction and score assignment task
closely to the distinctive structure of the language, where words are segmented
into their respective component sentiment-bearingmorphemes, in a “fine-to-coarse
grained” methodology [9]. Another notable contribution to lexicon-based senti-
ment analysis is thework of Syed et al. (2010) inUrdu,where shallow-parsingmeth-
ods and a developed sentiment-annotated lexicon are used for the task, as abaseline
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development in a language which differs greatly from English in its scripture,
syntactic formation, and morphological features [10].

With respect to the task of Arabic sentiment analysis in particular, Abdul-
Mageed et al. (2011) present a manually-annotated corpus of Modern Standard
Arabic (MSA) from the newswire domain, together with a tailored wide-scale po-
larity lexicon, to show the effects of using language-specific features with an SVM
classifier on morphologically-rich languages, achieving results of 57.84% F and
up to 95.52% F with a domain-specific lexicon [11]. Likewise, Abbasi et al. (2008)
use an “Entropy Weighted Genetic Algorithm (EWGA)” that incorporates both
syntactic and stylistic features, as well as the information-gain heuristic, to clas-
sify document-level text from Middle-Eastern web forums to a reported 93.6%
accuracy, also using machine learning classifiers [12]. Rushdi-Saleh et al. (2011)
introduce the Opinion Corpus for Arabic (OCA), which consists of movie reviews
compiled from various Arabic web pages, and use combinations of N-grams, stem-
ming, and stop-word removal pre-processing under both Naive Bayes and SVM
classifiers, achieving a best result of 90% accuracy under SVM [13].

In comparison to the discussed work, the proposed method utilizes the OCA
movie review corpus [13] to explore syntactic patterns specific to Arabic to de-
velop a set of rules that are used in conjunction with a polarity lexicon and sets
of fixed grammatical units to extract sentiment phrases from opinionated docu-
ments, and calculate opinion scores and ratings for each of them. This methodol-
ogy attempts to take advantage of opinion-bearing language patterns in Arabic
for a simple approach that can scale appropriately to different contexts and
domains depending on the lexicons utilized, without the need to re-learn data
features as with supervised learning methods, and in turn provides a means of
determining the respective strength of the classified text.

3 Background Information

The complexity of syntax and structure in morphologically-rich languages makes
the task of language modeling and representation a challenging one for natural
language processing systems. In particular, the effect of a language’s morphology
on its overall syntax is significant: in Arabic, the language’s rich morphology
allows for a greater degree of freedom for word order and syntactic structure, as
the morphology itself defines many aspects of the language’s syntax, and is an
important consideration for language modeling [14].

3.1 Basic Descriptive Sentence Structure in Arabic

In Arabic, the most basic sentences used to describe a subject are nominal,
consisting of a definite noun, proper noun, or pronoun subject, with an indefinite
noun, proper noun, or adjective predicate agreeing with the subject (in number
and gender) [15]. For example, the sentence ������ �� �	
��
 (alkitāb ǧadyd, meaning

“The book is new.”) consists of a simple definite noun, �� �	
��
 (alkitāb, meaning
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“book”), with a simple adjective, ������ (ǧadyd, meaning “new”), and constructs

a full sentence in this sense [14].
Arabic adjectives in particular have a structured position in basic sentences:

adjectives follow the nouns they modify, and agree with them in gender and
number [14]. A particular exception to this rule is found with adjectives that
modify plural irrational nouns, which are always feminine singular [14]. Still, the
placement of the adjective with respect to the noun it describes is an important
detail of descriptive sentence structuring [15].

3.2 Other Morphological Components of Syntax

Not all Arabic part-of-speech units are distinct, independent word forms; rather,
several grammatical units are more related to the morphology of word forms
they are attached to than separate entities [15]. Clitics, or morphemes that
syntactically define words but are often bound to other base words, serve to
change the meaning of the inflections they attach to.

For example, conjunctions are cliticization morphemes, such as � (wāw, signi-

fying “and”) and
�� (fā↩, indicating “in”), that can attach to any part-of-speech.

Negations can attach to various parts-of-speech, or they can be independent
words or morphemes, as well, such as �� (lam, signifying “did not”), while adverbs

of degree, such as 
����
� (kt
¯
yrā, signifying “a lot”) and �
��	� (qalylā, signifying “a

little”), can modify verbs, adjectives, other adverbs, and more complex phrases,
and usually come after the modified word.

3.3 Intuition Behind the Rule-Based Method for Sentiment
Analysis

The basic word forms and simple sentence structures described can be used
to derive a simple system for a set of rules focused around descriptive sen-
tences in Arabic. Because some of the most basic and essential units governing
the existence of descriptive opinion-detail in sentences revolve around adjectives
and their modifiers, including negations, conjunctions, and adverbial intensifiers,
these basic units offer a simple structure to map out sentiment-bearing phrases
and sentences, as is proposed and modeled in this paper.

The motivation behind a rule-based method for Arabic sentiment analysis lies
in the ability to use the basic rules introduced to score documents (and more
particularly, reviews) based on the opinion-bearing units within them. While
standard machine-learning algorithms can serve to classify documents based on
rich sets of word features, the simple proposed method offers a way to capture
the level of positive or negative sentiment within the analyzed text, and there-
fore rank the text within the observed classes, rather than declaring a strict
membership to one or the other.
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4 Proposed Algorithm

The proposed rule-based opinion-strength calculation algorithm is presented in
the following sections, which detail the system design, dataset, tools, derived
rule-set and score calculation scheme utilized.

4.1 System Design

The experiments conducted on the dataset are carried out in a number of steps,
as shown in Figure 1 and described in the following sections.

Fig. 1. Experimental system block diagram

Initially, the corpus documents and derived set of modifier word lists (nega-
tions, intensifiers, and conjunctions) are parsed using a set of developed grammar
rules, mapping the documents into patterns of words and modifiers that are to
be used to match with polar word sets. These polar word sets compose the four
sentiment lexicons (weak and strong word sets for both the positive and negative
classes), which are used to match words in the already rule-parsed documents in
the opinion-score calculation phase. Each document receives both a positive and
negative score, according to a scoring scheme based on the number of polar units
and modifiers in each sentence of the document. Each of the documents is then
given a document rating, depending on a measure of the ratio of polar items
within them, resulting in a strength rating for each of the documents, which can
be compared to the actual review rating for validation, and used to find system
accuracy and other assessment metrics.
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4.2 Opinion Corpus

The dataset chosen for system implementation was the Opinion Corpus for Ara-
bic (OCA) movie-review corpus [13], particularly for its highly subjective content
and review rating scale, which was necessary to validate the proposed opinion-
strength rating scheme. The corpus consists of 500 Arabic movie reviews, 250
positive and 250 negative, collected from 15 different Arabic web sites. Each of
the written reviews are sets of text detailing the movie and author’s commen-
tary, with most reviews followed by an overall numerical rating of the movie to
supplement the written review.

To prepare the corpus for analysis, considering the non-uniform nature of
the different reviews, a process involving tokenization, basic stop-word, special
character, and punctuation removal, and light stemming were performed. Ad-
ditionally, considering that each site utilizes a different rating scheme to allow
the author to give an overall numeric rating of the movie under review, nor-
malization of the rating schemes (rating out of five versus rating out of ten, for
example) was performed [13]. For the purposes of the rating-strength assessment
conducted using the proposed algorithm, only documents with a review rating
were considered for the opinion-strength rating task (to establish a means of
validation), and so the actual number of documents used were 483 (250 positive,
and 233 negative), with 17 negative reviews excluded due to unavailable ratings.

4.3 Resources and Tools

Several resources and tools were employed in the algorithm implementation to
prepare the text and aid in the rule-based rating task.

Sentiment Lexicons and Modifier Lists: As mentioned in the literature,
sentiment-bearing words and phrases are the most crucial components for opinion-
related tasks [6], considering that the overall semantic meaning of the sentences
is ultimately reliant on the collection of the individual polar units within it. This
features lends to the use of a set of sentiment lexicons and modifier lists adapted
for various natural language processing systems [16].

Sentiment Lexicons: The applied set of four sentiment lexicons were adapted
from the Mutli-Perspective Question Answering (MPQA) Subjectivity Lexicon
[17], an English set of subjective words that are part of the OpinionFinder project
[18], used to identify various aspects of subjectivity in document sets. The words
are divided into four sets, {positive weak, positive strong, negative weak, negative
strong}, with additional “subjectivity queues”, such as part-of-speech tags, that
could be relevant to usage. As described by Riloff and Wiebe (2003), the sets
were collected from both manually and automatically-tagged sources [19].

In order to use the wide-scale lexicon set for the presented Arabic analysis
task, a translated version of the lexicon, the Arabic MPQA Subjectivity Lexicon
[20] was adapted for use in the proposed system. Because of the scale of the
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lexicon, problems with the relevance of many translated terms appropriated the
task of manual filtering of the set for irrelevant terms, post-translation.

Modifier Lists: In addition to the sentiment lexicons used, a set of Arabic-
specific modifiers was also utilized to help define the rules applied for document
parsing, as input to the opinion-scoring phase of the algorithm with the sentiment
words. The modifier set consists of three word lists, {negations, intensifiers, con-
junctions}, which represent either full Arabic words or clitic prefixes for polarity
inversion, incrementing or decrementing adverbs, and connective conjunctions.

The effects of each of the modifier types are articulated in the derived rule
sets, with the general intuition that at the most basic form negations serve to
flip (or, at least diminish) the polarity of the following word or set of words,
intensifiers update the polarity of the preceding word, and conjunctions carry
polarity over to the connected set of words.

4.4 Document-Parsing Rule Set

As detailed in set of rules derived for document parsing presented in Figure 2,
the top-most classification of a document is a group of one or more terminating
(ending with a terminal punctuation) sentences, which are composed of one or
more phrases. A phrase may consist of one or more expressions, which may in-
clude a negated phrase (simply defined as a basic phrase prefixed with a negation
from the negations modifier list). These phrase-forming expressions, in turn, are
more basic building-blocks containing conjunction groups (defined as strings of
words connected with a conjunction from the modifier list), incremented words
(single words preceded or followed by an incremented from the modifier list), or
simply single-word units (which are later interpreted as either polar or not, de-
pending on whether they exist in the sentiment lexicons). Each of the terminals
are either entries in one of the modifier lists, basic punctuation, or word units.

The document rule-parsing phase works by tokenizing each entering corpus
document into its respective grammar units, in accordance with the components
defined. The parser then reduces each set of tokenized groups using the grammar
rule set, such that each level of granularity within the document (word, conjunc-
tion and negation groups, expressions, phrases, and sentences) are clearly and
uniquely defined, and the parse tree for each document can be traced back to
each of its distinct components, resulting in a single parse per sentence that
is ready to be mapped for polarity queues. Sample parse trees for two corpus
sentences [13] are shown in Table 1, to be mapped for sentiment words in the
subsequent interpretation and score-calculation phases.

4.5 Opinion-Score and Rating Calculations

Given a rule-parsed document, the opinion-score calculation algorithm can be
applied to find a polarity score for both positive and negative sentiment, followed
by subsequent rating calculations on the derived opinion scores.
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Fig. 2. Derived rule set for document parsing

Opinion-Score Calculation The basic positive and negative opinion score
points are determined when the parsed documents are interpreted by attempting
to match each of the terminal words with words from the four adapted sentiment
lexicons. Likewise, as dictated by the rule set, each of the individual modifier
terminals serve to affect the score of the polar words they operate on.

Negations:A negation can invert the polarity of the word it modifies or decrease
its polarity in the same class, just as �
��� ���� (lays ǧayd, meaning “not good”)

does not necessarily mean ����� (sy↩, meaning “bad”), but rather a diminished form

of �
��� (ǧayd, meaning “good”). More particularly because of the less predictable

sentence structure of Arabic (where the negations may be further off from the
modified polar word), negation words in the algorithm serve to halve the score of
the phrase that they precede, where this phrase could be either a single negated
word, or a longer negated phrase.

Intensifiers: Intensifiers (in the most general case, “incrementers”, or words
that intensify the polarity of the word they modify) double the score of the
polarity word they operate on in the algorithm, which can appear either before
or after the modifier. The scope of the simple grammar only handles the case
of a direct intensifier attached to the modified polar word, such as the case of

��� �
��� ���� (lays ǧayd ǧdā, meaning “not very good”).
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Table 1. Sample parse trees for two OCA corpus sentences [13] using the rule-based
parser

Sentence 1 with Parse Tree Sentence 2 with Parse Tree

 
��!"�  ��� �#��  �$���%  &	$�

alqs.h t.ryfh lilġāyh wamosaleyh
“The story is very funny and

entertaining.”

 '�
� �� ��
�� ()	$�� 
�*� �% �+��� ��

lm ykon z. āhrā bqowh fy fylmah
“[It] was not powerfully present in

his film.”

(“phrase”,
[ (“WORD”, “  &	$�
”),

(“conjunction group”,
[ (“incremented”,

(“WORD”, “  �$���%”),
(“INC”, “  ��� �#��”)),

(“CONJ”, “�”),
(“WORD”, “  
��!"”)])])

(“negated”,
(“NEG”, “��”),
(“phrase”,

[ (“WORD”, “ �+���”),
(“incremented”,

(“WORD”, “ 
�*� �%”),
(“INC”, “ ()	$��”)),

(“WORD”, “��
��”),

(“WORD”, “  '�
� ��”),
(“WORD”, “��� ��,
”)]))

Conjunctions: In the simple grammar presented, conjunction groups are de-
fined as sets of expressions (which can be larger conjunction groups, or single
words) connected by a conjunction word, such as -." � �
��� (ǧayd wa mohim,

meaning “good and important”). In the case of conjunction groups containing
only similar-polarity words with neutral intermediate words, the algorithm cal-
culates the score of the conjunction as the combined count of all the similar-
polarity connected words in the group (thus, “passing the polarity” through the
group).

Review Rating Calculation: By interpreting each of the parsed documents
with the basic counting scheme proposed, a final positive and negative score is
calculated for each of the documents. These scores are calculated as the word
scores from the sentiment lexicons, with a single point for a weak lexicon words,
and double points for strong lexicon words, along with the updates to the scores
based on the surrounding modifiers, according to grammar rules described.

pos score: count of the positive polar words, with modifier updates
neg score: count of the negative polar words, with modifier updates

From these two document polarity scores, the overall document rating, as
shown in Equation (1), is calculated by taking the positive polarity score over
the total document polarity score (for both positive and negative), to give an
estimate of the document’s polarity score as a ratio of polar units.
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doc rating =
pos score

(pos score + neg score)
(1)

This rating is then compared to the actual numerical rating given in the review
to give a sense of the polarity strength of opinions in the document, measured
by the average absolute difference between actual and calculated ratings.

5 Results and Evaluation

The results of the review-rating experiments conducted on the 483 rated docu-
ments in the Opinion Corpus for Arabic (OCA) dataset [13] under the proposed
rule-based algorithm are presented in the following section.

Based on Equation (1), the absolute difference between the actual document
review and the predicted document rating was found for all of the documents.
Figure 3 shows a frequency distribution of the absolute difference in points be-
tween actual and predicated ratings for the full set of documents.

Fig. 3. Frequency of absolute difference in rating points between actual and predicted
ratings versus the number of documents with that rating difference

For example, a positive document with an actual rating of 9/10 and given a
predicted rating of 7.5/10 and would get a difference score of 1.5 points. The
graph shows the highest frequency in the 2-3 difference point bin, with a drop in
frequency in either point direction in the range of a 0-10 point-scale difference.

An average difference of 2.1 and 2.5 points (and standard deviation of 1.3
and 1.4) was found for the positive and negative reviews, respectively, giving an
average of 2.3 point difference between the ratings for both classes, as compared
to the ratings given in the reviews. This gives an indication of how closely the
document opinion score matches the actual rating (in ratio between positive and
negative scores) and reflects the existence of significant polar items in the doc-
ument under consideration. As a novel approach, the results give good evidence
of the potential of using a rule-based method for the Arabic opinion-rating task.
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6 Conclusions

Due to the morphological complexity of languages such as Arabic, rule-based
schemes for modeling and parsing the language are often considered difficult
tasks. The proposed algorithm, which offers basic decomposition and modeling
of Arabic grammar structure as focused around simple opinion-phrase units,
including polar words and basic negation, intensifier, and conjunction modifiers,
shows that using these simple rules and adapted word lists achieve promising
results in sentiment rating tasks.

For further enhancement of the approach, the word lists and rules themselves
can be expanded and more thoroughly modeled to the intricacies of the lan-
guage. Likewise, the task of using more semantic information and modeling of
relationships between words in the text is important for further research.

The great variance of the semantic meaning of words even in the same polarity
class makes the task of measuring opinion strength very relevant. The proposed
system uses the polar scores derived from the rule-based method to determine an
overall document polarity rating, which coincides to a high degree with the actual
document rating given by the author. With this extra classification information,
documents can be also be ranked according to their sentiment strength.

The proposed rule-based classifier and novel opinion-strength calculation
scheme for Arabic reviews thus provide a scalable approach to sentiment analy-
sis to help further the possibilities of text classification and rating schemes for
more complex languages, helping to model sentiment and opinion more closely
and correctly.
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Abstract. A possible solution for the current rate of animal extinction
in the world is the use of new technologies in their monitoring in order to
tackle problems in the reduction of their populations in a timely manner.
In this work we present a system for the identification of the Turdus
migratorius bird species based on their singing. The core of the system
is based on turn-level features extracted from the audio signal of the
bird songs. These features were adapted from the recognition of human
emotion in speech, which are based on Support Vector Machines. The
resulting system is a prototype module of acoustic identification of birds
which goal is to monitor birds in their environment, and, in the future,
estimate their populations.

1 Introduction

Birds are the most diverse class of terrestrial vertebrate animals. Based on
the morphology of the animals Mayr (1942) [6] estimated approximately 8, 200
species. More recent classifications from Sibley and Monroe (1990) and calcu-
lations from Burnie (2003) and Perrrins (2011) have estimated 9, 672, 9, 720
or 9, 845 species respectively [23, 4, 3]. In particular, Mexico is home of 10%
of the worlds’ avifauna with 1, 076 species [20] from which 104 live exclusively
in Mexico [7]. However, this richness of biodiversity is in danger: Birdlife In-
ternational (2011) estimates 103 bird species have become extinct since 1600,
of which 24 were located in Mexico [15]. The problem has become acute with
respect to endangered species, which are 12% of the bird species. In Mexico,
there are 40 species in danger of becoming extinct, and the Mexican government
has classified 373 species at some kind of risk [5].

In face of this situation, the monitoring of bird populations are part of a
more general scheme which helps determine actions to prevent the extinction of
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species. Current methodologies are quite intrusive, as they require the capture
of birds specimens and/or tagging them with devices [16]. Less intrusive tech-
niques are being explored, among which, machine learning Bio-acoustic method-
ologies are an attractive option [9]. In particular, the identification of bird species
through their singing has several advantages: it does not require to capture the
specimen, it can capture multiple birds and species at once, and audio capture
devices does not invade their natural environments.

In this work, we explore the bird species identification task. Specifically, we
focus on the Turdus Migratorius species (also know as Common Robin). This
species is distributed throughout North America, from Canada to Mexico. Al-
though the status of this species is not of concern, its availability and singing
characteristics made it a good candidate to test our approach1. We explore the
use of acoustic features at the syllable level of the bird song inspired by method-
ologies used by Human Emotion Recognition [22]. We use these features to label
the species in offline recordings or live audio capture using our prototype module
of acoustic identification of birds.

The outline of this work is as follows. Section 2 presents previous and related
work. Section 3 explains in detail our approach. Section 4 presents the acoustic
features used. Section 5 lists the audio resources used in our development and
evaluation. It also presents the prototype for live audio capture and identifica-
tion. Section 6 explains our experiments and results. Finally, Section 7 presents
our main findings and future work.

2 Previous Work

Bird singing is divided in three levels: song, syllable and notes. With respect to
human speech these correspond to: sentences/utterances, words and phonemes.
Figure 1 illustrates such levels in a segment of singing of a Turdus migratorius. At
the note level, Graciarena et. al (2011) [11] uses a note model based on Gaussian
Mixture Models (GMM), in combination with n-gram models for the sequence
of notes to reach a song level. In addition, Hidden Markov Models (HMM) are
a popular approach for sequencing syllables [17].

Most of the research has focused at the syllable level using different machine
learning techniques and feature representations. Multivariate and Hypersignal
[18], distance statistics and syllables sinusoidals [13], GMM and Mel-Frequency
Cepstral Coefficients (MFCCs) [12], GMM correlations and histograms [24], Lin-
ear Discriminant Analysis (LDA) using Linear Prediction Cepstral Coefficients
(LPCCs) and MFCCs [14], Support Vector machines (SVM) and MFCCs [8],
MFCCs and Manifolds [2]. From these examples, we want to distinguish the
approaches which automatically segments audio into syllables [24, 14], for the
practicality of the application, since they do not requiere human tagging.

In the work of Trifa et. al. (2008) [25], where Mexican native species (specif-
ically antbirds species from the Mexican rainforest) where studied for species

1 A recording of a Turdus Migratorius specimen can be found in Anonymous.
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Fig. 1. Acoustic levels of a bird song

recognition, they used a HMM setting which reached high accuracy with
manually-segmented song recordings (2− 4 seconds).

In this work, we focus on the Turdus Migratorius which inhabits Mexico.
The features we use are MFCC representations commonly used in the Human
Emotion Recognition field. In addition, our system automatically identifies the
syllables in offline recording or live audio capture.

3 The System

Figure 2 illustrates our approach. The first stage syllabifies the audio signal, the
result of which are segments of audio to be classified. The second phase classifies
such segments into two classes: a part of a song of a Turdus Migratorius or not2.

Fig. 2. Stages for the identification of species

2 The source code can be obtained from: Anonymous.
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The syllabifier consists of two phases for live audio capture: a) a coarse activity
detector which identifies segments of activity, b) a fine-grained activity detector.
The coarse activity detector is an energy-based Voice Activity Detector (VAD)
[19] which uses an adaptive threshold depending on the energy of n previous
frames. Then, the detected segment is processed by the fine grained activity
detector using the signal energy of the whole segment to identify a threshold
[21]. The result of the fine grained phase is a segment of activity that has been
further segmented into a set of syllables.

If the identification is carried out via an offline recording, only the fine grained
phase is carried out, using the whole recording as one segment of activity.

The classifier is a straight forward Support Vector Machine (SVM) with a
Radial Basis Function (RBFs), where we have defined two classes: the Turdus
migratorius and other. The classifier uses MFCC-based features (explained in
more detail in the following section) extracted at the syllable level [1] to attribute
a label to the segment of activity.

4 Acoustic Features

In our approach, we use two feature groups as our source of features: MFCCs
and ΔMFCCs. These features have been inspired by the emotion detection field
[26, 22]. Over each syllabified segment, we extract the two features groups (one
set of features per syllable), and for each group we calculate nine functionals:
mean, standard deviation, quartile 1, 2 and 3, minimum, maximum, skweness
and kustosis metrics.

In particular, the MFCCs we used are optimized for bird songs. Table 1 com-
pares the parameters used with the commonly used for human speech.

Table 1. Comparison of MFCC parameters between birds songs and humans speech

Parameter Birds songs Human speech3

Coefficients 16 13
Bank filter 40 40
Up frequency 4, 000Hz 6, 855.49Hz
Low frequency 0Hz 133.33Hz
Sample rate 16, 000 16, 000

5 Audio Libraries

For our experiments the main source of recordings was the Maculay Library. For
the Turdus migratorius label we used samples from the Biblioteca de la Facultad
de Ciencias [10] and our own recordings carried out in the enviroments where
we expect our system to help to monitor the species. For the other label we
used recordings of the Turdus accidentalis, Myadestes occidentalis, Thryomanes
bewickii, Cardinalis cardinalis and Toxostoma curvirostre, as well as the silences
detected on all recordings. Table 2 summarizes the information from which we
obtained the recordings.
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Table 2. Description of audio sources

Species Source Total Total
time recordings

Turdus migratorius Maculay Library 1h 53m 59
Facultad de Ciencias
Own recording4.

Turdus rufopalliatus Maculay Library 16m 11

Myadestes occidentalis Maculay Library 36m 4

Thryomanes bewickii Maculay Library 24m 3

Cardinalis cardinalis Maculay Library 21m 5

Toxostoma curvirostre Maculay Library 36m 4

5.1 The Prototype

The prototype is a teleoperated static robot with capabilities of audio capture,
for which it has two shotgun microphones which can be pointed with an angle
with respect to the ground (to consider foliage). It can also capture tempera-
ture, humidity, and global position coordinates. All this under the control of an
operator.

It is designed to work live with a module of acoustic identification of birds,
the main purpose of which is to record the ambient audio and to identify the
presence of the Turdus migratorius species.

Figure 3 shows a scheme of the prototype and some of their components.

Fig. 3. Module of acoustic identification of birds (a) front view (b) sideview

6 Experiments

First we evaluate the fine-grained syllabifier by manually labelling the recordings
corresponding to the Turdus migratorius and comparing the automatic versus
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Table 3. Syllabifier performance for Turdus migratorius recordings

Measure Value

Precision 87.49%
Recall 75.15%
F1-measure 78.30%

the manual segmentation. For this purpose, we use a turn based evaluation based
on the midpoint of the manual transcription [27], using a 10-fold cross-validation
over the recordings (so that features from the recorded environment could be
learnt by the classifier). Table 3 summarizes the results, which show that if the
recording is of a Turdus migratorius, the syllabifier will recall approximately 75%
of its syllables.

In a similar manner we evaluate the performance of the classifier stage. In
this case, we perform two evaluations over the manually labelled and automatic
syllabified recordings. Table 4 summarizes the performance of the classifier over
the syllables.

Table 4. Classification performance of manual and automatic segmented syllables of
Turdus migratorius and the other class

Measure Manual Automatic
(only Turdus
migratorius)

Precision 73.94% 83.26%
Recall 64.64% 83.26%
F1-score 67.34% 83.26%

The manual results represent the classification of the Turdus migratorius
species on the recordings with only this species. As it can be seen, once we
eliminate the certainty that the recording is of a certain species, the system has
a lower performance as it attempts to classify the erroneous sillabified segments.

The automatic results show the accuracy of the system over both Turdus
migratorius species and the other category. As it can be seen, the module can
identify correctly 83% of the syllables. However, it is important to remember
that some of the syllables from the syllabifier stage were not passed into the
classifier stage and, thus, were not considered in the performance metric.

In order to illustrate the performance of the classifier Figure 4 shows the
Receiver Operating Characteristic (ROC) curve, which shows the discrimina-
tive power of the classifier. In addition, the ROC curves for a classifier with only
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Fig. 4. ROC curves for classifier with both MFCC and ΔMFCC group features, only
MFCC and only ΔMFCC

Table 5. Performance of the classifier with only MFCC and only ΔMFCC group of
features

Measure Only MFCC Only ΔMFCC

F1-score 83.63% 79.26%

MFCC and only ΔMFCC features are also shown. As it can be seen, the MFCC
features are the most helpful to perform the task of identifying the species. The
classifier base only on those features is as good as the combined classifier. Table
5 list the performance results of only MFCC and ΔMFCC, since these results
were calculated over the automatic segmentation, the metrics precision, recall
and f1− score have the same value.

Finally, Figure 5 shows the learning curve for the task if we add recordings
to the classifier. For this evaluation, we split the Turdus migratorius in training
(35 recordings) and testing (24 recordings), we only vary the amount of Turdus
Migratorius recordings during training. For the other samples we split in half
of the recordings for each species into the training and testing. In this Figure,
we can notice a good performance was reached with 20 recordings which are
approximately 40min. When reached 35 the performance is getting stable.
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Fig. 5. Learning curve for the task of Turdus migratorius identification

7 Conclusion

We have presented a system for the identification of the Turdus migratorius
bird species. Our approach relies on features inspired by the recognition of hu-
man emotion in speech. Our system recalls 75% of the syllables and classifies
83% of them correctly as Turdus migratorius or other. We showed that MFCC
group of features is the most helpful for the classification. Finally, we show 35
of recordings can be enough to reach similar results to ours. Our current system
is part of module of acoustic identification of birds prototype (MIAA for its ini-
tials in Spanish.) which is designed to be used to monitor birds in their natural
environment.

Future work will focus into improve the identification rates and consider more
species. We are looking into how to relate the monitored data with the esti-
mated population of the birds, so we can follow the population of birds during
a great period of time and provide measurements of their population, migratory
behaviour and future plans of conservation.
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[5] Semarnat. Secretaŕıa de Medio Ambiente y Recursos Naturales. Norma oficial
mexicana nom-059-semarnat-2010 (2010)

[6] Mayr, E.: The number of species of birds, vol. 63 (1946)
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Alvarado-Yañez, Luis A. II-225
Alvarez, Gloria Inés I-497
Arabsorkhi, Mohsen I-406
Arias-Aguilar, José Anibal I-558
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Ceballos, Héctor I-185
Cervantes, Jair II-403
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Rodŕıguez-Ortiz, José II-30
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