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Foreword

Field service operations lie at the heart of many service industries. For companies

such as telecommunications providers or on-line retailers, the efficient and effective

management of field resources is fundamental to realising excellent customer

service and a competitive cost base. However, the successful delivery of the

systems and processes that underpin field service operations is challenging. A

study by the British Computer Society suggests that ‘only around 16% of IT

projects can be considered truly successful’.1 This problem can be attributed to a

number of factors, most notably failing to take a holistic approach to transforming

operations. A successful approach combines technology change with process rede-

sign, people engagement and organisational transformation.

This book provides an insight into how to successfully transform field service

operations with automated technologies. It draws on years of experience from

different industries and from different perspectives on realising change. This

book captures a range of views from research and technology development, systems

engineering and change management. The authors provide practical insights using

case studies to highlight lessons learnt and areas for further research. We are sure

the book will both inform and broaden the reader’s understanding of field opera-

tions and how it can underpin business transformation.

CEO, BT France Jerome Boillot

MD, Research & Innovation, BT Tim Whitley

1 ‘The Challenge of Complex IT Projects’, British Computer Society: London, 2004.
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Introduction

The drive to realise operational efficiencies, improve customer service, develop

new markets and accelerate new product introductions has substantially increased

the complexity of field service operations. Historically, the imbalance between the

supply and demand sides of the service delivery has been a challenge for service

providers. Consumer demand for specific services may be uncertain and variable.

At the same time, factors in supply planning are inflexible and slow to respond to

changes in demand. In recent years, the strategic benefits of field service automation

have become ever more critical to cost-effective service delivery. To maximise the

efficiency and effectiveness of field service operations, organisations have

embarked on a wide range of transformation programmes that have sought to

introduce automation through the use of workforce management technologies.

Despite the potential business value that can be delivered from such transformation

programmes, too often, the automation technologies have not been fully utilised,

and their expected benefits have not therefore been realised. Indeed, in many such

instances, not only performance improvements have failed to materialise but

serious problems have also arisen, in the form of increased structural costs, inad-

equate responses to customer requests and the failure to respond to new revenue

opportunities.

Scholars of organisation change argue that the success of any transformation

programme is a function of how well the technical, political, structural and social

aspects of a specific project have been managed. Unfortunately, as these aspects are

typically entangled in a highly complex and interdependent web, it is very difficult

to fully understand and address each element effectively. Indeed, all too often,

organisations will address one or two aspects to the exclusion of the others, and in

so doing, a variety of undesirable consequences will ensue. Against this backdrop,

the objective of this edited book is to provide insights into how organisations might

successfully transform their field service operations with workforce management

technologies. In addition to presenting a variety of case studies, which seek to

demonstrate the lessons to be learnt from organisations’ experiences of business

transformation projects, this book also presents a range of practical tools, tech-

niques and approaches that can be applied to facilitate service transformation.

vii



Consequently, this book is aimed at those managers, technologists, change agents

and scholars who are interested in field service operations. The book is organised

into four parts.

Part I: The Case for Transforming Service and Field

Operations

Together, the two chapters in the first part of this book aim to present the case as to

why organisations should be actively considering transforming their service and

field operations. Chapter 1, IT Exploitation Through Business Transformation:
Experiences and Implications, sets the scene by presenting a fairly general explo-

ration of how IT can be used to successfully facilitate business transformation, but

only if the organisational change elements of the project are managed proactively.

Its other key message is that the benefits from any such IT-facilitated business

transformation project will only materialise, if the impacts of the technology are

monitored and managed over its operational life: the realisation of business benefits

is a journey, not a destination! By contrast, the following chapter, Chap. 2,

Transforming Field and Service Operations with Automation, focuses far more

explicitly on the effective transformation, in the context of field and service

operations. In so doing, this chapter makes the case that organisation operating in

a highly competitive sector, such as telecommunications, must transform their

service operations if they are going to keep operating costs under control, whilst

also maintaining high levels of customer satisfaction.

Part II: Methods, Models and Enabling Technologies

for Transforming Service and Field Operations

There is a wide and diverse array of methods, models and enabling technologies

that can be deployed with the aim of realising transformational improvements in

service and field operations. In this part, several of these approaches are presented

and evaluated. The techniques used include different forms of simulation at differ-

ent operational levels and timescales, data-driven decision-making and analytics

tools, along with computational modelling and fuzzy decision-making.

In Chap. 3, Designing Effective Operations, the authors present a cybernetic

approach to identify key control loops and information flows in the management of

complex operations. Organisational modelling and powerful simulation are used to

gain insight by simplifying complex behaviours and making business assumptions

and their impacts explicit. The use of these models by stakeholders can build a

common ground for better balanced business decisions. The chapter provides a
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substantive example where a cybernetic simulation of the delivery of a telecom

service is used to balance competing cost and customer service objectives.

Chapter 4, System Dynamics Models of Field Operations, focuses on long-term

strategic planning. Here, there is a need to model the interaction between demand,

resource levels and deployment and thus quantify trade-offs between cost and

service performance. System dynamics modelling simulates the cumulative effect

over time of operational decisions driven by the tension between competing

performance objectives, targets and priorities. The types of scenarios that can be

modelled are explained with a simple illustrative example. The chapter also pro-

vides a substantive real-world example of the application of system dynamics

modelling to the field operations in a major telco.

In the age of big data, appropriate integration of data into operations manage-

ment is increasingly automated, and so it is essential to adopt modern analytic

approaches. These are the focus of Chaps. 5 and 6. Chapter 5, Understanding the
Risks of Forecasting, explores the importance to forecasting of distinguishing

between predictable variation, due to trends or seasonal effects, and inherence

variation, or noise, in metrics relating to complex operations. The author provides

several examples based on generated datasets to serve as a guide for forecasters,

managers, modellers and process owners. Chapter 6, Modern Analytics of Field
Operations, presents a variety of the tools and techniques designed by the authors.

Businesses need to run their processes for field and service operations effectively

and efficiently, providing good service at reasonable costs. Due to the changing

nature of businesses including their environment and due to their intrinsic com-

plexity, processes may require adaptation on a regular basis. Modern analytics can

help improve processes and their execution by extracting the real process from

workflow data (process mining), pointing to problems like bottlenecks and loops

and by detecting emerging or changing patterns in demand and in the execution of

processes (change pattern mining). The chapter explores these issues and gives

examples of the successful application of the presented techniques.

Tactical supply planning (TSP) is intermediate between long-term strategic

planning and the scheduling of day-to-day operations. The aim of TSP is to

match the supply of resources to demand to balance cost and service levels. This

is a complex task involving multiple skill sets and capacities and movement of

resources between plans to meet shortages identified from demand forecasts. In

Chap. 7, Enhancing Field Service Operations via Fuzzy Automation of Tactical
Supply Plan, the authors review several different approaches to automate TSP

process and present in detail a fuzzy logic-based approach. A key advantage of

fuzzy logic is its ability to smooth the effects that changes in decision variable have

on a cost function, avoiding the suboptimal effects of greedy approaches and so

improving the overall quality of the plan.
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Part III: Case Studies

A number of case studies help illustrate how new technologies can be applied to

field and service operations to deliver business benefit. These cover three areas:

decision support tools for helping to inform businesses on how to best realise

transformation in field and service operations, core technologies for optimising

resources used to deliver service and tools for improving performance in the field.

In Chap. 8, The Role of Search for Field Force Knowledge Management, the
authors apply adaptive search techniques to improve the effectiveness of search in

the field. This ensures the right information is available to the field engineer at the

right time and shows the potential to significantly improve productivity. Equally

important to the efficient management of a field force is the design of the activities

they are performing in the field. Chapter 9, Application of AI Methods to Practical
GPON FTTH Network Design and Planning, provides an insight into network

planning optimisation and how AI technology can be employed to produce efficient

FTTH (Fibre to the Home) network designs for a telecommunications network. An

efficient design will reduce resources utilised in the field, such as manpower,

network equipment, engineer travel time and energy consumed. Additionally, a

semiautomated design tool reduces effort required in the network providers’ plan-

ning offices. The support tools field engineers have access to also contribute to the

efficient running of field and service operations and can help reduce task duration.

In Chap. 10, The Role of Service Quality in Transforming Operations, the
authors critically assess the challenges in realising a service production manage-

ment solution, before exploring how such systems can be used to effect important

organisational changes. By contrast, in Chap. 11, Field Force Management at
Eircom, a simulation tool for determining the most effective composition of the

organisation’s field service is presented. The simulation tool enables Eircom to

explore what-if scenarios around factors such as skills, resource levels and geo-

graphical distribution which ensures that it optimally configures its field force. Such

tools reduce the need to run expensive field trials in order to determine the efficacy

of new approaches to field management. A more specialised modelling tool is then

presented in Chap. 12, Understanding Team Dynamics with Agent-Based Simula-
tion, which describes a dynamic business simulation environment. The capability

enables the simulation of various working practices, organisational structures and

work allocation scenarios in the light of event-driven perturbations to examine their

impact on the execution of work plans based on historical or generated data.

Chapter 13, Effective Engagement of Field Service Teams, outlines qualitative

and quantitative requirements that will enable organisations to better understand

how they can engage their employees and, in so doing, counter some of the negative

effects, typically associated with significant transformation projects. The qualita-

tive view, based on social research, reveals insights into peoples’ actions, their

behaviours, attitudes and values. The quantitative view provides the essential

knowledge and information to facilitate the employee’s job in hand as well as

enable the workforce to reach full potential. In Chap. 14, The Asset Replacement
Problem: State of the Art, the authors review the range of different modelling
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approaches available for determining asset replacement policy with fleet manage-

ment being the major example used. Asset replacement is a complex decision

process that must take into account the economic life of an asset, repair and

replacement costs. The chapter reviews comprehensive cost minimisation models.

In particular, it provides an analysis in detail of parallel replacement models and

suggests a new model that addresses some of the issues not previously solved in this

area. Finally, the limitations of the current models from a theoretical and applied

perspective are discussed, and some remaining key challenges are identified for

academics and practitioners working in this area.

Part IV: Challenges, Outcomes and Future Directions

Since the mid-1980s, concerted efforts have been geared towards exploiting IT in

transforming service organisations. This motivation is underpinned by the belief

that the benefits of IT have become ever more critical to cost-effective service

delivery. These benefits can be classified along three business planning timeframes:

strategic, operational and transactional. Typically, these benefits are measured as

cost savings, cost avoidance or increase in revenue. Realising these benefits

requires new models for communication across the service and changes in the

behaviour of an organisation’s resources and a seamless flow of information. In

Chap. 15, Enabling Smart Logistics for Service Operations, the authors elucidate

the concept of communication flexibility for improving information flows along the

service chain. The provision of real-time data in the service chain highlights

inefficiencies and opportunities for improving the accuracy of inventory measure-

ment. Moreover, such insights can also be used to facilitate changes in operational

procedures and cultures at an operational level. Successful change is about winning

the minds and hearts of the people the change is intended for. Unfortunately, most

IT transformation projects adopt a mechanistic approach which focuses predomi-

nately on the structural and symbolic aspects of the change with very little emphasis

on the political and human resource parts. Enabling employees to reach their full

potential using IT can be viewed as the desired outcome for any IT transformation

project, i.e. realising and management of the benefits. In the final chapter, Measur-
ing and Managing the Benefits from IT Projects: A Review and Research Agenda,
the authors propose a new research agenda for addressing the key issues on benefits

measurement, which it is hoped will facilitate the effective conduct of future

transformation projects. More specifically, the research agenda includes the use

of both quantitative and qualitative approaches to investigate application of benefits

measurement at the strategic, operational and transactional decision-making in

service organisations.

Martlesham Heath, UK Gilbert Owusu

Aberdeen, UK Paul O’Brien

Leicestershire, UK John McCall

Neil F. Doherty
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Géry Ducatel Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

Leighton Evans University of Swansea, Swansea, UK

Hani Hagras School of Computer Science and Electronic Engineering, University

of Essex, Essex, UK

Kjeld Jensen Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

xvii



Summer Kassem School of Computer Science and Electronic Engineering,

University of Essex, Essex, UK

Udo Kruschwitz School of Computer Science and Electronic Engineering,

University of Essex, Essex, UK

Anne Liret Research and Innovation, BT Technology, Services and Operations,

Paris, France

Michael Lyons Research and Innovation, BT Technology, Services and Opera-

tions, Martlesham Heath, UK

Jonathan Malpass Research and Innovation, BT Technology, Services and

Operations, Martlesham Heath, UK

Thierry Mamer School of Computing Science and Digital Media, Robert Gordon

University, Aberdeen, UK

John McCall School of Computing Science and Digital Media, Robert Gordon

University, Aberdeen, UK

Ahmed Mohamed School of Computer Science and Electronic Engineering,

University of Essex, Essex, UK

Mohamed Naim Cardiff Business School, Cardiff, UK

Detlef Nauck Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

Irina Neaga School of Business and Economics, Loughborough University,

Leicestershire, UK

Paul O’Brien Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

Fernando S. Oliveira ESSEC Business School, Paris, France

Anis Ouali Etisalat-BT Innovation Centre (EBTIC), Khalifa University,

Abu Dhabi, UAE

Gilbert Owusu Research and Innovation, BT Technology, Services and Opera-

tions, Martlesham Heath, UK

Kin Fai (Danny) Poon Etisalat-BT Innovation Centre (EBTIC), Khalifa Univer-

sity, Abu Dhabi, UAE

Olivier Regnier-Coudert School of Computing Science and Digital Media,

Robert Gordon University, Aberdeen, UK

Siddhartha Shakya Research and Innovation, BT Technology, Services and

Operations, Martlesham Heath, UK

xviii List of Contributors



Martin Spott Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

Paul Taylor Research and Innovation, BT Technology, Services and Operations,

Martlesham Heath, UK

Feargal Timon CIM Ireland, Galway, Ireland

Yingli Wang Cardiff Business School,, Cardiff, UK

David C. Wynn Engineering Design Centre, University of Cambridge,

Cambridge, UK

List of Contributors xix



Part I

The Case for Transforming Service and
Field Operations



Chapter 1

IT Exploitation Through Business

Transformation: Experiences

and Implications

Neil F. Doherty and Crispin R. Coombs

Abstract In recent years it has been argued that as information technology has

become a largely undifferentiated commodity, the scope for organisations to use it

strategically, to gain and sustain a competitive advantage, has significantly dimin-

ished. In this chapter, we seek to assess the extent to which organisations will need

to switch the focus of their attention from IT development to ongoing IT exploita-

tion, if they wish to deliver real value from their commoditised IT solutions. In

particular, we seek to explore the complex relationship between software projects,

organisational change and benefits delivery, to try to understand why, if IT is now

such a readily available commodity, it still results in such a wide variety of

organisational impacts and outcomes. In so doing, this chapter will seek to articu-

late and critique the strategies and approaches that organisations will need to adopt

if they are to be more successful in managing the business change and delivering the

business benefits that stem from the adoption of commoditised IT.

1.1 Introduction

When Carr (2003) posed the question: does IT matter, he was raising legitimate

concerns about whether information technology (IT) had become commoditised to

the extent that it was generally perceived to be a utility that can be readily bought off
the shelf, purely on the basis of cost and service performance. Indeed, there is now a

great deal of evidence to suggest that many organisations are very keen to adopt

standard systems such as accounting packages or ERP systems, on the basis of

minimising costs and risks, even if it means sacrificing any opportunity for differ-

entiation (Ravichandran and Liu 2011; Gilbert et al. 2012).

N.F. Doherty (*) • C.R. Coombs

Centre for Information Management, Loughborough University, Leicestershire, UK

e-mail: n.f.doherty@lboro.ac.uk

G. Owusu et al. (eds.), Transforming Field and Service Operations,
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If IT is now perceived to be a largely undifferentiated commodity, then its

ubiquity makes it, in effect, an equaliser—the same technology is available for

purchase to everyone (Gilbert et al. 2012). The corollary of this conclusion is that

one might expect any such commoditised technology to deliver similar

organisational impacts and economic returns, irrespective of the organisational

context in which it has been implemented and ultimately operated. However,

there is a growing consensus within the literature that many of the human and

organisational impacts of IT are certainly not deterministic and cannot therefore be

easily predicted prior to a system’s implementation (e.g. DeSanctis and Poole 1994;

Leonardi 2007). Moreover, as many organisations have learnt to their cost, the

economic returns and performance improvements to be realised from IT are a very

long way from being uniform and predictable. It is widely acknowledged that a

considerable amount of time, money, effort and opportunity has been wasted upon

IT investments that have either been abandoned or ultimately failed to deliver any

appreciable benefit (Fortune and Peters 2005). Indeed, it has been suggested that

only around 16 % of IT projects can be considered truly successful (BCS 2004).

In this chapter, we aim to explore the extent to which organisations appear to be

viewing IT as an undifferentiated commodity, the implications that this might have

for the management of IT-induced organisational change (Eason 1988) and ulti-

mately the realisation of benefits from IT investment projects. The remainder of this

chapter is organised into four parts. First, we provide a brief but critical review of

the growing literature that provides support for the view that IT is now a highly

standardised commodity. We then review the literature to understand the types of

organisational change that are engendered through the adoption of IT and the extent

to which these impacts are predictable. In the fourth section, we focus upon the

value that is leveraged from IT and the circumstances under which benefits might,

or might not, be forthcoming. Finally, we seek to explain why IT delivers such

unequal returns, and in so doing we argue that whilst IT might no longer matter,

how IT is exploited over its operational life does matter.

1.2 The Commoditisation of Information Technology

Organisations seeking to achieve competitive advantage must typically develop

strategies based upon differentiation, which give their activities a distinctiveness,

which will ultimately be valued by customers (Enders et al. 2009). As IT is now

such a readily accessible, affordable and homogenous commodity, it has been

argued (Thatcher and Pingry 2007) that its potential to deliver any sustainable

competitive advantage has become severely restricted, as technology, alone, can no

longer make an organisation’s activities distinctive. Although the organisational

roles and impact of IT have changed dramatically in the last few decades, in many

ways, IT is not dissimilar to other disruptive technologies that have previously

transformed the industrial world (Carr 2003). It is widely acknowledged that IT

may have provided a differentiated advantage to some companies early on, but over

4 N.F. Doherty and C.R. Coombs



time IT has grown cheaper and more standardised so that it is easily accessible to

everyone. The claim that ‘IT no longer matters’ resonates with the earlier strategic
necessity hypothesis (Powell and Dent-Micallef 1997), which asserts that it is

unlikely that any individual application of IT will be able to deliver a sustainable

competitive advantage, because it is relatively easy for firms to understand, and

then copy their competitors’ systems, and that failure to do so will leave them

competitively disadvantaged (Melville et al. 2004).

Against this backdrop, more and more organisations have tended to base their IT

investment decisions on the dual criteria of cost minimisation and risk aversion

(Gilbert et al 2012). For example, many organisations are seeking to attain far

cheaper, faster and safer solutions by implementing readily available commercial

off-the-shelf (COTS) solutions (Berg 2008). The rapid growth of outsourcing and

shared service arrangements, in which common business systems and services are

provided more cheaply through third-party providers (Chan and Gurbaxani 2012),

also provides compelling evidence that organisations are going for cheaper and less

risky solutions. More specifically, Wyld (2009) argues that cloud computing should

ultimately allow organisations to treat business computing as a utility that is

provided on an on-demand basis that is akin to the way in which businesses meet

their need for electricity or telephony services. Many scholars (e.g. Ravichandran

et al. 2009; Currie 2011) have demonstrated using institutional theory that growing
numbers of organisations seek to reduce both costs and uncertainty by simply

investing in the same types of technology as their competitors. As technology

costs tend to decline with time, early investors in emerging technologies often

pay higher prices for the technology. Consequently, firms that resist the temptation

to aggressively invest in emerging technologies are likely to avoid significant risks

and costs (Ravichandran and Liu 2011). If organisations are generally adopting a

cost minimisation and risk aversion strategy, when it comes to their IT investment

strategy, this begs the question of the extent to which this strategy has made the

organisational impacts to be delivered by IT any more consistent and predictable.

1.3 The Organisational Impacts of IT

Information technology is now a ubiquitous and increasingly critical part of the

fabric of the modern organisation, supporting its day-to-day operations and all

aspects of the decision-making process, as well as, many would still argue, its

strategic positioning (Nevo and Wade 2010). It is therefore not perhaps surprising

that the implementation of a new technology or information system is often

perceived to be one of the most effective ways of delivering significant changes

to the design of an organisation (Markus 2004). At a macro level, such changes

might be targeted on an organisation’s structural arrangements, its culture or its key

business processes. At a micro level, technology can be used to effect radical

changes to working practices, user behaviours and job descriptions. For example,
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the implementation of a highly integrated and enterprise-wide system, such as ERP,

can be explicitly used to modify:

• The design of clerical jobs and working practices (Marler and Lian 2012)

• The empowerment of workers (Esteves 2009; Murphy et al. 2012)

• The redesign of core business processes (Koch 2001; Fearon et al. 2013)

• The design of organisational structures and formal lines of reporting (Doherty

et al. 2010)

• Managerial decision-making processes (Fearon et al. 2013)

• The distribution of power within organisations (de Vries and Boonstra 2012)

• The predominant value systems and cultural norms, within organisations (War-

ing and Skoumpopoulou 2012)

Against this backdrop, many commentators argue that the majority of benefits

associated with an IT project stem indirectly from the resultant organisational

change, rather than directly from the new functions and features offered by a

newly installed piece of software (Ward and Elvin 1999). Consequently, project

managers must explicitly seek to transform organisational structures and behav-

iours to ensure that the functionality of a newly implemented information system

can be effectively leveraged through the design of the host organisation (Hughes

and Scott Morton 2006; Peppard et al. 2007). Such technologically mediated

organisational change programmes must be explicitly tailored to reflect the specific

characteristics of the technology and the needs of the host organisation. As Clegg

and Shepherd (2007) note, it is important to change the mindset of stakeholders, to

reflect that they are primarily engaged in business transformation projects, rather

than IT development projects. For example, benefits may only be leveraged from a

new data warehouse if the host organisation actively seeks to modify its culture so

that its staff feel free to act in a more flexible, customer-focussed and empowered

manner (Markus 2004). In a similar vein, Peppard et al. (2007; p. 6) describe how

benefits could only be leveraged from a new CRM system, implemented by a

European paper manufacturer, by redefining the job descriptions and working

practices, of sales representatives, so that they were allocated more sales time to
contact potential high-value customer leads.

The literature is reasonably consistent in promoting the view that IT projects

almost always induce significant organisational changes and that such change

should be actively managed, to ensure that it either facilitates the leveraging of

benefits from the technical artefact (Ashurst et al. 2008) or does not lead to

dysfunctional user behaviours (Martinsons and Chong 1999). Unfortunately,

although some of the impacts of IT may be relatively deterministic and predictable

and are therefore amenable to proactive management, there is a growing body of

work which argues that as the technical artefact is primarily a social construct

(Grint and Woolgar 1997; Doherty et al. 2006), then many of its consequences and

impacts will be difficult, if not impossible, to anticipate, in advance of implemen-

tation (Robey and Boudreau 1999). Whilst some of these unanticipated conse-

quences, or incidental side effects, may be of a positive nature, negative impacts

are also quite common, as IT-induced organisational change often results in user
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resistance and, in extreme cases, possibly even system rejection (Martinsons and

Chong 1999). Consequently, although IT development projects should always be

accompanied by proactive organisational change initiatives (Eason 2001), it is

highly likely that an ongoing process of organisational adaptation will be also

required, once the system is fully operational, to ensure that the functionalities of

the IT artefact are being exploited to their full potential.

The view that the implementation of a new piece of business software engenders

a wide variety of organisational impacts is still consistently held (Orlikowski 2010;

Marler and Lian 2012; Doherty et al. 2012), but the extent to which these impacts

are now more predictable, in the era of commoditised IT, needs to be further

explored. In principle, it might seem reasonable to hypothesise that the

organisational impacts of commoditised IT will now be far easier to predict, as

there is now a considerable body of experience concerning the adoption of these

technologies. Unfortunately, there is a great deal of evidence to suggest that the

implementation of a highly standardised technology, such as ERP, still results in a

very large number of unexpected organisational consequences and outcomes

(Boudreau and Robey 2005; Staehr 2010; Murphy et al. 2012; Waring and

Skoumpopoulou 2012). For example, Hanseth et al. (2006) relate the tale of how

the implementation of a hospital-based ERP system, which was designed to create a

single source of patient data and reduce the volume of paper-based records, resulted

in completely the opposite outcome: a more fragmented patient record and

increased volumes of paper records. Consequently, if the organisational impacts

of IT are both critical to the downstream realisation of business benefits and still

very difficult to forecast, prior to a system’s implementation, then it is likely that the

returns from an IT project will also be very difficult to predict.

1.4 Do IT Investment Projects Deliver Value?

As demonstrated earlier, there is already a significant body of evidence to suggest

that more and more organisations are primarily basing their IT investment decisions

on the twin criteria of cost minimisation and risk aversion (Carr 2003;

Ravichandran and Liu 2011; Gilbert et al. 2012). However, there is no clear

evidence to suggest that such a strategy will automatically deliver success.

Although the current incidence of IT failures may have marginally improved

from the period in which Clegg et al. (1997) reported that up to 90 % of all IT
projects fail to meet their goals, the outcomes of IT projects are still highly variable.

For example, in their study of more recent IT project outcomes, over the period

1994–2002, Shpilberg et al. (2007) reported that 74 % still failed to deliver their

expected value. Moreover, an even more recent survey of IT executives found that

24 % of IT projects were still viewed as outright failures, whilst a further 44 % of

projects were considered to be challenged, as they were finished late, over budget or
with fewer than the required features and functions (Levinson 2009). Consequently,

even if the majority of organisations are now opting for commoditised solutions, to
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reduce cost and avoid risk, there is little evidence to suggest that the outcomes will

be wholly successful.

If IT executives do view IT as a ubiquitous and largely undifferentiated com-

modity, then it becomes very tempting for them to assume that it will automatically

deliver value (Ashurst et al. 2008). In essence, they might be very prepared to

presume that the responsibility for the success of their packaged or outsourced

solution resides solely with the software provider or service provider, rather than

themselves. Unfortunately, even highly packaged and commoditised solution can

still prove to be troublesome. For example, Barker and Frolick (2003) describe how

a major soft drink bottler successfully implemented an ERP system, which was

intended to provide the benefit of integrated communication, but once live was

considered to be a barrier to organisational effectiveness. In a similar vein, Peppard

et al. (2007) report the case of a newly implemented CRM package that was

delivered to time, budget and specification but provided no obvious benefits to

the organisation. These studies show that if investments in commoditised IT are to

be considered truly successful, then they have to achieve far more than simply being

implemented to specification, on time and within budget (Dorgan and Dowdy 2004;

Sauer and Davis 2010). Consequently, there may be a very substantial expectation’s

gap between the returns that an executive might expect from a newly implemented

piece of commoditised software and the benefits that are ultimately realised.

1.5 Moving Towards an IT Exploitation Agenda

Whilst the returns from IT investments may often disappoint, there can be little

argument that appropriate software has the potential to play some positive role in

transforming the performance of business operations and enhancing the delivery of

services. Consequently, from an organizational perspective, IT certainly can matter.

However, when organizations are making specific decisions about which software

to invest in, they might do well to heed the advice of Gilbert et al. (2012; p. 184),

who concluded that ‘the lesson from this study for practitioners, at least those at
information technology-using industries, is to manage information technology to
keep costs and risks under control and look elsewhere for innovation’. Although
organisations might be well advised to base their IT investment decisions on the

basis of cost minimisation and risk reduction, we would argue that they still need to

explicitly focus on strategies for leveraging value from such investments. More-

over, we would encourage them to still seek to use IT as a platform for innovation

but not necessarily at the point of implementation.

It has been argued that the realisation of benefits from IT is a journey not a
destination (Doherty 2014). In traditional systems development projects, the imple-

mentation of the software artefact tends to be the point at which most of the project

activity, as well as any senior management interest, tends to wane (Peppard and

Ward 2005). Unfortunately, from a benefits realisation perspective, this situation is
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seriously deficient, as benefits need to be actively managed over the system’s

operational life (Leonardi 2007). This longer-term exploitation strategy is often

advantageous, as it encourages stakeholders to innovate and improvise with their

local working environments (Orlikowski 1996), and to tailor their systems and

processes, to reflect changing organisational circumstances and requirements. As

Jasperson et al. (2005) note, organisations may be able to achieve considerable

economic benefits (via relatively low incremental investment) by enabling users to

enrich their use of already-installed information systems.

Unfortunately, it is not clear how easy it will be for organisations to leverage

value from their IT investments, once operational, as relatively little attention has

been devoted to examining how existing IT installations can be exploited by firms,

to provide ongoing innovation opportunities. Much of the extant literature

concerning the post-implementation use of IT has very narrowly focused upon

the initial uptake and adoption of IT, rather than any long-term user behaviours

(Ahuja and Thatcher 2005). Consequently, there is now a pressing need for wider

research that goes beyond examining user acceptance behaviours of systems in the

immediate post-adoption period and addresses the long-term exploitation of IT

investments (Jasperson et al. 2005). To summarise, not only is the implementation

of a new piece of software typically the signal for many IT professionals to move

swiftly on to new challenges, it would also appear to be the point at which the

interest of the majority of information system researchers quickly evaporates

(Doherty 2014).

But what can be done to address this sorry state of affairs? The time would seem

ripe for members of the practitioner and research communities to shift the focal

point for the bulk of their work from pre-implementation activities to the ongoing

refinement and exploitation of software once implemented. A research agenda to

reflect this shift in emphasis would need to reflect the synergistic relationship

between ongoing IT exploitation and business transformation, and it might produc-

tively focus on specific issues such as:

• Proactive Benefits Management: It is not enough to simply define all project

activities in terms of the benefits to be delivered; their realisation has to be

actively planned and managed throughout the system’s operational life. Having

identified the benefits to be delivered from a particular software project, man-

agers will need to initiate an ongoing benefits realisation programme to ensure

that all projected benefits are proactively managed, throughout the life of the

project (Ward and Elvin 1999).

• Benefits Exploitation: In traditional systems development projects, the imple-

mentation of the software artefact tends to be the point at which most of the

project activity, as well as any senior management interest, tends to wane

(Peppard and Ward 2005). Unfortunately, from a benefits realisation perspec-

tive, this situation is seriously deficient, as benefits management needs to

continue beyond the completion of the project and to be actively managed
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throughout the system’s operational life (Leonardi 2007). Consequently, the key

focal point for reflecting upon benefits must shift from the planning and devel-

opment phases to the system’s operational phase.

• Ongoing User Engagement: Many systems fail to deliver their full potential

either because they are suffering from problems, misinterpretations and bottle-

necks, which do not become evident until the system is operational, or because

important opportunities are being overlooked. In the future, organisations will

need to actively engage users and other stakeholders in an ongoing dialogue, to

critically appraise the performance of their systems and any associated business

processes.

• Encourage Innovation: If members of a user community are encouraged to

adopt, or simply fall into, a mindset that views commoditised IT as behaving in

unidimensional manner, with little opportunity for alternative modes of opera-

tion, then it is very unlikely that they will use a technology to its full potential.

Consequently, in the face of changing organisational circumstances and

requirements, stakeholders should be encouraged to innovate and improvise

with their local working environments (Orlikowski 1996) and to tailor their

systems and processes to leverage performance improvements.

• Business Process Redesign: Having asked users to actively reflect on the

performance of their systems and to think innovatively about how it can be

improved, organisations will need to be far more prepared to make ongoing

changes to the design of their business processes and the specifications of user

behaviours.

• Software Customisation: As with ongoing business process redesign, organi-

sations must also be prepared to customise their software, as and when neces-

sary, to ensure that it consistently meets changing organisational requirements

and opportunities.

• User Training and Education: The training and education of users should no

longer be thought of as wholly pre-implementation activities. It will be essential

for the long-term effectiveness of any organisational application of IT that users

are encouraged to engage in ongoing training and education, to ensure that

systems continue to be used to their full potential.

• IT Capabilities: Organisations will only be able to fully exploit their business

technologies, if they make a substantive investment in developing the rich

variety of in-house capabilities that are necessary to proactively manage the

realisation of benefits from their complete portfolio of business systems through-

out their operational lives (Leonardi 2007; Ashurst et al. 2008).

Whilst all these issues would be productive areas for researchers and practi-

tioners, it is important to remember that these topics are not independent and the

relationships between them are perhaps more important than individual issues. For

example, what specific capabilities might organisations need to effectively custom-

ise their software to reflect job redesigns in order to deliver benefits?
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1.6 Conclusions

IT professionals, academics and users are often tempted to refer to their software

systems and applications as tools. Indeed, these are increasingly important tools, as

they have the potential to leverage significant improvements to any organization’s

business processes, service operations and, in so doing, their operational perfor-

mance. However, when other types of tool are put in the hands of an unfamiliar

user, be it a chisel, a lathe or a scalpel, there is an automatic assumption that it will

take months, if not years, of training, experimentation and practice, before he or she

can use it to good effect. By contrast, when IT tools are deployed, there is often a

wholly unrealistic expectation that they will immediately start to deliver

organisational benefits and will continue to do so with little or no ongoing inter-

vention or proactive support. In this chapter we argue that as IT becomes more

commoditised, organisations should make a significant shift in their IT activities

from the design, development and implementation of IT solutions to the exploita-

tion of information systems through ongoing business transformation. Although we

have attempted to identify some of potential mechanisms through which opera-

tional IT might best be exploited, the primary purpose of this chapter is to

encourage IT researchers and executives to shift their focus from IT development

to IT exploitation. Finally, It should be noted that many of the modelling and

simulation tools, described elsewhere in this book, can be used to help understand

the effectiveness of IT-enabled processes, and in so doing, help to focus an

organization’s IT exploitation activities.
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Chapter 2

Transforming Field and Service Operations

with Automation

Gilbert Owusu and Paul O’Brien

Abstract Severe cost pressures, attractive new markets and accelerating new

product introductions have substantially increased the complexity of transforming

service and field operations. Automating service and field operations offer a

tremendous opportunity for achieving improvements in efficiency, cost savings

and service delivery. At the heart of automating service and field operations is the

efficient management of a company’s resources. However, automating the

decision-making process of addressing the imbalance between the supply and

demand sides of the service provisioning and delivery has been a challenge for

field and service operators. In this chapter, we outline a framework for addressing

the challenge of transforming service and field organisations with IT. In particular,

the framework helps to identify the type of transformation required, particularly the

types of IT capabilities appropriate for deployment in an organisation. The frame-

work has been used in BT, and we provide a case study of how we used it in

implementing a service production management capability for managing BT’s field

force.

2.1 Introduction

Service is a key differentiator in a competitive marketplace (Vandermerwe and

Rada 1988). Delivering high levels of service, whilst also managing costs, intro-

ducing new innovative products and sustaining an existing portfolio, is a challenge

facing most companies today. Service is central to retaining customers as well as

growing revenue and market share.
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Operational effectiveness is at the root of excellent service. Across a range of

service industries, from Internet retailing companies such as Amazon1 to large-

scale distribution companies such as UPS,2 the experience of the end customer

depends on service operations that perform in a consistent and predictable way.

Successful service operations combine systems, resources and processes seam-

lessly. They rely upon an ability to flex and coordinate their resources, most notably

their workforce, to ensure they are at the right place at the right time with the right

resources to deliver service to customers.

Transforming the management of service operations, particularly field opera-

tions, offers significant opportunities for cost reduction and service improvement.

Balancing resource supply to customer demand is the goal, and the speed at which a

company can effectively respond to any imbalance represents a point of market

differentiation. On the demand side, customer demand for specific services may be

uncertain and variable. Service performance may be volatile or highly dependent on

external factors such as weather. On the supply side, a typical service operator has

multiple resource types including people and assets (i.e. physical and consumables),

each with different capabilities and varying availability, spread across multiple

locations. Effectively managing such resources so they meet demand every single

day is the challenge facing service organisations.

In recent years, concepts from manufacturing such as Enterprise Resource

Planning (ERP) have been adopted in service industries under the banner of service
production management (Johnston 2005; Voudouris et al. 2008). Whereas tradi-

tional ERP focused on management of materials in manufacturing, service produc-

tion management applies the same concepts and technology to service industries

and the management of people and assets. The strategic benefits of service produc-

tion management have become ever more critical to cost-effective service delivery.

Service production management links strategic (long horizon) and operational

(job-based) capacity planning (see Fig. 2.1) and adopts a similar technology set

employed in traditional ERP systems. This is a key enabler for realising proactive

and agile operations which dynamically flex supply to demand. In order to maxi-

mise the efficiency and effectiveness of complex production lines, a production

management solution must coordinate the end-to-end demand and supply chains.

An effective ERP solution provides a distinct competitive advantage to a com-

pany. Wernerfelt’s ‘A Resource-Based View of the Firm’ (1984) asserts that

companies should focus on resources rather than products as a determiner of

competitive advantage. Subsequent papers (see Fosser et al. 2008) emphasise the

opportunity ERP implementations offer to support this view. This chapter outlines

the challenges in implementing a service production management solution in a

company and proposes two frameworks for mitigating risks associated with such

implementations. A case study realising a service production management solution

in BT is then presented.

1 http://www.amazon.com
2 http://www.ups.com
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2.2 Service Production Management: Challenges

in Realising an ERP for Service Industries

2.2.1 Background

There are a growing number of companies embarking on service production

management transformation programmes underpinned by production management

technologies (PPF 2013). Despite the benefits that have been realised from these

transformation programmes, the technologies that have been introduced have not

been fully utilised leading to additional structural costs, slowness in responding to

customer requests and potential loss of revenue opportunities (Davenport 1998).

Service production management transformation projects, as with many ERP

implementations, are complex. Typically ERP implementations last between

6 months and 2 years costing on average $1 M (2007) (Aloini et al. 2007); by

their very nature they span business units, incorporate several component systems

and involve significant organisational and operational change. Subsequently they

hold significant risk. Many ERP implementations are unsuccessful. Aloini

et al. (2007) cites ERP case studies where 90 % of SAP R/3 ERP projects ran

late, another where 34 % of 7,400 IT projects were late or over-budget and only

24 % completed on time and on budget. Other papers cite a study where utility

companies achieved less than 50 % value from an ERP implementation (Fosser

et al. 2008). Mitigating such risks is central to realising a successful implementa-

tion. Davenport (1998) succinctly summarises the problem with many ERP

implementations:

Companies fail to reconcile the technological imperatives of the enterprise system with the

business needs of the enterprise itself. . . An enterprise system, by its very nature, imposes

its own logic on a company’s strategy, organization, and culture.

Fig. 2.1 Linking strategic with operational planning
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Somers and Nelson (2001) identify critical risk factors (CSF) associated with

ERP implementation following a review of US industry implementations. The top

factors (see Table 2.1 below) focus predominantly on the management of a trans-

formation programme rather than technology selection. We can cluster these CSFs

into those related to the management of change and those related to the introduction

of a new technology.

Change occurs at different organisational and conceptual levels. In the next

section, we briefly review the literature on the need for change, the models for

change and institutionalising change with IT.

2.2.2 Management of Change

Management of change provides the framework for guiding change since the

introduction of any new IT system will, of necessity, involve managing some

degree of change to structures, processes, practices and often culture.

Johnston and Clark (2008, p. 3) observe that service operations management is

concerned with delivering service to customers or users of the service. They

contend that service operations management involves understanding customer

Table 2.1 Clustering of ranked critical success factors in ERP implementations from Somers and

Nelson (2001)

Rank Cri�cal Success Factor Man. of 
Change

Introduc�on 
of 

Technology
1st Top management support
2nd Project team competence
3rd Interdepartmental Co-opera�on
4th Clear goals and objec�ves
5th Project management 
6th Interdepartmental Communica�ons
7th Management of expecta�ons
8th Project champion
9th Vendor Support

10th Careful package selec�on
11th Data analysis & conversion
12th Dedicated resources
13th Steering Commi�ee
14th User Training
15th Educa�on on new Business Processes
16th BPR
17th Minimal Customisa�on
18th Architectural choices
19th Change Management
20th Vendor Partnership
21st Vendor tools
22nd Use of consultants
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needs and managing the processes that deliver services so as to meet any stated

objectives. Oftentimes, managing the processes that deliver services requires

changes to be made in the organisation. The literature is littered with many

motivations for organisational change. Leana and Barry (2000) note that organisa-

tions pursue change to enhance their competitive positions and their adaptability in

volatile markets. In particular, they observe that the reasons for organisational

change may be motivated by one of the following external forces: adaptability,
cost containment, impatient capital markets, control and competitive advantage.
Capra (2003) notes that organisations need to undergo fundamental changes, both

in order to adapt to the new business environment and to become ecologically

sustainable.

There are several models for managing change. Morgan (1986/1997) argues that

all theories (or models) of organisation and management are based on implicit

images or metaphors which help in reasoning about organisations. The definitions

of these models are generally drawn from three main disciplines—behavioural
science, psychoanalysis and systems thinking. Most of the well-cited models com-

bine themes from these disciplines. For example, Bolman and Deal’s (2003)

reframing approach is a comprehensive framework for analysing transformation

programmes in organisations. They present four frames—symbolic, political,

human resource and structural frames as lens for analysing organisations. Bolman

and Deal (2003) describe the symbolic frame as a lens through which humans make

sense of the messy, ambiguous world in which they live. They see meaning, belief

and faith as the central concerns of the symbolic frame. Bolman and Deal (2003)

view symbols as a way to resolve confusion, increase predictability and provide

direction. However, with the political frame, organisations can be viewed as

coalitions. They note that there are enduring differences among individuals and

groups, thus making conflict endemic in organisations. This is amplified by finite

nature of resources and the question of how they are allocated. Bolman and Deal

(2003) argue that conflicts can be resolved by bargaining and negotiations. On the

other hand, the structural frame focuses on the social architecture of work. It seeks

to answer the key questions on how work is divided and coordinated. Mechanisms

of coordination are either vertical or horizontal. One of the guiding principles of the

structural frame is to design organisations so as to achieve efficiency and optimal-

ity. Finally, the human resource frame highlights relationships between people and

organisations. They note that organisations exist to serve human needs, and a poor

fit between people and organisations leads to poor performance. Aligning the needs

of people and organisations requires an understanding of each group.

Tichy (1983) proposes the ‘TPC’ (i.e. technical, political and cultural) theory.

He views managing change as involving making technical, political and cultural

decisions about desired new organisational states; weighing the trade-offs; and then

acting upon them. Other less theoretical models include Kotter (2007) and Kotter

and Cohen’s (2002) eight steps to transforming an organisation. The steps are:

1. Establishing a sense of urgency

2. Forming a powerful guiding coalition
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3. Creating a vision

4. Communicating the vision

5. Empowering others to act on the vision

6. Planning and creating short-term wins

7. Consolidating improvements and producing still more changes, i.e. do not let up

8. Institutionalising new approaches or making the change stick

The introduction of any service production management system for transforming

an organisation will impact both the instigators of the change and the recipients of

the change. This clearly gives rise to different forms of resistance that any skilful

change agent will need to understand and address. Drucker (1954) argues that the

major hindrance to organisational growth (or maturity) is the inability of managers

to change their attitudes and behaviour as rapidly as the organisations require.

Armenakis et al. (1999) note two reasons why change efforts fail to become

institutionalised—(a) impatience and assumption that successful change introduc-

tion and implementation guarantee institutionalisation and (b) the neglect of seeing

change through to institutionalisation. Institutionalisation is about adopting a new

mind-set.

Armenakis et al. (1999) observe that the commitment of stakeholders plays a

major role in change initiatives. They view resistance to change as the same as

commitment to the current state. As noted earlier IT projects are more than

technical artefacts—there is a human element. The quote below from the Times

Higher Education Supplement3 emphasises this point:

Recent research shows that about 80 % of IT projects fail to deliver stated business benefits

because the “human dimension” has not been managed.

Clearly, more time should be devoted to creating the vision of transformation

programmes, communicating them and empowering others to act accordingly—this

requires a bottom-up approach and would engender commitment from all

stakeholders.

2.2.3 Introduction of New Technology

Production management transformation is often accompanied by the introduction

of new technologies for the management and operation of resources. Automated

production management provides a system for optimising resource utilisation. In

order for a system to optimise resource utilisation, it needs to know the potential

demand from customers, the availability and capabilities of the resources and any

business objectives that may govern quality of service. Typical applications of

production management include demand forecasting, resource planning and sched-

uling, capacity reservations and appointing and revenue management.

3 18.02.00 Times Higher Education Supplement.
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Most IT transformation projects adopt a mechanistic approach which focuses

predominately on realising quick wins. However any quick win is short-lived if

there are no corresponding political and human resource changes. Political and

human resource changes do take time—they are for the long term. Participation and

involvement of all the change recipients in requirements capturing phase, though

desirable, take a long time and risk jeopardising the timely delivery of the IT

system. Though a top-down-driven approach is required to provide the context

for the transformation programme, not winning the hearts and minds of the stake-

holder (i.e. a bottom-up approach) will lead to projects failing to deliver intended

outcomes. Armenakis et al. (1999) highlight lack of time as the main reason for the

failures of organisation change programmes—an attribute that tends to be lacking

in most change programmes. There is an illusion of speed at the expense of

producing a satisfying result, which is to change behaviours. Oftentimes there is

no room for delays or feedback loops—two important factors in ensuring that a new

way of thinking is put in place.

New IT systems will introduce frameworks for codifying domain knowledge and

automating processes and practices. IT represents only one contributing factor to

realising the full competitive advantage of a production management implementa-

tion. Significant competitive advantage lies in the process of realising ERP and

production management solutions in a company as well as the IT implementation

itself. As Fosser et al. (2008) succinctly put it:

an ERP system alone does not create a sustainable competitive advantage . . .managers can

initiate processes based on the output of the ERP-system that can result in a competitive

advantage . . . Managers can foster an awareness of the creation, distribution and usage of

this knowledge.

Established off-the-shelf IT products invariably have an embedded view of

organisational design, business processes, data structures and user needs, all of

which may require customisation if they are misaligned with the requirements for a

particular implementation. Furthermore, customising a generic off-the-shelf ERP

product, sometimes referred to as ‘vanilla implementations’ (Fosser et al. 2008),

oversimplifies and avoids the key challenges in realising ERP. This experience is

mirrored in other domains where off-the-shelf tools are used for realising opera-

tional support systems and have proved challenging; with ‘vanilla

implementations’ significant customisation is required which subsequently fails to

deliver the value originally anticipated (Owusu et al. 2008). This highlights the

danger of vendor lock-in, where an organisation’s processes and principles are

locked into a specific software solution and a specific vendor roadmap (Kumar

et al. 2003). Van Stijn and Wensley (2005) observe that:

. . .the notion of standard [ERP] templates is in some sense incoherent, since best practices

are contextualized and we have to recognize that such practices will be interpreted or

reinterpreted when they become part of and are enacted in the organization. The situations

in which the practices exist or should come to exist are considered to be unique and that

makes simply imitating them rather impossible. Further, once instantiated particular ERP

best practices are not necessarily “best” for a particular organization . . .
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Researchers in management of change, particularly those with the challenge of

IT transformation programmes, are faced with questions of how to ensure that such

transformation programmes are successful and how to best align the intended

organisational structure with the deployed IT system with planned processes

resulting in the envisaged service. The starting point for us to address this challenge

requires that we understand the mechanisms for transforming service and field

operations with automation. In the next section, we outline two frameworks that

provide the steps to de-risk the implementation of an IT-enabled transformation

programme.

2.3 Realising a Successful Service Production Management

Implementation

Two frameworks are proposed for addressing the risks associated with realising a

successful service production management solution. In response to the issue of

managing change, the 4 Cs maturity framework helps an organisation categorise

service production management maturity and so understand the type of transfor-

mation required. In order to improve the likelihood of successful technology

deployment in support of such transformations, an innovation-driven development

methodology is proposed.

2.3.1 Maturity Framework: The 4 Cs

In light of the aforementioned issues to transform organisations using service

production management technologies, we propose a maturity framework (4 Cs) to

characterise different stages in the introduction of production management into a

company. Different parts of the same organisation can be at different stages in this

framework. The framework helps identify the type of transformation required,

particularly the types of IT technology appropriate for deployment in an organisa-

tion (Fig. 2.2).

The 4Cs framework has been used to transform the field and desk-based teams in

BT (Owusu et al. 2006; Voudouris et al. 2008). Each stage characterises different

levels of sophistication in managing and forecasting demand, collaborating across

value chains, proactivity in planning resources and agility when faced with pertur-

bations in normal operations.

Complex characterises a highly manual approach to service resource manage-

ment with ad hoc practices adopted across different business units, each responding

in a suboptimal reactive way to incoming demand. This situation often occurs with

highly decentralised organisations or often follows merger or acquisition activities

resulting in service planning operating over short time frames.
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Coordinated organisations have a common approach to resource management.

They have common IT tools and support within distinct business units which help

enforce a coordinated approach to resource management. However the automation

remains silted limiting the benefits from standards and automation. In coordinated

organisations service planning operates at both medium- and short-term time

frames.

Controlled enforces a common methodology to production management end to

end across an organisation and extending into its demand and supply base. It

introduces a more tightly integrated approach across an organisation, linking the

market-facing systems such as CRM capturing demand through to the delivery

units’ managing service resources. A consensus will be reached between the

demand and supply side of the business based on a data-driven analysis. This

capability supports a more strategic outlook on resourcing and encourages a more

proactive approach to resourcing. It involves employing a common data standard to

ensure interoperability across business units, common tooling and models and

something on agility.

Continuous improvement represents the final stage of maturity. Such organisa-

tions will have service production planning embedded in their culture. No organi-

sation stands still. There will be continuous change in the marketplace, portfolio,

governance, technology, regulation, skills, ownership, etc. In order to ensure such

organisations sustain competitive advantage through effective service production

management, it needs to embrace a mind-set where change is the norm, and it needs

to pursue improvements continuously. Many management philosophies support this

approach, the most common being TQM [Total Quality Management (Ishikawa

1985)].

Complex

• Manual
• Adhoc
• Siloed
• Sub-op�mal
• Short term
• Reac�ve

Coordinated

• Semi automated
• Common tooling
• e2e coordina�on
• Models & simula�ons
   for data driven decisions
• Short & medium term
   planning

Controlled

• Automated forecast & 
plan

• Cross org. alignment
• Standardised tools &
   models
• Proac�ve processes
• Long-term strategic 
   integrated planning 

Con�nuous 
Improvement

• Adherence to standard
   models and outputs
• Common working
   prac�ces
• Collabora�ve planning
• Con�nuous review and
   recalibra�on 
• Proac�ve

Stages of Maturity

Ad hoc

Strategic 
Produc�on 
Management

Fig. 2.2 The 4C framework
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2.3.2 Innovation-Driven Development

The successful implementation of this framework has been underpinned by rigor-

ous optimisation models and people engagement programmes. The success

(i.e. adoption) of any IT transformation programme is in part a function of the

quality of service being provided by the system (Fig. 2.3).

Transitioning between stages in the 4 Cs model is best achieved by using an agile

development methodology. This approach has many advantages:

• Engaging users in trials helps to reduce risk associated with user reluctance to

embrace transformational change by encouraging their participation in any

transformation programme. It also helps engender the sense of ownership and

engagement which creates advocates for the transformation across the organi-

sation. Modelling and simulation helps to convince stakeholders of the useful-

ness of a system. By engaging end users in prototyping of models, they can

quickly identify with what is being developed and will be inclined to use the

system.

• Prototyping provides the environment for scenarios to be tested before commit-

ting to implementations. It allows a fail-fast mentality and subsequently can

foster managed risk taking and innovation.

• Modelling and simulation assesses the viability of transformation programmes.

It recognises that all operational change is complex, requiring the modelling and

simulation of requirements and solutions. Simulation models generate additional

information and insight about the challenges that require solutions in a transfor-

mation programme. They provide supportive change agents that are data driven

that help convince sceptical users and can help flag issues prior to expensive

Model & 
Simulate

Prototype

TrialDeploy

Innovate

Fig. 2.3 Innovation-driven

development lifecycle
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pilots and trials. IT projects initiate organisational change. In order to manage

these changes effectively, the expectations and interests of the all the stake-

holders can be managed properly. Successful change is about winning the minds

and hearts of the people the change is intended for. Visual modelling and

simulation will provide a collaborative framework to engage stakeholders

from sales, finance, operations and strategy teams. The different stakeholders

can provide their inputs into the development process and scope the projects.

Visual modelling and simulation is a key enabler for innovation. By collabora-

tively working on the simulation models, the stakeholders can test assumptions

and try out ‘what-if’ scenarios. From a finance viewpoint, affordability questions

can be answered by the model. Operations will be to assess key performance

indicators in the light of changes in demand and resource levels. Used properly,

simulation and modelling will enable a thorough walkthrough of the to-be

processes which will underpin the transformation programmes.

2.4 Case Study: BT’s Optimisation and Planning for Field

Engineers

BT sells products and services to consumers, small- and medium-sized enterprises,

large corporates and the public sector. Approximately 23,000 field engineers offer a

professional, coordinated and efficient field force to deliver communication ser-

vices across the UK and globally. Field Force Optimisation Suite (aka FOS) was

developed in-house by researchers in BT’s technology, service and operations

team. BT’s challenge was to create an automated resource management system to

optimise allocation of field resources to improve the quality of service. BT has a

large workforce that serves geographically dispersed and diverse customers includ-

ing businesses, ISPs and consumers. BT’s existing systems and processes would be

classed as ‘coordinated’ using the maturity framework (see Fig. 2.2). It had a

largely common IT toolset across different business units which tended to be siloed

organisationally and functionally.

The transformation programme was challenged to extend existing capabilities

with both increased automation of resource management and delivery of a step

change in integrated planning where a strategic view of demand and supply links

into operational resourcing.

FOS was the chosen technology. It gives resource managers an overview of the

work they are expected to complete in a specific time frame and the resources

available to complete it. FieldForecast, the forecasting component, uses historical

work volume statistics to forecast demand for different products and geographical

areas over different time frames. The FOS staff management tool, FieldPeople,

maintains employee data. It stores the field teams’ preferred work locations,

attendance patterns and skills. FieldPlan produces capacity plans based on
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forecasts, availability of people and business priorities. These components combine

to allocate the right engineer to the right job at the right time.

The deployment of FOS followed the innovation lifecycle outlined above.

Modelling and simulating different strategies for managing resources was an

invaluable tool for de-risking development and trials, as well as providing a tool

for agreeing requirements and limitation for the target system. A trial with a small

team of users covering a limited geography was a particularly effective way of

securing user engagement and advocacy and resolving teething problems with the

systems. A common refrain was ‘We are flagging up issues well ahead of time there

are no surprises anymore’ (PPF 2013).

2.5 Control of Workflow

The resulting system delivered significant improvements in automation, the quality

of resource plans and overall transparency of field operations. A centralised

approach to operational data meant planning was much less manual, and more

than 80 % of the work scheduled was now allocated automatically. This meant that

BT’s resource managers now had more time to focus on short notice issues and

opportunities. The FieldReserve system allowed resource managers to change the

availability of appointment slots that the call centre can offer, where engineers need

to make on-site visits. For example, they can remove slots in response to a sudden

increase in demand, such as adverse weather conditions, and make sure that

engineers are neither under- or over-allocated.

The FOS-enabled transformation project has significantly changed the way BT

offers appointments to its customers. A web monitor gives a real-time view of

appointment books with half-hour updates. Agents can see where there are gaps.

Engineers with surplus hours can then be sent within their geographical areas of

preference to an area where there is a potential backlog of need for their particular

skill set. Reduced travel time due to better planning means more time on site with

customers and more chance to complete the jobs while they are there. Because of

this optimisation, the number of escalations—where engineers do not meet their

appointment at the promised time—has been reduced from 15 % to 5 %. This

transformation project has led to a 15 % improvement in cycle time, allowing BT to

offer customers a shorter time window for visits, where access is required to

business premises or homes.

2.6 Increased Efficiency Through Simplicity

The quality of the resource plans generated by the new system has reduced the

complexity of resource planning process. It automatically analyses and processes

large amounts of information and variables to optimise resource deployment. This
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has resulted in a closer match of supply and demand. Since the introduction of the

new FOS system, more work is being covered by less people. The introduction of

centralising planning with the new systems has reduced manual intervention from

31 % to 18 % plus c30 % improved productivity for resource planners.

Improvements in service levels have been seen due to more effective manage-

ment of resources for service delivery. The deployed system has seen an 8–14 %

improvement in the quality of service with a significant improvement in the number

of technicians completing jobs first thing in the morning. Additional benefits of

better plans have been a 20 % reduction in vehicle miles travelled by engineering

fleet through the optimisation of job allocation. One of the end users summarises the

benefits as follows:

‘Before we were just focused on tomorrow, now we can plan further ahead, intelligently

working with the information we have to make the best of our resources. We can keep

up-to-date on the person’s skills and how they change’. FOS Systems Subject Matter Expert

(PPF 2013)

2.7 Conclusions

Service provides competitive advantage to any business or organisation. The

successful realisation of service production management is a key component in

delivering that competitive advantage. This chapter outlines the challenges associ-

ated with the successful realisation of a service production management capability.

There are two types of risks in such an endeavour, the management of change and

the introduction of new technology. In order to mitigate these risks, it proposes the

4Cs maturity framework and the innovation-driven development methodology. We

presented a BT case study which describes the business impact following the

introduction of a service production management solution for managing BTs field

force. One of the key lessons we have learnt is to exploit the use of simulation

models to garner stakeholder support when using IT transformation programmes to

institutionalise change. We learnt very early in the programme to understand the

motivations for change. This enabled us to effectively exploit capabilities in

technology research, service management, change management and system engi-

neering when developing and operationalising FOS. We also learnt to pay attention

to end user requirements and used rapid prototyping to refine requirements.
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Chapter 3

Designing Effective Operations: Balancing

Multiple Business Objectives Using

Simulation Models

Stephen A. Cassidy and David C. Wynn

Abstract All businesses need to balance a number of different and often compet-

ing imperatives. For a business to be sustainable it must balance two prime

objectives: to maintain cash flow today for survival and at the same time to evolve,

to ensure its future. Supporting these prime objectives are second-order objectives

such as the ability to maintain business stability under various conditions. An

example is the maintenance of customer service levels in the event of unexpected

surges in demand or problems in supply. Managing these parallel demands is very

complex, involving decision-making in different areas of the organisation, the

results of which interact with each other on a range of timescales. New modelling

techniques give us the ability to simulate the business behaviours which result from

these interactions. They provide important evidence-based insights which improve

decision-making in complex organisations.

3.1 Introduction

Simultaneous business requirements place multiple demands on resources and

involve conflicting priorities. These include balancing long-term and short-term

commercial impacts and the rewards between different stakeholders: shareholders,

customers and employees. Multiple requirements and demands create stresses in the

organisation, and these absorb significant continuous management effort to resolve.

New approaches are called for which enable organisations to improve their perfor-

mance over a balance of business objectives, rather than suboptimally pursuing a

set of individual targets. New techniques in organisational modelling and powerful

computer simulations can be used to create significant insights into the operation of
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complex organisations. They simplify the visualisation of complex behaviours and

make business assumptions and their impacts explicit. In this way they build

common ground for achieving better balanced business decisions.

This chapter discusses the issues above and describes how computer simulation

has been used to study a business process. The example chosen is the delivery of a

telecom service. The delivery of customer connections to data services has been

modelled, encompassing its interactions with adjacent business areas to give a more

organisation-wide view of the resulting business and customer performance. Sim-

ulations have been used to reveal the balances between resource costs of processes

and levels of customer service, in the light of decision structures and information

flows between different areas of the business. These enable more informed deci-

sions over competing business requirements.

3.2 Different Approaches to the Complexity Problem

3.2.1 The Problem of Complexity

A competitive service offering means one that is priced competitively and also one

provided with a competitive service performance level. The latter also implies an

acceptable level of predictability, which is needed to secure customer confidence in

future delivery and so maintain the customer base. This customer confidence also

affects the level of take-up of new services, so affecting future growth. Also

affecting future growth is the ability of the organisation to innovate and renew

itself. This determines the ability to deliver new products to market and the

achievement of new efficiencies.

The effect on customers of different service performance factors thus impacts

not only short-term performance but also the long-term performance of a company.

Performance impacts on brand and reputation can have very long-term effects, both

through their effect on customers and also on investors and potential partners.

Likewise, business performance in the future is governed by the decisions made

in the immediate term, such as organisational, investment and resourcing decisions.

It can be seen that this web of interactions, both in the external market and

internal to the organisation, leads to significant complexity. This complexity can

take a lot of unravelling, and the results can involve a level of unpredictability. So

how do we deal with this problem?

3.2.2 Current Organisational Approaches

Most often, organisations tackle the different business concerns by setting up

distinct initiatives or management structures, each designed to ensure a focus on
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one aspect: be it cost, service levels, etc. Owing to this complexity of the external

market and the internal organisation, it is often difficult to understand or predict the

consequent interactions between these initiatives. There is a lack of an accepted

common methodology or even language about how we understand complex,

‘organic’ organisations. In the absence of methodical approaches and the ability

to simulate complex systems, the only possible approach has to be one which allows

the different initiatives to compete with each other within the organisation, and the

organisation itself becomes the model used to investigate the problem.

Working these out through the organisation itself can be expensive and ineffi-

cient. In addition, the results are necessarily found after the fact and without an

awareness of the near alternatives and their possible outcomes. An ability to

‘experiment’ on a model of the organisation, through simulation, enables a whole

range of alternatives to be assessed efficiently. Ideally these simulations would help

explore levels of possible risk and unpredictability and help understand patterns of

behaviours in cases where absolute predictability might not be possible. This would

give a more realistic view of the possible outcomes and lead to more enlightened

business decisions.

3.2.3 A New Approach

This more successful approach develops ways to understand the organisation in a

structured way, taking into account the fact that each of its internal parts and the

various environmental (customer, market, competitive, technological) factors inter-

act with each other. These interactions are asynchronous and decisions made in

each part of the organisation depend on the information supplied to them by other

parts of the business and from the external environment.

It is essential to understand the nature of the external environment. Different

expectations of the stability of demand and the unpredictability of market change

lead to very different organisational characteristics needed for successful behav-

iour. Explicit characterisation of the expected levels of market stability and vola-

tility is fundamental to designing a successful organisation. Mismatching the

organisation to the environment can lead to an over-expensive market offering or

conversely an inability to adapt to changing market conditions.

We have found it useful to apply the principles of cybernetics to understand the

organisation (Weiner 1950). This treats a system as a set of interrelated parts, and

each functions in the organisation as one of a set of control loops. Central to the

cybernetic view is the concept of variety and the importance of matching the variety

of the external environment with the requisite level of variety inside the organisa-
tion (Ashby 1958).

This means that we must appropriately characterise the variety in the external

market. Key elements of variety include variation in day-to-day demand, and the

level to which it can be predicted, and also the expected rate of change of what the

market might demand in the future, and its level of predictability. We have
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developed a way to decompose different aspects of variety or volatility in the

environment.

A computer model has been developed based on the principles described. It

views the organisation as a ‘complete’ set of interacting parts, where ‘complete’

means all those parts which have some bearing on the business performance in

question. We have explored its response to different external demands, where these

have been chosen to exemplify different types of variety according to our descrip-

tion. The responses have been explored in terms of a range of business measures—

cost, resource use, customer service levels, time to recovery of normal perfor-

mance, etc. At this stage we have not explored the ability of the organisation to

change or innovate; this is the subject of continuing research.

The model has been used to study the effects of different decision mechanisms

and the presence or absence of specific information flows between different deci-

sion points in the organisation, for example, whether resourcing decisions are taken

in response to observed performance change, whether (and to what extent) histor-

ical data can be used to estimate future demand or whether other parts of the

organisation have information which could give earlier insights on future market

demand.

The extensive data from exploratory runs of the model have been visualised in

ways which allow insights to be gained quickly. Examples include revealing

counterbalancing factors which indicate fundamental trade-offs between perfor-

mance factors and showing the spread of possible outcomes, building insights into

business risks. In turn, these visualisations also enable business experts to express

further insights and so provide useful inputs to the development of the modelling.

The process of discussion makes any assumptions explicit, which is essential to any

quality decision-making process.

The rest of the chapter follows the structure outlined, in the following format:

• Characterisation

– Of the organisation—cybernetics

– Of the environment—dimensions of variety

• The model

– Constructing the model—methodology and structure

– The effects of control loops and information flows in the organisation

– Explorations of process robustness—characterising the limitations and bal-

ances between business priorities: customer service levels and cost-efficiency

• Insights generated

– Balancing business performance metrics

– The effects of enterprise data quality on performance—technical,

organisational and human impacts and dependencies

• Recommendations

– Practices

– Decision-making in organisations
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3.3 Characterisation of the Organisation and Its

Environment

3.3.1 Characterising the Organisation: Cybernetics

A useful way to model a regulated system is to use the principles of cybernetics.

This approach understands an organisation as a set of interacting parts and in which

certain key concepts are contained.

Feedforward and Feedback. Perhaps the most basic principle of cybernetics

states that a system delivers desired behaviour in an uncertain and changing

environment through feedback and feedforward mechanisms. The system (here,

organisation) has a set of inputs (in this case, demand and other information from

the market) which are converted into a set of outputs (here, aspects of performance)

using control parameters to adjust its behaviour. In feedback, the difference

between aspects of the system’s performance and their target values is measured,

thereby creating information about the interaction between the system and envi-

ronment. This information is processed and used to change the control parameters

to bring the output closer to its desired state. In feedforward, the process is similar,

but measurements are made at the system input (and within the system?). This

offers the possibility of midstream course correction, in advance of problems being

manifested at the output of the system.

Inertia and Delay Effects on System Stability. Most controlled systems display

inertia, taking some time for a change in the control parameters to become visible in

the output. Forms of inertia in a business process include the work that builds up in

queues when insufficient resource is available, assembling information that the

process uses, and the base of ‘integrative’ resources, such as infrastructure that must

be maintained. If the target values or the inputs change, most inertial systems

governed by feedback control will undergo oscillations before settling close to

the desired value. A system which diverges from the desired value as time pro-

gresses, or which may unpredictably settle close to one of several different states, is

said to be unstable. In general, the instability and oscillatory behaviour of a system

are exacerbated by increased delays between cause and effect and by interacting

control loops. In an organisation, regulatory processes with long lead times thus

tend to cause excess oscillations. Oscillatory effects can be seen, for instance, when

too much resource is allocated too late to deal with a temporary increase in

workload, only to be left with excess capacity that must be paid for once the job

is finished. Generally, the problems associated with instability can be minimised

either by reducing lead times or by taking better account of the system dynamics in

the control laws.

Principle of Requisite Variety. This general principle states that, to respond to a

certain level of variety in its environmental conditions, a system must have requisite
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variety in its internal structure and/or control laws. The more variation or

unpredictability in the demands from the environment, the greater the need for

sophistication in the control laws and the information flows in the organisation for it

to perform successfully. If no variation in demand for a service exists, no measures

and balances are required in the organisation; a very simple process is sufficient,

operating like a production line with defined work rates and steady flow. However,

if the demand becomes more complex or uncertain, additional resource allocation

loops and other controls are required to respond appropriately.

In summary, viewing an organisation as a cybernetic system highlights that each

business unit and process plays a different regulatory role. These roles can be

considered to construct a simulation of that organisation. The major regulation

decisions (such as when and how much resource should be added) can be identified

and included in the model. The broader context can be considered to identify what

additional information could be used to assist these decisions. The impact of

different control laws and information flows (feedback and feedforward) can be

explored through simulation. This enables us to assess their values under different

operating conditions. Tuning the behaviours of the organisation appropriately to the

expected environmental characteristics is crucial to successful performance. It is

therefore essential to characterise the expected environment in an equally explicit

and systematic way.

3.3.2 Characterising the Environment: Dimensions
of Variety

To characterise the operating environment, it is useful to consider two dimensions

of uncertainty. The first is the level of unpredictability in the quantity of demand,

where what is delivered is known. Within the context of delivering a familiar

product, there is a spectrum of demand uncertainty. On the one hand, in a stable

market, the statistics of historical demand can be used to forecast future demand.

The other end of this scale represents a less stable environment. In this case it may

not be possible to predict future demand, or it may be felt necessary to build the

resilience to cope with unexpected events.

The second dimension of uncertainty is in what it is that is delivered, or how it is

delivered. Environmental (market) changes may require the organisation to develop

a new product or to transform the way a product is delivered. In this case the range

of uncertainty is in the level of ambiguity in the definition of the new product or

delivery mechanism. On the one hand we may be building to a well-understood

requirement, or we may need to discover and adapt as we progress.

These two dimensions of uncertainty give us four regions as follows. See

Fig. 3.1.
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Efficient Operations. A system may be designed to operate efficiently under a

given operating regime, where uncertainties exist but can be localised and quanti-

fied. For instance, although a service operation is usually subject to variable

demand, historical data allows the numbers and types of customer request to be

modelled using probability distributions. Using simulation, it is possible to tune the

processes to handle that pattern of demand as efficiently as possible, to reach a

desired trade-off between performance indicators such as lead time and cost. This

requires that the process comprises fully determined elements with a high degree of

standardisation. Resource allocation is highly optimised, and headroom is pared

down to ensure efficiency. A highly tuned system like this is brittle, in the sense that
if an unexpected demand does arise, performance is likely to suffer more signifi-

cantly than a robust system.

Robust Operations. A process system may also be designed to cope with hitherto

inexperienced variations, which occur when demand moves outside its normal

window of operation. For instance, the expected pattern of demand might be

disturbed by an unexpected and unplanned event, such as a significant increase in

orders or a reduction in resourcing levels. Several strategies might be used to cope

with the possibility of such events, including:

1. Relax the performance targets. Adding a few days buffer, although increasing

average delivery time, could be outweighed by a reduction in delivery time

uncertainty.

2. Make the process less efficient. Tuning a process system to be less efficient, for

instance, by having extra resources on standby, allows more headroom to cope

with unexpected needs.

3. Make the organisation retune itself after a problem is spotted ( feedback). If a
process system contains more ‘intelligence’, it may be able to identify changes

in operating conditions and retune its own behaviour. For instance, consider an
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Fig. 3.1 Box model: dimensions of uncertainty in the environment
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unplanned increase in demand, which may create a backlog of work; if the

backlog is monitored, the increase can be spotted and additional resource

assigned to reduce it. On a higher level, if these adjustments repeatedly prove

ineffective, the policy for allocating resource might be changed.

4. Feed information between business units to anticipate the change in conditions
( feedforward). If a change in operating conditions can be anticipated, for

instance, by the sales department who have some ability to foresee change in

customer demand, appropriate actions can be put in place to compensate in good

time, and major disturbances can be avoided.

At this level, the organisation is resilient, but additional capability is needed to give

it the ability to adapt to changing requirements in the market.

Adaptive Organisation. An adaptive organisation is able to make decisions at all

levels that consider issues that span multiple products and timeframe concerns in a

portfolio. For instance, it may rationally decide to allocate more resource to

improve support processes, recognising the ultimate impact on many primary

processes and on specific product areas. An adaptive organisation can readily

make trade-offs between short-term and long-term goals, for instance, by one

process relinquishing resource now so that it can be used to improve performance

later. It is able to rebalance the mix of what is done, rather than simply tuning the

existing activities. It is also able to consider how it defines the market for its

services through its own interactions with customers.

Agile Organisation. A fully agile organisation is able to redesign itself in

response to major events that are outside prior experience and which fall outside

the scope of the first three levels. Typically, this cannot be easily dealt with through

a process-oriented analysis. Efforts towards an effective organisation might focus

on how the team can dynamically create new ways of working appropriately to truly

unexpected situations.

The analysis of adaptive and agile organisations is outside the scope of the work

described here but is being considered in continuing research. We instead concen-

trate this analysis on efficiency and robustness.

3.4 The Model

3.4.1 Constructing the Model

Business processes were analysed for their response to these levels of uncertainty

using discrete-event simulation. The model elements included proactive and reac-

tive organisational functions, external events, internal ‘models’ (information stores,

which are called on by processes and populated by others), information passing and

logic functions. A Cambridge Advanced Modeller (CAM) toolbox was created to

construct and simulate the models. The models are constructed through workshops
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with business areas, capturing the structure of business units, processes, informa-

tion and job flows (Wynn et al. 2012).

The example chosen was the delivery of data circuits to end customers. This

followed the taking of the order, its validation and the various installation and

configuration stages, through to connection and closure of the order. The model

encompassed a whole range of interacting business functions such as the processing

of orders, the monitoring of waiting times and the resulting resource adjustments in

the process, the frequency of the monitoring process which ensures sufficient

network capacity and the financial and ordering processes for any new equipment

needed. With these were the various associated decision processes, their character-

istic timescales and information needed to trigger those decisions. The volume of

demand and the variety in order complexity were taken into account.

The workshop participants were asked to estimate numeric data that would later

be used to populate and calibrate the simulation. This included the lead time of each

function as well as the frequency of certain operations. Some calibration data were

obtained from company databases. Other information was estimated by the partic-

ipants who were familiar with the process. A key element of numeric data is to

identify the root causes of uncertainty in the duration of each job. In each case,

workshop participants were asked to consider if variability could be attributed to

properties of the work at hand. One property thus identified was the complexity of

customer orders. A complex order would require more validation steps and take

longer to design, than a straightforward ‘off-the-shelf’ installation. In the model,

this parameter would be defined when each order was received and then influence

the duration of several steps throughout the process.

Finally, the participants were asked to identify key performance indicators

(KPIs) for the service provision and estimate expected values for each KPI; this

information was later used to help calibrate the simulation. The resulting model,

shown in Fig. 3.2, provides a simplified representation of the organisation, its main

processes and the links between them.

3.4.2 Control Loops and Information Flows

Three main regulation loops were implemented in the model:

Resource regulation. The decision regarding how much resource to add to the

process following an observed increase in congestion was implemented as a PD

control law, tuned to find parameters that brought queue length under control

quickly and with minimal oscillation following a disturbance.

Network capacity extension. The capacity available to support new installations is

observed regularly; if it drops below a threshold, a defined ‘increment’ of new

capacity is ordered. After some delay, this becomes available for use.

Demand regulation. Portfolio management is responsible for balancing orders by

initiating a market campaign once the number of orders being placed falls below
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a certain threshold. After some delay, this is assumed to cause a jump in demand,

which then gradually tails off at a constant rate. In the model, this effect only

comes into play during simulations with long timescales spanning several years.

These regulation loops span different functions in the organisation: the order

process, resource management, capacity management and portfolio management.

The model enabled application of the conceptual framework described in earlier

sections to explore opportunities for improvement in service provision. A set of

analyses was run to consider the first three of the four levels of demand dynamic

discussed above. The following section discusses the analysis undertaken to explore

robust processes (the second level above), which is representative of the others.

3.4.3 Simulations to Explore Process Robustness

Analyses were carried out to find an efficient operating policy that is able to cope

with unexpected steps in demand, i.e. robust to this kind of variation. The first step

was to identify whether such a setup could be created through policy adjustments

within the existing process structure. Five policy levers were identified, one exam-

ple being running the capacity recovery process more frequently, another being the

scale and speed of resource allocation following an increase in workload. These

represent the control parameters of the process system.

CustomerOrder 
processingPortfolio Capacity 

planning
Procurement

Finance

People 
planning

Account 
management

Fig. 3.2 Model of service operations for simulation: swim lanes delineate business units
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A full-factorial simulation experiment was designed to evaluate different com-

binations of the five control parameters under each of the two operating conditions:

the first being constant average, but noisy, demand and the second being the same

but adding a step increase. All five control parameters were varied in four steps. For

each configuration, 20 simulation runs were executed, allowing the effects of the

noise to be indicated. For each of the two operating conditions, the results were

analysed to identify the combination of the five levers that minimises customer

response lead time without requiring very high resourcing levels. This analysis was

performed graphically in the CAM software, using an interactive selector on the

parallel co-ordinate plots shown in Fig. 3.3.

The original workshop participants worked with the model to explore the

interrelations between control parameters and business performance and the sensi-

tivities to different parameters and their combinations. This process of exploration

generated important business insights as well as reinforcing certain intuitions.

These have been used to inform a number of business policies beyond the scope

of this chapter.

Comparison of the two plots shows that a different policy is required to give

good performance in the case of unplanned disturbances (right plot) than for the

case of noisy, yet predictable, demand (left plot). Comparing the policies depicted

in the plots, the first and second policy levers (time between opportunities to adjust

resource levels and the queuing time threshold at which more process resource is

added) are set higher, and the third (cycle time of unused network capacity recovery

process) is set lower in the right plot. In terms of KPIs resulting from these two ideal

policies, it was found that the total resource requirement and wasted resource must

be significantly higher to cope effectively with the step in demand (this is shown by

the difference in scale between the labelled axes on the two plots).

Five parallel axes represent
policy levers

Three parallel axes represent
key performance indicators
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Fig. 3.3 Optimal policies for process operating under noisy demand (left) and noise combined

with a step in demand (right)

3 Designing Effective Operations: Balancing Multiple Business Objectives. . . 41



These results can be explained as follows. A process system that is tuned to the

limits of its performance has fewer built-in buffers so that when unexpected events

occur, there is less slack to cope with them. In terms of the system dynamics, a

process carefully tuned to respond quickly to small variations is less stable and

tends to overshoot when large disturbances occur. In other words, the process as

modelled can be either robust to disturbance or efficient under normal demand. Of

course, the organisation would be interested in a process system that gives the best

of both worlds—it would like to be both efficient and robust. The model helps

determine the optimum balance point between these two for any given assumption

about the nature of the environment.

These results help determine the performance limits of ‘tuning’ the existing

process design. An alternative approach is suggested by the principle of requisite

variety. This principle implies that a more complex environment can be dealt with

by a more complex system. In this case, the principle suggests that additional

information feeds and/or more complex regulation principles could help the orga-

nisation account efficiently for both variability and unexpected events in its oper-

ating environment. This could be achieved, for example, by a feedforward flow that

predicted a disturbance. Such a prediction could be sent to the resourcing process by

the sales business unit, because the latter is closely connected to the customer and

thus has some capability to foresee changes in the pattern of demand.

To evaluate this proposed process improvement, the model was altered to

include an extra information flow from sales into capacity planning, allowing an

early warning of increases in demand to ‘short-cut’ the delays introduced by the

long lead time resourcing process and thereby ensure that the process has sufficient

capacity to deal with the disturbance when it occurs.

Assuming that the change in demand can be perfectly predicted and the exact

amount of resource put in place, simulation revealed that the process is able to

smooth out the ‘bump’ with no significant effect upon the main performance

parameters. However, if the prediction is not perfect, the extra resource might be

put in place too early or too late. A simulation experiment was therefore created to

assess the impact of poor prediction fidelity on the performance of the most efficient

design as determined in the model of the simpler organisation. The results confirm

that perfect prediction of bumps in demand gives better process performance than

poor prediction.

The dependence on performance of prediction quality is show in Fig. 3.4.

The cross hairs in each plot show the centre of the cluster of cost and delivery

times of individual model runs (which, for clarity, are not themselves shown),

where the only uncertainty is within the statistics of the variable demand, and for

an organisation with no feedforward view of the future. In other words it is

optimally tuned to react to its performance and demand as it happens. The clusters

of points represent the statistical spread of model runs where feedforward demand

prediction is used. In the left-hand plot, the prediction is perfect, and on the right the

prediction is very poor; the middle plot represents an intermediate position.

This visualisation shows immediately that the result of good prediction is to

bring the delivery time under control: reducing it and hugely reducing its spread.
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This is very beneficial for the customer experience. The average and spread in the

cost are also reduced but not so dramatically. Looking at the sequence of plots, as

the quality of prediction is reduced, the performance of both cost and delivery time

deteriorates, and their spreads increase. Again, delivery time is more sensitive to

this than the cost. There comes a point where bad prediction may be worse than no

prediction at all, and the control is best left to the reactive feedback mechanisms in

the organisation. However, at its best, feedforward delivers significant increases in

customer satisfaction and cost control at the same time.

3.5 Insights

3.5.1 Balancing Performance Metrics

The simulations above show the effects in cost and service performance of different

combinations of policies in the organisation. These include resourcing levels, and

how quickly they can be adjusted, the frequency of capacity checking and upgrade,

etc. The visualisations allow these ‘policy levers’ to be adjusted to guide the expert

towards the most beneficial ways to combine these policies to generate the desired

set of performance targets for the organisation. The graphs in Fig. 3.3 immediately

show practical limits to these policies. For example, it may in theory be desirable to

have a policy of very low resource margin and at the same time a very low and

controlled delivery time target. The model shows the limits and trade-offs that are

possible in practice, in other words where further pursuit of a particular set of

targets could even be destructive to performance, there being no successful run of

the process with that set of parameters in the simulation.

The model visualisations also provide further, broader levels of insights into the

factors which determine the performance of the organisation. For example, looking

at the plots in Fig. 3.4, it can be seen that reducing the accuracy of the feedforward

information increases (modestly) the resource cost of the process, averaged over

many runs, and more quickly results in increased delivery time and the uncertainty

within it. We might ask what factors in the organisation influence the accuracy of

Resource cost 

Delivery
time

Fig. 3.4 Process performance effects for different prediction accuracies: high, medium, low
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the feedforward information. These factors include technical, organisational and

human aspects and are explored in the next section.

3.5.2 The Effects of Enterprise Data Quality on Performance

Making informed decisions which tune a complex organisation to perform to a

number of interacting and competing business metrics is a daunting task. The

techniques described here provide tools to help make this task more tractable.

Since they are built on data, they provide an evidential base for decisions. The

simulations show the extent to which data quality and availability in different parts

of the organisation limit the ability to optimise performance. Quality data is

therefore a key enterprise resource, and the technical, organisational and human

dependencies which lie behind data quality need to be considered.

3.5.2.1 Technical, Organisational and Human Aspects

Accuracy of feedforward information in an organisation is influenced by a number

of factors. These include the more technical aspects of data accuracy and cleanli-

ness and the quality of any algorithms which might operate on that data.

They also include organisational aspects, such as departmental boundaries

which can either result in poor transfer of data across those boundaries or make

the data less useful having crossed such a boundary. Each of the different parts of an

organisation may have different perspectives on data—why it is gathered, its form,

labelling and scope—driven by the different local purposes of the part of the

organisation. If the data is not gathered with an enterprise-wide perspective,

enterprise-wide benefits will be more difficult to achieve.

Finally, there are the human aspects. Data is either entered into systems directly

by people, or in the case of automated data gathering, the data design, rather than its

gathering, is a human activity. Accurate, unbiased and clean data is therefore

fundamentally dependent upon the motivation of the employee and what they

were hoping to achieve at the point of data design or gathering. Their purpose

may have been driven by an enlightened view of the enterprise and its improved

performance or possibly a more localised benefit in one area. At the extreme, local

targets placed on individuals may lead to gaming or the seeking of ways to

minimise the troublesome overhead of data entry.

For feedforward data to be maximally useful in improving organisational per-

formance, the local motivations, organisational influences and technical aspects

need to be carefully considered. The organisational modelling described here can

therefore help identify critical points of intervention in any of these three aspects of

the organisation.
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3.6 Conclusions

Balancing several, often conflicting, business objectives in a complex organisation

presents considerable challenges. Dealing with these challenges absorbs a great

deal of management energy, involving multiple continuing interactions and nego-

tiations between different stakeholders in the business. The full effects of decisions

taken are often seen well after the event, which often give rise to the need for further

course corrections. New techniques such as those described in this chapter offer the

possibility to anticipate the results of interacting decisions and policies in an

organisation, so adding a greater degree of insight into the range of possible actions

and their consequences.

These conclusions suggest two principal recommendations for organisations to

take advantage of these techniques: Firstly, to build practices which use models as a

means to explore, clarify and articulate business issues; and secondly, to use the

models to help different stakeholders in the business, understand the effects of their

decisions on each other and on the broader business objectives. These models have

the capability to provide enhanced levels of evidence into these discussions.

3.6.1 Practices

The modelling techniques described help build a practice in the organisation where

interaction in workshops gathers information but also provides feedback into the

development and structure of the model and a better understanding of the focus

questions such models should answer. It helps clarify those questions and broadens

explicit agreement on the assumptions being made. Future developments will

broaden the set of business decisions that we will be able to inform using such

models.

3.6.2 Organisational Decision-Making

Scientific approaches to decision-making, grounded in data, present new opportu-

nities for understanding complex organisations. Dynamic models like the one

described here enable the possibilities to be investigated with increasing thorough-

ness and the likely behaviour of an organisation under different environmental

conditions simulated. Increased computing power means that the effects of many

parameters can be explored in a reasonable time. This enables diverse but

interdependent stakeholders, with different local aims, to understand the effects

of their decisions on other parts of the organisation and its performance as a whole.

It is well known that people, no matter how intelligent, struggle to control even

simple systems under conditions of feedback and delay (Diehl and Sterman 1995).
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Large service organisations deal with a very large number and variety of nested

delays and multiple feedback mechanisms and daily allocate a resource of many

thousands of employees. The use of these tools will improve the performance of the

organisation across a balance of business objectives by promoting a wider shared

understanding amongst diverse areas of the organisation and by bringing greater

coherence to decision-making and co-ordination across the organisation.
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Chapter 4

System Dynamics Models of Field Force

Operations

Kjeld Jensen, Michael Lyons, and Nicola Buckhurst

Abstract This chapter discusses an approach to modelling service operations

appropriate to long-term strategic planning which incorporates the modelling of

service performance as an integral feature of the methodology. The approach is

based on the system dynamics technique, which emphasises dynamic complexity

over detail complexity. We present the rationale behind the approach, with a key

principle being that the combined effect of decisions, e.g. on resource deployment,

tends to equalise tension across the organisation with ‘tension’ represented by

equations relating performance, targets and prioritisations. We use a simple imple-

mentation of this approach to demonstrate the types of scenarios that we have

explored with clients, followed by a description of how we have used a more

comprehensive version, validated against historical data, to model the field opera-

tions of a major BT line of business, including a discussion of some of the

challenges faced.

4.1 Introduction

Over the past few decades, both manufacturing productivity and the quality of

manufactured goods have increased enormously. In contrast, service productivity

has only shown small improvement, whilst quality has either shown no improve-

ment or, in many areas, has declined (Oliva and Sterman 2001, 2010). Many factors

contribute to this difference, but a number of authors have pointed out that because

services are produced and consumed immediately, there is no finished goods

inventory to cope with the inevitable variability in demand (Sasser 1976; Dietrich

2006). Hence, ‘service providers are particularly vulnerable to imbalances between

supply and demand’ (Oliva and Sterman 2010).

K. Jensen (*) • M. Lyons • N. Buckhurst

Research and Innovation, BT Technology, Services and Operations, Martlesham Heath, UK

e-mail: kjeld.jensen@bt.com

G. Owusu et al. (eds.), Transforming Field and Service Operations,
DOI 10.1007/978-3-642-44970-3_4, © Springer-Verlag Berlin Heidelberg 2013

47

mailto:kjeld.jensen@bt.com


Sasser (1976) argued that a service provider’s ability to achieve a balance

between supply and demand was a major determinant in its success. He proposed

two basic strategies: ‘chase demand’, where the provider seeks to vary supply in

step with changing demand, and ‘level capacity’, where capacity is based on

average demand. Most service providers use a mixed strategy. Whilst it may be

possible to define an average demand, there are usually significant short-term

deviations from this average value. If delays in providing service are to be avoided,

then some flexibility (e.g. overtime) is needed to cope with short periods of high

demand. Furthermore, in the long term, the average demand is likely to increase or

decrease.

Thus, in a service company like BT, operational managers, who are expected to

deliver to tight timescales whilst controlling costs, need to understand the balance

between service performance and costs. At an organisational level, there is a need

for both tactical and strategic operational planning. Tactical planning focuses on

timescales of days and weeks with a view to planning the deployment of resources

to meet immediate demand; strategic planning is concerned with longer-term issues

such as overall resourcing levels, performance metrics, targets, work prioritisation

and the organisation’s ability to respond to contingencies.

There is a need for modelling tools that support both tactical and strategic

planning. In this chapter, our focus is towards the strategic end of this spectrum

and we describe the development of dynamic models that help managers under-

stand how demand, resource levels and performance are all interlinked. These

models can be used to quantify trade-offs between costs and service performance.

This, in turn, can be used to drive a service-performance-led approach to long-term

planning in terms of resourcing levels and dynamic resource deployment policies.

The structure of the chapter is as follows: In the next section, we discuss the

modelling of service performance and outline our modelling approach. We then use

a fairly simple implementation of this approach to demonstrate the types of

scenarios that can be analysed and illustrate the organisational behaviour encapsu-

lated in a typical model. In the following section, we discuss a more complete

implementation of the approach, developed to support planning of field operations

in one of BT’s major lines of business. Finally, to summarise the lessons learnt, we

describe some of the challenges and limitations encountered.

4.2 Modelling Service Operations

4.2.1 The ‘Hydraulics’ Approach and Field Operations

Although we have developed the details of the approach, as described in this

chapter, it does build significantly on the system dynamics literature, going right

back to Forrester’s earliest models of organisations, where differences between
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targets and actuals were used to drive adjustments of resource deployment (Sterman

2000 Chap. 15; Forrester 1960).

We frequently use a ‘hydraulics’ metaphor to describe this methodology due to

its analogy with reservoirs, flows and pressures in fluid mechanics and will refer to

it using that name in the following discussion.

We have used this ‘hydraulics’ approach to model a range of operational

scenarios within our company including modelling of call centres and IT support

teams. However, most of our modelling has been applied to field operations teams.

These teams are faced with a number of workstreams including the provision of

different types of services, as well as repair work. Each of these workstreams has a

different target cycle time to meet.

In order to cope with variations in demand, a number of strategies may be

employed. For example:

• Multi-skilling. This allows the staff to be moved between different workstreams

thus maximising the utilisation of individuals.

• Overtime.

• Use of contractors.

• Manipulation of overhead time or ‘shrinkage’. This comprises a number of

necessary but non-productive activities such as annual and sick leave, team

meetings and training. Whilst some of these activities are unavoidable, it is

possible to defer others to address short-term peaks in demand.

• Defer own work. This is where the organisation postpones work that is not

directly related to customer demand, e.g. routine maintenance and equipment

upgrades. Like manipulating shrinkage, this is a short-term option. In the long

term, the work has to be made up.

4.2.2 Dynamic vs. Detail Complexity

Field operations are by their nature complex. Senge (1990) distinguishes between

complexity arising simply from there being many variables (detail complexity) and
that arising from situations where cause and effect are interlinked so the effect, over

time, of an intervention is not obvious (dynamic complexity). Field operations in

service organisations in most cases would exhibit both flavours of complexity. This

poses a challenge to the planning and management of such operations, presenting a

requirement for appropriate planning and modelling tools with an adequate level of

complexity and sophistication.

There are many modelling approaches that support tactical planning, such as the

suites of modelling and planning tools presented elsewhere in this book. Amongst

modelling and simulation methods, discrete event simulation (DES) is the method

most often applied to tactical operational planning where detail complexity and

stochastic variability are important (Chahal and Eldabi 2008; Brailsford et al. 2010;

Morecroft and Robertson 2005).
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At the strategic level, it is more important to represent overall system behaviour

and dynamic complexity. There are fewer approaches that are readily applicable to

strategic medium- to longer-term planning without (a) requiring unnecessary and

unmanageable amounts of detail, most of which is not predictable at the required

level, and (b) allowing service performance to be incorporated into the planning and

prioritisation decisions. The system dynamics (SD) technique (Sterman 2000) lends

itself naturally to situations where dynamics complexity is important, and applica-

tions of SD do tend towards the strategic end of the spectrum (Chahal and Eldabi

2008; Brailsford et al. 2010; Morecroft and Robertson 2005).

However, application of the more strategic methodologies is not without its

challenges. One of these challenges may be described as ‘the lure of excessive

detail’. The issue of detail complexity, e.g. in DES models, is often presented

mainly as a practical problem in terms of getting enough data and having enough

computational power to run the models (Chahal and Eldabi 2008; Brailsford

et al. 2010). However, there are fundamental as well as practical issues with

modelling processes in great detail. The perils of trying to include lots of detail in

an operational model are well illustrated by recent ‘process mining’ research that

maps how processes are actually executed rather than how they are designed.

Figure 4.1 shows a typical example (Taylor et al. 2012) where, instead of a

straightforward sequential movement through the process stages, there are plenty

of loops, repetitions and short-cuts. As-designed executions were only a small

percentage of the overall executions of the processes analysed; all the remaining

process instances deviated significantly from the original process (Taylor

et al. 2012). When modelling the performance of this process, adding details

could easily become self-defeating as this would require the introduction of sim-

plifying assumptions about workflows that do not hold in reality – by adding details,

the model is likely to become less not more accurate.

Another barrier to adoption of strategic modelling tools, like SD, is a lack of

awareness of the importance of dynamic complexity, which is not as widely

appreciated as the need to deal with the details. Operations exist in an environment

that interacts with these operations, giving rise to feedback loops. Specifically,

operational processes exist within an organisation which can modify them, e.g. in

terms of resourcing levels, resource deployment and resourcing policies. In partic-

ular, if modelling scenarios were substantially different from the current situation, it

would often be unrealistic to ignore these interactions. For example, to model how a

system copes with a surge in demand above reference levels in a realistic way, there

would in most cases need to be some representation of how resources would be

adjusted to cope. It is possible to include such resource-adjustment feedback within

DES models, (see, e.g. Wynn et al. 2012); however this seems not to be common

practice.

The work described in this chapter used system dynamics to develop a high-level

model of service operations. Below we show how our SD models capture dynamic

complexity, and by working at an aggregate level, where we consider the overall

volumes and resource usage, we aim to avoid the problems associated with
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excessive detail; the models do not rely on assumptions about the detailed paths of

work through the organisation.

4.2.3 Methodology: Performance, Targets and Tension

For any service organisation, service performance from a customer viewpoint is

related to both service quality and timeliness. In this chapter, we focus on cycle

time—the time between customer requesting a service (installation, modification

and repair) and the task being completed – as a measure to service performance.

Several other performance metrics are closely related to cycle time. For example,

by Little’s law (see below), cycle time is related to the size of workstacks or

backlogs. We have also found empirically that on-time delivery measures (fraction

of tasks completed to a given deadline), in many cases, can be linked to the cycle

time. Thus, even though organisations in some cases may place greater emphasis on

backlogs or on-time delivery measures, our focus on cycle time in how we present

the methodology and results does not represent a major loss of generality.
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Fig. 4.1 Two maps of actual process execution for what is nominally the same process in two

different geographies, generated by process mining (Taylor et al. 2012). The boxes indicate

process stages with arrows showing movements between stages. Dashed lines indicate where a

particular step has been taken more than once in an individual execution of the process. The

numbers count instances of steps and transitions
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Figure 4.2 shows a simple model of workflow through an organisation. Work

arrives at an average input rate I and is completed at an output rate r. At any time,

some work is in progress or waiting in queues—this is the backlog (S). Little’s law
states that at steady state, the actual cycle time Ta is given by (see, e.g. Cooper

1981)

Ta ¼ S

I
¼ S

r
ð4:1Þ

where S is the average backlog. Thus, in a steady state, cycle time is closely related

to the size of the backlog.

Away from a steady state, any imbalance between input and output rates will

lead to either an increase (I > r) or decrease (I < r) in the backlog, which in turn

leads to an increase or decrease, respectively, in average cycle time. However,

managers have no direct control over backlogs. Instead backlogs have to be

managed via the output rate and the intake, with the output rate, which is deter-

mined by the level of resources deployed, normally being the main point of control.

Management of operations is thus concerned with two issues: (a) making output

keep up with input and (b) reducing the mismatch between target and actual cycle

times. These two priorities are separate. Much planning only focuses on (a),

i.e. aiming to ensure that there is sufficient resource to deal with the expected

intake. This makes the implicit assumption that backlogs remain constant; the cycle

times are determined by whatever this backlog happens to be. Thus, service

performance is not considered explicitly in a simple output-equals-input planning

approach.

However, our hydraulics approach takes into account both of the planning

considerations, which allows us to model not just the balance between inputs and

outputs but also how backlogs (and hence cycle times) are affected by changes in

demand and resource levels.

Figure 4.3 illustrates the approach, using system-dynamics-style diagramming.

The target output rate is a weighted average of the target output rates associated

with the two planning priorities discussed above:

• Output matching input: target ¼ I.
• Meeting the target cycle time: target ¼ S/T where T is the target cycle time.

Thus, the target output rate, er , is

Fig. 4.2 Workflow through

an organisation
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er ¼ xS

T
þ 1� xð Þ � I ð4:2Þ

where x is the weight of the S/T term. This Eq. (4.2) can be rewritten in terms of a

time constant τ ¼ T/x:

er ¼ S

τ
þ 1� T

τ

� �
� I ð4:3Þ

Under various simplifying assumptions, it is possible to show that this approach

will make the actual cycle time approach the target exponentially with a time

constant of τ. Thus, this time constant expresses how quickly the organisation

aims to move towards the target and is an implicit expression of the importance

of this target.

The comparison of actual and target output rates defines a ‘tension’ or a ‘pull’ for

resources:

p ¼ er
r

ð4:4Þ

where r is the actual output rate and p is the ‘tension’ factor. This Eq. (4.4) defines

the tension factor associated with reactive workstreams, e.g. repair or installation

orders. Similar tension factors can be defined for nonreactive work, such as

overhead activities (training, meetings, leave, etc.), and for the use of alternative

Fig. 4.3 Diagrammatic representation of the model of target setting and resource adjustment as

described in the text
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resourcing options, such as overtime (where the target usually is to keep this as low

as possible).

Each of the workstreams competes for resources; the key hypothesis behind our

approach is that the organisation adjusts resource levels so as to equalise the

‘tension’ factors for each of the workstreams.

4.2.4 Testing the ‘Tension’ Hypothesis

We can test this hypothesis: It is possible to calculate the tension factors from actual

operational data for different workstreams. If the ‘tension’ hypothesis is valid, then

these tension factors should track each other over time. Figure 4.4 shows an

example of such a chart, based on data from the operations discussed in the ‘Case

Study’ section below. The chart uses the values for the T and τ parameters for each

workstream used in the associated simulation model. The four lines correspond to

two reactive workstreams, overhead activities and the use of overtime, respectively.

The tension factors are calculated with the same parameters (T, τ) over the whole
5-year period, apart from a change in just two parameters at the beginning of year 3.

The chart shows that the four different tension factors are approximately equal

when viewed over longer timescales. This in turn suggests that, when seen at a

sufficiently aggregate level, all the detailed negotiations, resource bargaining and

decision making basically amount to the organisation equalising tension. With

reference to our earlier discussion, this demonstrates that it is the dynamic com-
plexity that determines service performance and resource deployment. It also

demonstrates that the simple equations presented above provide an adequate rep-

resentation of this process.

This will never be an exact relationship; there will always be short-term devi-

ations due to perturbations, where the system temporarily gets pushed out of

balance. Also, the discrete nature of individual management decisions will add

fluctuations. However, the results do indicate that the tension always tends to

even out.

This fundamental insight provides a strong underpinning for the ‘hydraulics’

approach. The formulae for the tension factors and the assumption that the tensions

move towards equality do not follow directly from the stock-flow structures or any

mathematical theory. It is not something that can be derived theoretically like, for

example, Little’s law from queueing theory. Instead it is a hypothetical represen-

tation of management decisions that reflects how the ‘pain’ is being felt across the

operations when under-resourced (or how the ‘glut’ is shared when over-

resourced). This can never be proven exactly and can only be validated by com-

paring to what actually happens in real organisations.
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4.2.5 Modelling Resource Adjustments

The preceding sections demonstrated the tendency for tensions across an organisa-

tion to approach equality over longer timescales. This is brought about by the

adjustment of resource deployment. But in order to model this resource adjustment

dynamically, we need equations to describe how resources are moved between

different workstreams.

In the hydraulics models, we use a first-order feedback model, familiar from the

system dynamics literature (see, e.g. Sterman 2000, Chap. 8). The movement of

resources between workstreams (labelled i and j) is

dri
dt

¼
X

j
max 0;

pi�pj
� �

rj

xij

 !
�max 0;

pj�pi
� �

ri

xji

 !
ð4:5Þ

where

pi is the tension factor for workstream i
xij is the time constant for moving from i to j
ri is the output rate for workstream i (resources deployed to i)
Similar equations dictate how contingency resource options, e.g. use of over-

time, are deployed.

These equations introduce additional parameters into the model, viz., the time

constants xij. These are the time constants for the net movement of substantial levels

of resources between workstreams, not the time it takes for a single unit of resource

Fig. 4.4 Tension factors calculated from actual operation data
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(e.g. a field engineer) to move between one type of job and another. In some cases,

we have been able to estimate the time constants through time series analysis.

Discussions with managers of the organisation can also provide a guide to the

values. However, a certain degree of fine-tuning is usually required in order to get

good agreements between historical actuals and the models. In doing this, we try to

keep the number of adjustable parameters to a minimum by assuming that many of

the time constants are equal, e.g. we usually assume that xij ¼ xji for all values of
i and j unless we have a good reason to suspect otherwise.

4.3 Simulation Experiments

4.3.1 Simplified Model

In this section, we use a simplified version of the full hydraulics model to demon-

strate the types of scenarios that can be analysed and to illustrate the organisational

behaviour encapsulated in a typical model. The simplified model focuses on

overtime, the manipulation of overheads and the use of short-term contractors

which tend to be the most commonly used sources of flexibility.

Figure 4.5 illustrates the structure of the model in which the field force may be

deployed on one of two workstreams: provision and repair. In addition, some time

will be required for the overhead or shrinkage activities as described above. Similar

structures apply to overtime although not shown explicitly in the diagram.

As demand varies, the numbers of workforce (represented as full-time equiva-

lents, or FTE) deployed between repair, provision and overhead (shrinkage) activ-

ities will change.

In all cases, the adjustment of resource levels depends not only on the compar-

ative tensions between workstreams but also on time constants that vary with the

different types of flexibility; see Eq. (4.5). Thus, for example, overtime can be

changed relatively quickly (within a few days or less), whilst it may take several

weeks to adjust shrinkage levels.

4.3.2 Simulation Results

4.3.2.1 Overview

This model can easily be used to simulate a large range of ‘what-if’ scenarios. In

this section, we present some idealised scenarios that show how the organisation

can respond to changes in demand or in resourcing policy. These represent typical

system behaviour and illustrate how dynamic simulations supplement more
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conventional planning models that simply balance average demand and capacity

(resource levels).

In the simplest case, the workflow is in a steady state where the input rate of

work (as measured in man-hours) is constant and equal to the completion rate.

Workstacks are constant throughout the simulation and correspond to the target

average cycle time [by Little’s law—Eq. (4.1)].

The first two examples demonstrate how the organisation reacts to a single

perturbation to this simple case: a pulse in demand and a change in target cycle

time. Although idealised, these examples show that it can take a significant time for

the organisation to recover from a perturbation and this is a good measure of the

agility of the organisation. The third example looks at the more realistic situation

with variable demand throughout the simulation.

4.3.2.2 Spike in Demand

In this scenario, demand for repairs increases by 50 % for one week. Although

unlikely on a national scale, similar spikes might occur locally, e.g. as a result of a

severe weather event. Intake and completion rates are shown in Fig. 4.6. Comple-

tion rates increase in response to the spike in demand, but it takes several weeks to

return to the steady state.

In this initial scenario, no overtime is allowed. The only flexibilities are variation

in shrinkage (overhead activity) levels and the movement of the staff from provi-

sion to repair (Fig. 4.7). However, the ability of the organisation to respond in this

way is limited due to the competing demands from provision and shrinkage

activities.

As a result, the impact on cycle tim.es is long-lasting (Fig. 4.8). At its peak,

average cycle time is ~60 % higher than normal, and it takes several months to

return to the target cycle time. The impact on provision, due to resources being

pulled across to do repairs, is smaller but still significant. This result emphasises the

importance of modelling operations as a whole, since changes in one area inevitably

will have knock-on impacts in other areas.

A change in policy to allow some overtime (Fig. 4.9) greatly reduces the impact

of the spike and the time for the organisation to return to steady state (Fig. 4.10).

Fig. 4.5 Schematic version

of the model. FTE refers to

full-time equivalent

workforce

4 System Dynamics Models of Field Force Operations 57



The ‘over-shoot’, i.e. the dips in cycle times below target, reflects the time it takes

for the resource deployment to respond to the drop in intake at the end of the spike.

4.3.2.3 Reduction in Target Cycle Time

A similar response is seen if a policy decision is taken to reduce the provision cycle

time (e.g. by 33 %). In this case, there is no variation in work intake. However, the

Fig. 4.6 Time variation of

intake and completion rates

for repairs

Fig. 4.7 Changes in FTE

allocation in response to

spike in demand

Fig. 4.8 Impact of demand

spike on cycle times,

represented as ratio to target

(so on-target ¼ 1)
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impact is similar to a spike in demand. This is because a reduction in cycle time

requires a reduction in the size of the workstack. Consequently, completion rate

must be increased temporarily (Fig. 4.11).

Figure 4.12 shows how repair and provision cycle times change. The initial

reduction in provision cycle time is very rapid, but this slows as repair cycle times

increase creating competition for resource.

Changes in FTE allocation are shown in Fig. 4.13. As before, staff moves

dynamically between provision, repair and shrinkage in response to the changing

demands.

Figure 4.14 shows overtime levels—these remain high for several weeks. The

actual timescale depends on what limits are placed on overtime. In this example,

there is a policy to limit overtime to a maximum of 3 h/FTE/week. A higher limit

would shorten the time needed for the workflows to return to steady state.

Fig. 4.9 Variation in

overtime in response to

spike in demand

Fig. 4.10 Variation in

cycle times when overtime

is allowed. Both maximum

cycle time and time taken to

return to normal are greatly

reduced compared with

Fig. 4.8
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4.3.2.4 Demand Variability

The pattern of intake over time in the two examples presented above is much

idealised. In reality, organisations are faced with variable demand on many

timescales—weekly, daily or even hourly. A more realistic simulation is shown

in Fig. 4.15, where weekly input rate varies randomly around an average value

Values are shown as a ratio to the average input rate.

Fig. 4.11 Provision intake

and completions rates for

scenario where provision

cycle time is reduced by

50 % from the beginning of

March

Fig. 4.12 Variation of

repair (top) and provision

(bottom) cycle times

Fig. 4.13 Changes in FTE

allocation in response to

reduction in provision

cycle time
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In this initial scenario, staff can transfer between the provision, repair and

shrinkage workstreams but no overtime is permitted. It can be seen (Fig. 4.16)

that there is considerable movement between workstreams in response to the

variations in demand.

If the only concern is balancing demand and resource, then this might seem to be

an acceptable outcome. Cycle times (Fig. 4.17) are close to target at both the

beginning and end of the simulation, so on average there is sufficient people to

meet the demand.

However, Fig. 4.17 also shows considerable variation in the cycle times; these

can exceed the targets for significant periods of time. For example, in this particular

run, the repair cycle time is more than 50 % higher than target throughout much of

May and June. Clearly, more resource is required at times if the organisation is to

meet its customer service targets. As with the examples above, an additional source

of flexibility is overtime. This can greatly reduce the likelihood of cycle times

exceeding target (Fig. 4.18).

Comparison with Fig. 4.17 shows that although cycle times still occasionally

exceed the target (e.g. in May), the increase is much smaller and lasts for a much

Fig. 4.14 Overtime used in

response to reduction in

provision cycle time

Fig. 4.15 Work in and

completion rates for a more

realistic simulation where

input varies randomly about

the average value: shown

for repair (top) and
provision (bottom)
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Fig. 4.16 Variation in FTE

numbers in response to

variable demand

Fig. 4.17 Cycle times

(as ratio to target) for repair

(top) and provision

(bottom)—no overtime

Fig. 4.18 Cycle times

(as ratio to target) for repair

(top) and provision

(bottom)—with overtime;

up to 4 h/FTE/week
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shorter period of time than when there is no overtime. However, Fig. 4.19 shows

that achieving this can require sustained and significant overtime. This overtime is

driven by the need to meet specific cycle times; if cycle times can be relaxed, then

less overtime is required. This is a good illustration of the trade-off between costs

(incurred due to overtime) and service performance (cycle time), which is driven by

the dynamics of the operations, as modelled by the approach described in this

chapter.

4.3.3 Uncertainty Analysis

The scenario presented in Figs. 4.15, 4.16, 4.17, 4.18 and 4.19 looked at a specific

sequence of input data with week-by-week variation in intake. However, in reality

these variations are stochastic. Although the results above demonstrated some of

the effects of variability on performance, examining just a single scenario does not

evaluate the full range of possible outcomes. A more powerful, if computationally

more intensive, approach is to combine the simulation model with uncertainty

analysis, running multiple scenarios through the model and subsequently aggregat-

ing the results from all the runs. The method employed here uses Latin hypercube

sampling to generate multiple time series for the intake variables, as implemented

in the Powersim Studio software.1 This is similar to the more familiar Monte Carlo

analysis but uses systematic selection of random variables, based on a given

distribution, rather than the random sampling employed in Monte Carlo.

In the results from a multi-run uncertainty simulation shown in Fig. 4.20, we

assume a policy that limits overtime to < 4h/FTE/week. Figure 4.20 shows that

with this policy in place, the organisation has a ~95 % chance of meeting its service

level target at any time.

But how much overtime is required? Again, this will depend on the specific

demand scenario, but the Monte Carlo simulation can indicate likely requirements.

Figure 4.21 shows cumulative overtime levels (expressed as hours/FTE). In 50 % of

the runs, cumulative overtime at the end of the 6-month simulation is < ~10 h/FTE

over a 6-month period, whilst there is a 5 % probability that it could exceed ~27

Fig. 4.19 Overtime levels

in response to variations in

demand

1 http://www.powersim.no
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h/FTE. Ten hours/FTE over a 6-month period may not seem a great deal, but in a

team of 100, this would be enough to raise questions about whether it is better to

rely on overtime or recruit another team member. There is no clear answer, but the

simulations allow managers to better understand the costs of a given policy, both

financially and in terms of customer experience.

4.4 Case Study: Modelling the Field Operations of a Major

Line of Business

The results presented above from a fairly simple model demonstrated some of

scenarios that can be explored with the hydraulics approach. In this section, we

discuss the substantially more complex model developed to support planning of

field operations in one of BT’s major lines of business. A description of an earlier

version of this model has been published previously (Jensen et al. 2006).

The model is implemented using the Powersim Studio system dynamics model-

ling software, but the setting of many of the inputs and the main presentation of

results are done using Microsoft Excel spreadsheet files linked to the system

dynamics model.

The model is a fairly detailed implementation of the ‘tension’ approach which

includes:

Feb Mar Apr May Jun Jul
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1.1

Ratio Provision Cycle Time to Initial Target (95 Percentile)

Ratio Provision Cycle Time to Initial Target (75 Percentile)

Ratio Provision Cycle Time to Initial Target (50 Percentile)

Ratio Provision Cycle Time to Initial Target (25 Percentile)

Ratio Provision Cycle Time to Initial Target (5 Percentile)

Fig. 4.20 Ratio provision cycle times to target (on target ¼ 1). The upper limit of each percentile

band corresponds to the probability (in per cent) that the ratio is below that limit at each point

in time
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• Multiple workstreams, e.g. field repair, field installation (multiple products),

exchange-based activities and capital investment activities

• Overhead activities (shrinkage)

• Overtime

• Multiple pools of resources, some single skilled, some multiskilled

Simulation is carried out at a daily level, which requires overlaying the gradual

changes in parameters over time with weekly patterns, e.g.:

• Job intake (e.g. more repair jobs arrive on weekdays than at weekends)

• Scheduling of work (more on weekdays, less at weekends)

• Attendance patterns for engineers

• Scheduling of overtime (more at weekends, where fewer engineers are sched-

uled to work according to standard attendance patterns)

The fluctuation of variables across the weeks also necessitates care in how

aggregate parameters are calculated and reported. For example, we have found

that the most accurate application of Little’s law to calculate average cycle times is

obtained by taking 7-day rolling averages of both the workstacks and completion

rates before calculating the ratio to get the estimated cycle time.

As the main inputs, the model uses time series of internally reported volumes of

work, productivity parameters and resource levels (people numbers) using actuals

for validation and forecasts to explore future service performance scenarios. Model

parameters such as target cycle times (T), target-adjustment times (τ) and resource

adjustment time constants (xij) are determined through a mixture of discussions

with managers in the client organisation, time series analyses and adjustment to

obtain agreement between the model and historical actuals.
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Cumulative Overtime (5 Percentile)

Fig. 4.21 Monte Carlo simulation—cumulative overtime
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Figure 4.22 shows a typical result from the model, where actual workstack data

is compared with output from the model. There is good agreement between model

and actuals not only in terms of overall trends but also the size and shapes of peaks

and dips. Being able to demonstrate that this level of agreement can be obtained

across all the key performance and resourcing metrics with a small number of

parameters over periods of several years is important in building confidence with

clients in the accuracy of the model.

The model has been developed by our team in the research area of BT working

closely at various points both with senior managers and with business planners and

analysts within the client organisation. It has been used over several years under-

going many changes along the way, both to improve functionality and usability and

to reflect organisational changes.

Typical applications have included:

• Testing resourcing scenarios to give costs vs. service performance estimates,

which no other model was available to do. Results were used by senior managers

in strategic planning dialogues.

• Analysing ad hoc scenarios, such as surges in demand or temporary resource

shortages, looking to evaluate how badly service performance might be affected

and how quickly the system would recover.

• Analysing service recovery dependent on prioritisation, including estimates of

the knock-on effects on other parts of organisation if one workstream is

prioritised to get it back on target.

• Risk analysis—similar to the approach described above. The analyses looked at

both forecast uncertainty (uncertain of overall levels of demand) and fluctuations

in intake.

Fig. 4.22 Comparison of actual and simulated workstack levels
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4.5 Challenges and Limitations

Although our hydraulics modelling has been a success—the longevity of the project

is a testament to that— it is only fair to acknowledge that there have been

challenges as well.

Our approach, in common with a lot of other SD modelling, relies on a fair

degree of abstraction. For example, the ‘tension’ concept is less tangible than the

objects you would see in a DES model. Other authors (Brailsford and Hilton 2001),

when doing a comparison with DES, have observed that quantitative SD models

with their stock-flow diagrams and accompanying differential equations are less

likely to be understood by clients. This means that there is always a period of

familiarisation with the methodology required in a modelling project and—most

importantly—the (potential) clients have to be comfortable with using an unfamil-

iar, and to some baffling, approach.

There is also a constant tension between the amount of detail that is feasible and

desirable to include in models and expectations of clients. With reference to the

discussion above about dynamic complexity and detail complexity, because detail

complexity is often perceived as the main barrier to getting to grips with a problem,

requests for modelling work often come packaged with requirements for a lot of

details. In some case, this may of course be a legitimate need, but often you get the

demand for detail even when—from our perspective—more accurate and mean-

ingful answers could be obtained without this detail. Again, a certain amount of

client education and negotiation is usually required to overcome this issue, but in

some cases, we just had to acknowledge that the client was too set on having lots of

details and that our approach would never be right for this particular client.

The use of a pure SD approach does carry technical limitations. For example, we

can model backlogs and from this calculate average cycle times, but we cannot

model the distributions of cycle times across the population of tasks. Thus, we

cannot directly model the fraction of tasks that would fail deadlines, which in some

cases is more important to the organisation than the averages. As explained

previously, in some cases we can get around this by employing empirically derived

relationships between the averages and the threshold measures, but not always, and

it would be desirable to able to model these quantities directly. A combined DES

and SD approach may be able to overcome this shortcoming. Others (Chahal and

Eldabi (2008) and Brailsford et al. (2010) have attempted to develop such a

methodology, but no well-established, mature approach exists. Thus, it will require

future research on our part to develop such a methodology and to find an imple-

mentation that will work for the type of problems described, i.e. the modelling of

performance in service operations.
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4.6 Conclusions

In this chapter we have described an approach to modelling service operations

appropriate to long-term strategic planning which incorporates the modelling of

service performance as an integral feature of the methodology. In positioning the

approach, we stressed the importance of emphasising dynamic complexity over

detail complexity. We specifically argued that it is necessary to include controlling

feedback loops for resource deployment and also to avoid excessive detail, which

may not only be cumbersome but also misleading.

We have used the system dynamics (SD) technique as a starting point for this

so-called ‘hydraulics’ approach. At the core of the hydraulics approach is the

observation that the combined effect of decisions, e.g. on resource deployment,

works to equalise tension across the organisation with ‘tension’ represented by

equations relating performance, targets and prioritisations.

Using a fairly simple implementation of this approach, we demonstrated typical

behaviours of hydraulics models and showed some of the alternative scenarios that

can be explored. This was followed by a description of how we have use a more

comprehensive version, validated against historical data, to model the field opera-

tions of a major BT line of business describing how the model has been used and

also some of challenges faced.

We are constantly refining and improving this methodology, e.g. seeking to

incorporate useful aspects of more detailed modelling methodologies and to enable

greater integration with data-driven statistical approaches, and thus generally

aiming to bridge the gap between strategic modelling, as described in this chapter,

and more tactical planning approaches, as described elsewhere in this book.
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Chapter 5

Understanding the Risks of Forecasting

Jonathan Malpass

Abstract A fundamental element of the successful deployment of operational

teams is the ability to forecast future demand accurately. There is a raft of

forecasting methods available to the forecaster ranging from the simple to the

highly sophisticated, with many software packages able to identify the most

appropriate method. One of the skills of the forecaster is the ability to strike a

balance between finding a model that is good enough and one that overfits the data,

especially if there is a demand from the business to seek forecasts with greater

accuracy. However, the pursuit of better forecasts can sometimes be a fruitless

exercise and Is it important for any forecaster to ask two questions: firstly, Is it of

benefit to improve accuracy, and secondly, given the data available, can better

forecasts be produced? The first question is a matter of identifying the effort

required to produce better forecasts, be that through identifying a better model or

collecting additional data to improve the existing model, and weighing it against the

improvements in accuracy. The second question is a matter of understanding the

limitations of the current forecasting model and, as importantly, the data used to

produce the forecasts. If, for instance, the data contains a high level of randomness,

even the most sophisticated model will be unable to produce highly accurate

forecasts. This chapter describes an approach based on forecast errors to derive

an approximation of the signal-to-noise ratio that can be used to understand the

limitations of a given forecasting method on a given set of data and therefore

provides the forecaster with the knowledge of whether there is any likely benefit

from seeking further improvements. If the forecaster accepts the current model, the

signal-to-noise ratio can provide an understanding of the risks associated with that

model.

J. Malpass (*)
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5.1 Introduction

The need to forecast accurately is imperative for any service organisation; the

associated costs of deploying too many resources or the impact of failing to meet

service levels means that poor forecasts have a direct impact on an organisation’s

bottom line. Consequently, many organisations invest a great deal of time and

money into ensuring that their forecasts are as accurate as possible, and there is a

wide choice of forecasting approaches that can be employed in an attempt to

forecast levels of demand in order to deploy sufficient resources to meet service

levels (Malpass and Shah 2008).

A common misconception, however, is that forecasts are inaccurate because the

statistical method, or the general methodology, is inappropriate or being applied

incorrectly. A question regularly heard by this author is the following: “Why aren’t

our forecasts more accurate?”

The answer to this question often has nothing to do with the method or the

underlying model, but more to do with the data being gathered. This is not to

suggest that the quality of the data is poor. On the contrary, the data is often highly

reflective of the situation. Inaccurate forecasts are, quite often, solely to do with the

variability within the data.

All measurable phenomena are subject to some degree of variation, be it the

weight of a loaf of bread, the number of hours that a light bulb lasts or the time taken

to perform a task. Statistical process control (SPC) (Oakland 1996) can be used to

identify “special causes” of variation, i.e. those events that have some attributable

cause which can explain why particular observations and patterns, such as the rise

or fall over time, occur. Similarly, SPC can be used to understand the “common

cause” variation present in the data, i.e. “noise”. This variation is, by definition,

impossible to model.

Forecasters who try to forecast “noise” will inevitably fail and spend an inap-

propriate amount of time trying to increase accuracy. By understanding the level of

noise in the data, the forecaster can manage the risks that will be associated with

imperfect forecasts and a manager can build some tolerance, or contingency, into a

process. Many forecasters seek to apply prediction intervals to their forecasts, but

not all methods allow for this. Understanding the noise in the data allows for a range

of forecast errors to be estimated and therefore the risk can be mitigated.

5.2 Understanding a Time Series

A time series (A) is a sequence of data points representing a phenomenon of interest

measured at equally spaced, uniform time intervals. It can be said to comprise two

elements: pattern (or signal), which can be modelled or explained by one or more

factors, and error (or noise) which is random and cannot be modelled, i.e.
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A ¼ f pattern; errorð Þ or A ¼ f signal; noiseð Þ ð5:1Þ

Typical patterns include trend, seasonality and cyclical events, thus

A ¼ f trend; seasonality; cycle; errorð Þ ð5:2Þ

A relatively simple approach to forecasting is to decompose the time series by

modelling each of the separate factors. Performing this decomposition enables the

forecaster to remove known patterns from the data, thus leaving the random error.

Good statistical and data mining packages, such as Minitab (2010), SPSS (2010)

and KXEN (2012), have procedures that automatically decompose time series into

component parts.

Figure 5.1 shows an example of how a time series can be decomposed: the data

exhibits both trend and seasonality (Fig. 5.1a). Once the trend is identified

(Fig. 5.1b), a more complete picture of the seasonality is obtained (Fig. 5.1c). On

removing this factor, the remaining variation is the error (Fig. 5.1d).

5.2.1 Forecasting Methods

This chapter is not concerned with identifying the best forecasting technique for a

given data set. There are many such methods, including decomposition, exponential

smoothing methods, regression, ARIMA and many others which are explained in

great detail elsewhere (Makridakis et al. 1998).

The concept central to this chapter is that the signal in the time series can be

modelled and the noise that remains can be quantified. Thus, the decomposition of a

time series into pattern and error is a useful exemplar.

5.2.2 Measuring Forecast Accuracy

There are many measures of forecast accuracy, and as with particular forecasting

methods, this chapter is not concerned with rating one measure over another.

Excellent reviews (Armstrong and Collopy 1992; Hyndman and Koehler 2006)

have already shown that measures such as the mean absolute percentage error

(MAPE) and mean squared error (MSE) have their merits. The similarity percent-

age (SP) (Bunn and Taylor 2001) is of greatest utility for the purposes of this work.

If the series of data being forecast is A and the forecast is F, then the similarity

percentage for the forecast at time t is defined as
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If At < Ft, SPt ¼ At

Ft
; If At > Ft, SPt ¼ Ft

At
ð5:3Þ

SP ¼
Xn

t¼1
SPt ð5:4Þ

The SP approaches 1 (i.e. 100 %) as greater forecast accuracy is achieved. To aid

interpretation and to enable easy comparisons with measures such as MAPE, the

level of error is found to be more convenient, i.e. 1 – SP

5.3 The Signal-to-Noise Ratio

5.3.1 A Definition

The signal-to-noise ratio (SNR) is a measure used in science and engineering to

quantify how much the desired signal has been corrupted and can be defined as the

ratio of the level of a desired signal to the level of background noise. While SNR is

commonly quoted for electrical and audio signals, it can be applied to any form of

signal, including any phenomenon in which a pattern exists such as process cycle

time or sales figures.
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Fig. 5.1 Decomposition of a time series into trend, seasonality and error
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A generic definition of the signal-to-noise ratio, SNRg, (Signal To Noise Ratio

2008) is the reciprocal of the coefficient of variation (CoV), i.e.

SNRg ¼ 1

CoV
¼ μ

σ
ð5:5Þ

where μ is the mean and σ is the standard deviation of the time series A. A value

greater than 1 indicates that there is more signal than noise and the higher the ratio,

the less obtrusive the background noise is.

Using this definition, the signal-to-noise ratio increases as the standard deviation

decreases and tends to infinity as variation diminishes to zero. For convenience, the

definition used here is that the SNR is the coefficient of variation, i.e.

SNR ¼ CoV ¼ σ

μ
ð5:6Þ

Thus, smaller values of SNR indicate lower levels of noise in the process, and

the SNR tends to zero as the standard deviation decreases.

The concept of the SNR in forecasting is not novel. Simple linear regression can

be used for forecasting a time series, and it has been suggested that information

about the precision of the regression estimates can be interpreted as a signal-to-

noise ratio (Decision 441 Forecasting 2005).

5.3.2 A Simple Example

Consider two office workers who monitor the time it takes for them to commute to

work every day for four weeks (see Fig. 5.2). The first commuter finds that their

journey time is, on average, 30 min with a standard deviation of 3.5 min. The

signal-to-noise ratio [Eq. (5.6)] is thus 3.5/30 ¼ 0.118. A colleague finds that their

average commute is 40 min, with a standard deviation of 6.5 min. The signal-to-

noise ratio is, therefore, 6.5/40 ¼ 0.163.

In both cases, there is no discernible pattern to the data and thus forecasting the

commuting time for a given day is subject to a random element. Using the average

of each person’s daily commute as a forecast yields a reasonable level of accuracy:

1 – SP for commuter 1 is 9.6 % and 13.7 % for commuter 2. Clearly commuter 2 has

greater error in their forecasts. If they only allowed 40 min to travel to work, they

will frequently arrive late at the office. It would be reasonable to assume that the

level noise in the data is correlated with the accuracy of the forecasts; thus the

forecasts cannot be any more successful.
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5.4 Understanding the Limits to Forecast Accuracy?

The aim of this chapter is to illustrate that the accuracy of forecasts is limited by the

amount of noise in a time series and that for a given signal-to-noise ratio, it is

possible to estimate the accuracy of the forecasts; thus a baseline level of accuracy

can be provided which can be used to assess forecasting models and to enable some

level of risk to be associated with future forecasts. To ensure that any baseline is

reliable, it is essential that two assumptions about the SNR are true, i.e.:

• Assumption 1: the signal-to-noise ratio is correlated to forecast accuracy, 1 – SP.
• Assumption 2: the forecast accuracy and signal-to-noise ratio are independent of

the mean of the data.

5.4.1 Experimental Design

To validate these assumptions, a series of experiments were performed in which

different signal-to-noise ratios were generated for data sets consisting of various

numbers of observations, n. Data sets of normally distributed random numbers of

different means and standard deviations were generated using the random number

generation function within Microsoft Excel. Table 5.1 shows the 95 combinations

used; 250 different data sets were generated for each combination. Thus, 23,750

individual data sets were generated for each value of n.
For each data set, A, the forecast for each point, Ai, is taken to be the average of

that data set, i.e.

Fi ¼ A ¼ 1

n

X n

1
Ai ð5:7Þ

0

10

20

30

40

50

60

1 3 5 7 9 11 13 15 17 19

Ti
m

e 
(m

in
s)

Journey

Commuter 1

0

10

20

30

40

50

60

1 3 5 7 9 11 13 15 17 19

Ti
m

e 
(m

in
s)

Journey

Commuter 2

Fig. 5.2 Example of commuting times for two office workers
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5.4.2 Limitation

The data used in these experiments are all stationary time series, i.e. the mean is

constant across time. Clearly this would appear to limit the usage of the signal-to-

noise ratio as many data sets contain patterns, such as trend and seasonality.

However, if these patterns can be modelled and removed (e.g. seasonal data are

de-seasonalised), the hypothesis can be applied to any data set.

5.4.3 Results

The first assumption is that the signal-to-noise ratio is correlated to forecast

accuracy. The forecast accuracy, (1 – SP), for each size of data set, n, and

combination of mean and standard deviation was found. Table 5.2 shows a sample

of results for the 30 observation data sets: the “Mean” and “StDev” are the average

and standard deviation of all 250 averages for each combination, the signal-to-noise

ratio, “SNR”, is the average of all 250 data sets and the “Ave (1-SP)” is the average

forecast accuracy of all 250 data sets. The “Min(1-SP)” and “Max(1-SP)” are the

best and worst forecast accuracies of each combination.

For example, the data sets generated to have mean 100 and standard deviation

35 has an average SNR of 0.35, and the 250 data sets of this combination have

produced forecast accuracies between 15.3 % and 34.8 % with an average of

23.6 %. Compare this to the norm (100, 12) data sets where the SNR is 0.12 and

1 – SP is 8.7 %, with a range of 5.6–13.1 %. This result means that not only is the

“likely” accuracy for data with less noise to be better but also the range of possible

accuracies is smaller. Therefore, there is less risk associated with forecasting data

sets with less noise.

This pattern of results can be seen throughout the different SNR values.

Figure 5.3 shows a scatter plot of the SNR against 1 – SP for each of the 23,750

data points from the 30 observation experiments, and Fig. 5.3b shows a plot

summarising the average SNR and 1 – SP of each of the 95 combinations of

mean and standard deviation.

Table 5.1 Combinations of means and standard deviations used in the experiment
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The second assumption requiring validation is that the forecast accuracy and

signal-to-noise ratio is independent of the mean of the data, i.e. a normally

distributed data set with mean of 100 and standard deviation of 6, i.e. N(100,6),

should be expected to have the same SNR as a normally distributed data set with

mean of 1,000 and standard deviation of 60, i.e. N(1000,60). If Assumption 1 is

generally held to be true, then the forecast accuracy of both data sets will, therefore,

be the same.

Table 5.3 shows the summary of results for the experiments for data sets

comprising 30 observations that yield an SNR of approximately 0.12 and 0.23.

The Ave (1-SP) for the first SNR is approximately 8.6–8.8 %. The second set has an

accuracy of 16.0–16.3 %. Thus it appears that the SNR and forecast accuracy are

both independent of the relative size of the data.

Table 5.2 Sample of summary statistics of the 30 observation data sets with mean 100

Distribu�on Mean StDev SNR
Min 

(1-SP)
Ave 

(1-SP)
Max 

(1-SP) Count

Norm(100,6) 100.0 5.8 0.06 2.4% 4.5% 6.2% 250
Norm(100,12) 100.2 11.8 0.12 5.6% 8.7% 13.1% 250
Norm(100,17) 100.1 16.7 0.17 7.2% 12.1% 16.6% 250
Norm(100,23) 100.0 22.7 0.23 11.3% 16.1% 22.7% 250
Norm(100,29) 99.5 28.7 0.29 12.9% 20.0% 26.7% 250
Norm(100,35) 100.5 34.6 0.35 15.3% 23.6% 34.8% 250
Norm(100,40) 99.7 39.7 0.40 17.8% 26.7% 38.6% 250
Norm(100,46) 99.5 45.6 0.46 18.7% 30.3% 49.6% 250
Norm(100,52) 99.8 51.7 0.52 22.0% 33.8% 54.9% 250
Norm(100,58) 100.5 57.6 0.58 21.6% 37.0% 53.4% 250
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Fig. 5.3 Plot of signal-to-noise ratio against forecast accuracy (1-SP) for each of the 23,750 data

sets in the 30 observation experiments (a) and for the summary of the 95 combinations (b)
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5.4.4 Deriving Forecast Limits for a given Signal-to-Noise
Ratio

The results in Sect. 5.4.3 demonstrate that the forecast accuracy has a very strong

relationship with the signal-to-noise ratio and that both accuracy and SNR are scale

independent. By combining all data sets of equal SNR (to 2 decimal places), a range

of forecast accuracy can be estimated. Table 5.4 shows the average accuracy of all

the data sets comprising 30 observations with signal-to-noise ratios from 0.0 to

0.10. The lower and upper values are the 2.5th and 97.5th percentiles of each set of

results.

The results indicate that for a data set where the SNR is 0.07, e.g. N(100,7), the

expected accuracy is about 5.3 % but could reasonably be expected to be anywhere

in the range 4.6–6.0 %. This means that at any one point in time, a manager in

charge of a process with data following such a distribution can expect forecasts to

have an average error between 4.3 % and 6.0 % and so needs to plan for such

variation. If this planning is deemed unsustainable, the only recourse is to seek

improvements that remove noise from the process and thus improve forecasts.

By expanding this table, an estimate of expected forecast accuracy for any given

signal-to-noise ratio for data sets comprising 10, 30, 50 and 70 observations can be

made, and the results are shown in Table 5.5. For example, a data set comprising

50 observations with a SNR of 0.25 can be expected to yield a forecast accuracy of

about 17.6 %, with a range of 16.1–19.1 %.

It is interesting to note that the forecast accuracy is roughly the same for any

given SNR irrespective of the number of observations, with only the range of the

lower and upper bounds decreasing as the data set size increases.

Table 5.3 Sample of summary statistics of the 30 observation data sets with SNR values of 0.12

and 0.23

Distribu�on Mean StDev SNR
Min 

(1-SP)
Ave

(1-SP)
Max

(1-SP) Count
Norm(200,23) 200.5 22.5 0.11 5.5% 8.4% 13.3% 250
Norm(50,6) 50.0 6.0 0.12 5.8% 8.8% 12.9% 250
Norm(100,12) 100.2 11.8 0.12 5.6% 8.7% 13.1% 250
Norm(300,35) 299.8 34.7 0.12 5.2% 8.6% 12.5% 250
Norm(500,58) 501.0 57.8 0.12 5.4% 8.6% 12.0% 250
Norm(1000,116) 999.4 115.1 0.12 5.4% 8.6% 12.1% 250

Norm(300,69) 301.2 68.1 0.23 10.6% 16.2% 24.1% 250
Norm(200,46) 200.1 45.3 0.23 11.0% 16.0% 24.0% 250
Norm(100,23) 100.0 22.7 0.23 11.3% 16.1% 22.7% 250
Norm(500,116) 500.6 115.2 0.23 11.6% 16.3% 23.1% 250
Norm(50,12) 49.9 11.9 0.24 10.8% 16.9% 23.5% 250
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5.5 What Is the Benefit to Your Business?

Understanding the level of noise in a time series will not improve forecast accuracy

but it does allow for error in forecasts to be managed. The scenario described in this

section illustrates how a management team can allocate sufficient resources to

tolerate some of the noise in the system.

5.5.1 Example: Work Volume Forecasting

Within a resource management environment, understanding the likely volumes of

work on a given day is essential for deciding how much of a resource is required in

order to meet business targets. Figure 5.4 shows the number of jobs arriving at a

regional work allocation team every weekday (i.e. Monday to Friday) for three

months. The team has to forecast as accurately as possible so that they can ensure

sufficient people are available to complete the jobs that arrive. They know that job

arrivals exhibit a seasonal pattern with each day of the week showing different

characteristics. From the training data (Fig. 5.4), the team can also see that the

volumes exhibit a downward trend and their forecasting model takes into account

both the trend and seasonality.

Despite pressure to improve the forecasts, the team is unable to find a model that

sufficiently reduces error. Understanding of the signal-to-noise ratio would provide

the team with the limits to the forecast accuracy.

Removing the trend and seasonality from the data and then calculating standard

deviation of the transformed data give an estimate of the noise in the data. The SNR

is calculated by dividing this standard deviation by the mean of the original data.

This yields an SNR of 0.11 which, according to Table 5.5, corresponds to an

expected error level of 8.2 %, with a potential range 7.5–8.9 % (based on

70 observations).

Table 5.4 Summary of forecast accuracy for 30 observation data sets by SNR values

80 J. Malpass



The forecasts for the next 15 days are then made using the seasonal and trend

factors already identified by the team (Fig. 5.5). If resourcing is carried out using

the forecast value, it can be seen that insufficient resources would be deployed on

7 days, failing to meet 5.5 % of the jobs arriving during the period.

Table 5.5 Forecast accuracy for 10, 15, 20, 30, 50 and 70 Observation data sets by SNR values

0.41 21.5% 27.4% 31.3% 23.1% 27.5% 31.4% 23.8% 27.4% 30.7% 23.8% 27.3% 30.0% 25.5% 27.6% 29.5% 25.3% 27.4% 29.2%
0.42 21.3% 27.6% 32.1% 22.3% 27.7% 31.6% 23.8% 28.0% 31.4% 25.0% 28.0% 31.1% 26.0% 28.1% 30.1% 25.9% 28.0% 29.9%
0.43 1.9% 11.2% 27.2% 22.2% 28.0% 32.6% 23.9% 28.3% 32.0% 25.3% 28.6% 31.5% 26.0% 28.4% 30.8% 26.5% 28.5% 30.5%
0.44 23.6% 29.1% 34.2% 24.4% 29.2% 33.3% 24.7% 28.9% 32.5% 25.6% 29.2% 32.3% 26.5% 29.1% 31.4% 26.9% 29.2% 31.3%
0.45 22.1% 29.0% 33.5% 24.8% 29.4% 34.2% 26.6% 30.1% 33.0% 26.3% 29.6% 32.6% 27.1% 29.7% 32.2% 27.1% 29.8% 31.9%
0.46 20.7% 29.7% 34.4% 23.9% 30.2% 34.4% 25.6% 29.9% 33.8% 27.2% 30.2% 33.4% 27.2% 30.3% 32.3% 27.8% 30.2% 32.2%
0.47 22.5% 30.5% 36.0% 24.2% 30.5% 35.2% 25.7% 30.7% 34.8% 27.4% 30.9% 34.3% 28.3% 30.9% 33.2% 28.7% 30.8% 33.0%
0.48 21.8% 31.0% 36.0% 25.4% 31.2% 36.2% 25.1% 31.2% 35.7% 27.9% 31.6% 34.6% 28.4% 31.3% 33.8% 29.5% 31.5% 33.7%
0.49 24.5% 31.7% 37.5% 27.2% 31.9% 36.1% 26.9% 31.6% 36.0% 28.9% 32.1% 34.8% 29.0% 32.0% 34.6% 29.9% 31.9% 33.6%
0.50 23.4% 31.9% 37.0% 25.7% 32.4% 36.8% 28.5% 32.4% 36.6% 28.3% 32.0% 35.0% 29.4% 32.6% 35.3% 30.4% 32.5% 34.7%
0.51 23.5% 32.4% 38.9% 26.8% 33.2% 37.5% 26.7% 32.5% 36.9% 29.6% 33.2% 35.8% 30.5% 33.4% 36.2% 30.8% 33.3% 35.4%
0.52 22.1% 33.0% 39.9% 25.7% 33.2% 38.0% 28.1% 33.3% 38.0% 30.6% 33.8% 36.9% 31.3% 33.9% 36.4% 31.3% 33.8% 35.6%
0.53 23.2% 33.4% 39.4% 28.6% 34.1% 39.5% 28.0% 34.3% 39.1% 29.7% 33.8% 37.1% 30.8% 34.2% 37.0% 31.5% 34.2% 36.4%
0.54 25.8% 33.5% 40.2% 29.1% 34.3% 39.7% 27.3% 34.3% 39.6% 29.8% 34.2% 37.8% 30.3% 34.9% 37.4% 32.3% 34.8% 37.1%
0.55 26.4% 35.5% 40.6% 31.0% 35.8% 40.7% 29.4% 35.5% 40.4% 31.9% 35.3% 38.3% 32.0% 35.2% 37.7% 31.9% 35.4% 37.5%
0.56 26.4% 35.8% 41.8% 27.8% 36.2% 41.4% 30.1% 35.6% 40.4% 31.5% 36.1% 40.0% 32.5% 35.9% 38.6% 33.6% 36.1% 37.8%
0.57 25.0% 35.7% 41.9% 28.6% 36.3% 41.2% 29.1% 35.9% 41.1% 32.3% 36.3% 40.7% 32.6% 36.4% 38.8% 34.1% 36.4% 38.5%
0.58 28.3% 37.0% 44.4% 27.8% 35.9% 41.6% 32.8% 36.9% 41.0% 32.8% 36.9% 40.1% 33.6% 36.8% 39.8% 34.5% 36.9% 39.1%
0.59 28.0% 36.9% 43.0% 29.0% 36.5% 43.2% 31.9% 36.8% 41.3% 32.1% 37.4% 40.8% 34.1% 37.3% 39.7% 33.8% 37.5% 39.9%
0.60 29.0% 38.1% 44.9% 31.2% 37.4% 41.7% 33.0% 38.1% 42.0% 35.0% 38.0% 40.7% 32.8% 38.2% 40.9% 35.0% 38.2% 40.7%

0.21 10.7% 14.7% 17.4% 12.0% 15.0% 17.0% 12.5% 14.9% 16.7% 13.0% 15.0% 16.5% 13.4% 15.0% 16.3% 13.9% 15.1% 16.1%
0.22 11.4% 15.4% 18.2% 12.6% 15.5% 17.7% 13.1% 15.6% 17.6% 13.8% 15.7% 17.3% 14.2% 15.6% 17.0% 14.5% 15.7% 16.7%
0.23 12.0% 16.1% 19.1% 13.3% 16.2% 18.6% 13.9% 16.2% 18.2% 14.3% 16.3% 17.9% 14.8% 16.3% 17.6% 15.1% 16.3% 17.4%
0.24 12.5% 16.6% 19.8% 13.7% 16.8% 19.4% 14.5% 16.9% 19.1% 14.9% 16.9% 18.7% 15.4% 17.0% 18.4% 15.7% 17.0% 18.2%
0.25 12.9% 17.4% 20.3% 14.1% 17.4% 20.1% 14.8% 17.6% 19.7% 15.6% 17.6% 19.4% 16.1% 17.6% 19.1% 16.5% 17.7% 18.8%
0.26 13.4% 18.0% 21.3% 14.7% 18.1% 20.7% 14.9% 18.2% 20.6% 16.2% 18.3% 20.0% 16.5% 18.2% 19.7% 16.8% 18.3% 19.7%
0.27 14.1% 18.5% 22.1% 14.8% 18.7% 21.5% 16.0% 18.9% 21.3% 16.6% 18.9% 20.7% 16.8% 18.8% 20.2% 17.5% 18.8% 20.2%
0.28 14.6% 19.1% 22.7% 16.0% 19.5% 22.5% 16.6% 19.5% 21.9% 17.2% 19.4% 21.3% 17.9% 19.5% 21.1% 18.2% 19.5% 20.8%
0.29 15.2% 19.8% 23.3% 16.5% 20.1% 23.0% 16.3% 19.9% 22.6% 17.4% 20.0% 22.0% 18.3% 20.2% 21.8% 18.6% 20.1% 21.6%
0.30 15.4% 20.5% 24.2% 17.0% 20.8% 23.3% 17.8% 20.7% 23.4% 18.4% 20.7% 22.9% 18.8% 20.8% 22.6% 19.2% 20.7% 22.1%
0.31 16.2% 21.0% 25.3% 16.7% 21.2% 24.4% 17.6% 21.3% 24.1% 18.9% 21.3% 23.6% 19.2% 21.3% 23.0% 19.5% 21.3% 22.7%
0.32 16.0% 21.6% 25.7% 18.5% 21.9% 24.8% 18.5% 22.0% 25.0% 19.7% 22.1% 24.3% 20.2% 22.0% 24.1% 20.4% 22.0% 23.5%
0.33 15.9% 22.1% 26.4% 18.5% 22.2% 25.2% 19.2% 22.4% 25.3% 19.9% 22.6% 25.1% 20.5% 22.6% 24.3% 21.0% 22.7% 24.2%
0.34 15.7% 22.8% 26.7% 18.6% 23.0% 26.6% 19.8% 23.2% 26.2% 20.4% 23.3% 25.7% 21.1% 23.2% 25.1% 21.6% 23.4% 24.8%
0.35 17.8% 23.7% 27.9% 19.1% 24.0% 27.2% 20.6% 23.7% 26.6% 19.9% 22.7% 25.3% 21.7% 23.8% 25.9% 22.0% 23.8% 25.6%
0.36 17.4% 24.2% 28.6% 20.0% 24.4% 27.3% 21.1% 24.4% 27.4% 21.5% 24.4% 26.8% 22.1% 24.4% 26.3% 22.7% 24.4% 26.0%
0.37 17.5% 24.2% 28.8% 19.9% 24.8% 28.5% 20.6% 25.1% 28.3% 21.9% 24.9% 27.2% 22.2% 25.1% 27.0% 23.0% 24.9% 26.8%
0.38 19.3% 25.1% 29.3% 20.4% 25.3% 29.1% 21.1% 25.4% 28.8% 22.3% 25.4% 27.9% 23.4% 25.5% 27.6% 23.6% 25.7% 27.5%
0.39 20.8% 25.9% 30.0% 20.8% 25.9% 29.1% 22.6% 26.3% 29.6% 23.5% 26.1% 28.5% 23.5% 26.2% 28.2% 24.4% 26.2% 28.3%
0.40 19.0% 26.4% 31.1% 19.4% 26.5% 30.2% 22.5% 26.5% 29.7% 23.3% 26.7% 29.8% 24.2% 26.8% 29.0% 24.6% 26.8% 28.5%

SNR Lower Exp. Upper Lower Exp. Upper Lower Exp. Upper Lower Exp. Upper Lower Exp. Upper Lower Exp. Upper
0.00 0.2% 0.3% 0.4% 0.3% 0.3% 0.4% 0.3% 0.4% 0.4% 0.3% 0.4% 0.4% 0.3% 0.4% 0.4% 0.4% 0.4% 0.4%
0.01 0.4% 0.8% 1.2% 0.4% 0.8% 1.2% 0.4% 0.8% 1.2% 0.4% 0.8% 1.2% 0.4% 0.8% 1.1% 0.4% 0.8% 1.1%
0.02 1.1% 1.5% 2.1% 1.1% 1.6% 2.0% 1.2% 1.6% 2.0% 1.1% 1.6% 2.0% 1.2% 1.6% 2.0% 1.2% 1.6% 2.0%
0.03 1.6% 2.3% 2.9% 1.8% 2.3% 2.9% 1.8% 2.3% 2.8% 1.9% 2.3% 2.8% 1.9% 2.4% 2.8% 1.9% 2.4% 2.8%
0.04 2.3% 3.0% 3.8% 2.2% 3.0% 3.7% 2.4% 3.1% 3.7% 2.6% 3.1% 3.6% 2.6% 3.1% 3.6% 2.7% 3.1% 3.5%
0.05 2.7% 3.8% 4.6% 3.0% 3.8% 4.5% 3.2% 3.8% 4.5% 3.3% 3.9% 4.4% 3.4% 3.9% 4.4% 3.4% 3.9% 4.3%
0.06 3.4% 4.5% 5.4% 3.6% 4.5% 5.3% 3.8% 4.6% 5.3% 4.0% 4.6% 5.2% 4.0% 4.6% 5.1% 4.1% 4.6% 5.1%
0.07 3.7% 5.2% 6.3% 4.3% 5.3% 6.1% 4.4% 5.3% 6.0% 4.6% 5.3% 6.0% 4.8% 5.3% 5.9% 4.8% 5.4% 5.9%
0.08 4.5% 5.9% 7.1% 4.9% 6.0% 7.0% 5.0% 6.0% 6.9% 5.3% 6.0% 6.8% 5.5% 6.1% 6.8% 5.6% 6.1% 6.7%
0.09 4.9% 6.7% 8.0% 5.5% 6.7% 7.8% 5.7% 6.7% 7.7% 5.9% 6.8% 7.6% 6.1% 6.8% 7.5% 6.2% 6.8% 7.4%
0.10 5.5% 7.3% 8.7% 6.0% 7.4% 8.5% 6.3% 7.5% 8.5% 6.4% 7.5% 8.3% 6.8% 7.5% 8.2% 6.9% 7.5% 8.1%
0.11 6.2% 8.1% 9.7% 6.6% 8.2% 9.3% 6.9% 8.2% 9.2% 7.2% 8.2% 9.1% 7.4% 8.2% 9.0% 7.5% 8.2% 8.9%
0.12 6.4% 8.7% 10.2% 7.2% 8.8% 10.2% 7.5% 8.9% 10.0% 7.6% 8.9% 9.9% 8.1% 8.9% 9.7% 8.2% 9.0% 9.7%
0.13 7.0% 9.4% 11.2% 7.9% 9.5% 11.0% 8.0% 9.5% 10.8% 8.4% 9.6% 10.6% 8.7% 9.6% 10.5% 8.8% 9.6% 10.4%
0.14 7.6% 10.1% 12.2% 8.4% 10.2% 11.8% 8.8% 10.3% 11.6% 9.0% 10.3% 11.4% 9.4% 10.3% 11.2% 9.5% 10.3% 11.1%
0.15 8.2% 10.8% 12.9% 8.9% 11.0% 12.5% 9.2% 10.9% 12.3% 9.6% 10.9% 12.1% 10.0% 11.0% 11.9% 10.2% 11.0% 11.8%
0.16 8.7% 11.5% 13.6% 9.8% 11.6% 13.3% 9.9% 11.6% 13.0% 10.0% 11.1% 12.1% 10.6% 11.7% 12.7% 10.8% 11.7% 12.6%
0.17 9.2% 12.1% 14.4% 9.9% 12.2% 14.0% 10.6% 12.3% 13.8% 10.4% 12.0% 13.4% 11.1% 12.3% 13.4% 11.5% 12.4% 13.3%
0.18 9.7% 12.8% 15.2% 10.5% 12.9% 14.7% 10.9% 13.0% 14.6% 11.3% 13.0% 14.4% 11.8% 13.1% 14.2% 12.0% 13.0% 14.0%
0.19 10.3% 13.6% 16.0% 11.0% 13.6% 15.5% 11.2% 13.6% 15.3% 11.9% 13.6% 15.1% 12.3% 13.7% 14.9% 12.6% 13.7% 14.7%
0.20 10.3% 14.2% 16.9% 11.1% 14.1% 16.3% 12.0% 14.3% 16.3% 12.5% 14.3% 15.8% 13.0% 14.4% 15.6% 13.2% 14.4% 15.4%

70 obs10 obs 15 obs 20 obs 30 obs 50 obs
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By understanding that noise in the data will cause volumes of jobs to vary, and

hence render the forecast inaccurate, resourcing can be carried out at a higher level

(in this case, the forecast plus 8.9 %). In this scenario, the number of days where

insufficient resources are deployed falls to 4 (out of 15) and just 2 % of the jobs

remain unfinished.

5.6 Conclusion

It may appear unnecessary to know that there is a relationship between the amount

of noise in a data set and the expected accuracy that is likely to be achieved from

forecasting that data. For most purposes, the forecast accuracy ought to be sufficient

to build in a degree of contingency into plans based on those forecasts. The

relationship, however, does provide a number of benefits:

• To the forecaster—if a forecaster, whose task it is to identify the best forecast, is

tasked with improving the forecasts, knowing (and being able to demonstrate)

the limit of the data is invaluable.
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• To the operational planner/manager—anyone who is responsible for turning the

forecast into an operational plan will be able to understand the limitations of the

forecast.

• To the performance manager—those responsible for setting targets (and those

whose task is it to try and achieve them) will be able to establish sensible levels

of performance objectives.

• To the process owner—knowing the level of the noise in the data enables

decisions to be made on where to focus process improvement efforts, so that

by reducing noise, improvements in forecasts may be achieved.

• To the scenario modeller—the modeller can make an assessment of the likely

forecast accuracy based on a less noisy data set that may result from process

improvements.

Ultimately, knowing the limits to forecast accuracy allows for a more conser-

vative planning approach. There is little point in a planner waiting in expectation of

forecasts of 95 % accuracy if the noise in the data is likely to limit that accuracy to

between 85 % and 90 %.

This kind of result enables the planner to argue for a more flexible plan or for

more resource or greater capacity.
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Chapter 6

Modern Analytics in Field and Service

Operations

Martin Spott, Detlef Nauck, and Paul Taylor

Abstract Businesses need to run their processes for field and service operations

effectively and efficiently, providing good service at reasonable costs. Due to the

changing nature of businesses including their environment and due to their intrinsic

complexity, processes may require adaptation on a regular basis. Modern analytics

can help improve processes and their execution by extracting the real process from

workflow data (process mining), pointing to problems like bottlenecks and loops,

by detecting emerging or changing patterns in demand and in the execution of

processes (change pattern mining). We will present a variety of the tools and

techniques we have designed covering the above and give examples for their

successful application.

6.1 Introduction

With the industrial revolution, the introduction of mass production saw a drastic

shift from artisanal crafting of products, usually performed by one person, to the

large-scale production of goods, where each person was responsible for a single

step in a process typically orchestrated by someone that was not involved in the

execution. One of the first persons to define this series of steps as a formal process

was Smith (1904), where he describes the series of steps required for the production

of a pin.

With increasing demand for goods, the increase in competition and the need for a

reduction in costs required the reengineering of the existing processes. In most

major companies, this was already being considered even before it was formally

defined during the 1990s by Hammer (1990) and Davenport and Short (1990). They

introduced a procedural approach for improvement of business processes to ensure
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correctness and to improve effectiveness, efficiency and compliance with statutes

and protocols.

In the present day, business processes are well understood and formally defined

with standardised representations and associated reengineering procedures. Busi-

ness analysts exploit these formal representations by defining performance mea-

sures and quality constraints to analyse and improve specific aspects of the

enterprise. Such business improvement activity is based on the process captured

and defined using a formal language. However with the increase of the complexity

of the formal languages used to model processes, we witness an increase in the

distance between the formal process model and the process that is actually being

executed (Browning 2009; Cardoso et al. 2009).

Large enterprises are required to actively respond to market demands and market

evolution; therefore it is necessary to ensure control of crucial activities and to

facilitate the reengineering of the processes running across the enterprise. Detecting

evolution and change, be it external or internal, is however a non-trivial task. In

many cases, change is only discovered when something has gone wrong which is

particularly true for unexpected change. The question is if a machine can recognise

trends automatically with only little guidance from a person.

This chapter presents a variety of the analytical techniques and tools we have

designed covering various aspects of the above. In particular, Sect. 6.2 deals with

business process mining, i.e. the extraction of business processes from data and

techniques to find problems and automatic change detection. The sections include

examples of successful applications and challenges we have encountered.

6.2 Business Process Mining

One way to exploit enterprise information is to reconstruct process execution in the

organisation. This allows the behaviour of those various processes and the actors

involved to be monitored in order to identify reasons for bottlenecks, incorrect

executions, rewinds, loops and other issues preventing the process from matching

the desired strategic requirements. However the process of extracting measurable

evidence from the enterprise knowledge base is a non-trivial activity, which

requires understanding and analysis of the activities and their interactions to

transform them into measurable models.

6.2.1 The Aperture Process Mining Tool

Amajor issue in process analysis is to capture and interpret data correctly. There are

languages such as BPMN (OMG 2011) and BPEL (OASIS 2007) that are used to

explicitly define a process and capture execution information for fully automated

systems (e.g. web service orchestration). However in most cases, integration of
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BPEL engines in existing and ongoing processes is a difficult undertaking that

enterprises prefer to avoid unless a minimum return of investment is guaranteed.

This effort might also be undesirable where the process is not formally captured and

it exists only in an idealised sense in the mind of the people involved. Therefore

there are many situations where a process model is of very limited use or is simply

not available; in which case, the process model needs to be inferred from the

information created during process execution.

To respond to this specific requirement, we are using an internally developed

process mining tool known as Aperture. It has been designed to provide an analysis

that is focused not upon process mining itself but upon process analysis and

business improvement. Aperture is able to reconstruct the process model from

data stored across heterogeneous sources of information, providing the users with

a unified framework to analyse processes and tasks that are executed across the

enterprise, that otherwise would be extremely difficult to monitor and improve.

One of the design goals of Aperture is that it should be usable by those without

experience or expertise in process mining—typically domain experts who under-

stand the context of the processes. Traceability, that is the ability to trace the

components of the generated model back to the source data, is therefore an

important aspect which may help win over sceptics whose initial reaction is often

to reject the mined model as being unrealistic or just plain wrong. Moreover the

ability to trace each part back to the source builds confidence and leads to increased

buy-in from the users.

Aperture’s back-end data model consists of two main elements: the process
instance and the task instance. Each process instance describes the execution of one
job like the provision of an ordered service or the repair of a fault; each process
instance consists of a number of task instances or activities linked together by a

temporal relation (activity A is executed before activity B).

The minimum information required to create a process model to be used in

Aperture is a process instance with a minimum of one task instance. The minimum

amount of information to create a task instance is the start time and end time of each

task instance. Process instance start time and end time can be derived from the

starting time of the first task and the ending time of the last task if they are not

explicitly provided.

The algorithm used by Aperture to connect tasks into a process instance is based

upon minimum-spanning-tree algorithms (Eisner 1997). To ensure that the models

are plausible, domain knowledge can be incorporated, thus placing appropriate

constraints on the mining algorithm. An example of where this ability has been used

is in a system handling complex orders with more than one suborder which are

executed independently in parallel—this can sometimes be determined from the

data but not in this case. Consequently, the process execution would not have been

uniquely defined and default constraints in Aperture may have enforced process

instances which do not reflect the real execution.

Our approach taken with Aperture differs significantly from that followed by

other process mining tools such as ProM (van der Aalst et al. 2004) or BPM one

from Pallas Athena. Their aim is to find the main process instances as a simple
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description of the real process to gain understanding at a higher level. To achieve

this, they assume that only few process instances exist and interpret slight devia-

tions from those as noise.

Aperture on the other hand is targeted at business process improvement which

involves looking at potentially every process instance that may cause problems.

Nevertheless, Aperture constructs the overall process as a compound model of the

individual process instances. The following section describes various techniques in

Aperture to analyse processes that can be used to detect points for improvement.

6.2.2 Process Analysis

The first and most intuitive of the analysis options offered by Aperture is the

creation of the compound process model, as in the example in Fig. 6.1. This will

combine the mined models for each process instance into a single graph showing

the overall shape of the process. Weighting of the arcs of the graph in Fig. 6.1 is

used to indicate frequency, i.e. how often the particular task transition has been

executed over all process instances. In addition, the tool allows users to visually

distinguish in the graph between the first time a task is executed in a process and

where it is repeated; the first occurrence is connected using a blue (or solid) arc and

the second using a red (or dashed) arc. In a compound diagram, this shows clearly

where most of the repetition (or rework) is occurring and therefore where efficiency
savings could potentially be made.

A set of more complex analysis tools can be used starting from the process

model graph: drill-down facilities are provided on top of the model which allow the

user to see, for example, if a particular problem transition is only associated with a

particular group of process instances.

The second of the analysis options offered by Aperture is the extraction of the

common paths through the process. A path is a distinct concrete ordering of tasks

(either sequential or parallel) as executed in the source system(s); in Aperture the

process instances that have the same concrete sequence are therefore considered to

follow a common path. These can then be examined for frequency—how often they

occur in relation to other paths—and for the commonality of their attributes,

allowing correlations between attributes of the process and the execution path to

be discovered.

Furthermore the tool provides ad hoc querying for Key Performance Indicators

(KPIs) using either a custom workflow-oriented language called workflow execu-

tion language (WEL) (Majeed 2011) or more complex measures defined through

the Groovy scripting language, interacting directly with the Aperture data model. In

conjunction with the ability of the tool to extract subsets of data, this allows the user

to quickly get an insight into the relative performance of those subsets in terms that

are familiar from strategic reporting (once the formula for the KPIs has been

entered into the tool).
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6.2.3 Common Issues in Business Processes

We have applied Aperture to a variety of processes in a number of diverse

multinational organisations, where we encountered the following generic issues

and common problem patterns in the design of business processes, their implemen-

tation and execution:

• Inadequate data model
Workflow data must be recorded in a way that represents the process sensibly for

analysis, performance evaluation and improvement. Tasks need to be defined at

a reasonable level of detail, time stamps should be taken for start time and end

time of the actual execution such that delays between tasks can be detected. The

combination of the above is also required to identify parallel tasks. We have

come across task grouping in data that was masking the original workflow and

therefore hindered any useful process analysis.

• Inadequate data quality
As in all data mining tasks, adequate data quality is crucial for a successful

analysis. We have encountered all common problems from missing to wrong

values.

• Variation in standardised processes
Processes are often standardised across different parts of a business; however

different business units may run them differently. In one particular example, we

found that the supposedly same process had been executed considerably less

successfully in one country than in another one. One cause of problems was that

Fig. 6.1 A screenshot of aperture’s main screen
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the assumptions for the standard process were met in one country, but not the

other one. Aperture highlighted the problem and helped them improve the

execution.

• Design and implementation of processes not synchronised
Processes may change during their lifetime and sometimes only the original

version has been formally designed. In this case, any process improvement work

needs to be based on the real process rather than the designed one which is more

difficult because the documentation does not describe the real process suffi-

ciently. We also found that some processes had been designed at a more abstract

level than the implementation causing similar problems.

Aperture helps analysts identify all of the above issues; however, where varia-

tions in a process standard, for instance, can usually be resolved by adapting the

running process model, problems like an inadequate data model are much deeper

rooted in internal systems and require considerable effort for improvement.

6.3 Detecting Change Over Time

The design of business processes makes assumptions about the business itself, its

infrastructure, the services it provides to customers and customer demand to name

just a few. Modern approaches to process design and execution can adapt to change

to a certain extent, but cannot deal with unexpected change. To consider all possible

variations of the assumptions is obviously not feasible, but even to detect relevant

change of assumptions in live processes is difficult. This goes back to an intrinsic

problem of analytics: we only find what we are looking for. If we do not expect a

particular change, we will not look for it and therefore either miss it or only detect it

after it has caused problems. The following sections tackle this problem by intro-

ducing techniques that scan all available data and information for changes and

present the most interesting findings to analysts. Such information can in turn be

used to challenge the assumptions of running processes and it can be linked to

performance measures of process, for instance, in order to explain performance

issues.

6.3.1 From Hypothesis Testing to Generating Hypotheses

Traditionally, analytics means testing hypotheses. An analysis process consists of

formulating a hypothesis based on domain knowledge and testing its validity. For

instance, if the number of incoming jobs of a service provider is rising over time,

then an analyst may test whether this was driven by an increasing demand for

certain products, in certain locations, by specific types of job, etc. The number of

hypotheses is however limited by the analysts’ time and imagination. To make
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things worse, some analysts argue that they do not even know what they are looking

for, that they will only know when they see it. This suggests that we must look for a

clever way to find and present potentially interesting patterns to users rather than

expect them to come up with hypotheses.

Unfortunately, machines still struggle to evaluate the interestingness of found

patterns, to automatically make decisions and trigger actions based on them, mainly

due to the lack of domain knowledge. For that reason, we are interested in extending

exploratory data analysis in such a way that machines focus on the mechanical part

of analysing large amounts of data and only support the analysts’ exploration of the

results through interactive visualisations. The analysts can then include domain

knowledge, trigger further analysis by the machine and make decisions based on the

results.

One core question is how to point an expert to the most relevant patterns. While

it is very challenging to design an algorithmic method to assess the interestingness

of a pattern, it is astonishingly simple for us humans to decide what is relevant to us

and what is not. Though human decision-making mechanisms are not well under-

stood, experience and domain knowledge of analysts that may not be available to a

machine clearly contribute to human’s advantage. Furthermore, based on our

experience with analysts, trends and change of patterns over time are usually

viewed as interesting.

In relation to this observation, there has been an increasing research interest over

the last few years in methods which aim at analysing the changes within a domain

by describing and modelling how the results of data mining—models and

patterns—evolve over time. The term change mining has been coined as an

umbrella term for such methods (Böttcher et al. 2008). Change mining approaches

have been proposed for a variety of patterns and models, but many studies focus on

analysing change in the context of item sets (market baskets or sets of associated

attribute values), not only because item sets are rather comprehensible but also

because their evolution can be represented in a convenient and interpretable way.

We will therefore focus on such techniques in this chapter.

6.3.2 Application Example

For illustration, we will use the following exemplary problem throughout the

following sections, which is very common across different industry sectors.

Assume a service provider receives jobs such as orders or fault reports from

customers. Every job has attributes such as time stamp (when the job came in or

when it has been completed), type of job, location, type of customer, product and

service level. Such attributes may differ slightly between industries, but at their

core, they can be assumed to be typical.

The organisation needs to understand how the number of jobs develops over time

for different attribute-value combinations such that new trends in particular seg-

ments can be spotted early. In this way, problems can be anticipated and resolved
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before they escalate and business processes may have to be adapted to such change.

Furthermore, such trends can be used for forecasting and planning.

Most organisations monitor trends only at a global level. For instance, they

would only look at the development of the overall number of jobs rather than all the

different types of jobs in all different locations for all customer groups. Such an

approach is reasonable, since the number of different attribute-value combinations

grows exponentially with the number of attributes and can be very high—in some

real data sets tens of thousands different combinations. If a high-level trend has

been detected, the root cause needs to be found. Analysts will try to figure out if the

trend is local, i.e. only for a certain type of job, product, location, etc. Since the

number of different combinations is usually too high to test all of them manually,

we are looking to automate the procedure and visualise the results for a guided

exploration.

We assume that some attributes are hierarchical, i.e. they can be further broken

down into attributes with a higher level of detail. Figure 6.2 shows—in partial—a

hierarchy for the attribute location. Starting at UK level, each level below intro-

duces an attribute which divides the country up into disjoint, more fine-grained

parts. For location these attributes may be region, county, borough and so on, until

post code. For now, we stipulate that every element in the hierarchy has exactly one

parent element, i.e. hierarchies can be represented by trees. Additionally we require

that the hierarchy is complete in the sense that it contains all children of a node. For

instance, for region ¼ South, we require all counties in the South of the UK as

children. If a hierarchy is not complete, we can simply add a virtual value other
covering for the missing values. Neither of the two assumptions is severe, since

almost all hierarchies in our real-world data sets follow this schema.

Attributes with no hierarchy, i.e. just a flat set of values, can be given a value all
as a virtual root node. all is equivalent to the set of all values, i.e. the attribute

domain. In that way, every attribute can be made hierarchical for consistency.

As all attributes in data, such a hierarchy constrains the pattern detection process

in so far as it defines the granularity of the data and the patterns. For instance, if

there is an interesting development in job volumes in a particular geographical

location that cannot be adequately described with the hierarchy above and if there is

no finer-grained location information in the data, a machine will not be able to

detect it. More broadly, data always comes with a point of view. This is one of the

reasons why we advocate mixed-initiative approaches, where analysts contribute

with their domain expertise and make sure that data suitably represents information.

In the following sections, two different approaches for detecting change patterns

will be discussed. Both aim at supporting analysts to find the most interesting

change patterns: one observes change at the highest level (the whole data set) and

then guides an analyst towards contributing or deviating changes at lower levels,

and one looks for interesting changes at low levels (large number of small subsets of

the data) and aggregates them to a manageable number of changes for further

analysis.

92 M. Spott et al.



6.3.3 Drill Down from High-Level Trends: Top-Down
Analysis

The idea of this exploration approach is to start with a high-level view of trends in

the data, such as the overall trend of job volumes for the UK, and then guide the user

in drilling down into attributes. For instance, if a trend is observed for the South of

the UK and the same trend occurs in all its counties, a drill down into counties will

not reveal more information. The other way around, if the trend prevalently occurs

for a certain service, then the analyst should be made aware, eventually suggesting

they drill down in this direction.

In order to decide whether drilling down into an attribute will reveal interesting

patterns, we introduce the concept of temporal homogeneity. In general terms we

consider a parent–child relationship in an attribute hierarchy temporally homoge-

neous, if the time series associated with each show the same trend over time.

Derived from probability theory, same trend can be defined as a linear relationship

between trends (Böttcher and Spott 2012). If a parent is temporally homogeneous

with all its children there is no need to look at the trends of the children, we do not

have to drill down.

In practice, testing for temporal homogeneity in terms of a perfect linear

relationship between time series is too strict if the data is noisy. We suggest the

use of measures to quantify the level of homogeneity or run statistical tests.

Table 6.1 shows the Pearson correlation between the time series of a parent region

(total) with the ones of the child regions. The time series describe the volume of

jobs (weekly aggregated) over a period of 43 weeks in different regions (location).1

The Pearson correlation is a measure of linear dependence, �1 meaning perfect

linear dependence which is equivalent with temporal homogeneity according to our

definition above. Region 6 shows the lowest level of correlation of 0.46 with the

parent region (low homogeneity) and regions 4, 8 and 9 the highest value at 0.95.

Fig. 6.2 Partial hierarchy

of the attribute location as

defined by the business

1 Real data from a telecommunications company.
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The normalised time series in Table 6.1 illustrate the difference in homogeneity

between regions. The time series of regions with high correlation like region

9 match the one of the parent region (total) much better than the poorly correlated

region 6.

The flaws of using the Pearson correlation as a measure for linear dependence

are well known (e.g. its sensitivity to outliers), but it nevertheless is a useful

measure in practice. Alternatively, statistical tests are described in Böttcher

et al. (2009).

Rather than looking for temporal homogeneity as a measure of similarity, one

may be interested in measures that help analysts identify the reason for upward or

downward trends. For instance, if a strong upward trend in job volumes is detected

at the top level, the business is interested in finding those subsets that contribute

most to this overall upward trend. The attributes describing such subsets can be

used by domain experts to constrain their search for the root cause of the overall

upward trend.

Since high-level trends are usually monitored in the business (business process

monitoring), developments of concern would be detected by operators and lead to

further drill-down analyses. For this purpose, we have developed interactive visu-

alisation techniques that make use of hierarchies and temporal homogeneity

(Schmidt and Spott 2012). The idea is to visualise attributes with their hierarchies

in a radial tree layout as shown in Fig. 6.3. Every attribute—in this case location,
product and service level—is shown as a grey dot or triangle on the inner circle

representing the root node of the attribute. Underlying hierarchies can be unfolded

towards the outside of the radial tree as partially shown for location in Fig. 6.3.

Table 6.1 Normalised time series of job volumes in nine regions compared with the parent region

(total)

Pearson correlation between parent and child region reflects the homogeneity of the time series
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The shape of a node indicates if the underlying children are homogeneous

(circle) or not (triangle). If not, the node can be unfolded by one level and the

child nodes be revealed. Every child node has a colour and a shape: the colour to

indicate its homogeneity with the parent (red, amber and green in Fig. 6.3) and the

shape to indicate if the underlying children are homogeneous or not as before.

The hierarchies of all attributes can be opened up at the same time; however it

must be noted that the homogeneity indicators in a hierarchy are always based on

the assumption that the other attributes have the root value. In other words, we can

only drill down into one attribute at a time. We can however select values lower

down in all but the hierarchy for the drill down—which is equivalent to selecting a

subset of the data as the new base line for homogeneity tests. The homogeneity

indicators will then be recalculated and we can again drill down into the chosen

attribute.

In a different analysis mode, homogeneity can be measured between a node and

its root node rather than the immediate parent. Figure 6.4 shows a visualisation of

this mode based on Mike Bostock’s Sunburst diagram (Bostock 2012),

implemented in d3. This example is essentially a visualisation of Table 6.1, but

extended to the volume of jobs of nine regions over 32 weeks with a number of

subregions each. The nine segments of the inner circle represent the regions, to

which the segments of the associated subregions are attached in the outer circle.

The grey levels indicate the level of homogeneity of a segment with the root, i.e. the

homogeneity of the development of job volumes in the chosen segment (region or

subregion) and the entire UK. Light grey means a high level of homogeneity,

Fig. 6.3 Radial tree layout

of attribute values, attribute

location partially unfolded
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medium grey a medium level and black a low level. An analyst will typically focus

on the dark segments to look for unexpected developments over time. The sizes of

the segments correspond to the volume of jobs in the different regions and help

evaluate the gravity of differences. Labels can be added to the segments and

sub-trees folded and unfolded. Furthermore, other attributes can be included in

the circular representation.

The associated time series can be added to both the visualisation in Figs. 6.3 and

6.4 to compare the development over time in different subsets of the data.

6.3.4 Detect and Aggregate Low-Level Trends: Bottom-Up
Analysis

The top-down technique described in Sect. 6.3.3 is useful for applications where

analysts monitor how values develop over time at a high level and try to narrow

down trends found at a global level to local ones. In general, interactive data

exploration by drill down is typical for OLAP systems as part of corporate data

warehouses, and the proposed approach augments such systems in that it offers a

guided and more focused analysis.

While such a drill down is a useful tool for strategic and decision-making control

on an upper management level, it has shortcomings at the operational level: first, a

large number of attributes lead to an explosion in the number of paths an analyst

may need to drill down into, which is not feasible. The discovered changes are thus

still biased towards an analyst’s preferences, and therefore changes may not be

discovered at all. Second, the aforementioned hierarchies do not model strong

Fig. 6.4 Circular

representation of

homogeneity of nine

regions (inner circle) and
54 subregions (outer circle)
with the root. Light grey
indicates a high level of

homogeneity, medium grey
a medium level and black a
low level
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dependencies between attributes values, as they occur when a certain service is only

offered in a particular region but nowhere else. Since analysts have to drill down

one attribute at a time, such dependencies are difficult to discover.

Both issues can be solved by analysing the time series and trends of every

possible attribute-value combination. To deal with the combinatorial explosion,

Böttcher et al. (2009) introduced a solution that tackles two main problems: first,

extract, analyse and compare a large number of time series in reasonable time scales

and, second, reduce the set of potentially interesting patterns to a size that can be

managed by the analysts.

The first problem is solved by adapting frequent item set discovery introduced by
Agrawal et al. (1993). The algorithm focuses on those attribute-value combinations

that are frequent enough to be interesting. If adding an attribute value reduces the

frequency to a value lower than a threshold, the algorithm will stop adding more

attribute values. For instance, if the number of jobs related to product P, customer

type C and location L is lower than the threshold, then adding information about an

additional attribute like the service level will further reduce the number of jobs and

is therefore unnecessary. This technique reduces the search space for exploration

and at the same time the number of patterns, i.e. the second main problem from

above.

Böttcher et al. (2009) developed two more techniques to reduce the number of

patterns. The first removes redundant patterns based on temporal homogeneity as

defined above. If removing an attribute from a pattern does not change the trend of

its time series in terms of being temporally homogeneous, then the removed

attribute does not contribute to the trend and can be left out. In this way,

attribute-value combinations can be simplified as much as possible without losing

information. Böttcher et al. (2009) describe three different criteria for temporally

homogeneity, all based on probability theory. Furthermore, the authors measure the

level of interestingness of patterns using time series analysis. The fact that a time

series shows a trend over time like upward/downward trend, sudden change, spikes,

etc. makes it more interesting than other ones. The strength of such trends can be

measured and be used to rank the patterns such that analysts can filter for certain

kinds of trends and then pick those patterns with the strongest examples.

Figure 6.5 shows a screenshot of our tool IDEAL that implements the techniques

described above. The top panel lists the patterns found by IDEAL, represented as

association rules or item sets (Agrawal et al. 1993), together with a few columns for

measures of trend strength. The time series of the highlighted pattern are displayed

in the bottom panel, i.e. the support (relative frequency of occurrence) and the

confidence (relative frequency of the rule consequence given the antecedent) values
over time.

Users find patterns with highly significant trends at the top of the sorted list and

can then judge, if the found patterns are of interest. If that is the case, the trend of

related patterns—patterns that share attribute values—can be compared with the

first one in order to gain additional information. Furthermore, potentially unrelated

patterns that show a related trend over time can be retrieved for the same reason.
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6.4 Conclusions

Many problems in business processes can be attributed to changes within an

organisation or to external customer behaviour and market evolution. Process

designs are simply going out of sync with reality. This is only one of several

reasons why many business processes are not executed as they have been designed.

To manage this problem, we have developed the process mining and analysis tool

Aperture that takes workflow data from operational systems and reconstructs and

visualises processes as they are executed in operations. The result can be analysed

in different ways, by looking at features like the variety of process executions,

bottlenecks and loops in dependence of attributes like product, department and

customer. Furthermore, performance metrics like duration and failure rate can be

defined on process executions and can be used to find problematic execution paths.

Deterioration of business process performance is only a symptom of internal,

organisational change or external developments. It is therefore important to detect

such change directly and as early as possible rather than wait for businesses to

perform poorly. Where high-level trends are usually tracked well, particularly

gradual, granular changes are often missed, because nobody is looking for them

and they are too subtle to be picked up at a higher level view.

IDEAL has been developed to pick up such changes and trends automatically.

The two variants described in this chapter tackle the problem of spotting patterns

from two angles, the first guiding users in a top-down approach from a high-level

view towards lower level trends, and the second finds patterns at the lowest level,

aggregates them for simplification if possible and ranks them according to their

strength of trend.

Fig. 6.5 Screenshot of our tool IDEAL that discovers temporal patterns from data and analyses

and evaluates trends of the associated time series
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Both Aperture and IDEAL have been successfully applied to reveal patterns in

the organisation analysts were not aware of and they were consequently be able to

improve related business processes.

Current and future work extends the presented projects in so far as we add

predictive capabilities. For instance, we run experiments to see if the outcome of a

process instance can be predicted well enough during its execution such that

interventions can be triggered early to avoid problems. In IDEAL, detected trends

in time series can be used to forecast future developments. As above, this allows

analysts to detect problems early on before they escalate.
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Böttcher M, Spott M, Kruse R (2009) A condensed representation of item sets for analysing their

evolution over time. In: ECML PKDD 2009: Proceedings of the European conference on

machine learning and knowledge discovery in databases. Lecture notes in artificial intelli-

gence, vol 5781. Springer, Berlin, Heidelberg, pp 163–178

Browning TR (2009) On the alignment of the purposes and views of process models in project

management. J Oper Manag 28(4):316–332

Cardoso J, Aalst W, Bussler C, Sheth A, Sandkuhl K (2009) Inter-enterprise system and applica-

tion integration: a reality check. In: Filipe J, Cordeiro J, Cardoso J, Aalst W, Mylopoulos J,

Rosemann M, Shaw MJ, Szyperski C (eds) Enterprise information systems, vol 12, Lecture

notes in business information processing. Springer, Berlin, Heidelberg, pp 3–15

Davenport T, Short J (1990) The new industrial engineering: information technology and business

process redesign. Sloan Manage Rev 31:11–27

Eisner J (1997) State-of-the-art algorithms for minimum spanning trees—a tutorial discussion.

Master’s thesis, University of Pennsylvania

Hammer M (1990) Reengineering work: don’t automate, obliterate. Har Bus Rev 68(4):104–112

Majeed B (2011) Us patent number 2011/0093308 a1. Process monitoring system

OASIS (2007) Web services business process execution language version 2.0 (April)

OMG (2011) Business process model and notation (bpmn) version 2.0 (January)

Schmidt F, Spott M (2012) Visualising temporal item sets—guided drill-down with hierarchical

attributes. In: Proceedings of soft methods in probability and statistics (SMPS 2012)

Smith A (1904) An inquiry into the nature and causes of the wealth of nations, 5th edn. Methuen &

Co Ltd, London, Republished from: Edwin cannan’s annotated edition, 1904 edn

van der Aalst WMP, Weijters T, Maruster L (2004) Workflow mining: discovering process models

from event logs. IEEE Trans Knowl Data Eng 16(9):1128–1142

6 Modern Analytics in Field and Service Operations 99

http://mbostock.github.com/d3/ex/sunburst.html
http://mbostock.github.com/d3/ex/sunburst.html


Chapter 7

Enhancing Field Service Operations via

Fuzzy Automation of Tactical Supply Plan

Sid Shakya, Summer Kassem, Ahmed Mohamed, Hani Hagras,

and Gilbert Owusu

Abstract Tactical supply planning (TSP) is an integral part of the end-to-end field

resource planning process. It takes as input, constrained demand from the strategic

plan at monthly (or quarterly) level, decomposes it to daily or weekly level and

plans the capacity accordingly to meet the expected demand. The plan is then

executed and sent to a work allocation system for on-the-day scheduling of indi-

viduals tasks to resources. A tactical supply plan ensures that there are enough

resources available in the field on any given day. It highlights underutilised

resources and offers recommendations on how best to deploy surplus resources.

As such, TSP focuses on improving customer satisfaction by minimising opera-

tional cost and maximising right-first-time (RFT) objectives.

In this chapter, we describe opportunities and challenges in automating tactical

supply planning and present a fuzzy approach to address the challenges. The

motivation is to minimise the effort required for producing a resource plan. More

importantly, our objective is to leverage computation intelligence to produce

optimised supply plan in order to increase RFT and the customer satisfaction.

7.1 Introduction

It is well recognised that one of the key contributors to the success of any firm is the

proactive planning of its resources to meet the expected demand. This is crucial for

service industries, especially for those with large and dynamic workforces. For

them, advance planning of their resources largely determines the cost and quality of
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their services and also their customer satisfaction. These measures also dictate their

revenue.

Tactical supply planning (TSP) is an important part of end-to-end resource

planning process. It sits between long-term strategic supply planning and the

short-term scheduling (Fig. 7.1). Strategic supply planning is typically done for

the period of 12–18 months. It looks at expected unconstrained demand for its

product and services, typically at monthly level, combines it with different business

objectives and makes decisions on how much capacity is to be made available in

order to best match the demand and at the same time adhere to various business and

financial constraints. The output of this process is the constrained high-level

demand for products and services that the business has committed to deliver

based on constrained capacity. This is then fed to tactical supply planning which

is typically preformed for 1–3 months. It takes constrained demand for products and

services at monthly (or quarterly) level, applies various rules to decompose product

into individual activities and produces daily or weekly demand at activity level. It

also takes any actual demand that is already visible to the firm and combines it with

the forecasted demand. These fine-grained demand profiles at activity level are then

compared to the available supply and their skills, to make sure that there is enough

supply to match the expected demand. At this stage, resource planners have to take

into account any shortage (or surplus) in available capacity and optimise the plan so

that, on the day, there is enough supply available to execute the tasks.

The output of tactical capacity planning goes to both the reservation system and

the scheduling system. Reservation system uses it to make sure that booking for

jobs are taken not exceeding the planned capacity. Similarly, the shorter term

planning for 1–7 days is used by scheduler where individuals are scheduled

according to their planned geography and skills, so that the utilisation of the

individuals are maximised and the cost related to their idle time and travel are

minimised.

It is important to note that, on one hand, tactical supply plan ensures that there

are enough resources available in the field for scheduler to schedule work properly.

On the other hand, it also makes sure that there are no resources left unused.

As such, TSP contributes heavily to minimising operational cost and at the same

time maximising RFT, leading to improved customer satisfaction.

In this chapter, we highlight some of the opportunities and challenges in TSP and

present a fuzzy logic-based approach to solve the TSP problem. The motivation is

to minimise the effort and the cost of producing plan. We demonstrate how we

exploit computation intelligence technologies to produce optimised supply plan in

order to increase RFT and customer satisfaction.

This chapter is divided into five sections. Section 7.2 describes the current

manual TSP process. Section 7.3 highlights some of the key benefits of its auto-

mation. Section 7.4 describes some of the key trends in automating TSP process.

Section 7.5 presents a fuzzy approach to TSP. Finally Sect. 7.6 concludes the

chapter.
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7.2 Current Approaches to TSP

It is well observed that the focus of the service industries mainly revolves around

two aspects of supply chain management:

1. Strategic Planning—mainly due to the fact that it underpins finance and budgets

which is crucial part of the business planning process

2. Scheduling and Execution—mainly to make sure that the tasks are executed and

the customer’s request is satisfied on the day

However, despite its importance in the success of end-to-end delivery of ser-

vices, TSP is often overlooked and poorly managed. This is mainly due to the lack

of expertise and the lack of tools and technologies for realising TSP. Current

approach to TSP is mainly manual, executed by field resource planners, which

involves making informed decisions on the movement of resources between dif-

ferent geographies and skills. This gets complicated with any increase in the

number of resources and the types of products and services that a firm offers,

consequently the increasing number of skills/areas and the number of plans that

has to be balanced. Clearly, this is an optimisation problem, where the goal is to find

the best moves that optimise the plan across all skills, geography and time

dimension.

In many cases, companies tend to react to capacity imbalances, by bringing in

people on overtime or bringing in contingency resources. This reactive approach

can lead to inefficiencies and potential failure of customer commitments. Further-

more, even when capacity is managed proactively, it is mainly performed manually,

maintained in spreadsheets and using the manual decisions made by the resource

planners. For organisations with large number of multi-skilled resources and with

6 to 12 months 1 to 3 months 1 to 7 days

Strategic 

Scheduling

Tac�cal 

Deployed capacity

Constrained demand

Reserva�on
system

Planned capacity
Customer request 

Created jobs

Job Schedule

Planning

Planning

Fig. 7.1 Three stages of resource management
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many different products and services, such manual decisions are (a) costly

and (b) unlikely to be optimal. This clearly highlights the need for an automated

approach.

7.3 Benefits of TSP Automation

Below we highlight some of the key benefits of automating TSP process.

7.3.1 Optimal Planning

As mentioned earlier, tactical supply planning can be seen as an optimisation

problem. Let’s look at a typical scenario when there is a capacity shortage for a

particular skill and planner has to plan for the shortage. It is obvious for him/her to

look for surplus resources in other plans. Also, resources can only be moved if they

are compatible, i.e. if they have secondary skills to do the work in shortage plan.

This task of moving resource is trivial when the number of plans is small and

resources have only one or two skills. However, when there are multiple plans and

resources are highly multi-skilled, possible options for resource movement become

large. Let us illustrate this with the figures below:

Here, skills in red are the skills with capacity shortage, skills in blue are with

surplus, and skills in green have no surplus or shortages, i.e. they are balanced.

Figure 7.2a shows that Skill S2 and Skill S3 have shortages. Skill S2 can take from

both Skill S4 and Skill S1 but Skill S3 can only receive capacity from Skill S1.

Thus, before making any movement decisions, all of the skills and their dependent

skills have to be evaluated. This becomes very complex when many as skills as

geographies are involved. Figure 7.2b shows another complication, where Skill

S3 can only receive capacity from Skill S2 but Skill S2 does not have any surplus;

however Skill S1 or Skill S4, both with Surplus, can give to Skill S2. Here the

solution would be to move resource from Skill S2 to Skill S3 and then move

resource from Skill S1 or Skill S4 to Skill S2. Obviously, as the number of skills

increases, such relationship can become very complex. In such cases any manual

movement is unlikely to be optimal. An automated process is therefore required

which can intelligently allocate resources and best optimise the plan.

7.3.2 Rapid Scenario Modelling

In most businesses, there are always priorities associated with specific skills (or

areas), i.e. there could be skills that can be more business critical than others. There

could also be different cost associated with different skills. Similarly, product
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offerings may also have different levels of SLAs. And in the situations where there

are not enough resources to fulfil the demand for all skills or areas, operational

managers will find the best option to utilise their limited supply. They may want to

analyse changes in cost and SLA and their effect on resourcing. There could be

other multiple ‘what-if’ scenarios that business may want to evaluate, before

making any decisions on supply distribution. Manually setting up these scenarios

and testing them could be very time consuming and likely to be suboptimal.

Automation of TSP could be very useful for quick scenario modelling and evalu-

ating different supply planning options.

7.3.3 Cost-Effective

As stated above, manual planning process can be time consuming and therefore can

be very expensive. Automation can significantly reduce the cost of planning.

Further more effective planning leads to effective execution of work and reduction

in repeat visits to customers, which in turn delivers cost savings.

7.3.4 Human Error Elimination

Manual processes are prone to human error. Moving non-compatible resources can

not only result in capacity waste but also increase the possibility of SLA failure.

Clearly, automation using rules would eliminate such errors.

Skill 
3

Skill 
2

Skill 
4

Skill 
1

Skill 
2

Skill 
4

Skill 
1

Skill 
3

a b

Fig. 7.2 Dependency in multi-skill planning. Red colours are shortage skills, blue are surplus

skills, and green are balanced skills. The arrow signifies compatibility
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7.3.5 Improved Customer Satisfaction

Also, effective planning means effective and timely delivery of service, which

increases customer satisfaction and implicitly helps generate revenue.

7.4 Current Automation: Trends

One of the simplest ways to automate TSP is by using a rule-based systems. They

are extensively used in designing and manufacturing industries. They are simple to

understand, are easier to build and easier to maintain and can be very effective if

specified accurately. The idea is to imitate the human decision-making process by

codifying and executing the rules they use in making decisions.

The key properties of any rule-based automation system for TSP are:

1. To allow the user to maintain multiple sets of rules for modelling different

scenarios

2. To locate the shortages

3. To locate the surpluses

4. To balance the plan by executing the selected set of rules

Figure 7.3 shows an interface of a rule builder in FieldPlan (Kern et al. 2009;

Lesaint et al. 1997, 2000), a resource planning component of Field Optimisation

Suite (FOS).

The rules mainly specify the similarities between the skills (or areas) and specify

how the system should behave when it encounters a shortage or a surplus, mainly by

allowing series of moves to be performed to balance the plan. This approach works

well when the relationships between skills (or areas) are simpler. It can also

significantly reduce the time needed to perform the planning. However, it is likely

that rules defined may not cover all possible shuffles that can arise within specific

scenario and hence need for a system that tries to find alternatives rather than those

specified in the rule set.

Some of the other sophisticated approaches to TSP include heuristic and meta-

heuristic search methods including the Hill Climber algorithm (HCL), the Fast

Local Search (FLS), Guided Local Search (GLS) algorithm, Simulated Annealing

and Tabu search (Merz and Freisleben 1999; Bianchi et al. 2004; Dorne and

Voudouris 2001; Wang et al. 2006). These methods model the TSP problem as an

optimisation problem and assign a cost to each planning solution. The goal of these

algorithms is to find the solution with the minimal cost. The simplest in this class of

algorithms are Hill Climber algorithms. They are simple to implement and have

easier workflows. One of the Hill Climber algorithms that was shown to give the

best results employs the following steps (Dorne and Voudouris 2001; Shakya

2004):
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1. Construct an initial solution which is called the baseline plan.

2. Gradually modify and improve the solution until a stopping condition (threshold

of cost function value reached, running time expired) is satisfied by:

(a) Generating the set of moves of resources across possible plans

(b) Selecting the best move (the one giving the lowest value of cost function)

and applying on the current solution

The efficiency of the meta-heuristic algorithm relies on the way the filtering of

moves is guided across the search space, that is, the drivers that are used to filter the

resource to move and to which plan to assign them (Dorne and Voudouris 2001).

Similarly their effectiveness relies on the way the cost function is modelled. It is

sometimes very difficult to correctly model the cost function where there are

multiple objectives for optimising plan, e.g. minimise the travel of the resources,

and at the same time covering the area and skills with higher priority. Using the

crisp boundary in defining the cost function (e.g. for defining importance score for

area and skill, and maximum travel limit) may not be effective.

In the next section, we describe a TSP planning approach to overcome some of

the limitations of crisp algorithms as well as traditional rule-based systems. It is

based on fuzzy logic. This approach allows flexibility in defining cost functions and

allows greater flexibility in optimising plan.

7.5 Fuzzy Logic-Based TSP

Fuzzy logic is a well-known technique in AI that is use to model the situation where

the decision-making logic is not crisp (Hagras 2004; Mendel 2001; Kassem

et al. 2012). They are credited with providing transparent methodologies that can

deal with the imprecision and uncertainties. For example, a crisp logic clearly

distinguishes the difference between a tall and a short person by assuming a crisp

point of differentiation, e.g. anyone above 160 cm of height is a tall person.

Fig. 7.3 A planning rule creation interface in FieldPlan system
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However fuzzy logic-based model does not have such cut-off point. Instead, it

provides a confidence level that says if a person is 155 cm, he/she is short with a

certain degree of confidence and tall with a certain degree. And therefore, a height

of 155 cm can contribute to both tall and short values for the height variable. This

can have different effect to a fuzzy cost function than in a crisp cost function.

7.5.1 Problem Formulation

The key idea for solving TSP is to model the planning process as a fuzzy decision-

making process. For the purpose of this chapter, we simplify the problem to skill-

based planning; however the method is easily generalised to include both skill- and

area-based planning.

In the proposed method, we define two key parameters that formulate TSP

problem:

• Skill priorities. For every skill a priority is assigned. This is to model the

importance of each skill and is used to prioritise demand fulfilment. For exam-

ple, priorities can be defined by one of Very Low (VL), Low (L), Medium (M),

High (H) or Very High (VH). Skill priority is essential as in some cases there

could be shortages in more than one skill, and the available surplus might not be

enough, in which case, the higher priority skills should be covered first.

• Skill compatibilities. For every skill, a list of compatible skills is maintained.

This models resources that have more than one skill and therefore can work in

any of those skills as required. Also for every compatible skill, a percentage of

compatibility is recorded. This percentage represents the percentage of resources

that have the main skill but are still capable of covering the compatible skills.

This is useful for the case where not all resources have skill to do other jobs.

The information on skill priorities and compatibilities can be represented using

the graph shown in Fig. 7.4. This is an example of the relations between five skills.

Each skill is represented by a square that contains the name of the skill (top of the

square) and its priority (bottom of the square). An arrow from one skill to another

means that these two skills are compatible. Here, the compatibility percentage is

defined by a number on the arrow.

The above information imposes a certain order in performing the moves from

one skill to another. For example:

1. It is quite intuitive that the highest priority skill should be addressed first. Then a

surplus in any of the skills in the list of compatible skills should be searched for

in order to balance the shortage.

2. It is also quite intuitive that the list of compatible skills will be searched in

descending order according to the compatibility percentage.

However, this imposed order is not necessarily the order that will balance out the

plan, as a skill could be compatible with multiple other skills. Being highly
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compatible may not mean the best one to take from, as other skills may have low

compatibility but could be scarce skill. Therefore, giving capacity to such scarce

skill first may better optimise the plan. This also means searching for all of the

linkages before making decision, which is computationally very expensive. This

highlights the need for a logic-based reasoning system that can handle the encoun-

tered uncertainties.

The aim of the fuzzy logic system (FLS)-based TSP is to find the best order to

perform the set of moves implied by priority and compatibility information.

7.5.2 Methodology

In this section, we will explain the core components of a FLS planning:

7.5.2.1 Parameter Calculation

There are three main parameters that the fuzzy system calculates. All of these

parameters are calculated for every possible move for each skill based on compat-

ibility as follows

(a) Highest Surplus: The highest surplus is the highest man hours (MH) of

resources that can be given from the source skill to the destination skill. This

value is calculated by finding the surplus that the source skill would give if the

order imposed by the compatibilities is followed.

(b) Lowest Surplus: The lowest surplus is the least value that is needed from the

source skill. This value is calculated by neglecting this skill and finding how

much of the shortage would be covered if all the other skills were exhausted. At

the end of a processing cycle, if there is still a shortage, then this is the least

Fig. 7.4 Priorities and

compatibilities graph
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value that has to be given by the source skill. For example, if Skill S1 has the

option to cover its shortage from skills S2, S3 and S4, where S1 has a shortage

of 20 MHs, the surplus skills (S2, S3 and S4) have 10, 10 and 5 MHs,

respectively. When we attempt to find the lowest value for S3, we first aim to

cover the shortage using the other skills, which means that 15 MHs will be

covered (from S2 and S4) and then the lowest value that S3 can give is 5 MHs.

(c) Preference: The preference is a new order that overrides the compatibility

percentage, so rather than using this percentage, the compatible skills for one

destination skill are ordered in ascending order based on which skill is least

needed by other skills.

7.5.2.2 The Type-2 FLS Operation

The FLS processes one move at a time and determines the amount of MHs that will

be moved.

(a) Inputs: For every move the FLS takes the highest surplus value, the lowest

surplus value and the summation of all the lowest surpluses that are related to

the source skill, as input. The third input represents how much the other skills

need this surplus. This input is calculated by checking every move in the list of

generated moves, if the source skill in that move is the same one as the one

being currently processed, the lowest surplus value for that surplus is added to

the summation and the final value of the summation is passed to the FLS. Every

one of these three inputs is represented using a fuzzy variable that consists of

five fuzzy sets: {None, Low, Medium, High, All}. An example of one of the

inputs can be shown in Fig. 7.5. The thick lines represent the type-2 fuzzy sets

(Hagras 2004) and the dotted lines s represent the type-1 fuzzy sets.

The fuzzy sets None and All are singletons, and the rest are type-2 fuzzy sets.
Each of the type-2 fuzzy sets Low, Medium and High has a certain number of

parameters, for example, the set Low has four parameters, the set Medium has

five, and High has four. The universe of discourse is divided equally among the

total number of parameters in order to determine the area covered by each set.

As shown in Fig. 7.5, for every fuzzy input there is a universe of discourse

(the range of values on the x-axis). For the highest surplus value input, the

universe of discourse starts from zero and is bounded by the shortage in the

destination skill (MHs). The universe of discourse for the lowest surplus value

is also bounded by the shortage in the destination skill. For the third input, ‘the

summation of lowest’, the universe of discourse in this case is bounded by the

surplus of the source skill.

(b) For every move processed by the FLS, there is a source skill and a destination

skill. The destination skill is the one that has the shortage. The source skill is the

one that should have the surplus that will cover the shortage. In some cases, the

destination skill may have a shortage; however it may have more than one

option in order to cover that shortage, i.e. more than one surplus skill. So the

main aim of the inference engine is to determine whether this destination skill is
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the skill that needs the surplus the most. In the case where the destination skill is

not the skill that needs this surplus the most, then the inference determines how

much of the surplus this skill takes in order to make sure that there is still

surplus left for the other skills (i.e. that need the surplus more).

The first two inputs entered to the FLS (highest surplus and lowest surplus) are

supposed to determine how much the destination skill needs the surplus in the

source skill. For example, if the highest and the lowest values are quite close, this

means that the value in the lowest surplus is absolutely indispensable. However as

the value in the lowest surplus approaches zero and the difference between the

lowest and the highest grows, this means that the surplus is not really essential to the

destination skill—it probably has other options to cover its shortage. We will

provide an example to illustrate the above scenario. If we have a destination skill

S1 that needs 30 MHs, we have source skills S2, S3 and S4 where each has a surplus

of 30 MHs. In this case the highest value for all three will be 30 MHs and the lowest

value for all three will be 0 MHs. As the difference between the lowest and the

highest is quite big, and the fact that the lowest is 0 MHs, we can get indication that

the destination skill has more than one option.

The third input, which is the summation of lowest values, is supposed to

represent all the lowest values related to the source skill. So these are the lowest

values for all the other destination skills that use this same source skill. This

represents how much this source skill is needed by other destination skills. This

insight can be used to determine how much of the surplus of this skill can we take in

this move, before affecting the other shortages.

After this step, the system determines how much the destination skills need the

surplus and how much the other skills need this surplus. The system then uses its

rule base to infer how much should be moved.

7.5.2.3 Rule Base

The rule base for the proposed type-2 FLS contains a number of rules. Here are

some examples of rules and the underlying logic.

IF Highest Surplus is LOW AND Lowest Surplus is NONE AND LowestSummation
is ALL

THEN move NONE

Fig. 7.5 Type-1 and type-2

fuzzy sets representing the

highest surplus input
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The logic underpinning this rule is—if the highest surplus value that the source

skill can give is LOW, and the lowest surplus value that the source skill can give is

NONE, the surplus provided by this skill is not only a small amount but it is also

dispensable because the lowest value is NONE. This means that this shortage can be

covered by other skills. The last input which is the summation of lowest is ALL

means that there are a lot of other destination skills that need this surplus. Hence the

value to be moved from this surplus is NONE, since this destination skill does not

need this surplus and there are other skills that do need it.

Another rule example is as follows:

IF Highest Surplus is MEDIUM AND Lowest Surplus is LOW AND
LowestSummation is LOW

THEN move MEDIUM

This rule means if the highest value that the source skill can give is MEDIUM

and the lowest value that the source skill can give is LOW, then this destination skill

can at least take a LOW percentage of the surplus and at most needs a MEDIUM

percentage. The summation of lowest is LOWmeans that it is ok to take the highest

surplus value as there are not many skills that need this surplus. So the value to be

moved is MEDIUM.

Another rule example is as follows:

IF Highest is ALL AND Lowest is ALL AND LowestSummation is ALL
THEN move ALL

This rule means if the highest value that the source skill can give is ALL (which

means its entire surplus) and the lowest value that the source skill can give is also

ALL, then the entire surplus is absolutely necessary to this destination skill and it

has no other option. In this case it does not really matter what the summation of

lowest is because either way the entire surplus has to be taken by this destination

skill.

7.5.2.4 Output

The output of the FLS is the amount to move from each skill to other compatible

skills, which is also represented by a type-2 fuzzy variable using five fuzzy sets

{None, Low, Medium, High, All}. The universe of discourse is the surplus of the

source skill. This suggested move aims to define the optimal movement in order to

balance the plan and best utilise the available resources.

112 S. Shakya et al.



7.6 Conclusions

The approach was tested with a field force planning scenario within BT. BT has

more than 23,000 field and desk-based technicians. First, these human resources

have to be carefully managed and balanced, so that on any given day, there is no

shortage or surplus of capacity. Second, they have to be deployed so as to maximise

their productivity. BT uses FOS (Field Optimisation Suite) system for automated

resource management. FOS consists of a suite of applications that provides end-to-

end resource management capabilities, starting from demand forecasting, capacity

planning and capacity reservation down to deployment planning and resource

scheduling capabilities for the execution day.

A case study was conducted within one of the BT’s lines of business. The service

area was related to installation and maintenance of telecommunication services.

The nature of the work meant they were mainly short duration tasks requiring less

than 2 h to complete. The forecasting component of FOS was used to forecast

demand volumes. A rule-base system was used to dictate the movement of capacity

to match the forecasted demand. The move made by rule-based system was

compared against the moves suggested by the fuzzy TSP system. The key measure

for comparison was the total collective shortage and surplus MH of capacity against

demand for all areas and skills. The closer this value was to 0 the better the

performance was—it indicated that the automated planning was able to achieve a

balanced plan (i.e. the number of shortage and surplus hours was minimised). The

results showed that fuzzy planning approach was able to improve resource

balancing in the capacity plan by 6 % in comparison to the rule-based TSP system

(Kassem et al. 2012).

Increasingly, organisations are automating their resource management pro-

cesses. Unfortunately, very little attention has been given to automating the tactical

supply planning process (TSP). Automating the TSP process offers opportunities to

realise cost minimisation and revenue generation. In this chapter, we have reviewed

several different ways to automate TSP process and presented in detail a fuzzy

logic-based approach for TSP. The key differentiator here is its ability to smooth the

effect of a variable on a cost function and therefore on the overall quality of the

plan. The choice of TSP techniques depends on the requirements and size of the

organisation.
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Chapter 8

The Role of Search for Field Force

Knowledge Management

Dyaa Albakour, Géry Ducatel, and Udo Kruschwitz

Abstract Search has become a ubiquitous, everyday activity, but finding the right

information at the right time in an electronic document collection can still be a very

challenging process. Significant time is being spent on identifying suitable search

terms, exploring matching documents, rephrasing the search request and assessing

whether a document contains the information sought. Once another user is faced

with a similar information need, the whole process starts again. There is significant

potential in cutting down on this activity by taking a user straight to the required

information. As well as delivering technical information and vital regulatory

information, a knowledge management solution is concerned with capturing valu-

able insight and experience in order to share it amongst workers. A search engine

has been developed and deployed to technical support staff and we were able to

assess its impact on mobile workers. The architecture is based on open-source

software to satisfy the basic search functionality, such as indexing, search result

ranking, faceting and spell checking. The search engine indexes a number of

knowledge repositories relevant to the field engineers. On top of that we have

developed an adaptive query suggestion mechanism called Sunny Aberdeen. Query
suggestions provide an interactive feature that can guide the user through the search
process by providing alternative terminology or suggesting ‘best matches’. In our

search engine, the query suggestions are generated and adapted over time using

state-of-the-art machine learning approaches, which exploit past user interactions

with the search engine to derive query suggestions. Apart from continuously

updating the suggestions, this framework is also capable of reflecting current search

trends as well as forgetting relations that are no longer relevant. Query log analysis
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of the system running in a real-life context indicates that the system was able to cut

down the number of repeat faults and speeds up the decision process for sending out

staff to certain jobs.

8.1 Introduction

Mobile IT technology is changing access to information for field workers—high-

quality client devices can be carried whilst working away from office buildings.

This opens the door to innovative knowledge management applications for mobile

workers. Integration of mobile devices with enterprise networks is becoming more

effective, with software-only solutions available and increased security. However,

strategic knowledge management solutions are very costly and therefore changes

are likely to be prudent. Pan enterprise solutions which store, distribute or capture

information from field workers are not yet available, and the same is true for cloud

solutions.

Information on enterprise networks is often stored in lengthy documents, across

different silos with complex access rights. Access to this information is designed for

desktop workers who can use tools to view, browse and even modify information.

With regard to search engines, users tend to show some tolerance with regard to

inaccuracy, given that query refinement is available; more complex interfaces

(including facets, word clouds, filtering, etc.) have become the norm, but again,

this is not something that is well adapted to mobility.

This chapter looks at field workers in particular and presents a knowledge

management solution for accessing information. This solution, as seen in Fig. 8.1,

involves a support line where office workers are in charge of finding information for

field workers and deciding on a line of action varying from verbal advice, electronic

information sharing or even team support. Access to information is basically

delegated to office workers and communicated back using whichever means is

appropriate. This pilot scheme was also recording incidents to build a knowledge

base, but this is outside the scope of the work presented in this chapter. The pilot

scheme ran with an approximate ratio of support staff to field engineers of 1–80.

The support line has been provided with a search engine dedicated to all relevant

technical repositories. The search engine solution technical features are described

in the following sections. The solution is not only relevant from a technical point of

view; the software design and architecture using open-source components have

contributed to successfully demonstrating the value of this knowledge management

solution for the field force.

This chapter presents the design and architecture of the software. This is

followed by a description of the technical solution where we apply the Sunny

Aberdeen open-source solution developed by one of the authors, and finally the

experiment.
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8.2 Software Architecture and Design

The search framework we have developed is a web-based application that provides

search and adaptation services for local websites or intranets. Figure 8.2 illustrates

the logical components of our adaptive search framework. The framework is built

as a web application which can be used as a standalone system or integrated as a

web service in other applications as it also provides an XML interface along with an

HTML one. The web application interacts with external components which can be

easily plugged into the system, i.e. the architecture is made flexible and extensible

to other platforms.

8.2.1 The Web Application

The web application has three main engines:

Solr + Nutch
to Sunny
Aberdeen
- XML results
- Query
sugges�ons
- Ranking +
Facets +
word cloud

Mobile Workforce
Support Line

Solr + Nutch
Load balancer Sunny Aberdeen

Customer premises
Office worker

Laptop

Solr+nutch
Engine
Index

Text database

Sunny Aberdeen to Solr +
Nutch:
- Queries

Fig. 8.1 Overall solution design. Solr (Solr is an open-source search engine http://lucene.apache.

org/solr) and Nutch (Nutch is an open-source indexer http://nutch.apache.org)
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• The Search Engine

The search engine is a wrapper around an open-source search engine that can

index documents and produce search results for a user query. It is responsible

for retrieving a ranked list of documents for a user query.

• The Log Engine

The log engine is responsible for logging all user interactions with the search

framework. Whenever a new session starts, all the interactions of the user

within that session are logged. This includes the queries that had been issued

with their timestamps, the documents that have been retrieved and interac-

tions with the various visual components and their timestamps.

• The Domain Model (DM) Engine

The domain model engine is responsible for maintaining and adapting a knowl-

edge structure that reflects the document collection and the user community’s

interest. It is consulted to produce query recommendations and to visualise

these recommendations.

8.2.2 The External Components

Each of the engines within the web application interacts with the corresponding

external resource:

• Apache Solr

Apache Solr is a popular open-source enterprise search platform from the

Apache Lucene project. It runs as a standalone web service to index the

documents on the enterprise or local intranet and provides an interface to

Fig. 8.2 Architecture
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search the index. In addition to that, it has powerful search features such as

faceted search and spell checking.

• The Logging Database

This is implemented as a relational database and hosted on a MySQL service.

The logging engine commits all the interactions to this database.

• Offline Adaptation

This component is responsible for updating the knowledge structure that is

maintained by the domain model engine. This component exploits and

extends research and implementation from the AutoAdapt project (Lungley

and Kruschwitz 2009; Dignum et al. 2010; Kruschwitz et al. 2011; Albakour

et al. 2011). The AutoAdapt project has developed a number of methods to

learn and adapt domain models from user interactions with a search engine.

This is considered the added value in this search framework over a standard

one as it automatically updates the domain model from the user community’s

interests that can aid future users to the right path to finding information in

addition to assisting them in browsing and navigation.

8.2.3 The User Interface

Alongside the search results displayed as a standard web search engine results, a

number of interactive features are presented to the user. These include a list of

query refinements, faceted browsing filters and a tag cloud of query refinements

generated using the domain model adapted from previous logs of user interaction.

Other interfaces can be instantiated from the framework such as an interactive

connected graph of query suggestions.

Interactive information retrieval has received much attention in recent years

(e.g. Baeza-Yates et al. 2004). This can also be observed in the major Web search

engines that have all become more interactive. A lot of this interactivity comes in

the form of query recommendation suggestions. Such suggestions serve different

purposes, they allow the user to rephrase the original query, they provide an insight

into what the document collection might have to offer, and they illustrate what

might be popular information requests. Ultimately they aim at shortening the

interaction between user and system and guiding a user to the information that

actually satisfies the original information request.

But what suggestions should be recommended to guide the user in the search

process? Library classification schemes like the Universal Decimal Classification1

(UDC) have been used for decades and have been demonstrated to be very useful

when classifying books. The drawback that these manually encoded classification

schemes have is that they lack flexibility. Furthermore, they represent a structured

1 http://www.udcc.org/
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view of the world but that view may not be the view that an online searcher has.

Instead, it has been recognised that there is great potential in mining information

from query log files in order to improve a search engine (Silvestri 2010). Given the

reluctance of users to provide explicit feedback on the usefulness of results returned

for a search query, the automatic extraction of implicit feedback has become the

centre of attention of much research (Clark et al. 2011). Queries and clicks are

interpreted as ‘soft relevance judgments’ (Craswell and Szummer 2007) to find out

what the user’s actual intention is and what the user is really interested in. This

knowledge is then used to improve the search engine either by deriving query

modification suggestions (the focus of our research) or by using such knowledge to

modify the ranking of results to make the search system adaptive to the user or the

entire user population.

Whilst query suggestions may seem useful for web search, they can become

essential to cut down the time spent on finding documents in enterprise search

contexts where users are not just interested in getting somematching documents but

where they are looking for specific documents, memos, spreadsheets, etc. Enter-

prise search is very different from web search (Hawking 2010; White 2007;

Sherman 2008), and one of the benefits an enterprise search setting offers is access

to spam-free document collections as well as implicit feedback from an expert

population (very different from the heterogeneous user population searching the
Web). Our research aims at capturing the implicit feedback from searchers in an

enterprise setting to learn query suggestions as part of a continuous learning cycle.

The main challenge we face is the dynamic nature of the document collection which

requires a constant update of the ‘models’ that have been learned.

Our particular research is concerned with learning from the interaction logs that

we collect from expert searchers who are answering calls in a call centre. The aim is

to learn suggestions over time to ultimately shorten the time it takes to answer these

calls. We investigate three different learning approaches that turn implicit feedback

into models for query recommendation. In this first study we aim to answer two

research questions as follows:

• Do the query suggestions presented by any of the models improve over time?

• Does the continuous learning cycle lead to significantly shorter interactions?

Due to the lack of explicit feedback in the experimental setup, we make the

simplifying assumption that higher take-up indicates better suggestions (to address

the first question).

We report on a longitudinal study in a live industry setting in which we employ

three different learning methods to derive query suggestions over time, one using

maximum likelihood estimates, one using an ant colony optimisation approach and

a third one using association rules. We employ A/B testing to assess these methods

and compare them against each other.
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8.3 Related Work

Searchers can have difficulties in identifying useful terms that truly represent their

information needs when they interact with a search engine (Ruthven 2003). Query
recommendation addresses this particular issue by explicitly suggesting related

queries for a searcher’s initial query. It was found to be a promising direction for

improving the usability of Web search engines (Joho et al. 2004; White and

Ruthven 2006; White et al. 2007). Therefore there has been a lot of interest in the

IR community to develop and evaluate query recommendation systems. In partic-

ular, many approaches have been proposed to exploit past interactions of the users

with the search engine as recorded in the logs to capture ‘collective intelligence’ for

providing query recommendations. Early work investigated the power of associa-

tion rules applied on queries in the same session to derive related queries (Fonseca

et al. 2003). More elaborate techniques that learn from the flow of queries within a

session were also proposed. This includes performing random walks on the query-

flow graph (Boldi et al. 2008), projections on the query-flow graph (Bordino

et al. 2010) or the probabilistic model to predict the next user query introduced in

He et al. (2009). Click-through information can also be exploited for query recom-

mendation systems. For example, Mei et al. (2008) developed an algorithm to

derive query suggestions from the query-click graph using random walks with

hitting time. Ma et al. (2008) used the bipartite graph to derive a query similarity

graph with latent semantic indexing.

However, suggestions derived using the previous methods treat the search logs

as one batch and do not take the temporal aspect into account. Hence, the recom-

mendations may become out of date and therefore irrelevant. Illustrated in Baraglia

et al. (2010) is a query-flow graph model which can become outdated over time. In

Broccolo et al. (2010), we can find an incremental version of the ‘association rules’

and ‘query-flow graph’ methods where the model can be updated whenever a new

query is submitted. In this chapter we will be looking at query suggestion tech-

niques which are adaptive over time.

Developing an efficient and effective search engine for a modern enterprise can

have a significant financial value (Feldman and Sherman 2001). Also, as indicated,

the characteristics of enterprise search impose a lot of challenges on IR systems and

make it different from Web search (Broder and Ciccolo 2004; Hawking 2004).

The search tasks are also different in nature as they are motivated by work

problems. This includes approving an employee travel request, responding to a call

in a call centre or finding people with technical expertise in a certain topic.

Moreover, content in the enterprise comes from different repositories in different

formats (emails, Web pages, database records) and do not necessarily cross-

reference each other with hyperlinks as in the Web. For example, Fagin

et al. (2003) found out that on the IBM corporate intranet, the ratio of strongly

connected components (the ones that reach others by following links) accounts for

only 10 % of the intranet collection which is much smaller than on the Web. Hence,

the popular PageRank (Brin and Page 1998) algorithm for Web search may not be
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as effective on intranets. For example, Hawking et al. (2004) found out that links on

the Web from outside an organisation have little value to add to the quality of the

Web site search for that organisation. Mukherjee and Mao (2004) outlined the key

ingredients that should be found in an enterprise search system. In addition to

various techniques of designing effective ranking models for enterprise search, they

suggested that contextualisation and recommendation can be particularly useful for

search on the enterprise. In this work, we will take these observations forward and

we propose and investigate adaptive domain models for a search engine serving the

mobile workforce of a large corporation to improve retrieval in these environments.

These models will be able to capture context and assist users in finding the right

terminology that should deliver the ‘right’ answer to their information needs.

8.4 Search Framework to Support the Mobile Workforce

This section presents the context, in which the experiment has been conducted, and

then the solution is described in detail and the different algorithms tested are

explained.

8.4.1 Problem Description

We start here by describing the context of our solution. We have provided a search

engine for a mobile workforce. We have exposed this solution to an operational

mobile workforce with fifty desktop-based users supporting about one thousand

mobile employees. As discussed earlier, the framework offers adaptive query

suggestions to facilitate user experience, which is the major added value in our

solution.

The solution we are discussing is designed to be used by top-level support line

operators. They have been given a knowledge management tool which lets them

access the main technical repository, but also health and safety, and compliance

information. This tool also allows them to visualise historical data about specific

cases. Mobile workers facing a risk of task failure are required to simply call the

expert line for support. Search is paramount in deciding what type of response is

offered to the mobile worker in difficulty. Operators will typically offer the

following level of support: information (which can be technical, practical, compli-

ance, health and safety, etc.), co-worker support (remotely or in person, typically a

colleague close by) or the dispatch of an expert (as and when available). Therefore

this solution aims primarily at reducing the number of repeat faults (attempted fixes

of faults that fail, and which require new appointments). Of course, cost varies a lot

depending on the response level given, and therefore savings can be evaluated in

respect to the number of cases that do not fail and the level of response that was

required.
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8.4.2 System Setup

The search framework we provide is not accessible for mobile workers themselves.

This can be seen as a paradox since more powerful mobile devices are becoming

available. There are a number of reasons that mobile workers are not being asked to

access the system directly: (1) wireless network access can still be poor in many

places; (2) mobile devices do not always have a screen that is large enough

especially when many documents and maps are involved; and (3) browsing for

information might not be the quickest or safest way to carry out a task in jeopardy.

The operators are expected to answer most questions without the need to look up the

information. Mainly, search queries relate to technical references (e.g. clearance

height, fault codes, validation codes) or handling of new equipment

(e.g. installation settings), but also jeopardy situations (e.g. hostile environment,

equipment incompatibilities, etc.).

Our search solution is therefore required to access a variety of sites which hold

technical information, but also health and safety, and compliance. In large corpo-

rations such portals or sites exist already, but they may be in a disparate form; they

may use recent and rich information management tools (such as SharePoint), or

they may be based on basic HTML pages. In any case, they will be attached to a

number of processes and safeguards because the information they hold can be

business critical or may have legal implications. Replacing and merging such

systems is a risky and costly operation. Yet, having one single portal to reach out

to all of those systems has obvious benefits in our context.

Deploying an open-source solution and being able to sustain legacy systems has

two new benefits: it is low cost and it can be done quickly. We have used Solr,2 an

industry-strength open-source search engine which features rich user interface

interaction. It is set up with facets, word cloud, spell checking and configurable

ranking for different repositories. As well as aggregating key portals, our knowl-

edge management solution includes a wiki used to keep a record of problems

encountered by support line operators. Gradually, this system is growing a knowl-

edge base of difficulties met by mobile workers with the solution applied. The

system is inspired by bug tracking software. It is anticipated that the knowledge

base hence gathered will be integrated into the search engine; however, it is not the

case at this stage. This is due to a possible breach of compliance until the right

validation processes can be created.

2 http://lucene.apache.org/solr

8 The Role of Search for Field Force Knowledge Management 125

http://lucene.apache.org/solr


8.5 Adaptive Query Suggestions

The search engine has been improved by the addition of a query suggestion engine

called Sunny Aberdeen. As discussed earlier, the major added value in our frame-

work is the domain model engine, which derives and adapts query suggestions over

time. In particular, we deploy the ant colony optimisation (ACO) approach devel-

oped in the AutoAdapt project (Albakour et al. 2011). Here we give a brief

description of the ant colony optimisation approach. ACO has been studied exten-

sively as a form of swarm intelligence technique to solve problems in several

domains such as scheduling. Here, the ACO analogy is used to first populate and

then adapt a directional graph in which the nodes represent queries and the edges

represent possible reformulations from one query to another. ACO uses the log of

historical sessions as a training data set. A session is a sequence of queries that have

been captured under the same browsing session. In an ideal scenario, each session

would describe one search attempt, but in practice we expect noise which happens

when users perform several distinct search tries within one session (abnormally

long sessions have been excluded for the comparison). Automatically identifying

the boundaries of sessions is a difficult task (Göker and He 2000; Jansen

et al. 2007). One of the reasons is that a session can easily consist of a number of

search goals and search missions (Jones and Klinkner 2008). This is a particular

problem in call-centre scenarios. Identifying topically related chains in user query

sessions has been studied extensively (Gayo-Avello 2009).

In the ACO analogy the edges in the graph are weighted with the pheromone

levels that the ants, in this case, users, leave when they traverse the graph. The user

traverses a portion of the graph by using query reformulations identified in a user

session (analogous to the ant’s journey); the weights of the edges on this route are

reinforced (increasing the level of pheromone). Over time all weights (pheromone

levels) are reduced by introducing some evaporation factor to reflect unpopularity

of the edge if it has not been used by ants. In other words, we reduce the weight of

non-traversed edges over time, to penalise incorrect or less relevant query modifi-

cations. In addition we expect outdated terms to be effectively removed from the

model, i.e. the refinement weight will become so low that the term will never be

recommended to the user.

8.5.1 Experiments

The aim of our live experiments is to compare our ACO algorithm with a couple of

baseline alternatives, namely, maximum likelihood estimation (MLE) and associ-

ation rules (AR). In the following, we briefly describe each baseline:

• MLE: MLE is a commonly used baseline approach in statistical natural language

processing (Manning and Schütze 1999). This method essentially ranks queries
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according to how likely they follow up a given query as observed from the

past logs.

• AR: Association rules were used as an approach to derive query suggestions by

Fonseca et al. (2004). Their approach maps the problem of finding association

rules in customer transactions to the problem of finding related queries in a Web

search engine. The general intuition is that if distinct queries co-occur in many

sessions, then this may be an indication that these queries are related.

The experiment aims to establish which is the most effective algorithm for

generating adapting query suggestions and what are the benefits, if any, in terms

of speed. The domain model engine responds to the initial query by giving a list of

possible words or phrases which are presented as candidates to either replace or

augment the initial query. Given the call-centre context, we use a session timeout of

5 min, i.e. a session expires after 5 min of inactivity. To compare the different

algorithms, we apply A/B testing (Kohavi et al. 2007).

The domain model engine returns its list from one of the three algorithms

randomly. Which algorithm is being used is obviously recorded within the session

log. In order to assess the performance of each algorithm, we measure and compare

the number of times end users select query suggestions and view between one and

three documents returned. We therefore exclude sessions where no documents were

viewed or when too many documents were accessed. This is an attempt to make

sure that only successful queries are being compared. We do not have a means of

knowing whether a search is in fact successful or not from explicit user feedback.

Based on the specific context we operate in, we apply the assumption that viewing a

small number of documents equates to a successful search. Whilst this is not a

perfect match, it is designed to reduce noise to a minimum.

8.5.2 Results and Discussion

The search engine general usage figures show us that it processes on average just

over 600 queries per week. The average session length is 1.92 queries (with a 1.83

standard deviation). This is shorter than an average Web query, e.g. (Silverstein

et al. 1999). Sessions of one query only account for 62 % overall, and sessions of

two or three queries represent 27 % of all queries; longer sessions (four queries or

more) are represented by the remaining 11 %. Finally, it takes an overall average of

62 s to access documents from initial query to final document viewing. These

figures are only shown here to give an idea of the scale of the application; they

are not relevant to the experiment in itself.

The experiment is divided into two phases: a training phase where algorithms are

gathering data and a second post-training phase where algorithms have been trained

and where we expect better suggestions. We then compare usage between the two

phases. We expect to see an improvement in the quality of the results when users

exploit query suggestions.
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In Fig. 8.3 all algorithms start untrained and are trained on 30/07/2012. We

consider the unpaired t-test analysis to be positive if its result is below 0.05. The

results are ACO ¼ 0.019, AR ¼ 0.209 and MLE ¼ 0.211.

We run an unpaired t-test analysis to measure whether or not there is a significant

difference in usage. Figure 8.3 plots usage for each algorithm. The period before

30/07/12 is the training phase; the period thereafter shows results after training. The

t-test analysis is only positive for the ACO algorithm. The MLE model does not

indicate a significant usage increase and it remains quite low overall. The ARmodel

is very much irregular in its usage perhaps indicating that suggestions vary in

quality.

8.5.3 Time Comparison

The second part of the comparison aims to understand if using query suggestion can

help save time. The query suggestion concept reduces the amount of typing and

may also guide users during the course of their search sessions. We have measured

successful queries in an attempt to establish whether suggestions lead to shorter

sessions.

We measured the time length of sessions by subtracting the timestamp of the

initial query from the timestamp of the last viewed document. We excluded

sessions where more than three documents were found and session that spans

over 5 min because this is a typical indication that the same session is being used

for separate queries. Figure 8.4 shows three average session times. The first one is

the time spent for a single, successful query which is 27 s. A query refined manually

takes on average 81 s. A query which contains both manual refinements and

suggestions takes on average 85 s. Finally, a query refined using suggestions

takes 79 s. Time taken to refine queries is not improved significantly.

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

MLE ACO AR Total

Not trained
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Fig. 8.3 A/B testing for

query success ratio
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8.6 Conclusions

This setup demonstrates a design and high-level architecture for a practical mobility

and knowledge management solution. The originality is to use an intermediate

party to validate information going to field workers. This means that the tool

focuses on empowering desktop-based workers rather than mobile workers.

Desktop-based workers are more likely to be open to powerful interfaces, and

they can improve their information-seeking skills with the provided search.

The benefits, although hard to quantify, can be listed as follows: access to

technical documentation for unexpected difficulties leads to less repeat faults; the

ability to monitor and enable collaborative work centrally leads to more effective

use of resources. Access to all relevant aspects of unexpected tasks (health and

safety, regulatory and technical) leads to compliant practices. Of course the search

solution brings a significant contribution to the provision of a cost-effective

functionality.

We weren’t able to measure the effective reduction in repeat faults because of

high variability in this data set. Usage gives an indication of whether the search is

deemed useful or not. There log-based evidence of sustained usage and indexing

new content (to make new material available as soon as possible) has been a

recurrent issue which is another indicator that search plays an important part.

We also introduce a learning element which brings huge benefits in terms of

reducing maintenance costs. Enterprise search solutions are notorious for the level

of manual configuration they require. Automated learning simplifies software

maintenance and therefore reduces overheads. We identify a stronger learning

model called ACO.

The relatively low usage of query suggestion (one in forty queries) might

indicate that there are not enough suggestions made to represent the complexity

of all queries at this stage. The ACO model is also more flexible in its ability to

learn and discard query suggestions making it more robust and sustainable.

General usage reflects an important challenge in enterprise search query sug-

gestion, in many cases data can remain sparse, and even weeks of training do not

lead to an optimum trained set. Further work is required to understand if and when

Fig. 8.4 Average session

length in seconds

8 The Role of Search for Field Force Knowledge Management 129



the algorithm peaks with regard to usage. We need to establish a ratio between

usage and quality against which we would be able to compare algorithms. Other

solutions might be also be used to supplement training and increase usage more

significantly.

For various reasons there is a growing interest in query suggestions. People are

expecting quality to equal mainstream Internet search engines that are able to

process large quantities of information. This work demonstrates valuable ways to

progress at the enterprise search level. Ultimately, we believe that this will also lead

towards a very valuable ‘queryless’ search with a high degree of personalisation.

This potential could play an important role in enterprise search and mobility.
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Chapter 9

Application of AI Methods to Practical

GPON FTTH Network Design and Planning

Kin Fai (Danny) Poon, Anis Ouali, Andrej Chu, and Riaz Ahmad

Abstract The optimal design of telecommunication network infrastructure

demands consideration of many complex factors such as type, number and position

of components and cable paths. The difficulty of producing a consistent and cost-

effective solution increases with network size and complexity. A network planning

optimisation tool developed at EBTIC (Etisalat British Telecom Innovation Centre)

can generate different network topologies and evaluate them to arrive rapidly at an

optimal or near-optimal solution. It has been trialled in Greenfield areas for FTTH

(Fibre To The Home) deployment. This case study reviews the operation of EBTIC

optimisation tool, how the design problem has been formulated and summarises the

key steps in the practical application of the algorithms. In addition, the business

benefits provided by the tool in the working environment are provided.

9.1 Introduction

Internet traffic has experienced a significant growth due to bandwidth hungry

applications such as online gaming, Internet TV, video streaming and real-time

social networking. The trend will only continue, demanding from the communica-

tion infrastructure higher speed, greater capacity and longer reach. In the past,

tremendous progress was made to improve the communication bandwidth in optical

networks. While the advancement in optical communication technology has made a

significant progress, network design of physical layer still plays an important role in

the effectiveness of an entire optical system. Not only does a poor network design

incur a higher deployment and management cost, but it can also underutilise the full

potential of a fibre-based system.

In addition, the increasing competition drives the need to provide services more

quickly in a cost-effective manner. The costs associated with the design and build of
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new networks are high, and upgrading existing networks to provide the required

services can be very expensive. Furthermore, the disruption incurred in building a

new network or upgrading an existing one should be minimised as much as

possible. A well-planned network is also the key to minimise investment, improve

the average profit per connected user and speed up the return on investment.

According to the market research report by TechNavio (2011–2015), ‘the Global
Passive Optical Network Equipment market to grow at a CAGR of 29.28 percent
over the period 2011–2015’, therefore, the potential for cost savings through

improvements in network design, build and operation can be substantial. For

example, an implementation of Fibre To The Home (FTTH) network in a new

big area costs hundreds of millions of dollars. If the deployment cost can be reduced

even by only 10 % (e.g. by minimising digging up the road for laying cables and

ducts and optimising the number of optical splitters required), the saving can still be

significant.

Due to the continued development of new housing estates, there is always a need

to reduce the cost of provision of customer service on FTTH access networks.

Typically, a GIS (Geographical Information System) planning software is used to

design the network manually. The input to the GIS system is a base map of a

particular area detailing the locations of premises and road networks. Depending on

the size of the given area, the planner may require to segment the entire area into

individual catchment areas. The size of each catchment area is based on the number

of required connections and the capacities of different network components. For

example, if each Fibre Distribution Hub (FDH) can accommodate ten 1:32 optical

splitters, a maximum of 320 connections can be provided for a given area.

This manual planning process relies heavily on the planners’ skill, expertise and

judgement in the interpretation of planning policies and rules. This situation can

possibly result in creating less optimised designs, which can incur a higher deploy-

ment cost. Initial development work on optimisation models for FTTH Greenfield

networks had proved that savings could be achieved if the optimisation function-

ality was applied to network design. During the development phase, a decision of

how the functionality could be deployed was made. There were two possible

options: (a) to provide a standalone application which allows planners to design

FTTH networks using the optimisation system or (b) to integrate the optimisation

module within the existing GIS network planning system. Since a large amount of

money on the existing planning system has been invested and all the planners have

been trained to use the system, the latter option was chosen (i.e. the optimisation

module was deployed as a web service).

9.2 Related Work

Due to the drastic increase in FTTH network deployment, many telecom companies

and academia are striving for solutions to minimise the planning cost. Therefore,

many network optimisation approaches have been used and can be categorised into
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two main categories: classical approach based on the mathematical programming

and meta-heuristics such as Genetic Algorithm (GA), Simulated Annealing

(SA) and Ant Colony Optimisation (ACO). Both approaches have pros and cons.

For a small/medium sized network without too many constraints, mathematical

programming (i.e. Mixed Integer Linear Programming (MILP) or Binary Integer

Programming (BIP)) usually outperforms meta-heuristics in terms of the computa-

tional performance to obtain an optimum or near-optimum solution. However,

when the number of the variables is very large due to the size and the optimisation

complexity of the given network, meta-heuristics (with a local search) usually

perform better (Cambazard et al. 2011). It is due to the fact that the time required

to traverse the search tree in the MILP case can be very significant. Another

advantage of employing meta-heuristics is the adaptability to new requirements.

Since most of the meta-heuristics can be treated as a black box without knowing the

landscape of the problem, new requirements can be added relatively easy by

modifying the objective function. In the following, we describe some related

work with regard to both approaches.

For the mathematical optimisation, the authors in Li and Shen (2009) formulate

the Passive Optical Network (PON) planning problem using a non-linear mathe-

matical model to minimise the overall deployment cost. A problem of locating or

allocating splitters for the fibre access network using MILP approach with

reformulation–linearisation technique to provide a tighter representation can be

found in Kim et al. (2011). A combination of the clustering algorithm based on the

Single-Linkage Algorithm (SLA) (Penrose 1995) to group the Optical Network

Units (ONUs) and the Linear Optimisation technique to select or position the

splitter/arrayed waveguide grating (AWG) for Wavelength Division Multiplexed

(WDM) PON network is detailed in Jaumard and Chowdhury (2012). In addition,

the authors state that the two-phase approach demonstrates the effectiveness of the

proposed solution. In Poon and Ouali (2011), a MILP approach is employed to

optimise the FTTH access networks with the consideration of future growth.

Different planning scenarios were considered to investigate the impact of the future

demand and the associated planning cost.

Regarding the meta-heuristic approach for the FTTH network planning, in Lv

and Chen (2009), the authors developed an optimisation solution to perform multi-

hierarchy PON planning. In their case, upper and lower Optical Branching Devices

(OBDs) were introduced. The upper OBDs were used to connect between Optical

Line Terminal (OLT) and lower OBDs while lower OBDs connected between

ONUs and upper OBDs. The locations of OBDs were calculated based on the

Max–Min Distance Cluster (MMDC) algorithm which can also be found in Lv

and Chen (2009). A Genetic Algorithm (GA) was then applied to perform the

routing optimization process. A city block map was first converted into a grid map.

Each horizontal or vertical line intersected at least one node in the grid. From each

node, four possible directions could be established to route to another node. The GA

was employed to find the optimum routings to traverse all the selected nodes.

In Steve (2008), the author considered four access network architectures/tech-

nologies: Digital Subscriber Line (xDSL) from the central office, Fibre To The
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Premises (FTTP), Fibre To The Node (FTTN) and Fibre To The Micro-Node

(FTTn). Different technologies were combined to reduce the copper distance by

installing DSL access multiplexers in outdoor cabinets and field micro-nodes which

were closer to the subscribers. In addition, different classes of services and different

subscribers per class per point of demand were considered. A heuristic algorithm

based on tabu search was proposed to find good feasible solutions within a reason-

able amount of computational time.

The authors in Li and Shen (2009) focused on minimising the planning cost of a

Greenfield long-reach PON deployment. They proposed a heuristic named Recur-

sive Association and Relocation Algorithm. The basic idea was to randomly

generate a solution, to recursively improve by an ONU-Splitter assignment process

and to determine the splitters with minimum cost. The convergence of the solution

was controlled by a simulated annealing (SA)-like algorithm presented in their

paper.

The authors of Poon et al. (2006) applied genetic algorithms to optimise the cost

of FTTH planning. Firstly, they proposed a heuristic method to form clusters of

PONs. Afterwards, they identified the splitter location of each PON. Finally, they

used a genetic algorithm to identify the locations of fibre distribution points to

connect ONUs and splitters.

In Lakic and Hajduczenia (2007), the authors designed the FTTH networks

through three steps. The first step was related to obstacle avoidance where some

paths could not be used to lay fibres. In the second part, they clustered the customer

premises based on the K-means clustering algorithm. Finally, they applied genetic

algorithms to optimise the fibre path. The splitter locations were given prior to

running the algorithms.

9.3 GPON/FTTH Network Structure

There are many FTTH architectures in current deployment around the world today.

Some of them are based on point-to-point, point-to-multipoint, multi-level split or

some form of hybrid active network. Although the detailed operating characteristics

of these networks are different, the architecture is likely to have many design

features and aspects in common. For example, networks based on GPON (Gigabit

Passive Optical Network) technology will typically have a tree structure with a

head-end node, optical splitters (either centralized or distributed throughout the

network) and Optical Network Units (ONUs) situated at the customer premises.

These networks are installed using various techniques such as using standard or

blown fibre/cable, duct distribution schemes utilising duct tees, individual duct or

even no duct with direct buried cables and various types of joint/splitter enclosures.

Each scheme will have its own set of planning requirements which must be

considered and satisfied.

A particular GPON architecture considered in this case study is a centralised

network structure. Advantages of deploying this kind of structure (Mazzali
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et al. 2005) include single point of maintenance in the network, lower splitter cost-

to-ports ratio and less insertion loss due to the absence of concatenating splitters. A

typical GPON distribution network is illustrated in Fig. 9.1. It contains Optical Line

Termination (OLT) equipment located in the Point of Presence (POP), optical

splitters in Fibre Distribution Hubs (FDHs) and a number of ONUs connecting

customers to the PON network. As illustrated in Fig. 9.1, each PON provides a

maximum of 32 connections. Customers are connected to the splitter through

Distribution Points (DPs). DPs are situated relatively close to customer premises

and they provide convenient access points for the customer distribution cables.

9.4 Optimisation Objectives and Network Model

The FTTH design problem that we tackle can be described as a kind of a multi-

layered hierarchical location and assignment problem. Customer premises are

considered as the lower layer while Distribution Point and Fibre Distribution Hub

locations are considered as middle and upper layer, respectively. An input network

file of the optimisation module can be configured as either a tree or a mesh network.

It then determines the best locations of network elements and identifies geograph-

ically advantageous tree structure subnetworks to aggregate cables from customers

to a POP via DPs and FDHs. A solution for the considered problem should

minimise the deployment cost of an FTTH network by optimising the following

objectives:

• Number of PONs required by the total demand of customer connections

• Placement of DPs

• Placement of FDHs

• Clustering of customers to DPs

• Clustering of DPs to FDHs

• Required cable sizes

GPON OLT 1:32 Splitters

Distribution
Point

Customer with ONU

Fiber
Distribution
Hub (FDH)

Fig. 9.1 A typical GPON

fibre distribution network
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• Routing information of connecting customers to DPs and DPs to FDHs

Subject to:

• Maximum cabling distances among different network elements

• Capacity limitations of the DPs and FDHs

For each area to be planned, we assume that the following input information is

available:

• M—set of customer premises, with a cardinality of m
• N—set of possible cable Distribution Points (DPs), with a cardinality of n
• O—set of possible Fibre Distribution Hubs (FDHs), with a cardinality of o
• A—distance matrix between the customer premises and possible DPs, sized

m � n
• B—distance matrix between the possible DPs and possible FDHs, sized n � o
• C—distance vector between the possible FDHs and the POP

• MaxConnectionsPerDP—maximum number of tenants that can be connected to

a single DP

• MaxDPsPerFDH—maximum number of DPs that can be connected to a single

FDH

• MaxDistanceDP—the constraint on maximum distance of the customer from the

assigned DP

• MaxDistanceFDH—the constraint on maximum distance of the DP from the

assigned FDH node

• DPunitCost—the price of a single DP unit

• FDHunitCost—the price of a single FDH unit

• 1FcableCost—the price of 1 m of a 1-fibre cable, used to connect a customer to a

DP

• 24FcableCost—the price of 1 m of a 24-fibre cable, used to connect a DP to a

FDH

• 480FcableCost—the price of 1 m of a 480-fibre cable, used to connect FDH to

the Point of Presence (POP)

From the topology point of view and for the purpose of network design, there is

additional input information required:

• Location of a POP

• Locations of the customer premises

• Possible locations of the DPs and FDHs

• A civil layer network that specifies the connectivity among the possible locations

of the different network elements

The following describes the model in terms of variable and parameters, optimi-

sation criteria and planning constraints.

Variables and Parameters: In the present model, links from customer plots to

DPs and from DPs to FDHs are modelled using Boolean variables. Thus, we have

two variable matrices PlotToDPlink and DPtoFDHlink.
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PlotToDPlink is defined in m � n such that

PlotToDPlink i½ � j½ � ¼ 1, i ∈ M, j ∈ N iff i isassigned j ð9:1Þ

Similarly, DPtoFDHlink is defined in n � o such that

DPtoFDH link j½ � k½ � ¼ 1, j ∈ N, k ∈ O iff j isassigned tok ð9:2Þ

In addition, two Boolean variable arrays UsedDP and UsedFDH (of n and

o elements) are introduced to denote whether the corresponding DP and FDH are

being used.

Based on the network connectivity and the locations of network nodes, the

shortest path between any pair of nodes is computed and stored in CivilDistance
matrix.

Planning Constraints: Most of the model constraints derive from the planning

rules that are commonly used in practice. For example, each plot must be connected

to exactly one DP and such a connection must satisfy the distance requirement

between a plot and a DP. Similarly, each DP must be connected to exactly one FDH

without exceeding the maximum allowable distance.

Other constraints derive from the characteristics of the network equipment. They

consist of distance constraints between customers and DPs:

PlotT oDPlink i½ � j½ � � A i; jð Þ � MaxDistanceDP, i ∈ M, j ∈ N ð9:3Þ

and between DPs and FDHs:

DPtoFDH link j½ � k½ � � B j; kð Þ � MaxDistanceFDH, j ∈ N, k ∈ O ð9:4Þ

Also, network equipment capacity constraints should be satisfied for DPs:

X
i∈M

PlotT oDPlink i½ � j½ � � MaxDistanceDP, j ∈ N ð9:5Þ

and FDHs:

X
j∈N

DPT oFDHLink j½ � k½ � � MaxDPsPerFDH, k ∈ O ð9:6Þ

In an attempt to provide some spare capacity for future provisioning, both

MaxTenanciesPerDP and MaxDPsPerFDH are set to values that are less than the

maximum physical capacity of the corresponding splitters.

Optimisation Criteria: The objective of the present model as shown in Eq. (9.7)

is to minimise the global cost of planning the cable layer of a network:

GlobalCost ¼ DP cos tþ FDH cos tþ CableCost ð9:7Þ

where
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DPcost ¼ DPunitCost�
X

j∈N
UsedDP j½ � ð9:8Þ

FDHcost ¼ FDHunitCost�
X

k∈O
UsedFDH k½ � ð9:9Þ

and

Cable cos t ¼
1FcableCost�

X
i∈M

X
j∈N

PlotToDPLink i½ � j½ � � A i; jð Þ þ 24FcableCost�
X

j∈N

X
k∈O

DPToFDHLink j½ � k½ � � B j; kð Þ þ 480FcableCost�
X

k∈O
C kð Þ

ð9:10Þ

CableCost consists of the cost of fibre cables from plots to DPs, from DPs to

FDHs and from FDHs to the POP. Some other fixed costs may be included but they

have no impact on the solution. For instance, the termination cost which includes

cost of a drop terminal for each customer plot remains the same as long as the

number of plots does not change.

9.5 Network Optimisation Module

To automate the process of the FTTH network design, an ACO (Ant Colony

Optimisation)-based algorithm has been employed. Given a set of locations of

customer premises, a set of potential locations of cable Distribution Points (DPs)

and Fibre Distribution Hub (FDHs), the algorithm is applied to identify the optimal

or near optimal locations of DPs and FDHs and the routings of cables from the

customer premises to DPs, from the DPs to FDHs and finally from the FDHs to the

given location of an exchange. During the optimisation process, the algorithm takes

into account all the practical planning rules (e.g. the number of allowable connec-

tions for each Distribution Point, capacity of each Splitter Node, maximum distance

between different network components, etc.).

The design principle of the ACO was first published in Dorigo and Stützle

(2004). It is inspired by the natural behaviour of ants which communicate together

using pheromone trails in order to find food paths. The stronger the trail is, the more

it attracts other ants. Building a solution is usually realised by constructing a

subgraph of the input network. This subgraph needs to meet certain conditions

and properties, defined by the problem and the feasible solution. The edges for the

solution are usually chosen randomly, with probabilities corresponding proportion-

ally to the pheromone values associated with them.

During the iteration, each ant needs to build a solution, which is evaluated with

regard to the objective function. After solution evaluation, the pheromone trails are

updated by laying more pheromone on the edges that have been used in the solution

found. The amount of pheromone to be laid depends on the quality of the solution—
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the better the solution is, the more the ant tries to attract the other ants to it. Standard

ACO algorithm uses Eq. (9.11) for calculating the probabilities every time the ant

needs to decide the next movement:

pij  
τ αij η

β
ijX

k∈N

τ αikη
β
ik

ð9:11Þ

This equation computes the probability that an ant will move from a node i to a

node j based on the heuristic (ηij) and pheromone information (τij) associated with

the edge (i, j). Ni denotes the neighbourhood of the node i. Heuristic information

does not change during the execution of the algorithm and represents the static data,

while pheromone information evolves dynamically as it is updated by the ants.

The parameters α and β are used to adjust the weight of the heuristic and

pheromone information. This way, it is possible to set the influence of the particular

information on the overall probability values. Experiments in Chu (2009) have

shown that, for better performance of the algorithm, the pheromone information is

most important, while the heuristic information is not that crucial.

In addition, removing the heuristic information from the probabilities, compu-

tation has positive effect on the performance. Computing the probabilities is the

most frequent operation in the entire algorithm. In order to improve the computa-

tional performance of the algorithm, a simplified Eq. (9.12) is used instead:

pij  
τijX

k∈N

τik
ð9:12Þ

In the initial iterations of the algorithm, the probabilities for each assignment

combination are the same, and therefore, it is relatively difficult for the algorithm to

find a feasible solution as it cannot use previously acquired information (phero-

mone paths). In such situation, it might be very helpful to soften the constraints

either by raising the upper bound to allow more DPs to connect to a single FDH or

by lowering the lower bound to have more customers to be connected to a single

DP. A solution obtained under such circumstance is unlikely to be feasible for the

given problem, but can help the future iterations to find a feasible solution more

quickly. In fact, the pheromone laid on the edges associated with this solution will

help to bias probabilities (and consequently assignment decisions) towards the

space with feasible solutions. After the given number of iterations has elapsed,

the algorithm tightens the bound (or bounds) and the whole process is repeated

again several times. Eventually the bounds are set as for the original problem, thus

satisfying all the constraints.
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9.5.1 Building the Solution

Considering the input as defined in the previous network model, Ni denotes a set of

possible DP locations that are reachable by customer i (i.e. the distance between the
customer and DP is not exceeding the given constraintMaxDistanceDP) andOj as a

set of possible FDH locations reachable (according to the constraint

MaxDistanceFDH) from DP location j.
The process of building the solution starts from the lowest layer, i.e. the cus-

tomer premises. Each iteration begins by selecting a random customer i ∈ M. The

probabilities of assigning i to j for every j ∈ Ni are computed using Eq. (9.12).

Given the probabilities, a random pick is used to choose the DP to which the

customer will be assigned. The whole process is repeated for every customer.

After all customers are assigned to DPs, the same process is repeated on the

upper level by assigning selected DPs to FDHs. We can slightly modify Eq. (9.12)

to be used for upper level of the input. Let us defineN as a set of all DPs which have

been assigned in the previous process to a customer at least once. Equation 13 is

then used to compute the probabilities and perform a random pick for assignment of

particular DPs to the FDHs according to the calculated probabilities:

8 j∈N, 8 k∈Oj : pjk  
τjkX

l∈Oj

τ jl
ð9:13Þ

9.5.2 Updating the Pheromone Information

After the whole process is finished, the objective value can be computed based on

the costs of network components. According to the evaluation of the objective

value, the pheromone trails associated with the edges in the graph are updated based

on Eq. (9.14), where TotalCost is the objective value of the solution found. Thus,

the quality of the solution affects the value of the pheromone trails—the better the

solution is, the higher will be the updated pheromone value:

8 edge∈ solution : τedge  τedge þ 1

TotalCosts
ð9:14Þ

A concept of pheromone evaporation which is borrowed from the natural

behaviour of ant colony is also adopted. The idea is that the pheromone evaporates

in the nature under the influence of environment such as temperature and weather.

A small amount of pheromone associated with the edge of the graph diminishes in

every iteration. Therefore, edges that are unlikely to be included in the best solution

are gradually becoming less and less attractive to be selected when computing the

probabilities for the next iteration. The concept of pheromone evaporation is

implemented easily by adopting Eq. (9.15).
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8 edge∈ solution : τedge  τedge � ρ, 0 < ρ < 1 ð9:15Þ

9.5.3 Post-Optimisation

As shown in (Dorigo and Stützle 2004; Chu 2009), post-optimisation plays an

important role in ACO method applications. After the solution is built by an ant, it

can be inspected for the possible improvements. There are several ways for

accomplishing this:

• Introducing a new DP into the solution if possible with regard to the capacity

constraints—this adds extra costs to the objective function for another DP used,

but can save the cable costs. Therefore, it is needed to investigate whether

introducing a particular DP is advantageous.

• Reallocating the customer to a different DP—if there is a close DP which has a

free capacity and the distance is shorter than the one from the currently assigned

DP, we can reallocate the customer to that selected DP.

• Exchanging of customers—if there is a pair of customers which can exchange

their DP assignments (with the consideration of the distance constraint) and this

exchange would help to lower the length of cable used.

• Exchanging of DPs—if it is possible, we can reassign all customers of a single

DP to a different DP. The cost of DPs would remain the same but we might save

the costs of the cables.

All these post-optimisation tasks are also performed one level up, between DPs

and FDHs. In this case, the post-optimisation steps are performed on much smaller

sets and therefore the process is significantly faster. These heuristics explore the

search space around the current solution in order to find a solution with a better

value of the objective function. In our implementation, only the search space which

generates feasible solutions is considered (e.g. assigning a customer to another

reachable DP).

9.6 Software Deployment Approach

The automated FTTH design functionality is provided through the web service

technology. The existing GIS planning system looks exactly the same as before

with a few more buttons to access the value-added features. This approach has

many benefits, for example:

• It provides a cost-effective solution to enhance the existing system indepen-

dently of system platform and programming languages.

• It eliminates the needs to retrain the planners to adopt a new planning system,

which increases the time and the cost of operation.
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• More processing power can be provided by the server to execute the computa-

tionally intensive optimisation independently of the resource available to the

user’s local machine.

• Any update within the optimisation module doesn’t require reinstallation of the

client application. A new web service can be redeployed in the server.

Figure 9.2 provides a high-level overview of FTTH design module and its

interactions with other components in the system.

The client application of the web service, which resides within the GIS planning

system, represents the interface between the related planning application and the

design module. It provides the following main functions:

• Allowing the user to define the network area which needs to be planned and to

change the parameters of the optimisation. Examples of parameters include the

capacity of network equipment, maximum execution time and maximum allow-

able distance.

• Exporting the information of the network selected by the user in a XML

document following a given schema.

• Invoking the web service—while waiting for the results, the user may check the

current status of the optimisation process or may decide to stop the execution.

• Importing the result which is in XML format back to the GIS planning system.

• Providing the necessary features for the user to display and interact with the

results, for example, showing the assignments among network equipment and

the corresponding cabling paths.

The network design module, which is embedded in the server side, consists of

three main sub-modules: ‘I/O module’, ‘Validation module’ and ‘Optimisation

module’. The ‘I/O module’ fetches a given input file and executes an XML parser
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Fig. 9.2 FTTH design web service architecture
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Fig. 9.3 Simplified sequence diagram of the FTTH design web service
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to extract the necessary information to create a specified network model. It is also

applied to generate the XML document of the design solution. The ‘Validation

module’ checks the connectivity of the given network and the feasibility of the

optimised solution. If the ‘Validation module’ detects any error, the design process

will be terminated. The ‘Optimization module’ is responsible of generating the

network design automatically while taking account of network information, plan-

ning parameters, design rules, cost and different types of network components. The

result, which comprises the optimised locations and assignments of network com-

ponents, will be exported to the client application to display the solution within the

GIS network planning system.

Figure 9.3 depicts a simplified UML sequence diagram describing the interac-

tions between the components of the system in order to achieve the design of the

selected area.

The user and the existing planning software are considered as actors. The

networkDesignRequest instance represents the client side of the web service,

while the instance of designModule resides in the server side. The sequence

diagram shows three main steps of executing the FTTH design web service.

The first step deals with the preparation of network information. The user selects

a network area which will be planned. The GIS planning system analyses the

selected area and invokes the networkDesignRequest object in order to export the

information in XML format. The second step is to execute the web service upon

request. First, the user sends a request of the networkDesignRequest object to
proceed with the design of the network. A web service request then invokes the

designModule object to run all the required tasks. This includes verifying the input

network, creating a network model and optimising the network design by

minimising the overall cost. Once the optimisation process is finished, a solution

file will be exported as an XML file. The web service response is then sent to the

caller, networkDesignRequest object. The final phase is related to the visualisation

and the modification of the obtained solution. The user can visualise the solution

within the GIS planning system and make the changes if necessary.

9.7 Worked Examples

In this section, an example of using the design tool to plan two different networks is

presented. Net1 which contains 440 nodes and Net2 which contains 1,163 nodes are
shown in Figs. 9.4 and 9.5, respectively. Additional information of both networks is

given in Table 9.1. For clarity, the background of plot layout is removed. The nodes

are connected by links which represent possible routes for cabling. Not all of these

links will be used in the final design as a tree network solution needs to be formed.

The entry point to the network (i.e. POP) or the point where the new network is

connected to the existing one is represented by a red box. The blue squares are the

FDHs, the green ellipses are the possible locations of DPs, and the black squares

represent the entry nodes which are used to connect to optical network units (ONU)
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inside the customer premises (yellow nodes). Each ONU may require multiple

connections.

The resulting network design will greatly depend upon the parameters shown in

Table 9.2. They can be categorised in two types. The first one refers to capacity

constraints imposed by the hardware limitations of the network equipment being

used. These constraints may be changed due to the advancement of new hardware.

The second type of parameters deals with distance constraints which ensue from the

signal loss. The signal loss is caused by fibre connections and attenuation, splices,

optical signal splitting, etc. In GPON, the power budget, measured in decibels (dB),

is defined as the difference between the maximum transmitting power of the OLT

and the minimum receiver sensitivity at the ONU located in a customer premise. As

the number of connections and splices along the path from a customer to an OLT, in

general, is determined by the topology being used, the power budget constraints are

transformed into distance constraints. Distance constraints are often used to limit

the coverage of network equipment for the purpose of network management.

Regarding the optimised result, the solution network for Net1, taking approxi-

mately 10 s, is shown in Fig. 9.4b, c. Figure 9.4b shows the DP locations

represented by purple squares, while Fig. 9.4c shows the cabling solution rooted

Fig. 9.4 Network Net1 with design results
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Fig. 9.5 Network Net2 with design results
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from the entry point. A feeder cable which usually contains a few hundred fibres

runs from the entry point of the network to each FDH. At the FDH, fibres are

branched out to feed DPs to which the customers are connected using drop cables. A

drop cable can be a single core or multicore fibre cable depending on the demand of

each customer. It usually has more fibres than the number of required connections

for future use.

In addition, other practical criteria need to be taken into account, for example, a

clear demarcation among FDH catchment areas to facilitate network installation

and maintenance. The required demand of a given customer should be served by the

same DP.

A more complex network Net2 was used to test the performance of the optimi-

sation process. The corresponding solution is shown in Fig. 9.5. In this case, the

network has 506 customer premises. It took approximately 100 s to generate the

solution, running on a 32-bit Windows-based laptop with an Intel Centrino2 vPro

2.4GHz processor and 4GB of RAM. Figure 9.5b shows the locations of DPs. In

Fig. 9.5c, the blue, dark blue and red paths indicate the catchment areas of different

selected FDHs.

Compared with the manual process, each FDH which can have the maximum of

256 connections (i.e. 16 connections per DP � 16 DPs per FDH) would normally

take approximately 2 to 3 days for a planner to come up with a design that satisfies

all the planning criteria. The process requires the planner to identify the FDH

locations for the given network, form clusters of DPs within each FDH and then

assign customers to each selected DP. The time required for manual design can vary

depending on the size and the layout of the given network. For example, Net1
shown in Fig. 9.4 is much more symmetrical than Net2 in Fig. 9.5. Therefore, it

could take significantly more time for the planner to create the network design for

Net2 than Net1. Furthermore, with the optimisation tool, planners can specify more

locations of DPs and FDHs than actually required. The tool will automatically

choose the optimal or near-optimal ones. Apart from the time saving, the benefits of

auto-generation of cabling diagrams and bills of material (BOM) can be also

achieved through the automation of network design process.

Table 9.1 Summary of input information and design results

Customer

nodes

Customer

Demand

Possible

DPs

Possible

FDHs

Selected

DPs

Selected

FDHs

Net1 214 314 93 3 29 2

Net2 506 523 105 6 37 3

Table 9.2 Design parameters Planning Parameters

Max no. of connections per splitter 32

Max no. of connections per DP 16

Max no. of DP per FDH 16

Max distance between a DP and FDH 1600 meters

Max distance between a customer and DP 350 meters
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In addition, an important aspect of the optimiser observed from the solution is

the sensitivity to the ratio of the network equipment cost to the cable cost. Both

costs include component (i.e. FDH, DP, cable) and labour cost (i.e. installation

cost). When the ratio is high, the optimiser tends to use longer cables and populate

less DPs to centralise the customers. In this situation, a good usage of the network

equipment can be achieved. However, when the cable cost outweighs the equip-

ment cost, more network equipment would be deployed. The overprovisioning of

network equipment may be good for future growth. However, if too many spare

connections are left unused for a long time, the return on investment will be

delayed.

9.8 Conclusions

Many researchers are focusing on improved algorithms for a particular problem.

Down-streaming a piece of research and development work to solve practical

network problems is of equal importance. However, accomplishing this task was

very challenging. It required a tremendous amount of effort and experience and

involved many engineering staff to formulate the problem in such a way that could

be implemented. During the development stages, many amendments were made

according to network planners’ suggestions. In the final stage, detailed verifications

of this tool from different aspects were undertaken to ensure the produced solutions

not only reached a high standard of quality, but also that the optimisation module

met the engineering and reliability criteria of the software specification.

This article provides a detailed case study of applying AI methods to produce

efficient practical FTTH network design on Greenfield development sites. The short

computational time required to produce a cost-effective and consistent solution

while comparing the manual process confirms the advantage of employing the ACO

approach to tackle this type of problem. The business benefits of applying the

automated design methods are listed below:

• Guaranteed compliance of the resultant design to the network designers’ defined

design criteria and constraints

• Minimisation of network capital expenditure, construction and installation, and

materials costs

• Significantly reduced network design time compared to manual design methods

• Reduction in the skill required by the network designer as the expert design rules

have been embedded in the software module

• Ability to rapidly re-cost networks to meet changes in requirements

• Production of network design in electronic format, ready for uploading to central

database

Further development will focus on processing efficiency improvement for

larger-sized networks, which includes the combination of meta-heuristic methods

and exact methods based on the Mixed Integer Linear Programming approach. In
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addition, we would like to extend our optimisation module to tackle Brownfield

areas by taking into the existing network infrastructure and planning constraints.
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Chapter 10

The Role of Service Quality in Transforming

Operations

Gilbert Owusu, Paul O’Brien, and Sid Shakya

Abstract The introduction of any tool requires changes in the users’ environment

to use the tool. McAfee (Harv Bus Rev November: 141–149, 2006) highlights this

point by stating that the challenges in IT projects are not just technical but

managerial. Here, managerial refers to embedding the system within the organisa-

tion. Kotter says ‘in the final analysis, change sticks when “it becomes the way we
do things here”, when it seeps into the bloodstream of the corporate body’ (Kotter,
Harv Bus Rev January: 96–103, 2007). Clearly, the success of any IT transforma-

tion programme is in part a function of the quality of service being provided by the

system. BT not only is a consumer of service and field automation technologies but

also provides production management solutions to other industries. We have

observed (both qualitatively and quantitatively) from our experiences of developing

production management systems that the quality of the services being provided by

production management systems is dependent on the perceptions of the users of the

system. This correlates with the measures put in place for engagement between the

development team and the end users during the life cycle of the development.

10.1 Introduction

The effective measurement and management of customer satisfaction provides an

invaluable approach to improving service quality. Beach and Burns (1995) view

customer satisfaction as comparing customer evaluations of the services they

experience with the planned experience. The aim is to identify what customers

see as matching, falling short or exceeding expectations. Kotler (1997) defines

customer satisfaction as a person’s feelings of pleasure or disappointment resulting

from comparing a product’s perceived performance in relation to his or her
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expectations. Parasuraman et al. (1985) view quality as a comparison between

expectations and performance. Smith and Houston (1982) assert that satisfaction

with services is related to confirmation or disconfirmation of expectations. The

motivations for pursuing service quality are varied and many, including service

improvement, profitability, customer satisfaction, customer retention and

minimising operational costs (Reichheld and Sasser 1990; Johnston and Clark

2008). Silvestro et al. (1990) note that service organisations use customer satisfac-

tion measures and internal and external data to measure service quality.

In this chapter, we focus on capturing end users’ perceptions and customer

insights with the view of improving quality of services provided by production

management systems. Understanding and implementing customer’s needs will

improve the success of any IT-enabled transformation programme. Johnston

(2009) notes that customer insight is about developing a clear understanding of

customer’s needs, expectations and perceptions. We use gap analysis and a variant

of SERVQUAL (Parasuraman et al. 1994) for measuring the gap between cus-

tomers’ priorities and their perceptions of services provided by production man-

agement systems and the match between the customer1 and the delivery team’s

perspective. The focus here is the development and delivery of a production

management system in BT. We start with a brief description of the service opera-

tion in Sect. 10.2. In Sect. 10.3, we present a cursory review of the literature on the

use of gap analysis to measure service quality. The methodology applied in the case

study is outlined in Sect. 10.4. We present the research findings in Sect. 10.5. We

highlight the strategies for improvement in Sect. 10.6 and draw out the lessons

learnt in Sect. 10.7.

10.2 The Service Operation: Development and Delivery

of a Production Management System in BT

The service operation discussed in this chapter is the development and delivery of

software for managing BT’s field engineers. The software enables resource man-

agers to have full visibility of customer demand and the capabilities and the

capacity of the field engineers to deliver services that customers have requested.

The customers are the resource managers who manage the field engineers. The

development and delivery teams are located in the UK and offshore. Typically, at

the beginning of a financial year, the customers will supply a list of requirements to

the delivery team. This list is then translated into software specifications and

follows standard software development process of design, develop and test, user

acceptance testing and the deployment into an operational environment. The

software is also supported by the development and delivery teams2 once it has

1 Customer and end user are used interchangeably.
2We use the term delivery teams hereafter.
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become operational. Figure 10.1 provides a schematic diagram of the development

process. One of the key challenges faced in any IT development and deployment

programme is ensuring that the software is fit for purpose and works right first time.

Defining quality measures early in the development cycle and seeking feedback

using prototype accelerates the uptake of any IT system. In the next section, we will

present some approaches for defining and capturing software quality measures.

10.3 Background

Despite the multiplicity of views on the similarities and differences between

definitions of service quality and customer satisfaction, Johnston (1995) observes

that there is a general consensus that the two are related. Silvestro et al. (1990) note

that service is usually the result of the interaction between the customer and the

service system. They also highlight that the provision of service quality is

concerned with generating customer satisfaction. Davis and Heineke (1994) argue

that customer satisfaction provides the linkage between the level of service that a

firm provides and the customer’s perception of that service. Cronin and Taylor

(1992) observe that perceived service quality is a function of attitude. Johnston also

views service quality as the consistent conformance to specification. The most

widely held view is that service quality is the degree of fit between expectations

and perceptions (Parasuraman et al. 1985; Davis and Heineke 1994; Johnston

1995).

Since the early 1980s, a number of models have been developed to measure

service quality. These models focus on measuring the gap between customers’

expectations and perceptions of the service delivered (Beach and Burns 1995;

Research & 
Innova�on

Industrialisa�on

End-user  TrialRollout

Support

Fig. 10.1 The development

process
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Silvestro 2005; Johnston 2009). We refer to these models as the gap analysis tools.

Almost all the models are a derivative of SERVQUAL. SERVQUAL was devel-

oped by Parasuraman et al. (1994). It is primarily a multiple-item tool for assessing

overall perceived quality. Other extensions to SERVQUAL have focused on mea-

suring perceptions with the view of eliciting practical improvement priorities. For

example, Silvestro’s (2005) work in the health service employed a variant of

SERVQUAL for measuring the gap between patient’s priorities and their percep-

tions of an NHS service with the view of producing a service improvement agenda.

Beach and Burns (1995) advocate the use of the ‘Quality Improvement Strategy

(QIS)’ to measure service quality. Two types of gap analysis can be undertaken

with QIS. The first examines gaps between expectations and perceptions of services

offered to customers. The second focuses on gaps between services offered by an

organisation and its competitors.

The question is how does one quantify or measure quality? Service delivery is

multifaceted, and there is a widely held view that customer’s expectations are rarely

concerned with a single aspect of a service package. Rather customers tend to be

interested in all the aspects of a service delivery. In essence these different aspects

are attributes or factors of service quality. Identifying these factors is a prerequisite

for addressing any gaps in service quality. Parasuraman et al. (1994) refer to these

factors as the dimensions of service quality. Johnston (1995) refers to this as the

determinants of service quality. Parasuraman et al. (1994) identify ten quality

factors: access, communication, competence, courtesy, credibility, reliability,

responsiveness, security, understanding and tangibles. Johnston (1995) extends

Parasuraman et al.’s list to 18 quality factors: cleanliness, aesthetics, comfort,

functionality, reliability, responsiveness, flexibility, communication, integrity,

commitment, security, competence, courtesy, friendliness, attentiveness, care,

access and availability.

Are these factors applicable to all service industries? Berry et al. (1985) contend

that the ten quality factors by Parasuraman et al. are comprehensive and are

applicable to all service industries. A number of studies have confirmed the

applicability of the factors to service industries such as information systems

(Jiang et al. 2000), health (Silvestro 2005), hotel (Fernándz and Bedia 2005) and

telecommunications (Sattari 2007). A common thread running through these stud-

ies is to accelerate the uptake of IT systems and thus improve the success of related

IT-enabled transformation programmes.

10.4 Methodology

The work of McCall et al. (1977) helped pioneer the use of quality factors for

software. They identified 11 factors: efficiency, integrity, reliability, usability,

accuracy, maintainability, testability, flexibility, interface facility, reusability and

transferability. Boehm (1984) also produced 19 factors: usability, clarity, effi-

ciency, reliability, modifiability, reusability, modularity, documentation, resilience,
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correctness, maintainability, portability, interoperability, understand ability, integ-

rity, validity, flexibility, generality and economy. There have been variations of

McCall’s list, for example, lists produced by Murine and Carpenter (1984) and

Ghezzi et al. (1991). It is worth noting that the lists produced by McCall et al. and

Boehm predate Parasuraman et al.’s ten dimensions and Johnston’s 18 quality

factors. This suggests that researchers in IT/IS3 always viewed the delivery of

software as a service. There are commonalities to the lists produced by both service

quality and IT researchers.

Berkley and Gupta (1995) suggest that asking selected customers to audit actual

service delivery is a simple method for measuring customer reaction, thus providing

the framework to elicit any factors that are important to customers. They list

questionnaires, interviews and rating cards as examples of auditing systems.

Based on interactions (i.e. review and retrospective sessions) with end users

(i.e. customers) of the service operation outlined in Sect. 10.2, we have produced

a list of 16 factors along the lines of the SERVQUAL methodology. The list is in

line with the lists produced by Johnston (1995) and Boehm (1984). We list the

statements which were used to capture each quality factor in Table 10.1. Two sets of

questions were produced for the 16 factors. Thus, there were 32 questions in total. A

survey was produced with these questions and sent to end users and the teams

delivering the service. There are two types of end users: the ‘actual’ end users and

end users’ technical team. The actual end users use the service (i.e. software) on a

daily basis. The end users’ technical team on the other hand acts on the behalf of the

end users ensuring that the business requirements have been implemented by the

delivery teams. The first set statements related to the priorities of the end users on a

1–5 scale (one being unimportant, five being very important). The second set

focuses on the perceptions of service delivery. End users were asked to assign a

value along a five-point Likert scale (one being very poor, five being very good).

The teams responsible for delivering the service were also asked to assign values to

statements. The delivery teams come from three functional areas: programme
management, development team and end-to-end test teams. The programme man-

agement team ensures that the software is developed and delivered to the customer

within budget, on time and to specification. The development team is responsible

for developing the software, whilst the test teams ensure that the quality of the

software meets the customers’ requirements. The survey was sent to 42 end users,

7 end users’ technical personnel, 6 programme managers, 40 software developers

and 5 testers. The responses were 13 for the end users, 4 for the end users’ technical

team, 4 for the programme managers, 11 for the software developers and 2 for the

testers. For the priorities, the delivery teams were asked to rate what they ‘think’ is

the end users’ priorities. For the statements related to the perceptions, they were

asked to rate what they ‘think’ the actual end user’s perception was. The motivation

here is to identify gaps between the end users and the delivery teams.

3 Information Technology/Information Systems.
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Table 10.1 Quality factors and their statements

Quality Factor Statement Used

Functionality Does the software application perform all the 

desired functions for which it was developed?

Reliability Is the software application reliable in terms 

of results? 

Usability Is the software application user friendly

Efficiency Is the software application efficient in terms 

of responses

Maintainability Is it easy to find and fix a defect

Integrity Does the software provide protection from 

unauthorized access

Portability Can the software be transferred from one 

environment to another?

Flexibility Is it easy to make changes required as 

dictated by the business?

Speed Is the software delivered on time?

Cost Is the software delivered to budget?

Technical expertise Technical capability of the team

Learn ability How quickly do team members pick new 

processes?

Understanding of requirements Does the delivery team appreciate customer 

requirements?

Understanding of business process Is there an appreciation for business 

processes?

Security Is the software secure?

Proactive identification and management of 

risks

Is there proactive identification and 

management of risks
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10.5 Research Findings

The findings presented in this section attempt to answer the question: ‘what are the

mechanisms for using IT transformation programmes to institutionalise change?’
As we have noted previously, the quality of the production management system

determines the extent to which the system is used and consequently addresses

whether it has been embedded in day-to-day operations. The data (Tables 10.2

and 10.3) for the research findings are presented in the Appendix. Table 10.2

presents the research data. The values represent the mean across each factor for

each ‘stakeholder4’. In Table 10.2, we present priorities and perceptions of the end

users, their technical team and the delivery teams. Table 10.3 highlights the

priority-perception gaps for each factor and for the end users, their technical

teams and the different delivery teams. We analyse the findings below:

• End users’ priorities: All factors with the exception of ‘portability’ are rated

highly for both end users and their technical teams. The technical teams gave a

rating of 3 to ‘portability’. This is expected since they are conversant with the

technology5 that is being used to develop the software. The mean importance

level for the end users is higher (4.73) than their technical teams (4.31). This

reflects the importance and value of service delivery to the actual end users. It is

interesting to note that the technical teams gave the highest score—5, to func-

tionality, efficiency, technical expertise, security, reliability and integrity. These

are system features and what can be perceived as the hygiene factors for software

delivery. The highest rating for the end users is for functionality, usability,

technical expertise and understanding of business process. It is interesting to

note that the end users focus more on the competence of the team and to some

extent the softer side of the service delivery than their technical teams. This is

understandable since a major concern for them is to get the appropriate support

needed to use the service.

• End users’ perceptions:With the exception of ‘integrity’ and ‘understanding of

business process’ and ‘security’, all factors were rated below 3 by the end users.

The lowest perception rating by both the end users and their technical teams was

for reliability. Comparison of the perceptions of the end users and their technical

teams raises some interesting issues. The end users’ perception rating is signif-

icantly lower than their technical teams. The mean perception rating across all

factors for the end user is 2.56, whilst that of the end users’ technical team is

3.44. A review of support complaints with the delivery teams reveals that the end

users were dissatisfied with the reliability of the service.

• Measurement of the priorities/perception gaps: In general the perception for

both the end users and their technical teams is negative. There were negative

perception gaps across all the factors for the end user. The worst being reliabil-

ity. The worst perception gap for the end users’ technical team is also

4 End users, end users’ technical team, programme managers, development team and test team.
5 Java technology is used and it is portable to other platforms.
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‘reliability’ and has the same score, i.e. -3, as the end users. However, ‘porta-

bility’ exceeded the priority rating for the technical team. It is interesting to note

that what is considered as ‘systems-related’ factors (e.g. functionality, reliabil-

ity) manifested the widest priority-perception gaps,�2.9 and�3.0, respectively,
for the end users. However, the softer side such as ‘learn ability’ and ‘technical

expertise’ recorded the lowest priority-perception gaps. The end users were

more dissatisfied with the service than their technical teams. This issue should

be explored further since the development teams consider both groups as

‘customers’.

• Analysis of end users and delivery teams’ perceptions: Comparing the mean

important rating across all factors reveals that the programme managers (4.2)

best understand customer’s priorities. This is followed by the development team

(4.1), then the testing team (3.9). It is worth noting that the testing team is based

offshore in India. The development team is also based offshore; however, there

is a co-ordinator on-site who interacts with the customers. The programme

managers are all based on-site (in the UK) and have most contact with the

customer. They hold weekly status calls with the customer and act as the

relationship managers for the delivery teams. Silvestro (2005) reported a similar

observation in her work with an NHS trust, where staff with most patient contact

demonstrated the best understanding of patient’s priorities. In terms of percep-

tions, the development and test teams each returned 4 factors rated less than

4, whereas the programme managers rated 10 factors below 4. Again, this

confirms the observation that programme managers had a better understanding

of the customer’s priorities. The list for the lowest perception for the programme

managers is similar to the end users’ technical team. However, the end users’

technical team had issues with the factors related to ‘understanding of require-

ments’ and ‘understanding of business process’. This is an interesting point,

since they work with the delivery teams to articulate the end users’ requirements.

They also sign off the deliverables on behalf of the customers.

• Analysis of perceptions among delivery teams: From the list of important factors

in Table 10.2, it would appear that the development team lacked an awareness of

what was important to the customer. It looks like they believed that the customer

did not classify the factors into hygiene, enhancing, critical and neutral. They
treated all factors as nearly equal. They had the least standard deviation6 (0.17)

compared to the programme managers (0.39) and the test team (0.62).

10.6 The Service Quality Improvement Strategy:

Implications for the Development and Delivery Teams

In summary, the end users had negative perception of the service that was delivered.

In particular, they had issues with the reliability of the service. It would appear that

reliability is a critical factor (Johnston and Clark 2008). What are the hygiene,

6 Across important factors.
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enhancing, critical and neutral factors? An analysis of the data reveals that the end
users treat all the factors as hygiene factors. They had a standard deviation of 0.16

across the important factors—the least among the groups surveyed. Clearly, what is

required is a clear delineation of the important factors into the four different groups.

This will ensure that the expectations are clearly defined for the delivery teams.

Despite this apparent lack of clarity on the classification of the importance factors,

the programme managers understood best the priorities of the customers.7 It is also

worth noting that the most important factor for the end users, i.e. ‘technical

expertise’, was not the same for the technical teams. The technical teams rated

‘functionality’ as the most important factor. Clearly, an agenda for improvements

was required to correct the negative perception of the service delivered. Beach and

Burns (1995) recommend a prioritisation strategy since some gaps may require

more resources than others. An initial step was to expose the offshore teams to the

customers. This was done via briefing sessions where customers (i.e. end users)

provided regular feedback. Such an approach enabled the offshore teams to appre-

ciate the priorities of the customers. Second, the issues related to reliability of the

system were investigated. Was it a hardware or software problem? What were the

service recovery mechanisms? We involved the customers in identifying answers to

the above questions. Were there blockers to delivering the service? We put in place

a plan for knowledge sharing among the delivery teams. We also addressed the

perception gaps between delivery teams from the customers’ perspective by having

regular team briefings which focused on addressing the issues.

One major issue was the rotation of the offshore teams in the UK. We addressed

this by ensuring that the offshore team mirrored the BT team. This way the impact

of losing domain knowledge will be minimised. We also put in place more

formalised training to new joiners on the offshore team. A typical training period

for new joiners should include induction on both the technical and domain aspects

of production management. We also realised that more effort should also be spent

by the BT team on validating the knowledge of the offshore team. Here the

congenital knowledge gained during set-up phase of any development is refined

via a process of eliciting feedback. Huber (1991) refers to this process as experi-

mental learning—i.e. the process of acquiring knowledge through direct experi-

ence. Working with the offshore team, the BT team also introduced weekly

knowledge management sessions and quizzes with the view to declaring a knowl-

edge management champion for the week.

10.7 Conclusions

We are continuously improving the way we develop production management

systems. The systems we have developed have underpinned some of the major

transformation programmes in BT. The underlying innovation development model

7 This is reflected by the mean important rating across all factors.
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has been recognised by leading organisations such as Global Telecoms Business,

Professional Planning Forum, National Business Awards, National Outsourcing

Association, EURO-INFORMS, UK Operational Research Society, BCS and IET.

The systems are also being marketed externally to other utilities. Some important

observations from this study are as follows:

• Berry et al. (1985) argue that regardless of the service being studied, reliability is

the most important factor for service customers. This study has confirmed the

above observation and highlighted the negative perception of the overall service

if reliability is missing.

• The use of SERVQUAL to validate the classification of factors into hygiene,

enhancing, critical and neutral factors. An analysis of the standard deviation of

the ratings for important factors provides an indication whether the priorities

have been classified.

• Berkley and Gupta (1995) note that service errors are often caused by a misspeci-

fication of the service and that quality in services depends heavily on the ability of

employees to share their knowledge. We refer to this as the communication gap.

There must be effective communication among delivery teams since the ability to

deliver quality service depends on effective collection, processing and distribu-

tion of customer’s requirements and priorities. Effective communication provides

a mechanism to fine-tune the ‘nonsystems related’, i.e. softer, factors.

The case reported in this chapter demonstrated the use of an adaptation of

SERVQUAL for measuring the gaps in the delivery of an IT service. Indeed there

has been research on the use of SERVQUAL in IT services (Kettinger and Lee 1999;

Jiang et al. 2000). One of the main limitations of SERVQUAL is that there is an

assumption that customers remain stable during the whole analysis process. Van

Dyke et al. (1999) outline other problems with using SERVQUAL as (a) the use of

difference or gap score, (b) poor predictive and convergent validity, (c) the ambig-

uous definition of the expectation construct and (4) the unstable dimensionality.

Finally, we will also stress the need to achieve the right balance between

knowledge management and cost containment: Managing IT investments in the

light of recent outsourcing initiatives is a challenging task for most organisations.

Organisational changes are typically addressed by changes in systems and pro-

cesses. In recent years, there has been a drive to reduce IT spend in most organi-

sations including governments. It is worth noting that the motivation for this drive is

the perception that the development of software artefacts is similar to the process

followed in the manufacturing sector. Manufacturing components are very well

defined and in most cases can be sourced from multiple vendors. In software sector,

software components are very much artefacts which require the developer’s knowl-

edge to maintain the systems developed. This fact seems to be ignored by IT budget

holders, and there is the view that suppliers can be easily replaced. There is a high

switching cost which can result in low-quality deliverables. There is also a lot of

effort that goes into training the development teams whenever there are new joiners.

More research is required to better understand the types of knowledge required for

collaborative software development projects.
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Chapter 11

Field Force Management at eircom

Feargal Timon and Attracta Brennan

Abstract The case study outlined in this chapter focuses on eircom, Ireland’s
largest provider of telecom services, i.e. fixed line phone, mobile, broadband and

data. The majority of eircom’s technology business involves the delivery and repair
of copper/fibre telephone services. Within that, eircom’s field force comprises the

technicians who install and repair these services. The management of eircom’s field
force has many challenges ranging from geography and skill to productivity and

service level.

Simulation modelling was adopted as the most accurate approach to address

these challenges. This chapter demonstrates how simulation was used to objectively

understand the issues, design solutions and quantify eircom’s requirements. CIM

Ireland built the models and assisted in the design of the solutions that resulted in a

16 % improvement in ‘delivery on time’, combined with a 19 % reduction in

resources required. The accuracy level of the model’s performance was 97.5 %

when compared with actual performance.

11.1 Introduction

A field force refers to workers based in different geographic locations who travel

(outside the office) in the field to their allocated tasks. Each worker has a set of skills

and each task has a skill requirement. The tasks can be categorised as being either

planned or reactive, e.g. the installation of phone services or the repair of phone lines.

Accordingly, field force management refers to the process of allocating tasks to

appropriate workers who have the required skills in the area. It also involves the
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movement of technicians into areas with backlog/capacity requirements. The aim is

to optimise the scheduling and dispatching of tasks to balance competing demands,

worker productivity and completing tasks on time (Lesaint et al. 2000). Service

level defines how on time is measured. Field force management is vital as ‘one of

the cornerstones of successful organisations has been the optimal use of their

workforce’ (Owusu et al. 2008). In this chapter we outline a case study using

simulation techniques to transform eircom’s field force. The chapter is structured

as follows: We begin by outlining the factors that affect field force management.

We highlight eircom’s field force challenges in Sect. 11.2. Section 11.3 describes

the simulation approaches we employed to address the challenges. In Sect. 11.4 we

describe the operational impact of the transformation programme. We then briefly

provide a perspective on other approaches and solutions for field force management

in Sect. 11.5.

11.1.1 The Factors Affecting Field Force Management

The core challenge faced by field force management is to balance service level with

productivity while taking into account skills and geography. The factors that

influence this challenge include (Mohamed et al. 2012; Kern et al. 2009):

• Density variation: Tasks and workers are dispersed geographically. The typical

time to travel to the task can vary based on customer density (e.g. rural/urban).

• Task variation: The task type, task duration and skill requirements are depen-

dent on the product/location.

• Demand variation: The volume of tasks/demand in each area can vary signif-

icantly on a daily basis.

• Hard boundaries: This is where technicians will travel large distances within

their own team boundary but are restricted from travelling outside this boundary.

Hard boundaries are a legacy of historical management structures and limit

resource flexibility.

• Planned1 vs. reactive2 work: The challenge is to be able to adapt resources to

meet reactive work without significantly impacting the delivery of

planned work.

• Local knowledge: Knowledge of the local customers, geography and location of

the equipment is required.

1 Planned work refers to jobs where a customer does not have an immediate requirement. These

jobs can therefore be scheduled based on resource availability (e.g. installation work and/or

maintenance work).
2 Reactive work refers to jobs where a customer has an immediate requirement. These jobs need to

be completed within a contracted time frame (e.g. faults).
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These factors combine together to impact the overall challenge for field force

management.

11.1.2 Core Challenge: Balancing Service Level
and Productivity

The core challenge of field force management is how to manage the above factors to

balance service level and productivity. This can be achieved by defining business

rules (in a dispatch tool) for the prioritisation of jobs, the areas in which technicians

can work and travel limitations. To illustrate this more clearly, Table 11.1 demon-

strates the following two scenarios:

• Where technicians only work in their home/primary area focussing on

productivity

• Where technicians complete jobs based on due date, outside their home/primary

area but within travel limitations (with a focus on service level)

In Table 11.1, Scenario 1 ignores due date and limits travel to the technician’s

home area. This gives a service level of 75 % and a productivity level of 100 %. In

the second scenario, due date is prioritised and travel limitations are relaxed. This

results in a service level of 81.3 % and a productivity level of 88 %.

Although this is a basic example, similar challenges are replicated for every

order throughout the day in real-life field force management.

11.2 eircom’s Field Force Challenges

At the beginning of this process, eircom’s field force challenges were:

• Density variation: In 2008 eircom had approximately 1,200 technicians spread

over 70,000 km2 with an average technician covering 77.8 km2 from 5.6 km2 in

Dublin to 116 km2 in Donegal.

• Task variation: There were about 60–70 different tasks and skills required,

ranging from setting up a broadband service (0.5 h) to bringing a cable to a rural

property (12 h).

• Demand variation: During storms, reactive work (i.e. faults) more than doubled

the normal volume (see Fig. 11.1), while requests for planned installations

varied by 20 % from 1 week to the next.

• Hard boundaries: Each technician only worked within their team area.

• Planned vs. reactive work: eircom’s management approach was to prioritise

reactive work over planned work. This resulted in unpredictable lead times for

their installation work.
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• Local knowledge/work locally/technician loading policy: Each day techni-

cians were overloaded with the work in their area.

Technicians would complete jobs based on their own professional opinion as to

what a customer needed and not based on eircom’s business priorities. eircom’s

Table 11.1 Productivity and service level scenarios

Base Data Total Total
Jobs due Day 1 8 8
Jobs due Day 2 8 8
Number of technicians 2 2
Job dura�on (exc. travel) NA NA
Travel �me A to B / B to A NA NA

Tech Info Total Total
Hours per day 16 Hours 16 Hours

Day 1 Tech A Tech B Tech A Tech B Total Tech A Tech B Tech A Tech B Total 
Completes 4 Jobs 4 Jobs 8 Jobs 4 Jobs 3 Jobs 7 Jobs
Unproduc�ve/travel �me 2 Hours
Job Performance Loca�on A Loca�on B Total Total
Servicel Level 100% 100%
Tech Performance Tech A Tech B
Produc�vity 100% 88%

Day 2 Tech A Tech B Tech A Tech B Total Tech A Tech B Tech A Tech B Total 
Completes 4 Jobs 4 Jobs 8 Jobs 1 Job 2 Jobs 4 Jobs 7 Jobs
Unproduc�ve/travel �me 2 Hours
Job Performance Loca�on A Loca�on B Total Total
Servicel Level 50% 86%
Tech Performance Loca�on A Loca�on B Total Total
Produc�vity 100% 88%

Overall 
Job Performance Total Total
Servicel Level of all jobs 75% 81.3%
Jobs remaining 2
Tech Performance Total Total

Produc�vity 100% 88%

100%

100%

100%

2 Hours
1 Hour

2 Hours
1 Hour

100%

8

0% 100%

100% 100%

Tech A Tech B
8 Hours8 Hours

Scenario 1

1 (Tech A) 1 (Tech B)

Loca�on A Loca�on B

Focus on Produc�vity

8
8

Focus on Service Level
Scenario 2

Loca�on A Loca�on B

8

1 (Tech A) 1 (Tech B)
2 Hours 2 Hours
1 Hour 1 Hour

Tech A Tech B
8 Hours 8 Hours

Loca�on A Loca�on B

Tech A Tech B

Tech A

0% 100%

100% 0%

100% 75%

Loca�on A Loca�on B

Tech B

0 2

75% 100%

Loca�on A Loca�on B

88% 75%

Loca�on A Loca�on B

50% 100%

Tech A Tech B Tech A Tech B

100% 100% 88% 88%

Fig. 11.1 Three-day rolling average of faults arrivals over a year
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management of these challenges negatively affected the performance of the field

force.

11.2.1 Impact on eircom’s Field Force Performance

eircom’s performance was affected by hard boundaries and overloading technicians

and resulted in:

– Fault service level between 2006 and 2008 was at 60–65 % of faults completed

in 2 days. The regulator’s target was/is 80 %. The CEO had to appear on

television programme (Prime Time, 2007) in response to the high level of

complaints. See Fig. 11.2.

– Incorrect sizing: eircom was significantly overstaffed, but the technicians were

in the wrong locations.

– Overtime spend was approximately €7 m per annum as a result of the incorrect

sizing (see Fig. 11.3). The target for overtime was €3.5 million (Fig. 11.3).

The overall problem of being incorrectly sized (too many people, too little

people in other places and hard boundaries) needed to be addressed (see Fig. 11.4).

Also, the business rules used to manage the field force needed to be redesigned and

evaluated. eircom needed to objectively address all of these issues, and therefore a

new approach was required.

11.3 Why Simulation Modelling?

eircom’s ability to predict staff requirements that would meet service level or

design/evaluate business rules was too complex for spreadsheets due to the com-

plications of (1) geography, (2) varying demand and (3) overtime. Meanwhile,

Operations Research (OR)—a formulaic methodology (HSOR.ORG 2011)—had

been tried as an approach but had not been found to be accurate. Table 11.2

evaluates the criteria for selecting an approach to resolve these issues. It was the

business approach to justify the building of a dynamic simulation model.

11.3.1 The Simulation Model

The type of modelling used was discrete event simulation (Chahal and Eldabi

2008). Discrete event simulation ‘models the operation of a system as a discrete

sequence of events in time. Each event occurs at a particular instant in time and

marks a change of state in the system’.
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Simulation in field force management refers to the simulation of the job’s ‘life’

from creation and dispatch into the field (based on geography, task duration and

travel time) to completion. Simulation (provided by CIM Ireland) was selected as it

allowed eircom to:

• Evaluate and quantify the impact of changes before implementation.

• Quantify the number of technicians required in each location to maintain service

levels and/or achieve required service levels.

• Cater to differing job requirements, e.g. the Dublin area was characterised by a

more steady job flow and a smaller geographic area compared to the West coast,

which had a highly variable number of faults and a larger geographic area.

CIM Ireland built and ran the models and was integral to the design of proposed

solutions.

Fig. 11.2 Percentage of faults cleared in two working days

Fig. 11.3 Cost of overtime by financial year (FY)
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11.3.2 Model Overview

The model can be described as follows:

• Jobs (in the form of orders and faults) arrive into the simulation model, at an

exchange3 level and at the time and date at which they were originally created.

This is referred to as the arrival pattern. Data used in this model is based on a

Fig. 11.4 Hard

boundaries—technicians

worked within the

boundaries marked by the

thick red and blue lines

Table 11.2 Criteria used for the selection of a dynamic simulation approach to address field force

planning issues

Factors Spreadsheets Opera�ons Research Dynamic Simula�on
Hard Boundaries Yes Based on Standard Formulas Yes/Based on Actual
So� Boundaries With difficulty No Yes/Based on Actual/Planned
Geography Yes but not with  other 

factors
NA Yes/Based on Actual/Forecast 

Varying Demand To a degree Based on Standard Formulas Yes/Based on Actual/Forecast 
Mul�ple Products Yes but not with  other 

factors
Yes but not with  other 
factors

Yes/Based on Actual/Forecast 

Skills Yes but not with  other 
factors

Yes but not with  other 
factors

Yes/Based on Actual/Forecast 

Impact of Over�me Based on assump�ons Based on assump�ons Yes/Based on Implementable 
Rules

Output Numeric Numeric Demonstratable/Validatable
Predict FTE requirement 
to meet Service Level

No Not Accurately Accurately

Design/Evaluate 
Business Rules

No Not Accurately Accurately

What if Analysis Not Accurately Not Accurately Accurately

3 Exchange—a telephone exchange links the cables from houses/businesses to the phone network.

There are over 1,200 eircom exchanges throughout Ireland representing the geographic spread of

the workload. This is the lowest level of granularity available to identify the location of jobs in

eircom’s network.
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historical arrival pattern. The model run starts with a backlog of jobs as in

reality.

• The model takes the arrival pattern and adjusts it to match forecast volumes
(e.g. the forecast volumes for the next three business years were used).

• The time to complete a job is based on past performance plus a percentage

productivity improvement year on year.

• Technicians are available for normal working hours (e.g. Monday to Friday 9 a.

m. to 5 p.m.). Holidays, training days and non-productive time are dealt with by

making the technicians unavailable. This varies throughout the year to represent

different holiday/training requirements.

• Jobs sit in the model queue until they can be dispatched to an available

technician (as in reality). The dispatch logic in the model imitates the logic of

current and/or proposed dispatch tools.

• The dispatching logic (mainly used) takes jobs in priority and looks for a

technician with the required skills and with the available capacity, who is

based in the same area. If none is found, the logic then looks in neighbouring

areas. Versions of the dispatch logic have been developed which use:

– x–y co-ordinates
– Travel by road

– The use of areas and neighbouring areas in general to select the technician

Note: next-generation dispatch logic/tools are outlined in Sect. 11.5.

• The technicians complete the jobs in their queue, based on priority rules

(e.g. earliest due date, priority or closest job).

• When the jobs are completed by the technician, the service level for that job is

recorded.

This model allows changes to the following inputs to be simulated:

• Job volumes at exchange level

• Job durations by area

• Addition/removal/movement of technicians at area level

• Dispatch logic/prioritisation

The impact of such changes on (1) service level, (2) technician utilisation and

(3) overtime required to be quantified at any level of granularity is also simulated.

The model accuracy can predict service level to within 2.5 % over a year and up to

within 1 % within a month. Figure 11.5 represents the flow of information in the

model, while Fig. 11.6 shows the model overview.

A sample scenario is where there is an anticipated productivity improvement.

This could increase the potential service level beyond the requirements of the

business as they would be overstaffed. The question for the simulation model is:

What impact will this have on the number of technicians required, while

achieving the target service level?
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In this situation, technicians are removed (in the model at an area level), the

model is run and a service level is recorded. This process is repeated until the

service level is brought back to match business requirements. Other areas where the

model can be used include:

• The impact of soft boundaries

• Defining the areas in which technicians should work

• Business rules to balance productivity and service level, e.g.:

– Busy areas may focus more on productivity.

– Less busy areas may focus on service level.

• Impact of investment in the network

• Changes in how jobs should be dispatched

• Defining when to turn on overtime

Simulation can objectively evaluate solutions to these issues and accurately size

the solution. Simulation can also be used in the effective management of competing

demands (i.e. reactive vs. planned work)—an often difficult aspect of field force

management.

Fig. 11.5 Overview of model logic

Fig. 11.6 Overview of the simulation model
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11.3.3 How to Manage Competing Demands

There are three approaches to managing competing demands:

1. Complete all planned work regardless of reactive work: This does not take

advantage of the flexibility of resources.

2. Complete reactive work at the expense of planned work: The service level of

planned work can be seriously affected.

3. In normal volumes, planned work is completed ahead of schedule leaving

flexibility to move resources to reactive work when volumes increase: It is

important to quantify the duration at which resources can be moved to reactive

work to maintain service level. As an example, assume you have products that

have a 10-day lead time. If in normal volumes, these are completed within

5 days; this leaves 5 days where resources on planned work can move over to

reactive work without affecting the service level of planned work.

In most companies (of which the author is aware), option three is not designed,

quantified or sized correctly. Workload triggers need to be quantified at an area

level to identify how many staff are required and for how long they can be

redirected. Simulation modelling is the most accurate and effective approach to

addressing all of the above. The simulation model was used to help eircom design

their response to their field force challenges.

11.4 eircom’s Response

eircom’s response was based on simulation model outputs but also took process/

cultural factors into account. The main changes were:

• As an interim solution to managing competing demands, work was split into the

following two business units in order to improve business processes:

– Delivery (planned work)

– Repair (reactive work)

• The control of work management was centralised.

• The country was split into 244 areas and 40 teams.

• The number of technicians required by area was calculated by the model and

implemented as part of the change programme (model output).

• In the eircom’s dispatch tool, all areas were linked to their neighbouring areas

(i.e. secondary areas) (model output).

• Jobs were ordered based on priority rules that mainly focussed on service levels

(i.e. earliest requirement date).

• The dispatch tool would dispatch a job based on a technician’s home/primary

area first and then look for jobs in their neighbouring/secondary areas even if this

was outside the team area—this eliminated hard boundaries (model output).
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• The use of primary and secondary areas gave rise to a domino effect. As an

example, if there was a high level of faults in the north of the country, techni-

cians would all move one step in the direction of the work.

• National response teams were established. These represent mobile technicians

who move on a daily/weekly basis to areas where required (model output).

• Overtime rules (i.e. trigger points) were calculated by the model in order to

ensure that overtime was turned on early enough to help improve service level.

• Weekly capacity planning meetings were set up in order to move technicians to

areas with backlog.

• Local knowledge issues were addressed by:

– Using IT systems to localise equipment and GPS to reduce travel times

– Moving technicians into different areas to remove the reliance on an individ-

ual technician

• Responsibilities were split between field and dispatch centre (see Table 11.3).

After correctly sizing the organisation and implementing soft boundaries using

the dispatch tool, eircom saw a significant improvement in the following:

• Field resources: reduced by 19 %.

• Service level: increased by 16 %. See Fig. 11.7.

• Productivity: remained constant.

• Overtime: decreased by 60–80 %, depending on year. See Fig. 11.8.

• Savings: of approximately €6.8 m.

• NPS (Net Promoter Score): up 14 points between March 2011 and January 2012.

The focus of eircom (from senior management to technicians) is now on service

level

11.5 How Is eircom Unique in Its Use of Simulation?

The success of using simulation modelling and its ability to be objective (i.e. not

biased to manager, union, board4 or customer) has resulted in it being a trusted tool

within eircom. As an example, resource deployment changes are modelled with the

results being presented to the union before decisions are implemented. Similarly, if

the board or the regulator5 proposes a business change (e.g. a change in working

hours), the model is used to evaluate the impact. Simulation, which is now an

integral part of eircom’s business/strategic planning, is used as an arbiter (see

Fig. 11.9).

4 The board of management makes strategic decisions for the company.
5 The government appointed a regulator who defines the level of services to be achieved and can

levy fines if these service levels are not achieved.
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Table 11.3 Field and centre responsibilities

Centre responsibili�es Field responsibili�es
Scheduling, priori�za�on and word distribu�on Resource availability

Jeopardy management, escala�ons Produc�on/produc�vity

Resource planning People management

Resource u�liza�on Quality

Service level agreement management Health & safety

Fig. 11.7 Two-day speed of repair

Fig. 11.8 Overtime by year (in millions €)
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11.5.1 Dispatching the Next Generation

eircom’s implementation of the simulation model’s recommendations (case study

and current use) has identified weaknesses/requirements in their dispatch tool.

Other field force managers have had similar experiences with their dispatch tools.

From an initial review of next-generation dispatch tools on the market, the follow-

ing are the key new features:

• Dynamic road-based routing: calculates the travel time by road from point A to

point B, taking traffic into consideration (e.g. Bing, Google Maps, PTV (PTV

2013), PG Routing (PGRouting 2013)). This can use 2 approaches:

– Routing is optimised after the technician is allocated the jobs.

– Routing is optimised before the technician is allocated the jobs.

– Approach 2 is the preferred option as it groups jobs, based on shortest travel

time, into a bundle before giving them to the technician.

• Optimisation: refers to the running of multiple schedules and the scoring of

each of these schedules based on their performance, in terms of productivity and

service level. An effective optimisation tool uses algorithms to minimise the

number of schedule runs while achieving an optimum outcome. Examples of

optimisation scheduling tools include TOA, CLICK, Scheduling 360, Service

Power and BT.

• Artificial intelligence (AI): AI support tools offer solutions that assist managers

or technicians in making decisions (e.g. recommendation of areas which require

over time) or actually make the decision itself (e.g. automatically contact the

appropriate technician to request that they work over time).

Key Players

Unions

Board Regulator

Business-Plan 
run 4 times a year

Unions evaluate 
results

Finance request 
experiments

Requests are 
modelled

Simulation
is

objective

Managers

Fig. 11.9 Key players—simulation as an integral/objective part of eircom
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• Amore effective ability to balance productivity with service level: the ability

to easily adjust the business rules for different operating environments, for

example, during high volumes (i.e. storm mode), the business rules may focus

on productivity, while during normal volumes (i.e. normal mode), the business

rules may focus on service level.

• Learning-based algorithms: refer to systems that learn how long a technician

takes to carry out a task and, based on this, loads them with tasks appropriately.

• Cloud-based systems: ‘Cloud computing describes a variety of different com-

puting concepts that involve a large number of computers that are connected

through a real-time communication network (typically the internet)’ (Mariana

Carroll 2012). In cloud-based dispatch tools, the full application and all data are

stored on the cloud in both public and private domains.

While the Gartner report on field force dispatch evaluates current dispatch tools

(McNeill et al. 2012), the authors are currently involved in identifying how

effectively dispatch tools operate in actual organisations (i.e. do they work?).

This ongoing work compares and contrasts dispatch tools based on (1) sample

orders, (2) how they are being used by organisations and (3) whether or not they are

meeting organisational needs.

11.6 Conclusions

This chapter discusses part of eircom’s ongoing journey to improve customer

experience and reduce cost. eircom was in difficulty with service levels ranging

between 60 and 64 % in 2007 and a belief that they were nationally overstaffed. Due

to the complex interactions of skill, geography and competing demand of planned

and reactive work, eircom chooses simulation modelling (provided by CIM Ireland)

as the most accurate approach to design their solution. A simulation model was used

to design a new field force organisation, size technician requirements at an

exchange level and design the business rules to manage the field force.

This resulted in a 16 % improvement service level, a 19 % reduction in

technicians and overtime going from 7 million to 3.5 million per year. Simulation

(provided by CIM Ireland) continues to be used within eircom as an arbiter to

evaluate business decisions. And as part of this journey to improve customer

experience and reduce costs, new requirements for a dispatch tool have emerged

(to further balance service level and productivity). CIM Ireland is currently explor-

ing new tools on the market.
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Chapter 12

Understanding Team Dynamics with

Agent-Based Simulation

Thierry Mamer, John McCall, Siddhartha Shakya, Gilbert Owusu,

and Olivier Regnier-Coudert

Abstract Agent-based simulation is increasingly used in industry to model sys-

tems of interest allowing the evaluation of alternative scenarios. By this means,

business managers can estimate the consequences of policy changes at low cost

before implementing them in the business. However, in order to apply such models

with confidence, it is necessary to validate them continuously against changing

business patterns. Typically, models contain key parameters which significantly

affect the overall behaviour of the system. The process of selecting such parameters

is an inverse problem known as ‘tuning’ In this chapter, we describe the application

of computational intelligence to tune the parameters of a workforce dynamics

simulator. We show that the best algorithm achieves reduced tuning times as well

as more accurate field workforce simulations. Since implementation, this algorithm

has facilitated the use of simulation to assess the effect of changes in different

business scenarios and transformation initiatives.

12.1 Introduction

Agent-based simulation is increasingly used in industry to model systems of interest

allowing the evaluation of alternative scenarios. By this means, business managers

can estimate the consequences of policy changes at low cost before implementing

them in the business. In the case of large field workforces, agent-based simulation

can provide important insight into the operational effects of new product introduc-

tions, special events and changes in demand.
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However, in order to apply such models with confidence, it is necessary to

validate them continuously against changing business patterns. Generally, models

contain key parameters which significantly affect the overall behaviour of the

system. Validation requires an appropriate selection of parameters such that the

behaviour of the system most closely conforms to observed reality in known

circumstances, typically determined from historical data sets. The process of

selecting such parameters is known as ‘tuning’.

Parameter tuning is what is known as an inverse problem, that is to say that

simulation runs compared against real data are used to evaluate the simulation

parameters. Candidate parameter values are set in a simulation and are evaluated in

terms of the closeness of fit the output gives to historical data. Where simulations

are computationally expensive, efficient search is necessary to limit the number of

simulations required to select suitable parameters in reasonable time.

Workforce Dynamics Simulator (WDS) is a dynamic business simulation envi-

ronment developed at British Telecom (BT). WDS enables the simulation of

various working practices, organisational structures and work allocation scenarios

in the light of event-driven perturbations to examine their impact on the execution

of work plans based on historical or generated data. It has been used to model the

BT engineering field force, simulate scenarios on service provisioning and repair

and track resultant right first time measures, derived from the daily volume of jobs

completed by or out of commitments. WDS has been used on a number of

transformation programmes that impact upon customer experience. It has been

used in developing scenarios to improve the customer appointments. WDS has

also been used in assessing the impact of resourcing levels on Service Level

Agreements (SLAs).

For a given scenario, WDS takes detailed input data on geographical locations,

tasks to be completed and engineers available over a period of days, typically a

90-day planning period. The system simulates the performance of all tasks, includ-

ing missed deadlines, rescheduled or dropped tasks, job completion times and

between-job transit times. A key problem is that WDS is sensitive to choice of

input parameters. These must therefore be tuned to ensure that the prediction output

by WDS is as accurate as possible.

The remainder of this chapter is structured as follows. In Sect. 12.2 we describe

the WDS system and explain the need for parameter tuning. Representations of

parameter tuning as an optimisation problem are discussed in Sect. 12.3. Addition-

ally a number of candidate optimisation algorithms are presented. Section 12.4

describes an evaluation methodology by which the performance of different algo-

rithms on WDS parameter tuning is defined and fair comparisons made. Several

experiments are defined, and their results are presented and analysed in Sect. 12.5.

Overall conclusions are presented in Sect. 12.6.

184 T. Mamer et al.



12.2 Team Dynamics in Field Service Operations

British Telecom (BT) operates field service teams of telecommunication engineers

carrying out a series of operational tasks, each within a defined geographical region.

The operation of each team is complex with typically hundreds of tasks, dependen-

cies between tasks and multiple sites requiring travel between tasks. Engineers

within a geographical region are organised into multidisciplinary teams travelling

in vans to task sites. Some equipment is carried as standard in vans; other equip-

ment or parts for a task are retrieved from storage locations within the region.

Periodically fluctuations in demand, changes to customer SLA and other factors

necessitate reorganisations or changes to working policy for field teams. It is

important therefore for management to understand the likely impact on operations

of any proposed changes.

Workforce Dynamics Simulator (WDS) (Liret et al. 2009; Liret and Dorne 2009;
Shah et al. 2009; Borenstein et al. 2010) is a simulation environment developed at

BT which enables large-scale simulation of field service workforces and resources.

WDS uses historical or generated data to investigate the execution of work plans.

The system is used in BT to support business decision-making. Particular scenarios,

such as predicted variation in demand or the introduction of new SLAs, can be input

to the system and their likely effect on operations calculated. The results of the

simulation can then be taken into account when deciding policy.

WDS takes detailed input data on geographical locations, tasks to be completed

each day and engineers available on each day. The task details include among other

things their type and location, what skills are required to complete these tasks and

details of any existing appointments. The engineer details include among other

things their rosters, skills, preferred working areas and starting locations.

WDS uses this input data to simulate the completion of tasks over a number of

days. The process starts with the time at which the task is reported and enters into

the system and continues with the tasks being allocated to an engineer which then

travels to the task’s location and completes the task (or fails to do so). The

allocation of tasks to engineers is done through a scheduler which uses a rule-

based allocation system to decide which task is allocated to an available engineer.

This scheduler takes into account geographical domains and locations, technical

skills that are available and required, importance of tasks as well as their appoint-

ments and committed times.

After a simulation is run, WDS provides a detailed report, containing daily

expected numbers on productivity, volume of jobs completed, volume of jobs

failed, volume of jobs carried over to the next day and the percentage of successes.

This can then be used to support decision-making in the business. See Fig. 12.1 that

shows a dataflow diagram of WDS.

In this chapter, we are concerned with ensuring the validity of WDS so that

simulations are as reliable as possible. BT maintains data sets of actual operational

outcomes for a variety of geographical locations over 30–90 daytime periods. WDS
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can be run on actual task lists for these periods and the output report compared with

known outcomes.

It is observed that the predictive accuracy of WDS is highly sensitive to five key

simulation parameters. These are:

• Average speed (AS): the average speed at which the engineers travel between

task sites.

• Inefficiency factor (IF): an estimated number of minutes for which engineers are

idle after each job completion. No jobs can be assigned to them during this time.

• Overtime allowed (OA): the additional time that engineers spend completing a

task, after the rostered time has elapsed. This affects completion rates.

• Lateness allowed (LA): the amount of time engineers can use to complete a task

when they have arrived on location too late.

• Distribution of reassigned tasks (RT): the proportion of jobs which have a strong

probability of failure after the first assignment. These tasks will then be

reassigned.

Alterations to these parameters often yield a significant change in the output of

WDS simulations. The challenge then is to tune these WDS parameters so that the

simulation of test scenarios yields results as close as possible to the known out-

comes. Once the parameters are tuned to a test scenario, WDS can be used to

simulate the effect of changes in other setups such as the effect of adding more

technicians to the workforce or adding more jobs to the work stack.

A naı̈ve approach to WDS tuning is the parameter sweep: a large grid of

combinations of the possible values for these tuning variables is simulated and

evaluated exhaustively. More formally, ranges are defined for each of the five

tuning variables AS, IF, OA, LA and RT as well as a step-size k. The step-size

defines how many values in between these ranges will be tested. Given a step-size

of k, then for any particular parameter v with range vmin to vmax, k equally spaced

parameter values will be tested, including vmin and vmax. The ith value in this

sequence is denoted vi and is calculated from the formula vi ¼ v0 + (i � 1)(vmax
� vmin)/(k � 1). Step-size kmay of course vary for each parameter v. We denote by

variable I a vector of indices (i1, i2, i3, i4, i5) where each ij is in the range 1 to kj. We

define the parameter set indexed by I, p(I), to be the vector of parameter values

Fig. 12.1 WDS dataflow
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(AS_i1,IF_i2,OA_i3,LA_i4, RT_i5). We also define a functional notation to represent

the process of inputting a vector p of parameters to the simulation. The notation eval
(p) is used to represent a numerical measure of that output against known outcomes.

More detail on the nature of eval is given later, but for now we assume we are

maximising it. As a convenient notation for cycling through the indices, we write I+

+ to mean a milometer-style increment to the vector. That is, each time ++ operates

on I, the following two rules are applied:

• The rightmost index is incremented by 1.

• If any index j is at its maximum value kj, and it is to be incremented, then it is set

back to 1, and the next index to the left is then incremented by 1.

We note that this increment operator also imposes an ordering on the values of I.
With this notation in place, the Parameter Sweep Algorithm is as follows

(Fig. 12.2):

The algorithm starts with the minimum value in each parameter range and

systematically iterates through all combinations of parameter values. For each

parameter set p, eval (p) is computed. Each computation of eval requires a simu-

lation run. This quickly becomes computationally expensive as greater precision on

parameter values is sought. We note that Parameter Sweep has a computational

complexity of O(k1k2k3k4k5).
Typical value ranges for the WDS parameters are given in Table 12.1 in the

following section. In this example, there are 32�64�64�16�16 ¼ 33,554,432

parameter combinations. As each parameter set needs to be simulated, this is the

minimum number of times that the simulation would have to be run using the

Parameter Sweep Algorithm on typical value ranges.

To run one simulation of one week (7 days) takes on average 105 s.1 So if we

were to test each of these possible combinations for 1-week simulations, it would

take around 3,500,000,000 s, which would amount to almost 113 years. However,

WDS usually simulates over 90 days which makes the time intractable.

A further limitation of Parameter Sweep is that no value between the steps will

be tested. In a complex and irregular simulation such as this, it is unlikely that

optimal parameters will be found at points on an evenly spaced grid of values. It is

I = (1,1,1,1,1)
p = p(I)
p* = p
while I < (k1,k2,k3,k4,k5) {

I++
if eval (p(I)) > eval (p*) {

p* = p(I)
}

}
return p*, eval (p*)

Fig. 12.2 Parameter Sweep

Algorithm

1 This time was measured on an Intel(R) Core(TM) i5 CPUM 520@ 2.40 GHZ, 1.86 GB of RAM.
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clear therefore that a naı̈ve parameter sweep is not an appropriate method to find the

best set of parameters. A more efficient algorithm is required.

12.3 Representations and Algorithms

In this section, we will investigate algorithms that search the ranges of possible

parameter values in order to find the best parameter set possible with the compu-

tational resource available. Traditional gradient-based approaches are infeasible

here due to the irregularity of the search space, so we turn instead to metaheuristic

algorithms. The general workflow is diagrammed in Fig. 12.3. A metaheuristic

algorithm maintains a population of solutions to a problem, normally initialised at

random. At each iteration, solutions in the population are evaluated, and this

information is used to determine a successor population of solutions to be exam-

ined. The process by which the successor solutions are produced is called the

metaheuristic. The process continues until some termination criteria have been

reached, for example, the available computational resource has been exhausted.

A wide variety of metaheuristics exist, and they have been successfully applied

to a broad range of problems in science and engineering. There are two essential

requirements for application of a metaheuristic to a problem. First, solutions need to

be represented in a way that can be manipulated by the metaheuristic. Second a

procedure must exist by which any selected solution can be evaluated. Here

solutions will represent value choices for the five WDS parameters, and the

evaluation will be based on comparing outputs from the simulation with known

outcomes from historical operations. Of particular interest will be to find high-

quality parameter sets with a restricted number of solution evaluations. In the rest of

this section, we define some representations of parameter sets, and we select a set of

algorithms to try on the problem. We define the eval function precisely in

Sect. 12.4.

Table 12.1 The five decision variables, their ranges and the number of bits allocated to them

Average

speed

Overtime

allowed

Lateness

allowed

Inefficiency

factor

Reassigned

tasks dist.

Minimum 10 0 60 2 2

Maximum 41 63 123 17 17

No. of values 32 64 64 16 16

Bit required 5 6 6 4 4
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12.3.1 Representations

The natural way to represent WDS parameters is as a vector of five floating-point

numbers. We call this the real-valued encoding, and it will be used directly by some

of the algorithms that we study. Other algorithms in this work require a binary-
valued encoding. This is defined as a single binary string that can then be decoded to
recover values for each variable. There is a design choice to be made as to how long

the binary string is and how many bits are allocated to each variable. After some

experimentation and examination of typical variable ranges, we adopted the scheme

displayed in Table 12.1.

Thus, each solution generated by an algorithm using the binary encoding

consists of 25 bits and is converted into a set of five parameters by binary to integer

conversion of those sections of the string devoted to each parameter. For example,

the first five bits are converted into a natural number between 0 and 31. Then the

minimum value for AS, min(AS) ¼ 10, is added, which gives us a number between

10 and 41, corresponding to the range given in Table 12.1. This process is then

replicated mutatis mutandis for OA, LA, IF and RT, respectively.

12.3.2 Algorithms

In this study, we perform comparative experiments with a range of metaheuristic

search algorithms. They include population-based Evolutionary Algorithms

(EA) (Goldberg 1989; Davis 1996), Estimation of Distribution Algorithms (EDA)

Fig. 12.3 General

workflow of a metaheuristic

algorithm

12 Understanding Team Dynamics with Agent-Based Simulation 189



(Muehlenbein and Paaß 1996; Larrañaga and Lozano 2002; Shakya and McCall

2007) as well as one non-population-based algorithm.

All of these algorithms conform to the workflow given in Fig. 12.3 but differ in

the specific metaheuristic used to generate successor solutions. We set out the

algorithms and explain the metaheuristic below. Further details of the algorithms

may be found in the references given.

• Genetic algorithm (GA) (Goldberg 1989; Mitchell 1997), an EA. Its

metaheuristic generates successor populations of solutions using operators

inspired by natural evolution: selection, crossover and mutation. We have used

both binary encoding and real encoding to represent solutions for GA.

• Population-based incremental learning (PBIL) (Baluja 1994; Baluja 1995),

an EDA. The PBIL metaheuristic estimates an independent probability distribu-

tion for each solution variable from a set of selected high-value solutions. This

distribution is then sampled to generate successor populations of solutions. We

have used a binary encoding to represent solutions for PBIL.

• Distribution estimation using Markov random field with direct sampling

(DEUMd) (Shakya 2006; Petrovski et al. 2006; Shakya et al. 2010), also an

EDA. The DEUM metaheuristic estimates the distribution of value across

solutions and then samples higher-quality solutions with a high probability.

DEUMd also uses a binary encoding.

• Univariate marginal distribution algorithm for continuous domains

(UMDAc) (Gonzalez et al. 2002; Yuan and Gallagher 2009), an EDA. The

UMDAc metaheuristic operates on a floating-point encoding and estimates a

Gaussian distribution of solution variable values from a set of selected high-

value solutions.

• Simulated annealing (SA) (Kirkpatrick et al. 1983; Otten and van Ginneken

1989). SA iterates on a sequence of single solutions, which for our purposes we

regard as a population of size 1. The SA metaheuristic is an energy-minimisation

technique modelled on the cooling properties of metals. We have used both

binary and real encodings for SA.

12.4 Evaluation

In this section we use the simulation and given historical outcome data to provide

the eval function for solutions. Each algorithm defined in Sect. 12.3 will be

implemented as a wrapper for the simulation: that is, a call on eval (p) for a

given solution p will cause the parameters defined by p to be passed to WDS.

WDS will then simulate a given historical scenario using these parameters. The

output of WDS will make a set of comparisons of the simulation output with

observed outcomes and combine these into a single value which will be returned

as the value of eval (p). The wrapper schema is diagrammed in Fig. 12.4.
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This eval function is composed of a Pearson Correlation Score (Rodgers and

Nicewander 1988) (measuring the correlation between two variables overtime) and

a Mean Absolute Percentage Error (MAPE) (Makridakis and Hibon 2000) (mea-

suring accuracy in a fitted time series) calculated between the daily simulated

outcomes and observed outcomes over a period of d days.

The observed outcomes used in this work are comprised of real world observa-

tions on tasks belonging to two different categories: Provision and Repair. Provi-
sion tasks deal with proactively installing some telecommunications infrastructure

needed for future services, whereas Repair tasks are reactively carried out in

response to customer’s immediate needs.

For each day i, the observed outcomes consist of the following values:

• Provision Performance (PPi): the percentage of Provision tasks successfully

performed on day i
• Repair Performance (PRi): the percentage of Repair tasks successfully

performed on day i
• Provision Failures (PFi): the number of Provision tasks which has failed on day

i, that is completed but after the scheduled time

• Provision Successes (PSi): the number of Provision tasks which was completed

successfully on day i
• Provision Totals (PTi): the total number of Provision tasks which has been

completed on day i(PTi ¼ PFi + PSi)
• Repair Failures (RFi): the number of Repair tasks which has failed on day

i (completed but after its committed time)

• Repair Successes (RSi): the number of Repair tasks which was completed

successfully on day i that is completed but after the scheduled time

• Repair Totals (RTi): the total number of Repair tasks which has been completed

on day i (RTi ¼ RFi + RSi)

Fig. 12.4 Wrapper schema for WDS
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12.4.1 Pearson Correlation Score

The WDS outputs each of these Provision and Repair measures for each day, and so

we can make comparisons of simulated outcomes with observed ones. First, for

each simulated outcome, x, we compute the Pearson correlation coefficient against

the observed outcomes, r(x), as follows:

r xð Þ ¼
Xd

i¼1
xActi � xAct
� �

xSimi � xSim
� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

i¼1
xActi � xAct
� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

i¼1
xSimi � xSim
� �2q ð12:1Þ

where xSim is the simulated outcome for day i and xAct is the actual observed

outcome for day i.
Then we combine the Pearson correlations for all eight values together into a

weighted Overall Simulation Pearson Score which we attribute to the input param-

eters p, OSPS (p):

OSPS pð Þ¼ α� r PPð Þj jþ r PRð Þj j
2

� �
þ 1�αð Þ� r PSð Þj jþ r PFð Þj jþ r PTð Þj jþ r RSð Þj jþ r RFð Þj jþ r RTð Þj j

6

� �
ð12:2Þ

where correlation weight α is a parameter provided to the function in order to

balance the weight of the performance percentages (PP and PR) and the task counts.

In this work, α ¼ 0.7, assigning more weight to performance percentages than to

the counts of tasks.

12.4.2 Mean Absolute Percentage Error

Second, for each simulated outcome x, we calculate the Mean Absolute Percentage

Error (MAPE) as ε(x) over the period of d days:

ε xð Þ ¼ 1

d

Xd
i¼1

xSim� xAct

xSim

���� ���� ð12:3Þ

Then we combine the MAPE scores for all eight values together into one Overall

Simulation MAPE Score, MAPE (p) which we attribute to the input simulation

parameters p:
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MAPE pð Þ¼ β� ε PPð Þj jþ ε PRð Þj j
2

� �
þ 1�βð Þ� ε PSð Þj jþ ε PFð Þj jþ ε PTð Þj jþ ε RSð Þj jþ ε RFð Þj jþ ε RTð Þj j

6

� �
ð12:4Þ

where error weight β, similar to α above, is a parameter provided to the function in

order to balance the weight of the performance percentages (PP and PR) and the

values counting tasks. In this work, β ¼ 0.7.

12.4.3 Overall Simulation Score

Finally, OSPS( p) and MAPE( p) are combined to compute one overall Simulation

Score simScore(p) for each set of input parameters p:

simScore pð Þ ¼ �
γ � OSPS pð Þ þ 1� γð Þ � 1�MAPE pð Þð Þð Þ ð12:5Þ

where γ allows the balancing between OSPS( p) and MAPE(p). In this work, we set

γ ¼ 0.5, assigning equal weight to both scores. As this final score aims to maximise

the correlation while minimising the errors, (1 � MAPE( p)) was used. The param-

eter set resulting in the highest overall simulation score is considered to be the best.

The wrapper schema can now use a number of different algorithms to find solutions
which consist of (or can be converted to) sets of tuning variables p and use WDS to

calculate their evaluation:

eval pð Þ ¼ simScore pð Þ ð12:6Þ

The optimisation problem is to find the set of variables V that maximise eval( p).

12.4.4 Objectives

To evaluate the results achieved, we compared the different algorithms not only

with each other, but we also used a benchmark which we aimed to outperform. This

benchmark is the performance of the Parameter Sweep algorithm, restricted to a

computationally tractable number of evaluations, that is to say using a very coarse-

grained grid. We ran Parameter Sweep using the following step-sizes and with

standard ranges set for all the metaheuristic algorithms. These are shown in

Table 12.2.

Using this setup, the tool ran 4�3�7�8�8 ¼ 5,376 simulations. The best result

found with Parameter Sweep had an eval of 0.8077 (see 12.6). Note that we would
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expect this to be a poor result given the coarse-grain nature of the grid and the

known sensitivity of WDS to parameter values. During our experiments, our

objective was to address the two following challenges:

1. Surpass this benchmark (e.g. consistently find a set of tuning variables which

result in a better fitness than Parameter Sweep).

2. Find results at least as good as the benchmark but running significantly fewer

simulations.

12.5 Experiments and Results

12.5.1 Algorithm-Specific Settings

We ran each of the presented algorithms on our WDS tuning problem using a

number of different algorithm settings. Because simulations in WDS are very time-

consuming to run, most algorithms ran for almost a whole day before results could

be analysed. Some even ran over several days (e.g. DEUMd and SA using real

encoding). Because of these long execution times, we were not able to run every

possible algorithm configuration multiple times extensively. Instead, we ran our

experiments in two stages. In the first stage, we tested a wide range of configura-

tions for each algorithm by running each of them twice. Based on the results

achieved from those, we selected the most promising configuration for each algo-

rithm. In the second stage, we ran the chosen configurations six times.

For all algorithms except SA, which operates on a single solution per iteration,

we set a population size of 50 solutions. We also allowed for the two best solutions

of each generation to pass over to the next generation unaltered. As it was our aim to

outperform our benchmark, we did not allow any of our algorithms to run more

evaluations than our benchmark (5,376). To determine an appropriate maximum

number of generations, we investigated the point at which each algorithm con-

verged in our first stage experiments. We consequently ran GA and UMDAc for a

maximum of 50 generations, PBIL for 60 generations and DEUMd for 100 gener-

ations. We allowed SA to execute a maximum of 3,000 generations. In light of this

relatively small amount of evaluations, we set an accordingly large SA cooling rate

of 0.05 in both real- and bit-encoding experiments. We set PBIL to use a selection

size of 20 and a learning rate of 0.3. We used GA with one-point crossover, a

Table 12.2 Parameter Sweep

benchmark configuration
Min Max Step-size No. of values

AS 10 40 10 4

OA 0 60 30 3

LA 60 120 10 7

IF 2 16 2 8

RT 2 16 2 8
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crossover probability of 0.7 and a tournament selection operator. Our first stage

experiments indicated that using a real encoding, GAs find the best solutions using a

mutation rate of 0.1, while a mutation rate of 0.05 worked best when using a bit

encoding. For DEUMd, cooling rate was set to 6.0. We refer the reader to referenced

literature for more details on these algorithm configurations.

12.5.2 Solution Caching

Often, metaheuristic algorithms will generate solutions that have been tested for

fitness previously in the same execution, especially when the search converges into

one area of the search space. As our WDS tuning objective function is so expensive

to run, we avoided multiple simulations using identical decision variables. We

implemented a Solution Cache, a table in the working memory, storing each

solution which has already been evaluated in the current execution and its eval.
Each time a solution is evaluated, it is checked whether it is already stored in the

Solution Cache. If it is, the previously calculated evaluation is reused avoiding a

rerun of the simulation.

12.5.3 Results

The evaluation mean and standard deviation (st Dev), as well as the evaluation

score of the overall best solution found, are given in Table 12.3. It also gives the

mean improvement on the benchmark for the best solutions found for each algo-

rithm. Finally, Table 12.3 also gives the mean number of evaluations

(i.e. simulations) run by each algorithm. This value is different from the maximum

number of allowed evaluations due to solution caching. Figure 12.5 plots the mean

best and best overall evaluation achieved for each algorithm. For comparison, we

also plot the benchmark evaluations in Fig. 12.5.

12.5.4 Discussion

In this work, we set two different challenges. The first was to find better solutions

that can be found by a benchmark Parameter Sweep using a feasible number of

simulations. This challenge was met by all of the tested algorithms.

The second challenge was to maintain solution quality but using significantly

fewer evaluations. This challenge was also met by all of the tested algorithms. In

fact, it was clear from the first stage of our experiments that such a high number of

simulations are never required to find good results, irrespective of the algorithm

configurations tested. For our second stage of experiments, we therefore set the
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population size and maximum generation parameters so that more than 3,000

simulations are unlikely to be run.

From the results presented in Fig. 12.3, we can clearly see that UMDAc performs

best on theWDS tuning problem, both in terms of the overall best result found in six

executions and in each individual execution. UMDAc needs to run around 1,500

simulations, which is a significant improvement compared to the benchmark of

5,376; however, some algorithms, notably GA, can exceed the benchmark with far

fewer simulations, though with some penalty in solution quality. DEUMd, a close

third in terms of evaluation quality, has the lowest variation, therefore finding good

solutions reliably. However, this is at the expense of a comparatively large number

of simulations during its execution. SA (bit), SA (real), PBIL and GA (real) behave

comparably in terms of the fitness of solutions found; however, SA (real) has to run

a much larger number of simulations during its execution. Finally, GA (bit) is the

Table 12.3 Results

Algorithm Mean StDev Best Eval Improvement on    
Benchmark
Mean           Best

Mean Number of 
Evaluations

UMDAc (real) 0.8312 0.0054 0.8389 0.0235 0.0312 1462
PBIL (bit) 0.8209 0.0028 0.8252 0.0132 0.0175 1283
GA (real) 0.8226 0.0053 0.8284 0.0149 0.0207 1090
GA (bit) 0.8140 0.0058 0.8230 0.0063 0.0153 334
SA (real) 0.8240 0.0036 0.8293 0.0147 0.0179 2733
SA (bit) 0.8232 0.0054 0.8321 0.0155 0.0244 1410
DEUMd (bit) 0.8236 0.0025 0.8279 0.0163 0.0216 2926

Fig. 12.5 Mean evaluation and maximum evaluation achieved with each algorithm. They are

arranged after the benchmark in descending order with respect to the mean fitness
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worst in terms of the fitness of the solutions found; however, in most cases it is still

finding solutions which are better than the benchmark. It is also worth pointing out

that it runs a remarkably small amount of simulations during its execution, less than

half the amount of the next lowest algorithm we tested. This is due to convergence

on suboptimal solutions with significant use of solution caching. GA (real) has

similar properties, using less than a third of the evaluations used by UMDAc and

less than a tenth of those used by the Parameter Sweep.

The results suggest a trade-off between finding the best overall solution and the

number of evaluations required to get there. Considering that WDS simulations take

a long time to run, using an algorithm which converges more quickly may be worth

a small penalty in solution quality.

The results also suggest that better solutions are found when they are encoded as

real numbers, the natural encoding for this problem. In particular, for those algo-

rithms (GA and SA), which offer a choice of both encoding schemes, the real

encoding always delivers better solutions compared to the bit encoding.

12.6 Conclusions

WDS is an important tool for supporting strategic decision-making at BT. Its value

is in the ability to make reliable forecasts of the likely effect on operations of policy

and demand changes, and therefore this value rests on valid and reliable simulation,

achieved through precise tuning of five key input parameters. We have shown in

this work that metaheuristic algorithms can be used effectively and efficiently to

automate the tuning of WDS parameters. Our experiments showed that

metaheuristics find better tuning variables than a naı̈ve Parameter Sweep in a

significantly shorter period of time.

The algorithms show variation in performance depending on the encoding used,

and, within the overall speed-up obtained by all algorithms over Parameter Sweep,

there is some trade-off between quality of solution and the number of simulation

runs needed to attain it.

In the wider context of management decision-making, the broad value of the

metaheuristics is that they systematically select parameters that have experimental

validity in a reasonable timescale, and, from that point of view, the metaheuristic

algorithms each add similar value. In fact, all of them are now incorporated for

standard use in the WDS tool.
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Chapter 13

Effective Engagement of Field Service Teams

Tanya Alcock and Jonathan Malpass

Abstract Successfully engaging and motivating any work force is vital; how to

accomplish such a challenge is the focus of this chapter. It is the shared view of the

authors that attaining employee engagement requires a finely tuned mix of actions

based upon understanding the workforce from a qualitative and quantitative view-

point. The qualitative view, based on social science research, reveals insights into

peoples’ actions, their behaviours, attitudes and values. The quantitative view

provides the essential knowledge and information to facilitate the employee’s job

in hand as well as enable the workforce to reach their full potential. This chapter

outlines nine components which emerged from this approach, components that any

organisation needs to understand and action to influence employee engagement.

13.1 Introduction

People are the key asset of any organisation, and those deploying field-based

workforce teams cannot afford to be indifferent or ill informed about their work-

force. If they are, any efforts an organisation makes on forecasting, modelling and

delivery of field operations will be to limited avail. One thing is clear: an engaged

and motivated workforce is capable of achievements well beyond simply boosting

productivity (i.e. working harder and faster). Engaged employees are a rich source

of recommendations for improvements to current (inefficient) working practices,

they can provide innovative new business ideas, they can pull together to produce

fantastic feats during times of crisis, and they can win over new customers as well

as retain defecting customers, all of which contribute to the performance of the

organisation as well as enhancing its competitive advantage.

Furthermore, engagement is a two-way street between the employee and the

organisation, with both parties benefiting when it is achieved and sustained.
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Successful employee engagement goes beyond just benefiting the business;

employee engagement can also be the key to transforming the working lives of

the employees themselves. While an engaged workforce is a happier, well-balanced

and focused team, engagement also works for individuals, allowing people to have

a greater sense of well-being, understand how they contribute to their employer’s

successes, gain emotional buy-in to their work and potentially banish those ‘bad

day at work’ blues. Individuals who are intrinsically motivated, as well as enabled,

are willing to give their best.

This chapter describes a fresh perspective of employee engagement, identified

through the authors’ research. By using a powerful combination of qualitative and

quantitative research techniques, and distilling those findings, nine key components

have emerged that organisations need to understand and action to influence

employee engagement. These components are management style; interpersonal

relationships and team collaboration; incentives; measures and targets; knowledge

and relevant data; continuous improvement; job design; career, mastery and

advancement; and work environment. All the different components addressed are

essential requirements to be considered by organisations when engaging and moti-

vating a workforce. In short, it is an inclusive list of essential components for any

organisation rather than a pick and mix approach.

13.2 Why Bother with Engagement?

The results of successfully engaging and motivating a workforce are evident.

Tamkin et al. (2008) report a 10 % increase in employee engagement can poten-

tially increase profits by £1,500 per employee per year. Sears, the US retailer,

carried out their own investigation into employee engagement which resulted in the

development of the employee-customer-profit chain. They discovered that a 5-unit

enhancement into employee attitude (aligned to engagement) drives through an

increase in customer impression which is worth 0.5 % increase in revenue growth

(Rucci et al. 1998). Harter et al. (2002) found that businesses which typically scored

higher for employee engagement experienced higher profitability; they also found

that productivity via revenue/sales was on average $80,000–$120,000 higher per

month (with one organisation the difference was more than $300,000).

If engaged employees can benefit companies, disengaged employees have an

associated cost all of their own. The disengaged are more likely to leave companies

resulting in raised recruitment costs, as well take more sick days than their engaged

colleagues, on average 6.19 days off a year compared to an average of 2.69 sick

days per year (MacLeod and Clarke 2011 and references therein). As sickness

absence cost the UK economy in excess of £17bn in 2010 (CBI Report 2011),

engaging your employees has a lot of potential benefits.

200 T. Alcock and J. Malpass



13.3 Background and Approach

It is the authors’ opinion that attaining high levels of employee engagement

requires a mix of activities based upon understanding the workforce from both a

qualitative and quantitative viewpoint. The tactic of using a joint approach has

arisen from more than 30 years combined experience, including understanding and

working with large field-based engineering communities within a corporate envi-

ronment. In addition to working with field-based engineers, the authors’ experience

extends to workforces within more traditional office-based locations, including

knowledge workers, contact centres, sales desks and data centres within small-

and medium-sized business operations as well as consumer operational support.

The qualitative research techniques and methodologies used include ethnogra-

phy (O’Reilly 2004), open question interviewing and grounded theory (Strauss and

Corbin 1994). These have afforded a detailed understanding of workforces and the

drivers behind employees’ behaviours. Insights gleaned from hundreds of hours

spent shadowing and observing workers as they carry out their day-to-day work,

watching what they actually do, who they interact with and the barriers they face

while completing their job, are essential to establish a rich qualitative picture (often

combined with interviews and questionnaires). It is these techniques based in social

sciences that have contributed to the overall understanding of employee

behaviour—what people do and why—and what ultimately drives engagement.

A complement to the rich behavioural picture has been the use of techniques

more typically associated with Lean Methodologies (Womack and Jones 2003) and

Six Sigma (Pande et al. 2000). Research techniques such as root cause analysis

(Wilson et al. 1993), statistical process control (Oakland 1996) and randomised

controlled trials (Haynes et al. 2012) not only complement the behavioural studies

but also yield the ‘hard’ (quantifiable) data, an essential requirement of any

business environment. It is typically the hard data which will sway senior manage-

ment decisions; by coupling hard numerical data with behavioural evidence, giving

additional weight and insight which can be absent from the numbers alone, ensures

senior management are enabled to make more informed decisions.

13.4 What Is Engagement?

During this chapter the authors use the term engagement as a generic term referring

to both the attitude and behaviours of employees, in particular the blend of positive

attitudes and resulting behaviours (and actions) that ensue when an individual is

actively engaged in their work and with their organisation. This includes how happy

workers feel, how positively they look upon their company, how well they regard

their co-workers and how involved they are with the work they are undertaking. It

also includes the employee’s willingness to put in extra effort (aka ‘goes the extra

mile’) and provide additional input into a job and the organisation. Engagement
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also includes how intrinsically motivated the individual is by their work, and

therefore motivation is considered as a fundamental part of the engagement story.

Job satisfaction and morale, common terms used in the literature and by organisa-

tions, are also considered to be vital subsets of engagement.

There is a wealth of literature on employee engagement and motivation theories

and how people should be managed and led (e.g. McGregor 1960; Herzberg

et al. 1959; Nohria et al. 2008; MacLeod and Clarke 2011). The authors take the

stance that humans are self- or intrinsically motivated to work as part of their

natural desire to grow, be part of something important and succeed as individuals

(e.g. Ryan and Deci 2000; Pink 2009). You cannot enforce motivation or make

people be motivated: it comes from within. Along with the assumption that, in

general, employees are naturally motivated, the authors consider that motivating

employees is about creating the right environment or culture within which people

can flourish. Therefore engagement is as much about actively removing barriers or

inhibitors which prevent employees from getting on and doing their job as it is

about taking action, because when it comes to motivation and engagement, it is all

too easy to destroy what is often naturally present.

13.5 The Key Components of Employee Engagement

This section describes the nine components of employee engagement that the

authors, through their experience and distinctive approach, have deemed to be

vital to employee engagement. A wide range of subjects is covered, which can

appear quite daunting, but all the components addressed are essential requirements.

13.5.1 Management Style

Our experience has led us to realise that perhaps the greatest influence on any

employee is their immediate manager. How that manager chooses or believes to

manage is of fundamental importance. A simple conversation with any manager

about the responsibilities and practicalities of their role will often reveal their

attitudes and beliefs about their people and uncover their management style and

ethos.

The best people managers instinctively understand the potential within their

employees: they are capable, driven and self-motivated individuals rather than the

‘inert’ employees who can only be cajoled into action via extrinsic rewards (first

challenged by McGregor in his Theory X vs. Theory Y work (1960). They under-

stand that trust and belief in their employees are essential and that their key role is

one of an enabler. Their job is to coach and to remove the barriers that prevent

employees from doing their job. They give employees autonomy and successfully

empower them by giving them appropriate and necessary levels of information,
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responsibility and control. Empowering managers develop their employees’ abili-

ties to make decisions. They instinctively know that the imagination, creativity and

ingenuity of employees can be used to solve work problems. In an effort to develop

and support a culture of empowerment, managers facilitate and direct information

and workflow throughout the organisation. They serve as leaders and role models

for others through their efforts (Brower 1995). Good managers instinctively give

their employees autonomy so they can self-direct (Pink 2009) and they act as both a

catalyst and a nourisher to their employees (Amabile and Kramer 2011).

In contrast, poor people managers often place a strong emphasis on the need to

observe and control their employees; they manage people with the aim of achieving

compliance rather than engagement. Such managers often place high importance on

measures and may even be proud of their ability to ‘manage’ the measures rather

than having pride in their employees’ abilities and achievements. These behaviours

are driven by misguided assumptions about what intrinsically motivates employees

(Deci 1975). They wrongly assume that employees dislike working, need to be

directed, dislike responsibility and must be controlled and threatened before they

will work hard enough (McGregor 1960). They assume that the average person is

only motivated by rewards, incentives and avoidance of penalties (see Sect. 13.3).

Poor managers are, intentionally or unintentionally, toxins to creativity and inhib-

itors to their employees’ true potential (Amabile and Kramer 2011).

13.5.2 Interpersonal Relationships and Team Collaboration

Interpersonal relationships within the workplace stretch beyond management. Indi-

viduals and their levels of engagement and morale are strongly influenced by other

relationships, such as those with colleagues or peers within teams and other groups

with who they have routine contact. Many individuals enjoy the opportunity to

work with others on a regular basis, often referred to as ‘teamwork’ and ‘team

spirit’.

However, in our experience the interpersonal relationships which influence

individuals can often go beyond organisational boundaries. Within customer-facing

teams these relationships often include the customers themselves, even including

the customer’s customer. Interacting with, and helping, a customer is one of the key

drivers of job satisfaction and morale seen in both contact centres and field teams.

The level of ‘emotional’ commitment amongst employees towards the customers

with whom they interact can be a powerful asset which should be utilised.

Given that some of the interactions with customers can be transient, this strong

sense of commitment to customers should be commended, even encouraged,

because of the benefits to the organisation, the employee and the customer. Suc-

cessful emotional engagement with customers is one of the prerequisites to provid-

ing a superb customer interaction and experience (Shaw and Ivens 2002; Reichheld

2006).
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Interpersonal relationships are both formal and informal and usually recipro-

cated. An engineer may have an appointed coach to whom they can go to for help,

but they will also have a widespread network of informal contacts to which they can

turn if specific advice or local knowledge is needed. Typically, such knowledge is

not formally captured by knowledge management systems but relayed between

individuals during early morning meetings in the office or a quick phone call—it is

fluid, fast and specific.

The sharing of such advice and knowledge through informal networks goes

beyond the simple exchange of information required to do the job. It also is an

opportunity to reinforce bonds which have been formed within workplace teams

and enhance team spirit. This can be increasingly important to morale and engage-

ment if team get-togethers are limited due for logistical or geographical reasons.

Such opportunities should be encouraged and facilitated because they benefit both

the company (through knowledge sharing) and employees (through enhanced

camaraderie). A sense of belonging and cooperation are important boosters for

morale within any workplace. Hardy’s PhD study on morale (2010) found that

interpersonal relationships were one of three main contributors to positive morale

(along with future/goal and emotional aspects). Constructive, supportive relation-

ships are associated with high morale; divided, isolated relationships or a bad

atmosphere is linked to low morale. Hardy (2010) also considered morale to be a

contagion, so high morale can be spread from individual to individual, indicting the

importance of encouraging opportunities for team interactions.

13.5.3 Incentives (and the Associated Stick)

‘Pay is not a motivator’ (W. Edwards Deming)

Incentives are the subject of much debate within both social science and manage-

ment science. While it has long since been established that humans are motivated

by matters beyond simple financial rewards (e.g. Maslow 1943; Herzberg 1968;

Pink 2009), the belief that employees are only motivated by rewards or by the fear

of external punishment is endemic within many large organisations. Deci’s studies

(1975; Deci and Ryan 1985) into intrinsic motivation revealed a different view of

what made humans ‘tick’. Herzberg (1968) drew the distinction between ‘motiva-

tion’ and ‘movement’; movement is short term and often via a ‘stick’ or ‘KITA’

(kick in the a**), whereas motivation is often long term and driven by the individ-

ual’s intrinsic motivation to achieve, grow and learn. In short, rewards and incen-

tives don’t create lasting commitment or motivate or engage employees; they just

cause people to temporarily comply with what is required to earn the reward

(or avoid the stick) (Kohn 1999). Hence, a different way of thinking about rewards

is required.

History has not helped; the twentieth century saw a dramatic shift in the type of

work carried out by employees in the western world with a move away from large
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numbers of people carrying out repetitive manual labour-intensive tasks in facto-

ries, yet assumptions amongst some senior management about motivation and

engagement remain resolutely with the mass production ethos. Today’s workforce

is not dominated by large numbers of production line labour forces but increasingly

by autonomous knowledge workers and creative-minded individuals who are

looking for innovative solutions to undefined problems. In situations where creative

thought is required, rewards not only do not work but the evidence points to the fact

that extrinsic rewards (in particular financial rewards) can actually negatively affect

performance (Ariely et al. 2009 cited in Pink 2009).

Incentives can introduce a competitive element which can fracture previously

strong interpersonal relationships; teams of employees can splinter in the scramble

for rewards, destroying cooperation (Kohn 1993). The negative effects of poorly

thought-out and implemented incentive schemes on team dynamics are something

the authors have observed with disputes and disruptions arising amongst previously

harmonious teams.

Issues can also be hidden by employees if they believe revealing problems may

have negative consequences, potentially leading to incentives being withheld

(Kohn 1993). Incentives can also discourage risk-taking behaviour and potentially

encourage people to engage in ‘tweaking’ of numbers and data to maintain previous

incentive levels. A certain amount of ‘massaging’ of the numbers to achieve

required targets is a temptation.

Incentives also have the potential to make managers lazy (Kohn 1993). It is far

easier to dangle a reward in front of an employee than to spend time and effort in

providing the support and encouragement for employees, ensuring they have a good

job to do and are intrinsically motivated and rewarded by achievement and recog-

nition. While in our experience the managers we have observed may not have been

‘lazy’, incentives certainly can be a distraction and can often (unintentionally) drive

unsupportive management behaviour, causing them to focus on the incentive rather

than the ethos (e.g. customer service, quality) behind it.

Evidence against poorly thought-out and implemented incentives is clear; how-

ever, no claim is made that salary is unimportant. Our own experience, the literature

and the mass media show that if wages are perceived to be unfair, it can have a

substantial negative effect on people. Pay is of fundamental importance to

employees. A fair market rate of pay, and if possible stretching beyond the market

rate, will help attract and retain the best recruits. To put it simply, a fair rate will

remove potential distractions and take it off the table (Pink 2009).

13.5.4 Measures and Targets (and a Quick Word About
Goals)

It is vital that targets and measures are addressed as the impact on employees can be

substantial. When considering employee engagement, a ‘good’ measure needs to
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take into account numerous aspects of both the employee’s and the business’

performance. Good measures provide a framework within which to operate so

that everyone is clear on the part they need to play.

Call Handling Time (CHT) is a traditional measure widely used in contact

centres. It is necessary to understand the average length of call, along with call

volumes, for resource management purposes, but from a customer experience and

employee engagement perspectives, it fails. A positive customer experience is more

likely to be driven by successful resolution of an issue or an effortless transaction

(Dixon et al. 2010), and employees are more likely to be motivated by successfully

helping customers reach these goals [the ‘emotional labour’ component of customer

service (Hochschild 1983; Millet et al. 2005)]. Furthermore, the random nature of

calls means that the contact centre advisor has no control over how long any

particular call can take and so being measured against CHT can cause stress and

disengagement. Finally, the behaviours that may result from trying to meet CHT

targets often impact other aspects of the process: vital information for field oper-

ations may be misreported or omitted altogether, and customers may be left

uncertain of what will happen next.

A good measure is, therefore, one that meets several criteria:

• A holistic view of the process needs to be taken so that the business is able to

meet its primary goal of serving the customer.

• The operative needs to understand the impact they can have on the measure and

their value to the business.

• The operative needs to be able to take action to influence the measure.

• The measure needs to enable and support decision-making.

Measures are important for understanding business performance, but it is essen-

tial to understand that processes operate with a certain degree of randomness,

causing variation beyond the employee’s (and even business’) control. By under-

standing that there is variation, rewarding or penalising employees for random

events can be avoided (Deming 1982). Similarly, understanding exceptional levels

of performance (both good and poor) can lead to better, more robust processes and

improved business understanding.

Targets, as opposed to measures, often drive undesirable behaviour amongst

management and employees and should be avoided. They also fail to look at the

bigger picture. Goodhart’s Law (1975), developed for use within social and eco-

nomic policy, states that when a measure becomes a target, it ceases to be a good

measure because targets and statistics can potentially hide the bigger picture and

actually fail to measure what is intended, making the target itself invalid. For

example, the ambulance service’s ‘speed to dispatch’ target was identified by the

National Audit Office (2011) as problematic because it resulted in multiple

responses to incidents and unnecessary journeys. The 8-min target, designed for

the most seriously ill patients, failed to take into account the broader but vital view

of the well-being of all patients.

Becoming fixated on the target (and the underlying reward/punishment) rather

than the ethos behind it is a common problem throughout many organisations. For
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example, focusing on meeting customer appointment slots can drive the inappro-

priate behaviour of failing to fulfil the appointment altogether. An organisation may

meet their customer appointment target, but some customers may be left waiting for

service if an employee acts to avoid the negative consequences of a missed

appointment slot rather than be a few minutes late.

Lastly, goals have potential to improve employee performance. While goals can

have a limited impact with highly complex and creative tasks, Locke and Latham

(2002) found that setting employees’ challenging (but not impossible) goals con-

sistently leads to higher performance. Goals positively affect performance because

they:

• Direct attention and effort within employees

• Have an energising function

• Encourage persistence (when employees have the necessary level of autonomy)

• Encourage interest and discovery, leading to the use of relevant knowledge

Motivation to achieve the goal amongst employees is raised if the goal has

purpose or rationale, rather than a simple ‘just do this’ (see more in Job Design).

Goal commitment is also enhanced by self-efficacy, which can be raised by training

and experience. Finally, for goals to be successful, feedback is required so

employees can understand progress towards the goals and alter their behaviour

accordingly (Locke and Latham 2002).

13.5.5 Knowledge and Relevant Data

Any organisation needs to know how it is performing in a variety of areas, which

can be summarised as financial, customer, process and learning and growth (Kaplan

and Norton 1992). This information needs to take a holistic view of the business,

with an end-to-end perspective of operations. But high-level, business-wide mea-

sures do not engage employees as they are often not relevant to an individual’s job.

Here, it is much more important to have a few key pieces of information that an

individual can relate to: how it impacts on the customer and how they can use it and

its value to the business.

Given the amount of information that any one person can process at a given time

is limited (Sweller 1988), whether it is the number of systems that are being

simultaneously operated or the number of tasks that a person needs to plan, it is

necessary to restrict the data that an individual has to prioritise and manage so as not

to cause stress through cognitive overload.

This is not to say that data such as task volumes, throughput and errors should

not be collected; it is vital to understand how service and performance can be

improved. It is essential to give employees a view of their performance. It is not

always possible to provide instant feedback but timely updates, whilst particular

events are still fresh in the memory and are important. Visible feedback is relatively

easy to provide for static (or site-based) workers in the form of notice boards,
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control charts, etc. The challenge with the mobile workforce is to present timely,

relevant information.

Similarly, an engaged employee is more likely to want to share information with

their colleagues, and this should be encouraged and facilitated. It is easier to share

information when employees are co-located, so the problems of knowledge sharing

faced by mobile workforces need to be understood. Recent advances in technology

allow smartphone apps and social networking sites to be used, enabling individuals

to collect, share and receive information. Even so, the traditional ‘water-cooler’

conversation is often the most productive way of sharing knowledge, and mobile

workers need to have opportunities to meet with colleagues.

13.5.6 Continuous Improvement

One way to engage a workforce is to give them a significant investment in

improvement programmes. The scale of the programme can be either company

wide or just within a department, but by inviting suggestions from the people that

know the systems and processes best may not only yield the most enlightening

solutions but also gain buy-in to the new solution.

Continuous improvement is an integral part of the Lean Manufacturing

(Womack and Jones 2003) and Lean Service (Seddon 2005) philosophies, and the

introduction of ‘quality groups’, equipped with root cause analysis skills, into

workforces has been seen by these authors to have benefits ranging from teams

adopting radically different roster patterns to meet demand levels to manyfold

improvements in cycle times.

By providing the workforce with the autonomy to make decisions where they

can see benefit both to the customer and the organisation, this can reap dividends for

both the individual and the business. It is essential that there are no limits to the

ideas put forward: a holistic and long-term view should be encouraged. The use of

red-amber-green processes can assist with this freethinking. Each part of the

process is coded accordingly: red if the process must be adhered to (e.g. for legal,

regulatory or safety reasons), amber if the process can be changed but only after the

benefits of improvement suggestions have been assessed and green if the process

can be operated in the way that the employee seems to be most appropriate.

13.5.7 Job Design

‘If you want people to do a good job, you give them a good job to do.’ (Herzberg)

Giving employees meaningless, repetitive, dull tasks which have little variety can

all but destroy engagement and morale, turning employees into robots who just ‘do’

rather than ‘think’. In our experience, problems with engagement can also stem
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from employees who are required to just fix the symptom rather than solving the

underlying root cause of the issue. Repetitive tasks, performed day in, day out, are

unlikely to create a positive working experience or help engage employees. When

employees are given a poorly designed job and then made to feel that their work is

of little value, this is the ultimate kick the teeth to an individual’s sense of worth and

engagement.

Wanting to contribute to something which is meaningful is a basic human desire.

Therefore, motivating and engaging employees is about enabling progress in work

that has a purpose (Amabile and Kramer 2011; Pink 2009). Good job design needs

employees to experience meaningful work and to enable this requires (Hackman

and Oldham 1976):

• The opportunity and the ability to use a variety of skills

• The ability to observe and understand the outcome of their work efforts

• Participation in work which has an impact on others (including co-workers and

customers)

It is about enriching the content of jobs with more opportunities for growth

rather than just making the workload larger (Herzberg 1968).

Good job design also requires mechanisms for effective feedback. This includes

providing employees with regular opportunities to garner information on what they

have achieved and how they are contributing to the organisation, thus providing

essential knowledge on their performance (Hackman and Oldham 1976). Feedback

gives employees encouragement, direction and information and helps provide

meaning and purpose to their work. In our experience when feedback is coupled

with information on the value of the employee’s contribution to the organisation, it

provides a mechanism for positive reinforcement because it makes the employee

feel valued by the organisation in return; it is a two-way street.

13.5.8 Career, Mastery and Advancement

Strongly related to job design is the need for employees to be able to advance and

develop their career. The aspiration to be involved in something that matters and to

get better at it, known as mastery (Pink 2009), is a key driver behind motivation and

is aligned with the human need to advance, grow and attain fulfilment (Maslow

1943).

Inability or lack of opportunity to progress within organisations was found to be

a demotivator (Herzberg 1968). In our experience a lack of career opportunities

within workforces is linked to lower levels of morale and engagement. In some

cases where opportunities were available, the opportunities were so infrequent they

were effectively absent, colloquially known as dead men’s shoes. This results in
frustrated, disengaged employees who are more likely to tread water until other

opportunities arise.
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Hence, all organisations need to provide well-structured career paths and oppor-

tunities for employees to develop. Whilst it is true that some individuals may not

seek promotion or development opportunities, most people need to know that the

opportunity is there if required. It is also key for attracting the highest calibre

recruits and retaining ambitious and talented employees.

13.5.9 Work Environment

What is considered by employees to be their ‘place of work’ can vary and certainly

should not be restricted to the clean, bright and slightly sterile office that many

associate with working environments. Some employees enjoy the isolation afforded

by individual mobile working; others relish having a number of colleagues in close

proximity. Open plan spaces can be distracting to some, but others may find the

buzz stimulating and conducive to productive work. Domestic dwellings are also

the working environment of a large number of mobile workers, as well as (more

importantly) being the customer’s home.

Amongst Herzberg’s hygiene factors (1968) is the expectation that the working

environment is of a satisfactory level. Being a hygiene factor, working conditions

are more likely to upset and demotivate employees if they are poor or considered to

be unacceptable, rather than have a strong positive effect on motivation if they are

of a high standard. A poor work environment caused by, for example, heating and

air conditioning problems not only causes complaints and potentially distracts

employees but can also have the undesired effect of undermining the individual’s

sense of value to the organisation. Equally, mobile workers who have no fixed

workplace and lack access to basics such as hot drinks or well-maintained toilets

can feel unappreciated, even demoted, especially if such facilities have been

available in the past.

Whereas a poor work environment can disengage employees, a good working

environment can facilitate how ‘valued’ employees feel. The authors have spent

time with mobile engineers who enjoy the autonomy of their role and not being

under constant supervision; others enjoy the ability to have a ‘picnic’ style break

(often with a view of fields) whilst they eat lunch. They often consider this to be part

of their ‘rights’ or their ‘psychological contract’ with the company (Lester and

Kickul 2001) and can afford a higher level of job satisfaction. Removing previously

enjoyed ‘rights’ will potentially cause low morale and disenchantment.

Work environment is one area often overlooked in terms of employee engage-

ment by organisations. Getting it right will help engender an employee’s sense of

worth to an organisation and consequently improve employee motivation and

engagement.
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13.6 Conclusions

‘Be the change you wish to see.’ (Gandhi)

Within this chapter the authors have described nine elements or components of

employee engagement that they believe are fundamental to realising the full

potential of a workforce. These components have been identified through the

authors’ fresh perspective on employee engagement using a blend of tried and

tested research methods: the combination of qualitative methodologies, to reveal

key insights into employees’ attitudes and behaviours, with quantitative techniques,

to provide essential data and information on the employee’s job in hand. As a result

a distinctive and revealing insight into employee engagement has emerged.

To close, a final word about culture and employee engagement and in particular

about those driving the change. The prevailing culture within any organisation

wishing to engage employees must be one of openness and respect for its people.

Respect goes hand in hand with valuing employees, but also required is the ability

to engender trust, often via honest and open discussions. Creation of trust is

paramount; otherwise, concerns will not be aired, and progress towards change

will be limited. The impetus to change also includes the values, attitudes and

behaviours of the senior managers and leaders who typically dominate the culture

of any company. Without their drive and commitment, any move towards a culture

of employee engagement will only ever scrape the surface and, at the most, be

superficial. Senior management must be fully committed to engage and motivate

employees, including ‘walking the walk’. Only then will the full benefits of

employee engagement to both the business and individuals be fully realised.
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Chapter 14

The Asset Replacement Problem State

of the Art

Amir H. Ansaripoor, Fernando S. Oliveira, and Anne Liret

Abstract This book chapter outlines the different modelling approaches for

realising sustainable operations of asset replacement and studying the impact of

the economic life, the repair-cost limit and comprehensive cost minimisation

models. In particular it analyses in detail the parallel replacement models and

suggests a new model that addresses some of the issues not yet solved in this

area. Finally a discussion about the limitations of the current models from a

theoretical and applied perspective is proposed and identifies some of the chal-

lenges still faced by academics and practitioners working on this topic.

14.1 Introduction

As assets age, they generally deteriorate, resulting in rising operating and mainte-

nance (O&M) costs and decreasing salvage values. Moreover, newer assets that

have a better performance and keep better their value may exist in the marketplace

and be available for replacement. Therefore, public and private organisations that

maintain fleets of vehicles, and/or specialised equipment, need to decide when to

replace vehicles composing their fleet. These equipment replacement decisions are

usually based on a desire to minimise fleet costs and are often motivated by the state

of deterioration of the asset and by technological advances (Hartman 2005).

The general topic of equipment replacement models was first introduced in the

1950s (Bellman 1955). By using dynamic programming, Bellman developed a
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model in order to obtain the optimal age of replacement of the old machine with a

new machine. Another important subject was the development of parallel replace-

ment models in which management decisions are made for a group of assets instead

of one asset at the time (Hartman and Lohmann 1997).

Vehicle replacement is a key role of fleet provisioning teams. Indeed field

service operational planning and delivery primarily relies on the assumption that

the whole engineering force can be furnished with the vehicle appropriate for the

service, at any time. In practice, the choice of the adequate type, brand, and

technology depends on internal factors (such as the engineer role and service

environment, but not systematically mileage driven) and on external factors (such

as fuel price variation, government carbon emission incentives, manufacturing

costs, and maintenance costs). Moreover, in addition to risk and field force effi-

ciency, the impact of vehicle replacement on customer experience needs to be

considered as well. This suggests a twofold fleet planning problem that vehicle

replacement aims to address: a planned fleet portfolio and a rental plan for jeopardy

situations.

In addition, field service enterprises face increasing challenges on carbon emis-

sions and cost reduction. This need to transform the way field services operate has

an impact on the choice of vehicles within a business, affecting the vehicle

replacement processes. When attempting to optimise the fleet composition, which

is essential for achieving sustainability, we need to take into account several factors

(some of which are stochastic and uncertain in nature), which need to be addressed

before low-carbon vehicles are a feasible alternative for field service operations

including the intangible reputation of sustainable energy investment, the evolution

of market prices, strategic partnerships, and risk sharing.

This chapter aims at outlining the historical developments of the asset replace-

ment problem, discussing the limitations of the models developed so far, and

introducing a new model which overcomes some of these drawbacks. Section 14.2

presents a classification of different asset replacement models, which are broadly

categorised into serial and parallel models. Section 14.3 describes the different

approaches to modelling the asset replacement problem. Section 14.4 discusses the

methods used to solve the parallel asset replacement problem and suggests a new

formulation to address some of their drawbacks. Section 14.5 outlines our analysis

from literature review, with Sect. 14.6 emphasizing the challenges from a practical

service industry perspective. Section 14.7 concludes this chapter.

14.2 The General Classifications of Fleet (Asset)

Replacement Models

The models generally can be categorised into two main groups based on different

fleet (asset) characteristics: homogenous and heterogeneous models. In the homo-

geneous replacement models, a group of similar vehicles in terms of type and age,

which form a cluster, have to be replaced simultaneously (each cluster or group
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cannot be decomposed into smaller clusters). On the other hand, in the heteroge-

neous model, multiple heterogeneous assets, such as fleets with different types of

vehicle, have to be optimised simultaneously. For instance, vehicles of the same

type and with the same age may be replaced in different periods (years) because of

the restricted budget for procurement of new vehicles. The heterogeneous models

are closer to the real-world commercial fleet replacing problem. These models are

solved by integer programming, and, generally, the input variables are assumed to

be deterministic (Hartman 1999, 2000, 2004; Simms et al. 1984; Karabakal

et al. 1994).

The most popular methodology for solving homogenous models is dynamic

programming. The advantage of the homogenous model is to take into account

probabilistic distributions for input variables (Hartman 2001; Hartman and Murphy

2006; Oakford et al. 1984; Bean et al. 1984; Bellman 1955).

Another important classification of these models regards the nature of the

replacement process: parallel vs. serial, e.g. Hartman and Lohmann (1997). The

main difference between parallel replacement analysis and serial replacement

analysis is that the former takes into account how any policy exercised over one

particular asset affects the rest of the assets of the same fleet. An example of parallel

replacement would be a fleet of trucks that service a distribution centre. In this case,

the total available capacity is the sum of the individual capacities of the trucks. In

the serial replacement model, the assets operate in series, and consequently,

demand is satisfied by the group of assets which operate in sequence. An example

of this case is a production line in which multiple machines must work together to

meet a demand or service constraint. In general, the capacity of the system is

defined by the smallest capacity in the production line (Hartman 2004).

The following definition of parallel replacement comes from (Hartman and

Lohmann 1997). Parallel replacement deals with the replacement of a multitude

of economically interdependent assets which operate in parallel. The reasons for

this economic interdependence are:

1. Demand is generally a function of the assets as a group, such as when a fleet of

assets are needed to meet a customer’s demands.

2. Economies of scale may exist due to purchasing assets and promoting large

quantity of purchases.

3. Diseconomies of scale may exist with maintenance costs because assets which

are purchased together tend to fail at the same time.

4. Budgeting constraints may require that assets compete for available funds. These

characteristics, either alone or together, can cause the assets to be economically

interdependent.

On the other hand, the serial replacement analysis assumes a certain utilisation

level for an asset throughout its life cycle. Hartman (1999) mentioned that since

utilisation levels affect operating and maintenance costs and salvage values (which

in turn influence replacement schedules), a replacement solution is not optimal

unless utilisation levels are also maximised. This suggests a strong dependency
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relationship between asset utilisation levels and the combination of demand

requirements, the number of assets available, and the capacity of each asset.

Next section presents different approaches to modelling the asset replacement

problem: the economic life cycle, the repair-cost limit, the comprehensive cost

minimisation, and the issue of decreasing utilisation with age.

14.3 Approaches for Replacement Decisions

The goal driving a replacement decision consists of identifying replacement can-

didates among fleet or asset members so that the total costs are minimised in the

long run. In this section we review different approaches for deciding the optimal

time for candidate asset replacement.

14.3.1 Approaches Based on the “Economic Life”

An intuitive method for identifying replacement candidates is to use a replacement

standard, such as the age of the equipment. For example, assets older than a

standard threshold should be replaced. Additionally, a ranking profile can be used

in order to sort the equipment units by how much they exceed the threshold. For

example, Eilon et al. (1966) considered a model for the optimum replacement of

forklift trucks. The parameters in their model were the purchase price, the resale

value, and the maintenance costs of the equipment. The goal of their model was to

derive the minimum average costs per equipment year, and the corresponding

optimal equipment age policy, for a fleet of forklift trucks.

Let us now describe the model proposed by Eilon et al. (1966) in more detail. Let

TC (t) be the total average annual (or per period) cost of an existing truck, assuming

it is replaced at age (time) t. Let A stand for the acquisition cost of new truck, S (t)
be the resale value of the existing truck at age t, C (t) be the accumulated

depreciation costs up to time t, τ be the rate of taxation, and f (t) be the maintenance

costs of a truck, t years after acquisition. Then the total average annual cost of an

existing truck is represented by (14.1):

TC tð Þ ¼ 1

t
A� S tð Þ � C tð Þ:τð Þ þ 1

t

ðt
0

f tð Þdt ð14:1Þ

The first term in (14.1) represents the average capital costs involved in the

acquisition of the existing truck, taking into account the savings from resale value

and tax savings from depreciation. The second term in (14.1) expresses the total

average maintenance costs for the existing truck over the years up to the present
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time t. The minimum total average annual costs, as a function of t, determines the

optimal replacement time.

The economic life of an asset (also known as service life or lifetime of the asset)

is defined as the age which minimises the equivalent annual cost (EAC) of owning
and operating the asset. The EAC includes purchase and Operating and Mainte-
nance (O&M) costs minus salvage values. Generally, O&M costs increase with age

while salvage values decrease with age. As a result, the optimal solution represents

a trade-off between the high costs of replacement (purchase minus salvage) and

increasing O&M costs over time.

The concept of economic life is easier to describe graphically. In Fig. 14.1,

adapted from Hartman and Murphy (2006), it is assumed that the initial purchase

cost is $100,000, with the salvage value declining 20 % per year. O&M costs are

expected to increase 15 % per year after $11,500 in the first year. Figure 14.1

illustrates the annualised O&M and capital costs and their sum (EAC) for each

possible of age assuming an annual interest rate 8 %. Once the optimal economic

life is determined, the asset should be continuously replaced at this age, if we

assume repeatability and stationary costs.

In order to obtain the EAC, when retaining an asset for n periods, all costs over

the n periods must be converted into n equal and economically equivalent cash

flows. Then, the economic life of an asset is typically computed by calculating the

EAC of retaining an asset for each of its possible service lives, ages one through n,
and the minimum is chosen from this set (Hartman 2005; Weissmann et al. 2003;

Hartman and Murphy 2006).

Yatsenko and Hritonenko (2011) have also considered the economic life

(EL) method of asset replacement taking into account the effects technological

improvements which decrease maintenance costs, new asset cost, and salvage

value. They have shown that, in general, the EL method renders an optimal

replacement policy when the relative rate of technological change is less than one

percent. However, for larger rates, they recommend annual cost minimisation over

the two future replacement cycles, which was earlier proposed and implemented by

Christer and Scarf (1994).

14.3.2 Approaches That Consider a Repair-Cost Limit

Another replacement criterion is the repair cost. When a unit requires repair, it is

first inspected and the repair cost is estimated. If the estimated cost exceeds a

threshold, which is known as “repair limit” then the unit is not repaired but, instead,

is replaced. Repair limits have long been used and their values have often been

based on the principle that no more should be spent on an item than it is worth. This

criterion is indeed an important one. There is evidence that repair-cost limit policies

have some advantages in comparison with economic age limit policies. For exam-

ple, Drinkwater and Hastings (1967) analysed data for army vehicles. They

obtained the repair limiting value in which the expected future cost per vehicle-
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year when the failed vehicle is repaired is equal to the cost in which the failed

vehicle is scrapped and a new one is substituted. Specifically, they defined two

options:

1. Repair the vehicle.

2. Scrap the vehicle and replace it by a new one. This is called a repair decision.

We now present the model used for the repair decision in more detail. We

consider a vehicle at age t which requires repair. If we select option 1, to repair

the vehicle, the future cost per vehicle-year is represented by (14.2) in which r is the
present cost of repair, c(t) is the expected total cost of future repairs, and l(t) is the
expected remaining life of the vehicle:

r þ c tð Þ
l tð Þ ð14:2Þ

If we select option 2, scrapping the vehicle will incur an expected future cost per

vehicle-year being δ, which is defined by the average cost per vehicle-year up to age
t. Obviously, the repairing decision (option 1) will be selected if (14.3) holds;

otherwise, the scrapping decision will be chosen. Therefore, the critical value of r is
determined by (14.4) in which the future cost per vehicle-year equals the average

cost per vehicle-year up to age t. As a result, the optimal repair limit at time t, r*(t),
is determined by (14.5):

r þ c tð Þ
l tð Þ < δ ð14:3Þ

r� tð Þ þ c tð Þ
l tð Þ ¼ δ ð14:4Þ

Fig. 14.1 Annualised purchase cost, O&M cost, and total (EAC) costs
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r� tð Þ ¼ δl tð Þ � c tð Þ ð14:5Þ

Drinkwater and Hastings (1967) have shown that the repair-cost limit policy is

better than the economic age policy. Nonetheless, there is a main drawback to the

conventional repair-cost limit policy: the repair/replace decision is based only on

the cost of one single repair. Under this condition, a system with frequent failures

and, consequently, high accumulated repair costs will continue to be repaired rather

than replaced. As a result, an improved policy making the repair/replace decision

based on the entire repair history would be a better criterion. In order to address this

issue, Chang et al. (2010) have developed a generalised model for determining the

optimal replacement policy based on multiple factors such as the number of

minimal repairs before replacement and the cumulative repair-cost limit. The

main characteristic of their model is to consider the entire repair-cost history.

Nakagawa and Osaki (1974) have also suggested an alternative approach which

does not focus on repair costs but, instead, on repair time. If the repair process is not

completed up to the fixed repair time limit, then the unit under repair is replaced by

a new one. The repair time limit is obtained by minimising expected costs per unit

of time over an infinite time horizon.

14.3.3 Comprehensive Cost Minimisation Models

There are other approaches that generalise the problem of optimal replacement by

taking into account the optimal decisions for acquisition, operation, and replace-

ment policies. For example, Simms et al. (1984) have analysed a transit bus fleet in

which the equipment units in the fleet system were assigned to perform different

tasks, at different levels, subject to changing capacity constraints. Their objective

was to minimise the total discounted cost over a finite horizon.

14.3.3.1 Objective Function

The objective function is represented by (14.6), in which t and a are the indices for

time periods (year) and age of the buses, respectively, and T is the length of the

planning horizon, in years. The decision variables are the number of route

kilometres travelled by a bus with age a, in year t, mta; the number of buses with

age a, which operate in year t, xta; and the number of new buses which should be

purchased, with an acquisition cost Lt, at the beginning of year t, denoted by pt. In
each year the price of selling a bus with age a is represented by Sta, and Cta (mta) is

the cost of operating a bus with age a, in year t, for the associated kilometres

travelled by mta. Finally, γ represents the discount factor. In (14.6) the first term

represents the acquisition costs, the second term stands for the revenue received

from selling the buses, and the third term denotes the cost of operating the buses.
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Simms et al. (1984) computed the optimal acquisition, operation, and selling

policies using dynamic programming:

Min Z
mta, xta, pt

¼
XT
t¼0

γtptLt �
XT
t¼0

γtþ1
X
a

�
xta � xtþ1,aþ1

�
Stþ1,aþ1

þ
XT
t¼0

X
a

γixtaCta mtað Þ ð14:6Þ

On the same topic, Hartman (1999) has considered the replacement plan and

corresponding utilisation levels for a multi-asset case in order to minimise the total

cost. He generalised equipment replacement analysis as it explicitly considers

utilisation as a decision variable. His model allows assets to be categorised

according to age and cumulative utilisation while allowing their periodic utilisation

to be determined through analysis. As a result, he has considered simultaneously

tactical replacement and operational decisions, taking into account the trade-offs

between capital expenses (replacement costs) and operating expenses (utilisation

costs). The objective was to minimise the total cost of assets that operate in parallel.

He solved the problem using linear programming. Furthermore, Hartman (2004)

has generalised this same problem by incorporating a stochastic demand. He solved

the problem using dynamic programming. Overall, none of these approaches

introduced any special new replacement criteria and only presented optimisation

methodologies in order to minimise the cost of corresponding fleets.

14.3.3.2 Modelling Fleet Life Conditions

Following the model proposed by Simms et al. (1984), the nonlinear constraint

(14.7) requires the fleet to drive a minimum value of total kilometres per year, Mt.

Constraint (14.8) expresses the boundary conditions for the decision variable mta, in

which m– and m+ respectively denote the minimum and maximum number of

kilometres that a single bus can drive in a given year. Constraint (14.9) represents

the requirement that at least a minimum number of buses, Nt, in each year, should

be in the fleet: X
a

xtamta � Mt 8 t∈ 0; 1; 2; . . . ; Tf g ð14:7Þ

m� � mta � mþ ð14:8ÞX
a

xta � Nt 8 t∈ 0; 1; 2; . . . ; Tf g ð14:9Þ

In inequality (10), Q is the minimum age for a bus to be considered for a sell

decision and the left-hand side is equal to the number of buses which are sold at the
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beginning of the corresponding year. Therefore, inequality (10) stands for a con-

sistency constraint, in the sense that it does not permit old buses to be bought:

xta � xtþ1,aþ1 � 0 , a � Q� 1 ð14:10Þ

Equation 14.11 means that the buses are not eligible for sale until their reach to

the minimum age Q. Equation 14.12 represents the boundary conditions, in which

Ka are the initial numbers of buses for the different ages:

xta � xtþ1,aþ1 ¼ 0 , a < Q� 1 ð14:11Þ
x �1ð Þa ¼ Ka , x Tþ1ð Þj ¼ 0 ð14:12Þ

If budget constraints for capital acquisitions are also considered, then the

constraint (14.13) are also required, in which Bt is the capital budget in period t.
Furthermore, if there is also an operating budget constraint, then we also need to

impose constraint (14.14) in which Ot is the operating budget in period t:

pt �
Bt

Lt
ð14:13ÞX

a

xtaCta mtað Þ � Ot ð14:14Þ

The model represented by (14.6–14.14) has a nonlinear objective function

subject to a set of nonlinear constraints. By using dynamic programming, Simms

et al. (1984) solved the problem. If we compare the two models proposed by Simms

et al. (1984) and Keles and Hartman (2004), we understand that regardless of the

solving methodology used, the main difference is considering the behaviour of

utilisation as a function of age of the vehicles and assuming it as a decision variable

by Simms et al. (1984). Another difference is that Simms et al. (1984) considered

the same type of asset, whereas Keles and Hartman (2004) considered multiple

types of asset. However, for the rest of the components of the two models, i.e. the

goal of the objective function and the constraints, they are almost the same.

Another important issue that requires particular modelling attention is the

relation between age and utilisation. The utilisation intensity (annual mileage) of

vehicles exploited by transportation companies decreases with time of exploitation/

cumulative mileage probably in real-life cases. The youngest vehicles are usually

utilised more intensively than the oldest ones, because their unit exploitation costs

are lower (e.g. fuel consumption is lower), and the depreciation costs could be

ignored. Examples of the occurrence of such pattern can be found in Kim

et al. (2004) and Simms et al. (1984), and it fits well with real-world situations.

This pattern can cause an issue, in particular in bus fleet management (Simms

et al. 1984), because if the relation associating utilisation with age is not considered,

one would expect that the older buses would be replaced first and younger buses

kept. However, in practice, this is not the case and does not appear systematically

14 The Asset Replacement Problem State of the Art 221



suitable for two reasons. Firstly, older buses are usually kept only to meet peak

daily demand and these buses accumulate only the minimum number of route

kilometres during the year. Secondly, the resale value of younger buses is much

higher than older buses. Therefore, even if the operating cost of older buses is

higher, this is compensated by the fact that they do operate minimal route

kilometres: the extra expense is lower than the gain obtained by selling younger

buses. So, this suggests as a meaningful assumption to distinguish two levels of

utilisation for an urban transit bus fleet with different ages. Simms et al. (1984)

concluded that a high utilisation level is considered for buses with less than 10 years

for satisfying the normal demand and a low utilisation level for buses more than

10 years in the case of peak demand. Figure 14.2 illustrates this vehicle utilisation

pattern in a real-world field service situation.

Redmer (2009) has also considered the relationship between utilisation intensity

and ageing by applying the minimal average cost replacement policy using the

following considerations:

– The utilisation intensity (annual mileage) of vehicles for each year of their

operational life has to be taken into account.

– The vehicles’ exploitation costs have to be divided into fixed costs (independent

of utilisation intensity but varying with time of exploitation/cumulative mile-

age), running costs (depending on utilisation intensity/mileage and varying with

time of exploitation/cumulative mileage), and fuel costs (varying with time of

exploitation/cumulative mileage).

– The total costs of exploitation and ownership have to be given per 1 km or mile.

– The technical durability of vehicles (e.g. maximal mileage) has to be taken into

account.

– Different forms of financing the fleet investments (buying for cash, credit,

leasing, and hiring) have to be considered.

Fig. 14.2 Annual utilisation by age
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Redmer (2009) also outlined the advantages and issues of solving different

replacement strategies applied in parallel. Next section focuses on modelling the

parallel replacement problem and proposes a new model for addressing the issues.

14.4 The General Parallel Replacement Problem

In this section we commonly refer to groups of assets as fleets. However, the model

is general in the sense that cost functions are specified without operational details.

Thus, this analysis may be applied to a manufacturing setting if the costs can be

quantified. The parallel replacement models are usually difficult to solve due to

their combinatorial nature as mentioned by Hartman (2000), leading to hypothesis

making on the general statement. Jones et al. (1991) considered a parallel replace-

ment problem on the condition of fixed replacement costs. Rajagopalan (1998) and

Chand et al. (2000) have proposed dynamic programming algorithms that simulta-

neously consider the replacement and capacity expansion problems.

14.4.1 An Integer Programming Formulation of the Parallel
Replacement Problem

Given the complex nature of the problem, the case of multiple alternatives within

parallel replacement has been rarely considered in the literature. However, using an

integer programming formulation, it is possible to deal with multiple choices under

economies of scale and budgeting constraints (Keles and Hartman 2004).

• Objective function: The objective function represents the costs associated with

each challenger’s discounted cash flows which are purchasing, operating, and

maintenance costs subtracting the revenue from salvage values. The objective

function is summarised in (14.15). All costs in the model are assumed to be

discounted to time zero using an appropriate discount rate. The fixed cost

associated with asset buying is represented by ft. The new asset acquisition

cost per unit in each year is lit. The operating and maintenance cost is shown

by ciat, and the salvage revenue is represented by riat. I represents the total

number of challengers (i.e. available alternatives for assets) in each period. The

maximum age of any asset associated with its type is shown by Ai, and the length

of time horizon is assumed to be T—typically T is assumed to be less than

15 years:
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Min
X, S,Z

XI
i¼1

XT�1

t¼0

f tZt þ
XAi�1

a¼0

litXi0t

 !
þ
XT�1

t¼0

XAi�1

a¼0

ciatXiat �
XT�1

t¼0

XAi

a¼1

riatSiat

" #
ð14:15Þ

• Decision variables: The total number of assets which are currently used in the

system is represented by Xiat (a > 0). The variable indices are a, t, and i which
stand for the age of the assets (buses), time periods, and type of the assets,

respectively. The decision variables are the number of the assets bought at the

beginning of each year, Xi0t, the number of assets which are salvaged at the end

of each year, Siat, and a binary variable confirming an acquisition in year t, Zt.
• Constraints: Constraint (14.16) states that enough assets (or capacity) have to

be available to satisfy demand for buses at time t, dt:

XI
i¼1

XAi�1

a¼0

Xiat � dt 8 t∈ 0, 1, . . . ,T � 1f g ð14:16Þ

• Equation 14.17 represents the capital budgeting constraint to limit the payment

for new asset acquisitions with predetermined capital budget, bt, in each year:

XI
i¼1

XAk�1

a¼0

litXi0t þ f tZt � bt 8 t∈ 0, 1, . . . , T � 1f g ð14:17Þ

• Constraint (14.18) describes that the initial number of assets, hia (a > 0), should

be either used, Xia0, or salvaged, Sia0. Equation 14.19 shows that the number of

used assets in 1 year should be either used or salvaged in the next year:

Xia0 þ Sia0 ¼ hia 8 a∈ 1; 2; . . . ;Akf g, 8 i ∈ I ð14:18Þ
Xi a�1ð Þ t�1ð Þ ¼ Xiat þ Siat 8 i∈ I, 8 a ∈ Ai,8t∈ 1; 2; . . . ; Tf g ð14:19Þ

• Constraint (14.20) requires that all assets should be sold in the last year of the

planning horizon (T ). Equation 14.21 presents that any asset that has reached its
maximal age is not used anymore:
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XiaT ¼ 0 8 a ∈ 0, 1, 2, . . . ,Ai � 1f g ð14:20Þ
XiAit ¼ 0 8 i ∈ I, 8 t∈ 0; 1; 2; . . . ; Tf g ð14:21Þ

• Constraint (14.22) prohibits salvaging any new asset immediately. Indeed, for

salvaging of any new purchased asset at least one year should be passed. Finally,

constraint (14.23) requires non-negative, integer solutions:

Si0t ¼ 0 8 i∈ I, 8 t∈ 0; 1; 2; . . . ; Tf g ð14:22Þ
Xiat, Siat ∈ 0; 1; 2; . . .f g, Zj ∈ 0; 1f g ð14:23Þ

Solving the model represented in (14.15–14.23) provides quantitative data. An

extensive sensitivity analysis, fed with this data, is generally required when we

want to consider the impact of various parameters on the optimal policies and

finally choose the appropriate type and timing for bus replacement.

The aforementioned papers on the parallel replacement problem were consid-

ered in a deterministic framework. Replacement models in the case of existence of

uncertainty were focused mainly on single or serial replacement problems. For

example, Ye (1990) presented a single replacement model in which operating costs

and the rate of deterioration of equipment were stochastic and the optimal time for

replacing was determined in a continuous-time setting. Dobbs (2004) developed a

serial replacement model in which operating costs were modelled as a geometric

Brownian motion and the optimal investment time was obtained. Rajagopalan

et al. (1998) developed a dynamic programming algorithm for the case where a

sequence of technological breakthroughs was anticipated but their magnitude and

timing were uncertain. A firm, operating in such an environment, should decide

how much capacity of the current technology to acquire to meet future demand

growth.

Parallel replacement model has been very successful in other types of applica-

tions. Feng and Figliozzi (2013) have considered a fleet replacement framework for

comparing the competitiveness of electrical with conventional diesel trucks. They

adapted the model described above to scenarios with different fleet utilisation and

fuel efficiency. By using sensitivity analysis of ten additional factors, they have

shown that electrical vehicles are more cost effective when conventional diesel

vehicles’ fuel efficiency is low and daily utilisation is above some threshold.

Breakeven values of some key economic and technological factors that separate

the competitiveness between electrical vehicles and conventional diesel vehicles

were calculated in all scenarios.

Typically, in the comparison of the performance of electrical and conventional

vehicles, one takes into account the high capital costs associated with electrical

engine vehicles. The replacement decision depends on the result of a complete

economic and logistics evaluation of the competitiveness of the new vehicle type.
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In addition, as vehicles age, their per-mile operating and maintenance costs increase

and their salvage values decrease. So, when the O&M costs reach a relatively high

level, it may become cost effective to replace fossil fuel vehicles since the savings

from O&M costs may compensate the high capital cost of purchasing new engine

vehicles. Moreover, if fleet managers are enthusiastic in replacing conventional

vehicles with new electric vehicles, it is important to understand how the O&M

costs and salvage values change over time. Conventional diesel and electric com-

mercial vehicles have significantly different capital and O&M costs.

14.4.2 A General Parallel Heterogeneous Asset Leasing
Replacement Model

In this subsection we introduce a general asset replacement model for obtaining

optimal replacement decisions regarding K types of assets under leasing frame-

work. Specifically, a heterogeneous model is developed in which the assets are

bounded by common budget constraints, demand constraints, and a fixed cost that is

charged in any period in which there exist a replacement. It is assumed that in any

period, assets from any of K types can be leased in order to replace retired assets for

meeting corresponding demand in that period. The section ends with a customised

variant for vehicles fleet.

The notation and formulation to be presented is more easily described by the

network in Fig. 14.3. For the sake of simplicity, this figure represents the case of

two asset types that are available to meet the demand (I ¼ 2). The age of the asset in

years, a, is defined on the vertical axis (maximum A), and the end of the planning

period in years, t, is defined on the horizontal axis (horizon T). Due to the fact that

we are considering a commercial setting, the leasing period is assumed to be

4 years. So, based on this assumption, the model is represented with A ¼ 3 and

T ¼ 6. Indeed, at the end of time horizon T ¼ 6, all the assets are retired.

Each node is defined according to the pair (a,t). The flow between these nodes,

noted Xiat, represents an asset of age a in use from the end of time period t to the end
of period t + 1, in which the asset is of age a + 1. Assets are either provided from

the initial fleet, represented as flow from supply nodes nia, or must be leased,

represented as Xi0t flow in each period t. An asset when reaches age A must be

retired. All assets are retired at the end of the horizon. For meeting the associated

demand in each period, the retired assets should be replaced by leasing new assets.

In Fig. 14.3, the two types of assets are represented by different arcs (dashed or

solid).
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14.4.2.1 Exploiting Asset Portfolio for Fleet Replacement

Let us adapt the introduced model for fleet replacement. We consider two types of

technologies: the fossil fuel technology (defender) and the new engine technology

(challenger). Moreover, we take into account the leasing option for financing the

commercial fleet investments, which is seen as the best option in the commercial

setting by Redmer (2009). This leads to a deterministic model. Future economic and

technical factors and costs, such as lease prices, fuel prices, fuel, and electricity

consumption rates, are assumed to be known functions of time and vehicle type.

The indices in the model are the types of vehicle, i∈ {1, 2}, the maximum age of

vehicles in years, a ∈ A ; A ¼ {1, 2,. . ., A}, and the time periods (year), t ∈ T ;

T ¼ {0, 1,. . ., T}. The decision variables include the number of type i, age

a vehicles which are currently leased in year t, Xiat, and the number of type

i vehicles which are leased at the beginning of year t, Pit. The parameters are:

• The expected utilisation (miles travelled per year) of a type i, age a vehicle in

year t (miles/year), uiat
• The expected demand (miles need to be travelled by all vehicles) in year

t (miles), dt
• The available budget (money available for leasing new vehicles) in the begin-

ning of year t, bt
• The initial number of vehicles of type i, age a at the beginning of first year, hia
• The lease cost of a type i vehicle, li

•
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Fig. 14.3 Challengers are denoted by different arcs and different source (initial fleet) nodes.

Nodes are labelled (a, t) with a being the age of the asset and t the time period. Flow Xiat represents

asset leased (a ¼ 0) and assets in use (a > 0)
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• The expected operating (running) cost – per mile – of a type i , age a vehicle in
year t, oiat

• The emissions cost – per mile – of a type i , age a vehicle, eia

The objective function which we want to minimise (14.24) is the sum of leasing

costs for the period (T-3) and the operating (running) cost for the entire horizon to

the end of year T:

Min
XI
i¼0

XT�3

t¼0

liPitð Þ þ
XI
i¼0

XA
a¼0

XT
t¼0

�
oiat þ eia�uiatXiat ð14:24Þ

Equation 14.25 shows that the leasing costs cannot exceed the annual budget.

Equation 14.26 requires that the total miles travelled by all used vehicles meet the

annual demand:

XI
i¼i

li:Pit � bt 8 t∈ 0, 1, 2, . . . ,T � 3f g ð14:25Þ

XA
a¼0

XI
i¼

Xiatuiat � dt 8 t∈ 0, 1, 2, ::,T � 3f g ð14:26Þ

Equation 14.27 describes that the total number of the vehicles with different ages

and types in the first year should be equal to the initial condition of the system:

Xia0 ¼ hia 8 i∈ I, 8 a∈ A ð14:27Þ

In addition, (14.28) shows that in the last 4 years of the planning horizon, there is

no leasing of new cars. In (14.29) the number of new leased cars at the beginning of

each year is determined:

Pit ¼ 0 8 i∈ I, 8 t∈ T � 3, . . . , Tf g ð14:28Þ
Pit ¼ Xi0t 8 i∈ I , 8 t∈ 0, 1, 2, . . . ,T � 3f g ð14:29Þ

Equation 14.30 represents the flow equation in which the number of the cars at

each year equals to the number of new leased cars plus the number of cars belonged

to the previous year. Finally, expression (14.31) is the constraint for non-negative

numbers of decision variables:

Xiat ¼ Pit þ Xi a�1ð Þ t�1ð Þ 8 i∈ I, 8 a∈ A, 8 t∈ T ð14:30Þ
Xiat,Pit ∈ Zþ ð14:31Þ

Having analysed extensively the different models in the literature and identified

some of their limitations, next, in Sect. 14.5, we summarise the main insights from

our review of these different approaches.
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14.5 Insights from the Literature on Fleet Replacement

Models

The aforementioned replacement policies and methods represent only a small part

of all efforts that have been done to solve the equipment replacement problem in

general (Nakagawa 1984; Ritchken and Wilson 1990) and the vehicle replacement

problem in particular (Eilon et al. 1966). The vehicle replacement policy has a

prominent role in transportation companies and belongs to an important class of the

fleet strategic management problems that have been extensively considered in the

literature during last 50 years (Dejax and Crainic 1987). Nevertheless, there are

many obstacles for applying the existing methods. Such obstacles exist from the

following features of the existing replacement methods:

• Most of the methods are assumed to be applied in a stable environment which is

not the case for most of the vehicles in under operational conditions, for

example, the way those vehicles are utilised and the loads carried, the climate,

and other factors from road conditions which can have impact on fuel economy

of the vehicles.

• Focused on a given group (type) of vehicles, they do not go to the granularity of

single vehicle.

• Assumptions taken such as a constant utilisation rate of the equipment during its

operational life may be too far from field service real-world situations.

In practice, the existing models have at least one of the mentioned drawbacks.

For instance, Eilon et al. (1966) consider particular vehicles but assume a fixed

utilisation pattern, whereas Simms et al. (1984) relax the assumption of the constant

utilisation but constrain an age to the replacement problem by placing a lower

bound of 15 years. Suzuki and Pautsch (2005) constrain an age to the replacement

model by putting an upper bound of 5 years and conclude that vehicles of age 6 or

beyond may not be suitable for business operations: that contradicts the assumption

of Simms et al. (1984). Moreover, the significant part of the vehicle replacement

models assumes budget constraints (Simms et al. 1984). This part is actually

important when replacement policy is defined for fleet of vehicles but not for

particular vehicles. However, such constraints generally result in replacement of

the limited group of the oldest vehicles (Redmer 2009). Because of the drawbacks

of the existing replacement methods, a direct application of them to the vehicles

deployed by freight transportation companies remains uncertain.
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14.6 Practical Challenges for the Fleet Replacement

Problem

Typically fleet management for field services requires finding the right vehicle, of

the right capacity, for the right business, and fitting the required features into the

serviced work type. In practice, these decisions are twofold:

• First, decision aims at identifying the vehicles portfolio needs in terms of volume

capacity, driving features (speed and driving wheels, for instance).

• Second, decision requires a system for calculating a replacement plan, from 1 to

5 years. This aims at ensuring the provision of the right brand, model, and

vehicle asset supplier for each identified fleet item.

The second step can be modelled as a multi-objective combinatorial optimisa-

tion problem. However, there is not a single solution; as a matter of fact, the

solution is in the form of a ranking of the technology and brands available based

on the most economical and ecological choice. The accuracy of such a ranking is

generally limited to a number of years; due to high variations in energy prices

market, fleet managers generally are advised to plan 1 year in advance. Therefore,

there is an important practical challenge: to increase the planning horizon to the full

4 years, taking into account all the uncertainties.

The combinatorial aspect of the operation is complicated by the fact that the

matching of vehicle types and running technology depends both on the driver’s

behaviour and on the variation of usage over days, months, or years. For instance, a

simple analysis suggests that the petrol engine tends to be cost effective when

dealing with short annual mileage usage, and a mixed diesel and hybrid technology

are suitable for normal distances while affording a risk exposure reduction. More-

over, the electric engine tends to be the optimal choice, from both risk and cost

minimisation perspectives, when the annual mileage usage is high.

The following are some of the challenges faced by fleet provisioning:

– The fleet provisioning needs to consider the mileage driven by the vehicles.

Thus, in the process of constructing a replacement tactical plan, we need to

implement a method for forecasting annual mileage with a granularity at the

vehicle type or service operations type level.

– The length of equipment life is not fixed. Even though the rental duration can

be used as working hypothesis, in practice the replacement decision may happen

before the planned end of life, depending on the maintenance cost, fuel prices

variation forecast, electric energy recharge constraints, geography, and volume

of the field service demand.

– We need to find a balance between risk exposure and O&M cost

minimisation, taking into consideration the utilisation of vehicles and the

frequency of long, medium, or short distance driven by each vehicle. A fine

granularity analysis of mileage, fuel consumption, and geographical information
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monitoring data will help in adjusting the approach for realising sustainable field

operations.

– There is a need to consider fuel price uncertainty, the variation of real fuel

consumption in each technology, leasing costs, and the accessibility of vehicles

based on the data for accidents.

– Robustness of the replacement plan. If we consider a larger number of aspects

in the model, then the analysis will be more accurate. If you want to introduce

manufacturing costs into the model, you will require quote information from the

enterprise processes; if you consider customer experience (service commitment

delivered, number of visits before completing the task, asset missing, for

instance), you will need to analyse the robustness of the replacement plan

when environment or service engineering variables change. Furthermore, an

analysis of the impact of the average speed of the vehicles on the fleet manage-

ment decisions seems to be one of the other direction of research; however, this

variable suffers generally from data quality issues, due to lack of links between

tactical planning and the travel feedback from field workers: the use of an

electronic box embedded in vehicles is an interesting alternative to improve

the flow of information from operations to strategic planning, one of which

should be considered if the improvements in fleet management outweigh the

costs of installing and maintaining the system.

Additionally, the vehicle utilisation governance within a firm also has an impor-

tant impact on fleet management. We can consider this issue if we analyse the fleet

portfolio life cycle at an organisational level. In this framework, a vehicle is seen as

an item that can be swapped across business units: in this case, the transfer of an

unused vehicle from a line of business to another one would be a better alternative

to rent a new vehicle. If we consider this new framework, several questions arise:

Which option leads to the best cost risk and customer experience trade-off? How

can the cost of vehicle reuse option be recorded?

This governance structure at a global level, when transforming the fleet portfolio

and the impact on environment, requires support at a tactical level by:

• Planning the number of vehicles per technology (source of energy), capacity,

and various mileages, in the short, medium, and long term

• Analysing risk exposure (taking into account the forecasted demand and supply

life cycle)

• Considering the impact of such decisions on the customer experience

14.7 Conclusions

In this chapter, we provided a comprehensive literature review for different

approaches regarding the asset replacement problem and its particular case of

field service fleet. Specifically, if we consider the conventional vehicle replacement

decisions that exist among fleet managers of the companies and the impact of
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emerging new technologies on adoption of optimal replacement policies, the main

questions that should be addressed for the fleet manager are:

– First, what kind of vehicle technologies has a better performance in terms of cost

efficiency?

– Second, what is the impact of market uncertainties on vehicle replacement

decisions?

– Third, what are the best practices for replacing vehicles in the future?

The model suggested in Sect. 14.4.2 has the potential to address most of the

drawbacks in the existing replacement methods. First, it takes into account the

variability of vehicles’ operational (running) costs. Indeed, the majority of the

parameters of the model depend on time, and fixed and variable aspects are

distinguished in cost parameters. In particular, the expected utilisation (annual

mileage driven) per year is assumed as a variable in each year. In addition, CO2

emissions costs are also taken into account.

Moreover, unlike most of the papers in the literature, the leasing option is

considered as a way for financing the vehicles in the fleet system which is com-

monplace in the most of the commercial logistics systems. By taking into account

leasing of the new vehicles at the beginning of each year for a finite time horizon

(4–5 years), many issues regarding the optimal age (economic life) of vehicles and

relation with age and utilisation will be resolved, due to young structure of the fleet

system.

Nevertheless, the model assumes the availability of a certain number of histor-

ical inputs and of forecasted data such as fuel prices, fuel consumption, CO2 prices

and the utilisation trend of the vehicles along years. This data should be collected,

updated, and processed with the application of a modern database. This database

combined with the suggested model provides a decision support system for a

strategic fleet management in any transportation company.
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Chapter 15

Enabling Smart Logistics for Service

Operations

Yingli Wang, Mohamed Naim, and Leighton Evans

Abstract Efficient and on-time execution of field tasks has been found to rely

heavily on internal availability of inventories. However, the lack of flexibility in the

way information flows along the logistics chain has led to poor inventory replen-

ishment lead times. This results in delayed execution of field tasks and has a

negative impact on customer experience. This chapter articulates the concept of

communication flexibility, in the form of dimensions, by which operations man-

agers may judge the ability of the logistics chain to configure and reconfigure

information linkages in response to a changing environment. Until now the term

‘communication flexibility’ has been loosely used in the literature. This research

establishes a more analytical definition that forms the foundation for more com-

prehensive empirical quantitative and qualitative research in the field of flexible

operations. The research method is a combination of conceptual and literature

review based research. The chapter proposes a conceptual model of intra-

organisational communication flexibility which is composed of three levels,

namely, transactional, operational and strategic. Each level consists of a number

of dimensions and sub-dimensions that together define communication flexibility in

logistics operations. Current research in the deployment of ICT in inventory pro-

jects is then considered in depth in order to preliminarily verify and validate the

proposed model. This chapter provides an overview of current best practice and

technological use in inventory management that emphasises the importance of

visibility in the management of inventory achieved through ICT deployment.
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15.1 Introduction

The provision of logistics services, including inventory services, relies heavily on

effective intra- and inter-organisational information exchange and communication,

for which information and communications technology (ICT) is seen as a key

enabler (Phillips and Wright 2009; Swafford et al. 2008). Effective inter-

organisational communication helps to foster collaboration and reduce uncer-

tainties and performance-related errors, enhancing operational efficiency (Holweg

et al. 2005; Premkumar et al. 2005). Innovative logistics practices that are based on

the use of ICTs are often referred to as ‘smart logistics’, which implies a flexibly

and ability to cope with uncertainties (Uckelmann 2008).

The aim of this chapter is to develop and validate the concept of communication

flexibility enabled by ICT in the context of inventory management and to identify

potential and actual innovations in the field of smart logistics that can benefit

inventory management, in particular with regard to visibility. Given that the use

of ICT to manage enterprise-wide activities is relatively mature, this chapter will

focus on the intra-organisational perspective where there are a variety of emerging

technologies that have not been adequately researched in the literature. Intra-

organisational communication flexibility is not well defined, but here it is defined

as the extent to which organisations are able to configure and reconfigure their

internal information linkages in response to changing environments and in partic-

ular how ICT can be deployed in a flexible manner to assess, facilitate and control

the deployment and monitoring of inventory.

The rest of the chapter is organised as follows. In the next section, a systematic

review of studies on flexibility and the enabling effect of ICT in the field of logistics

is provided as a grounding and source of information for the application of current

and future innovations to the field of inventory management. Next we propose a

conceptual model of inter-organisational communication flexibility for inventory

management. Following this, we detail current ICT deployments in the area of

inventory management and explain their role in facilitating communication flexi-

bility for inventory management in accordance with the conceptual model that has

been developed. The final section draws conclusions and gives directions for future

research.

15.2 Lesson from Logistics: Literature Review

Early data exchange systems, such as electronic data interchange (EDI), are often

criticised for their adverse effects in facilitating flexible information transfer

between and within organisations because they utilise rigid and complex interfaces

and are costly to deploy (Badii and Sharif 2003). However, recent advances in

ICTs, in particular web-based technologies, have altered the way information flows

are managed and structured. Avoiding the problems inherent with costly and
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complex point-to-point integration of separate systems, web-based systems are

designed for organisations and divisions to share a single platform (Christiaanse

et al. 2004). Many third-party, cloud-based applications and software now exist to

take advantage of web-based flexibility, such as TradeGecko, IBM’s own mobile

inventory management offerings or Bizelo. Such technological advances have

made intra-organisational information connectivity more flexible and less costly,

allowing increased visibility and opening up opportunities for better decision

making, increased stability in operations and collaborative initiatives within

organisations.

The idea that flexible connectivity automatically leads to increased communi-

cation flexibility and effectiveness is too simplistic in practice. In fact, in a recent

global survey of 400 supply chain executives, 70 % still rate ‘achieving the level of

interaction and visibility they need’ as a top challenge (Butner 2010), partly due to

the increasing complexities for organisations in determining appropriate informa-

tion linkages needed for successful operations. This need for visibility is directly

applicable to the field of inventory management, where accurate locational and

quantity data is critical to the accurate assessment of current inventories and

forecasting. A 2-year study further confirms that there is a strong need from pro-

viders of logistics services to understand how to leverage the emerging technolo-

gies for competitive advantages (Huckridge et al. 2010). Therefore, there is a need

to define and characterise communication flexibility, thus guiding practitioners to

realise the potential practical utilisation of such a concept.

The concept of communication flexibility is of equally in need of development in

academia. Much of the literature related to flexibility concentrates on manufactur-

ing operations, including the early notable works of Slack (1987) and Gerwin

(1987). More recently, the study of flexibility has extended from a manufacturing

systems level to a supply chain level (Sanchez and Perez 2005).1 Within the

literature, there is limited evidence in explicitly defining and measuring

ICT-enabled communication flexibility. Of those studies which directly relate to

ICT-enabled logistics flexibility, it is found that they confirm the positive effect of

ICT on flexibility but have limitations in providing in-depth insights into

characterising communication flexibility and defining the phenomenon in its own

right. For instance, Swafford et al. (2006, 2008) found that integrative ICT capa-

bility is a positive enabler of logistics and distribution flexibility in terms of range

(options for storing and delivering products) and adaptability (ability to exercise the

different logistics options within the range). In addition, a firm’s ability to deploy an

ICT infrastructure in support of the organisation-wide use of market information in

logistics services can provide comparative advantages (Davis and Golicic 2010).

Such studies are indicative of positive uses of ICT in intra-organisation connectiv-

ity. A survey of 198 companies in Hong Kong identified that the use of ICT

improves operational adaptability under environmental uncertainty and thus leads

1 For a comprehensive review of manufacturing and supply chain flexibility, one can refer to the

work of Stevenson and Spring (2007) and Bernardes and Hanna (2009).
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to improved cost performance of logistics (Wong et al. 2009). The study did not

explicitly discuss the specific technologies used by the surveyed companies and so

is only of value in broad terms.

One of the few papers which specifically investigates the mediating effect of

information connectivity (including information sharing and collaboration)

between flexible logistics programmes and flexibility outcomes (responsiveness,

delivery competence and asset productivity) was Closs and Swink’s (2005) work.

They found that increased information connectivity leads to improved asset pro-

ductivity, but does not lead to increased responsiveness. As the survey used in this

study was conducted in 1998, when web-based technologies for intra-organisational

integration was not yet widespread (or in some cases technologically feasible),

there is a need for such empirical results to be reinvestigated given the substantive

advances in ICT.

Only two works have been identified that address communication flexibility in a

logistics context in an explicit manner. First, Naim et al. (2006), working specifi-

cally on transport flexibility, define organisational flexibility into two types: inter-

nal flexibilities which describe system behaviour and external flexibilities which

determine the actual or perceived performance of the system. The paper argues that

communication flexibility is an internal flexibility and briefly defines it as ‘the

ability to manage a range of different information types’. Zhang et al. (2006) used

an alternative term, ‘spanning flexibility’, to describe the ability of a firm to provide

information across a supply chain. This research also proposes a definition of

‘supply chain information dissemination flexibility’: the ability of a firm to collect

and disseminate quickly the various data needed along a supply chain to respond

resourcefully to the customer needs. Both these works have a loose definition of

communication flexibility, and neither attempts to characterise communication

flexibility with regard to ICT. A recent literature review conducted by Marasco

(2008) confirms the lack of research in addressing the effect that ICT-enabled

communication has on interactions between parties in logistics services.

This chapter fills the gap in adequately defining communication flexibility by

addressing what the key dimensions of communication flexibility are in practice

using ICT. Dimensions of communication flexibility should be measurable: in

manufacturing operations flexibility measurement is relatively mature, providing

managers with the ability to assess and improve performance and to benchmark

between different operating systems (Slack 2005; Stevenson and Spring 2007).

Whilst there has been some research in related fields, such as measuring the

flexibility of ICT infrastructure (Byrd & Turner 2000), there is still a need to

address how communication flexibility be measured. This chapter proceeds through

an analytical development of a conceptual model of the constructs that define intra-

organisational communication flexibility. The constructs of each layer are devel-

oped through additional literature and are discussed in the next section.
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15.3 Inter-organisational Communication Flexibility

The model of communication flexibility proposed here is a three-layer model for

intra-organisational communication flexibility as shown in Fig. 15.1. This concep-

tual model builds on the work of Ward and Peppard (2002) and Klein and Rai

(2009) who argue that the impact of ICT to supply chain and inventory management

can be classified into three levels:

• Strategic: an emphasis on planning and development of information provisions

for strategic gains and competitive advantages

• Operational: an emphasis on the improvement of information flows within

companies to unlock potential efficiency gains

• Transactional: an emphasis on automating data processing and enabling reliable

data exchange within organisations

15.3.1 Transactional Layer

The transactional layer focuses on enabling effective and rapid data transfer (trans-

actions) and is composed of two elements: ICT infrastructure and connectivity. ICT
infrastructure here refers to hardware, software and networks. The strategic deci-

sions from companies on how to use their ICT infrastructure have an obvious and

significant impact on productivity and achieving competitive advantages, as ICT is

a means of improving organisational productivity, enterprise innovation and service

delivery (Mithas et al. 2011; Paulraj et al. 2008). Recent innovations in hardware

utilisation have provided innovative ways in reducing the total cost of investment in

ICT infrastructure. For example, cloud computing allows companies to avoid the

Fig. 15.1 Conceptual

framework for

communication flexibility
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cost of investment on an ICT infrastructure and the resulting costs incurred by the

employment of maintenance and technical staff by renting the computing and

storage capacity they require and paying a charge based on usage.2 Sharif (2010)

suggests that whilst cloud computing and SaaS are indeed innovations within ICT,

the real innovation potential will emerge when these platforms allow new industries

ways of doing business, connecting with and engaging with people. Another

example derived from supply chain management is the increasing trend in the

UK for small haulage companies to rent telematics kits for downloading digital

tachygraphy data and real-time tracking of vehicles.3 These approaches to ICT

deployment reduce the rigidity and high fixed cost associated with planning,

purchasing and maintaining of traditional ICT hardware solutions, increasing the

ease of deployment across organisations and resulting in more flexibility in the

infrastructure itself.

Software and computer code runs on hardware and executes the operational

functions of ICT. Recent developments in software applications enable the possi-

bility of greatly enhanced flexible provision of logistics. Specifically in the logistics

field, around 20 years ago most carriers and shippers with their own fleets did their

transport planning using spreadsheets, and many SMEs still do (Davies et al. 2007).

There are now widely available software packages, such as computerised vehicle

routing and scheduling (CVRS) or transport management systems (TMS) and

warehouse management systems (WMS) that are commonly found in most organi-

sations with transport logistics functions. These systems rapidly process informa-

tion and produce the most economic routes and schedules for transport and

warehouse management for the most cost-effective use of employee time and

storage space. Particularly in an environment where inventory has a short shelf

life, such systems are essential to aid the high-speed and efficient distribution.

Networks are easily defined as a series of computers connected via communi-

cation media (cabled or wireless) so as to transmit data (Rainer and Cegielski 2010).

The two most common types of networks are local area networks (LANs) and wide

area networks (WANs). Network systems provide critical links within organisations

and make it possible for geographically distributed organisations/individuals to

communicate and collaborate effectively. According to a survey by the Aberdeen

Group (Viswanathan 2008), hosted networks in recent years have gained popular-

ity, which again offer a flexible and cost-effective mechanism for deployment.

The second element of the transactional layer is connectivity. Connectivity refers
to the ability of intra-organisational systems to gain access to information and

support data exchange within organisations. Companies and individual users have

to have quick access to information via ICT systems in responding to changes in the

working environment. Prior to the widespread use of the Internet, many logistics

2 Taking the example of Amazon, the company charges from $0.095 to $0.96 per hour on one

server for computing capacity in the EU (Amazon.com 2011).
3 One technology provider Quartix charges their client from £18.5 to £22.18 per month for leasing

the telematics kit and accessing the tracking data via the Internet (Quartix.co.uk 2011).
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information systems were internal systems that could only be accessed in fixed

geographical locations. The pervasiveness of web technologies and wireless com-

munication allows for access to information systems that transcends geographical

proximity, resulting in communications from anywhere in the world if there is an

Internet connection. Many organisations employ secure web-based interfaces that

can be accessed remotely. Many organisations will grant their customers online

access to their customer relationship management (CRM) module (normally as part

of an ERP package). Third-party logistics companies like DHL offer shippers

access to its internal business system to track the status of individual consignments

via its online portal (DHL 2011). The food manufacturer Mars (UK) uses an

Internet tracking system to connect all intra- and inter-logistics operations (The

Institute of Grocery Distribution 2011). These solutions all increase the visibility of

the supply chain and are illustrative of the operational benefits that can occur from

effective data access and sharing principles.

Connectivity as a concept evokes links and linkages between nodes in a network,

and the extent of these linkages is (according to Davis and Golicic 2010) known as

the reach (i.e. e-connection with a wide audience) and range (share information

across a variety of technological platforms). Semantic web services can provide an

innovative solution to linkages and are being actively researched (Chituc

et al. 2008; Panetto and Molina 2008).

15.3.2 Operational Layer

This second layer deals with two major issues: information sharing and process
improvement.

Information sharing can be defined as the extent to which data is exchanged in

real time and information asymmetries are reduced. Research on information

sharing disproportionally focuses on information distortion and related costs and

benefits (Folinas et al. 2004; Lee et al. 1997; Sahin and Robinson 2002; Samaddar

et al. 2006). According to Donk (2008), there are few investigations about what is

needed for information systems to provide seamless information flows (which

would be of obvious benefit for communications within organisations). This chapter

proposes that three constructs need to be considered to ensure information sharing:

data quality, information visibility and speed of transactions. Data quality is often a

primary concern for businesses, as the accuracy, consistency and completeness of

data is critical to managerial decision making. In the past, many data errors

occurred due to the manual inputting of data by operators. The use of automatic

identification and data capture technologies can reduced data errors (Smith and

Offodile 2002). Bar codes and radio frequency identification (RFID) are frequently

used for inventory management in a variety of sectors (Jones 2011), providing

automated and pre-encoded data. Voice picking is also seen as common in practice

in retail sectors, with retailers like Tesco and ASDA. The use of real-time satellite
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tracking of containers and trucks also provides timely, factual and accurate data for

monitoring delivery performance (Wang and Potter 2007).

The increased complexity of supply chains and inventory tracking through

globalisation has led to longer lead times for products, increased landed cost (the

total cost of a product) and more goods-in-transit inventory. This necessitates

expanded data exchanges and higher levels of connectivity to suppliers, carriers,

customers and other parties like government bodies across multiple countries. This

in turn has posed significant challenges to companies in obtaining the total pipeline

visibility in order to respond quickly to inventory shortages as well as find ways to

cut cost. Control and improvements can only be achieved if adequate visibility is

provided.

“You cannot execute or optimize (processes) in an agile and responsive fashion in the
absence of clear visibility.” (Heaney 2009)

Many ICT visibility tools have been developed in practice in recent years to

address the multi-enterprise visibility issue. For instance, Microsoft, IBM, JDA,

Info and GT Nexus, to name only a few, have developed supply chain visibility

solutions. There are visibility modules in supply chain management suites, visibil-

ity systems from carriers or freight forwarders and hosted commercial platforms.

With regard to multimodal transport chains, a growing willingness to utilise hosted

commercial platforms has been observed in shippers, in order to reduce the cost and

complexity of maintaining such systems (Heaney and Sadlovska 2010).

Speed is concerned with how quickly visibility can be obtained. Visibility could

realise within minutes, hours, days or even months. For instance, Tesco uses

satellite tracking systems to monitor deliveries to their stores. The status of each

individual delivery is fed into the transport management system every 5 min

(Isotrack.com 2011). The store expecting the delivery will receive an automatic

alert in the form of a geo-fence notification, where an RFID tag on the vehicle

informs the system in the store that it is a specified distance from the completion of

the vehicle’s journey. Automation, integration and synchronisation in this manner

are ICT-enabled ways to achieve speedy data transactions and visibility. The

application of this kind of information sharing makes possible the second

subcategory under operational layer: process improvement.

Most ICT tools are, ontologically, designed and developed for process improve-

ments, particularly the streamlining of business processes such as inventory man-

agement (Turban and Volonino 2010). Some will also aid optimisation by enabling

‘what-if?’ scenario analysis. The origins of the use of ICT in logistics can be traced

to the 1960s, when applications like inventory management systems, scheduling

and billing systems were developed and first deployed by major organisations.

These enterprise systems were stand-alone—automating single processes rather

than entire operations. Material requirements planning (MRP) evolved in the

1970s from these stand-alone systems in order to integrate production, purchasing

and inventory management functions. The 1980s saw the emergence of

manufacturing resource planning (MRP II), which added labour and financial

requirements into the system. Enterprise resource planning (ERP) in the 1990s is
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a logical and evolutionary development from these predecessor systems, with the

aim of integrating all the transaction processing activities of all functional areas in

the entire enterprise. These innovations in process improvements are built on a

foundation of information sharing, as the efficacy of systems is contingent upon not

only effectively communicated information but also accurate and timely informa-

tion for maximum efficiency.

15.3.3 Strategic Layer

A primary motivation to deploy ICT systems in organisations is to utilise the

developments in ICT for strategic gains. This third layer of communication flexi-

bility deals with partnering and offering. Partnering refers to the ability to build and
alter information linkages in response to changes in the business environment. This

allows companies to be able to configure and reconfigure their supply chain

structures in order to be responsive to customers’ changing needs and emerging

uncertainties.

Prior to the emergence of web-based technologies in the late 1990s, e-business

integration between organisations was usually achieved through building dedicated

linkages, for example, using enterprise application integration (EAI). This method

of connectivity involved significant capital investment, long deployment time and

high switching costs, and because of these factors, the systems were primarily

utilised by large companies that could afford the development times and costs. The

benefits of such systems were tangible however: once the system was set in place, a

strong bond was created among linked organisations (Gosain et al. 2004). As a

result of increasing business dynamics since the 1990s, organisations require more

robust and reconfigurable linkages to deal with changes in the business environ-

ment, particularly in industries where product life cycles are short or where the

business environment is dynamic, for example, the electronic sector. Hence, when

there is a need for structural partnering change, the traditional methods of integra-

tion have been assessed as too rigid to meet such requirements (Edwards

et al. 2001) as companies require the flexibility to configure or reconfigure their

information linkages to reflect changing business arrangements and practices,

which highly rigid systems do not allow.

Web-based systems make affordances for the possibility of flexible integration.

Eschewing the costly and overly complex point-to-point integration network that is

indicative of separate systems based in geographically or organisationally disparate

locations, web-based systems are designed for participants to share a single system.

A key emergent aspect of the rapid development of web technologies has been

‘cloud computing’ (Hayes 2008). Unlike traditional applications that are paid for

with an upfront licence fee and installed on a company’s own premises and network

infrastructure, cloud computing systems are hosted by the vendor and paid for on a

subscription basis. Cloud computing is often referred to as ‘software as a service

(SaaS)’ (O’Sullivan 2007). These systems offer greater flexibility for collaboration
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within and between organisations and enable not only large companies but also

small- and medium-sized companies to be able to use web-based technologies

through flexible and affordable cost structures based on usage rather than develop-

ment and licensing costs. Such technological advances serve as a catalyst to the

development of new e-business logistics models. In an inter-organisational context,

the adoption of such systems necessarily progresses with and requires inter-

organisational trust and positive working relationships. In an intra-organisational

context, one may think that these factors would be a given; even in cases where

considerable intra-organisational rivalries exist and geographical or cultural differ-

ences prevent the fostering of positive intra-organisational cultures towards shar-

ing, the tangible benefits of partnering of this kind should be catalytic in the

adoption of these techniques if they fit the purpose and needs of the organisation

and business environment.

Adapted from Gosain et al. (2004) and Sambamurthy et al. (2003), offering

refers to the ability of organisational informational linkages to support changes in

product or service offerings to customers. Limited lifecycles of products and

services and the variability of customer demands are the driving forces for this

attribute of flexibility. A commonly cited example from the 2000s is Dell, who

allowed its customers to build their PCs to their own specifications by providing

modular choices via a web-based interface. The interface was linked to an online

order capturing system, and this was further linked with their in-house ERP system.

The approach increased Dell’s offering to customers in terms of variety and

customisation but without a corresponding increase in cost. Mass customisation

of this kind is not feasible without the supporting ICT technologies. Holmström

et al. (2010) argue that by combining IT and rapid manufacturing technologies,

original equipment manufacturers (OEMs) in an aircraft spare parts supply chain

can meet the dual challenges of providing a variety of spare parts to their customers

without holding excessive stock. The strategic decision to offer flexibility to

customers through the use of ICT necessarily involves a robust and responsive

ICT network and series of systems to create and transfer accurate and executable

data to all relevant parts of the organisation and as such requires strategic decision

taking in applying trust and faith in the ICT systems provided.

15.4 Current Developments in ICT Use in Inventory

Management

Inventory management is already heavily reliant upon ICT and ICT-enabled pro-

cesses, with many of the technologies mentioned in the above section (for instance,

warehouse management software) deployed extensively across industries as a

means to managing inventory levels and distribution channels. The following

research is intended to highlight new innovations being deployed in inventory

management and across a number of business sectors: telecommunications, health,
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utilities, construction, transport infrastructure and the automotive industry. This is

done with the intention of illustrating current and potential uses of ICT to facilitate

and realise communication flexibility at the levels outlined above and how inven-

tory management can be improved with the use of existing ICTs that improve upon

current deployments.

Recent research emphasises the importance and role of visibility (as a function

of data) as a key enabler in improved inventory management. Alfaro and Rabade

(2009) indicate from research in the grocery and fast-moving consumer goods

sector that increased visibility brings both quantitative and qualitative benefits to

firms, with the qualitative benefits being focussed on better working conditions and

staff approval of operations following improved visibility through the use of

vehicle tracking and product identification technology. The implementation of

improvements at a transactional level identified in this research effect improve-

ments at the organisational level of communication flexibility, in line with the

topology in the theoretical model proposed. Becker (2011) argues that it is neces-

sary that a company’s processes are transparent (through the provision of data) if

effective process management is to be realised, but there is a lack of effective and

comprehensible methods for implementing this requirement at present, and, with-

out the establishment of coherent and established methods, ad hoc solutions that do

not leverage the possible advantages and efficiencies from the technology could be

lost. De Brito and Van der Laan (2009) add that imperfect data has significant

effects on inventory control, particularly with regard to reverse logistics and

product returns, which take considerable resources to correct and amend data in

the inventory management process. Berghout et al. (2011) add that although

organisations are committed to improving ICT, they squander many opportunities

to do so through inconsistencies in cost/benefit management practices that do not

integrate operational benefits into investment analyses, a view shared by Haider

et al. (2006) who emphasise that the stochastic nature of the variables involved

makes such decision making problematic but these problems can be solved with

effective and responsive measurement mechanisms for process improvements.

Hertwig (2012) argues from case study data that the adoption of e-business solu-

tions in the field of inventory management is still largely driven by external

demands from other customers, bandwagon effects and herding behaviour, and

less so the expectations and interests of professionals within a company, and that

this model of demand can lead to suboptimal solutions and in extreme examples

multiple systems with a lack of interoperability and data exchange being deployed

within organisations, which increases rather than decreases efficiency and visibility.

The prevailing view from recent research is that increasing visibility of inven-

tory is critical to improving operational performance. Emmanouilidis et al. (2009)

offer the view that 24/7 connectivity (of networks and items, enabled through

innovative technological use of systems such as RFID and the scanner networks

and databases) for active data analysis, ready access to knowledge and information

and growth of information networks are essential to the realisation of solutions in

asset and inventory management, a view furthered by Carlos and Vieira (2009) who

present the need for this kind of data processing environment as a main challenge
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facing organisations who are looking to develop agile working environments.

Gospill et al. (2011) emphasise that such improvements in agility that necessitate

accurate and timely data on inventory are dependent upon a fundamental under-

standing of data and that current systems and strategic thinking in organisations are

both a barrier to realisation of the advantages of ICT through a fundamental lack of

acknowledgement of the importance of data. Recent research by Shen et al. (2012)

advocated agent-based web service solutions that allow for loosely integrated

linkages as the optimal method for the capture of the necessary data for effective

inventory management in construction projects where multiple agents are involved,

although such an approach may be unnecessary where concerns over inventory

management are within one organisation. In general, barriers to effective inventory

management using ICT are currently identified as a lack of strategic willingness and

knowledge in the employment of appropriate systems, difficulties with accurate and

timely data capture and a lack of transparency and visibility of data on inventory.

Improvements in these areas should, according to the research, result in improve-

ments in inventory management.

15.4.1 Telecommunications

At present, there is scant recent research into inventory management in the tele-

communications industry, which indicates both a gap in the literature and a need to

address the industry with some urgency, as the industry itself meets the demands of

rolling out net mobile networks and the maintenance of mature networks that

require adequate inventory levels and an appreciation of what equipment is cur-

rently deployed in the vast networks that telecommunications companies establish

and manage. Ala-Risku et al. (2010) provide the only recent research on inventory

management in the telecommunications industry, analysing the effect of technology

that tracks site installations and inventory have on the supply chain for a telecom-

munications company. The researchers note that as the scale and complexity of a

major infrastructure project (the deployment of equipment in a new mobile net-

work) increases, the role of accurate and robust tracking of installation work and

inventory increases. Alignments between parties in the supply chain are more likely

to break down with the absence of reliable inventory tracking; the researchers

proposed that the introduction of inventory tracking technology would quickly

improve performance with regard to project delivery. This finding has not been

validated however, whether in practice or through further research. The proposed

solution clearly looks to improve communication of data at both the transactional

and operational levels of communication flexibility, but without confirmatory

evidence, this research remains a guideline only.
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15.4.2 Health

The health sector represents an analogous industry to the telecommunications

industry, in that it is another industry where the tracking of and accounting for

potentially valuable (and in this case life-saving) stock units is of critical impor-

tance. Baffo et al. (2009) argue that effective inventory management in this sector is

critical as the costs of inventory and the potential savings (at a time of increased

attention on economising and sourcing, potential savings within organisations is

important) for both private and public healthcare systems become increasingly

salient. The researchers propose an operational model (enabled by effective and

accurate information sharing) where departments, wards and personnel are linked

for the purpose of equipment and drug management, eliminating duplication and

unnecessary costs.

Ting et al. (2011) report on the use of RFID technology in an attempt to realise

this kind of efficiency in managing and tracking equipment and other inventory in

the sector. The researchers utilised an exploratory case study method to implement

and deploy a RFID system in a medical organisation and found that if due

consideration was taken in the preparation, implementation and maintenance of

the system, then the increased visibility of inventory realised by the deployment

could realise efficiencies in organisational practice, illustrating how changes at a

transactional level can benefit organisational practices in inventory management.

Replication of these findings would be required for validation given the case study

technique used, although the practical implementation of the technology in this case

is encouraging as it moves beyond theoretical and nonevidence-based enthusiasm

for RFID in inventory management. De Vries (2011) identifies the presence of

multiple stakeholders in healthcare settings that may limit the enthusiasm for and

understanding of appropriate ICT systems for the management of inventory, a

finding that could be applicable to other industrial sectors.

15.4.3 Utilities

The term utilities are here used to group power (electricity), water and gas sup-

pliers. Research in this area is of particular interest as these organisations typically

have to deal with major, fixed inventories around installations that typically have

lengthy product life cycles but which require consistent and constant maintenance

due to their strategic and operational importance in everyday life. For example,

El-Thalji and Liyanage (2010) used a critical review method to assess the state of

inventory management in onshore and offshore wind farms (increasingly prevalent

as environmental concerns become a major political issue). The issues with off-

shore wind farms are particularly daunting: design of electrical infrastructure,

structural design, material choices for the maritime environment, site assessments,

substructural design and maintenance, installation methods, supply chain
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management and logistics and technical service access are all issues that impact on

the design of the facility and the management of inventory for the maintenance of

the facility. The chapter advocates intelligent remote diagnostics (integrated with

inventory management and operational systems) can facilitate the optimal manage-

ment of such facilities.

Other research has looked at the domestic power market and the deployment of

inventory in domestic and commercial applications. Like other sectors, the utilities

industry needs solutions to tracking inventory that is deployed in the field and has

considerable asset value for organisations. Mason et al. (2010) found that the

deployment of wireless sensors and sensor networks can improve efficiency in

the monitoring, maintenance and security of gas canisters (which have considerable

scrap value). The tracking of these items realised financial and material gains and

allowed for streamlining of maintenance and other operations. Research that has

assessed how ICT can improve operational efficiencies in the power industry also

includes Taylor et al. (2011), who detail how ICTs could enable real-time state

estimation through linkages with smart metres and other deployed infrastructure in

the domestic power market.

The generation of vast amounts of data resulting from the deployment of devices

that are enabled to produce data will require novel ICT deployments that are able to

enable near real-time state estimation for the most effective generation of power

and use of resources across the power network. This kind of ICT usage, with an

emphasis on utilisation and deployment on a mass scale at the transactional level of

communication flexibility to inform the operational aspects of the industry, is

indicative of a transferrable deployment of ICT that could benefit other sectors

(such as the health or telecommunications industries). Huet et al. (2010) concur that

the deployment of smart technologies in the network will realise operational

benefits but draw attention to the fact that such smart grids are in themselves a

source of stress for networks (particularly those characterised by aging assets) and

that this is a potential concern for the industry as a whole.

Kangilaski (2009) approaches inventory management in the power sector from

an alternative perspective, arguing in the context of European Union member states

that as the European market should run as a continuous market, there should be no

restrictions according to individual state borders. To prepare for this (which implic-

itly argues that this is not the case at present), asset and inventory management

software must be deployed to monitor pan-European assets and inventory. The

research concentrated on the Estonian power utility provider Eesti Energia and their

deployment of distribution and transmission monitoring technologies. In an indus-

try where mergers and acquisitions concerning cross-border organisations and

organisations with a pre-existing cross-border profile are already a prominent

feature, this kind of ICT deployment should be of great strategic benefit as well

as providing immediate inventory management benefits if deployed effectively.
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15.4.4 Transport

The techniques and ICT deployments in the maintenance and tracking of inventory

in road and rail networks are, again, illustrative of attempts to bring cost

rationalisations to large inventories with considerable deployment issues. Leijten

and Koppenjan (2010) assessed asset management in the Dutch railway infrastruc-

ture and found that whilst ICT deployment strongly improved the efficiency of the

company in both financial management and capacity, there was a resulting burden

on asset managers that had not been anticipated. The deployment of ICT in this case

resulted in more work and pressure to realise efficiencies than previously. However,

little other research is currently available to validate these findings further, indicat-

ing that transport infrastructures are another area in need of research focus in

inventory management and ICT.

15.4.5 Automotive

Most relevant research has derived from studies in the automotive industry, but

whilst the above areas deal with considerable fixed inventories as well as consum-

ables, inventory management in the automotive industry is focussed on consum-

ables and spare parts. Hellstrom and Wiberg (2009) report on an empirical study

within a production and assembly plant where the use of RFID-insured inventory

inaccuracy was kept at a minimum, allowing for the improvement of factory

processes through the realisation of visibility of inventory by improving transac-

tional creation and exchange of data and analytic gains. Liu and Sun (2011) also

report on information flow management with automotive parts, describing how

utilising the ‘Internet of things’ concept (uniquely identifiable objects with embed-

ded smart technology that produces data on tracking in an Internet-based informa-

tion capture system) with parts allows for the emergence of vendor-managed

inventory which can realise improvements and efficiencies in supply chain perfor-

mance and management.

Lou et al. (2011) identify that currently a gap exists in the material and infor-

mation flows within a consumables supply chain. This is because the information

flows do not always reflect the material flows in real-time (or in a timescale that is

commensurate with optimal inventory management beyond real time), but the

techniques of RFID tagging and other computational embedding can help close

this temporal gap and realise real-time information flows that are in accordance

with material flows. Again, this research in the automotive sector emphasises the

critical importance of visibility of inventory through the utilisation of smart tech-

nologies and the effective use of that information operationally and strategically.
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15.5 Conclusions

The brief review of current literature across industrial sectors illustrates that current

research and innovations in inventory management are concentrated around visi-

bility of inventory, through the use of smart technologies such as RFID, to improve

the accuracy of inventory management and realise operational gains through this

increased accuracy. This approach to the improvement of inventory management

through the use of ICT is, in the context of communication flexibility as outlined in

this chapter, an attempt to improve the transactional level of communication

flexibility in order to produce organisational and strategic benefits. As such, the

improvement in flexibility at the transactional level through the provision of

visibility through data improves communication flexibility by improving the basis

for communication itself—information or data. In these recent research examples,

the provision of item- and stock-specific data provides the basis for communication

itself and allows for greater flexibility in communication through the provision of

the data which is the content of communication.

The additional communication afforded by the provision of real-time or loca-

tional data facilitates changes in operational procedures and cultures at the opera-

tional level, and both influences strategic decision making and is in itself a product

of strategic offering and strategic decision making with the aim to improve accu-

racy of inventory measurement and therefore identify efficiencies and areas for

further efficiency. In this sense, the three levels of communication flexibility

operate as a topological system (i.e. a layered and connected system) in which

improvements or changes in the transactional level are reflected by changes in the

operational and strategic level. These resultant changes can be further reflected by

additional changes at the transactional level, either in the provision of more data or

different data to suit operational and strategic needs. The model of communication

flexibility in practice offers a view of data provision, accumulation and analysis as a

cybernetic system where feedback loops allow for the accumulation of data and the

improvement or alteration of operations and strategic decision making based on

continuous, updated and accurate data provision.

The model of communication flexibility both anticipates and explains how

improvements in the provision of data on inventory (increases in transactions

within communications networks) can both affect and improve communication

flexibility at subsequent levels, which can result in operational and strategic gains

whilst also affecting changes in practices which would require inspection and

reflection at the individual case level. These effects are, however, not supported

by enough literature, research and data from actual organisations at present; the

research presented in this chapter tentatively supports the notion that improvements

in data provision (resulting in improved visibility of inventory) as an improvement

in communication flexibility can result in operational improvements in inventory

management concretised as reduced costs and wastage and improved service and

delivery times. The overall paucity of research in the area though demands more

research to validate the findings presented and in particular more evidence based on
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economic costs/benefits for guiding investment in the technology that could enable

these gains in communication flexibility and performance in inventory management

is required.
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Chapter 16

Measuring and Managing the Benefits from

IT Projects: A Review and Research Agenda

Crispin R. Coombs, Neil F. Doherty, and Irina Neaga

Abstract There is growing agreement that organisations must explicitly plan for

and proactively manage the realisation of benefits, if a new technology is to deliver

real value to its host organisation. In particular, benefits need to be leveraged

through carefully planned and co-ordinated programmes of organisational change

and ongoing organisational adaptation. Inevitably these insights have encouraged

academics, consultants and practitioners to develop tools and techniques that

explicitly support the benefits realisation process. Unfortunately, even when orga-

nisations have adopted such prescriptions, tools or panaceas, the outcome from

software projects still often disappoints users and managers alike. Based upon a

thorough review of the existing literature, we begin by critically evaluating the

benefits management literature and argue that before organisations can meaning-

fully manage benefits, they must be able to effectively measure benefits. We then

critique the existing benefits measurement literature to assess whether the current

measurement tools are sufficiently robust and effective, to facilitate benefits man-

agement approaches. The chapter concludes by proposing an agenda that identifies

the many areas in which future research projects could be fruitfully conducted.

16.1 Introduction

‘If you can’t measure it, you can’t manage it’. (Thorp 1998)

IT-related organisational transformation can engender changes in business pro-

cesses and work practices, which may ultimately deliver value by reducing costs,

increasing output quality, enabling new product development or improving
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customer service (Brynjolfsson and Hitt 2000). Indeed, Gregor et al. (2006) found

that variations in the level of organisational change can explain the differential

effects of computer use on productivity across organisations. The recognition that

most benefits from IS/IT come from changes in the way an organisation does

business and not from the introduction of the new technology itself (Marchand

and Peppard 2008) has engendered a whole new field of management practice and

enquiry: benefits management. Benefits management (BM) has been defined as ‘the
process of organizing andmanaging, such that the potential benefits arising from the
use of IT are actually realized’ (Ward and Elvin 1999). A number of previous studies

have attempted to highlight the need for proactive management of organisational

change in formal benefits realisation approaches to improve the outcomes of systems

development projects (Remenyi et al. 1997; Changchit et al. 1998). Indeed, Doherty

et al. (2012) consider the instigation of an organisational change process that

complements the new information system’s functionality as one of the defining

characteristics of the benefits realisation approach. However, it is difficult if not

impossible to proactively manage the process of benefits realisation management

without effective tools to measure and monitor benefits.

Against this background, the primary aim of the current study was to review the

academic literature that investigates different aspects of benefits measurement in

order to identify and critique the benefit measurement approaches currently avail-

able. In so doing, we wanted to understand the extent to which current measurement

techniques are fit for purpose in terms of facilitating the effective deployment of

benefits realisation management approaches. Moreover, we were keen to identify

the key priorities for future research regarding IS-/IT-enabled benefit measurement

and management. The structure of this chapter is as follows: The next section

provides a conceptualisation of IS-/IT-enabled benefits and discusses possible

benefit classification schemes. The process of identifying and reviewing key con-

tributions to the benefits measurement literature is then explained, before an

overview of the main themes emerging from this review is presented. The chapter

concludes by proposing an agenda that identifies the many areas in which future

research projects could be fruitfully conducted.

16.2 Conceptualising IS-/IT-Enabled Benefits

Before we can discuss how benefits might best be measured, it is important to

review how the term IS-/IT-enabled benefit has been conceptualised in the extant

literature. This task is not as easy as it may sound, because there are few clear

definitions, and many studies simply identify examples of the types of benefit that

IS/IT investments deliver or classifications of these benefit types (e.g. Farbey

et al. 1993; Giaglis et al. 1999; Shang and Seddon 2002), rather than attempting

to explicitly defining this term. For example, Sanchez and Robert (2010) argue that

all benefits can be classified as tangible or intangible depending on the ease with

which they can be quantified. Remenyi et al. (1993) have defined ‘a tangible benefit
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as one which directly affects the firm’s profitability’. The word directly, in this

definition, attempts to draw a distinct line between tangible and intangible benefits.

For example, it is fairly clear that an IT system contributing to a direct cost

reduction is more tangible than one that is designed to deliver management infor-

mation, which may, over time, facilitate improvements in organisational decision-

making. However, Murphy and Simon (2002) argue that the delineation between

tangible and intangible is often quite fuzzy. In this context, quantifiable benefits are

differentiated from tangible benefits in that quantifiable benefits may be measured

easily but may, or may not, directly affect a firm’s profitability.

Some authors have attempted to devise benefit classifications that attempt to

further decompose the broad categories of tangible/intangible or direct/indirect. For

example, Williams and Parr (2006) have decomposed tangible benefits into finan-

cial and non-financial benefits. Giaglis et al. (1999) attempt to sidestep the issue of

the degree of alignment between benefit tangibility and benefit directness by

presenting a matrix of IS benefit types. In their matrix they differentiate between

the following four benefits types: hard benefits (e.g. cost reduction), intangible

benefits (e.g. improved decision-making), indirect benefits (e.g. the implementation

of a LAN allowing future systems to be implemented if required) and strategic

benefits (e.g. a new business strategy or better market positioning of the firm).

Strategic benefits have also been included in two other benefit classification

schemes. Farbey et al. (1993) include strategic benefits as one of the five possible

categories of generic benefits from IS/IT that they constructed from empirical study

of project evaluation in 16 organisations. They also include management benefits

(e.g. flatter organisational structure), operational benefits (e.g. timeliness and

accessibility of data), functional benefits (e.g. enforcement of regulatory or legal

requirements) and support benefits (e.g. improved recruitment and retention pro-

cesses). These five categories are based on Mintzberg’s (1983) view of the structure

of an organisation. Ward and Daniel (2006) comment that whilst the first three

categories remain relatively easy to understand, the last two categories are difficult

to distinguish reducing the effectiveness of the framework.

A further classification is proposed by Shang and Seddon (2002). Their frame-

work is based on the potential benefits available from ERP system implementations

and has some similarities to Farbey et al.’s classification also including strategic

and operational dimensions. The first three categories of Shang and Seddon’s

(2002) framework are based on Anthony’s (1965) classification of management

activity into three levels: operational, managerial and strategic. To these three

levels they add IT infrastructure and organisational benefits. Shang and Seddon’s

framework has the advantage of being more clearly defined and derived from

practitioner assessments of realised benefits, rather than planned or potential ben-

efits. They also start to consider which types of measure may be more appropriate

for measuring different benefit types differentiating between tangible and intangi-

ble benefit measures.

Whilst classifications are useful in that they provide useful insights into the types

of benefits that may be realised from IT implementations, it is often difficult to

apply them in practice, as the boundaries between categories are often indistinct.
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Against this backdrop, other academics have attempted to define benefits, rather

than categorise them. For example, Thorp (1998) defines a benefit as ‘an outcome
whose nature and value are considered advantageous by an organization’. Bradley
(2006, p18) provides a similar perspective defining a benefit as ‘an outcome of
change which is perceived as positive by a stakeholder’, and Ward and Daniel

(2006) continue the emphasis on stakeholders, by defining benefits as ‘an advan-
tage on behalf of a particular stakeholder or group of stakeholders’. Sanchez and
Robert (2010) provide a greater emphasis on the measurement aspect of benefits in

their definition, stating that ‘benefits are measurable improvements perceived to be
a value by one or more of the stakeholders’.

Conceptualisations and definitions of benefits both provide useful academic

insights, but they say very little about how benefits are actually measured, in

practice. Consequently we initiated a systematic literature review to investigate

and critique the benefits measures that had been reported in the academic literature.

16.3 The Academic Literature on Benefits Measurement

Having reviewed some of the ways in which the benefits of IS/IT have been

conceptualised in the literature, it is important to turn our attention to the rather

more practical issue of what we know about the reality of measuring benefits. This

chapter draws on a sample of references drawn from the literature on benefit

measurement and management. Due to the multidisciplinary nature of the interest

in the benefits from IT projects, we searchedWeb of Science, ABI/Inform, Business

Source Premier, EI Compendex (Engineering Village), Scopus, Google Scholar,

Inspec and IEEE electronic databases for English language journal peer-reviewed

articles that were published between January 1990 and June 2012. We searched for

articles, using a range of terms that included benefits realization, benefits manage-
ment, business benefit, benefits evaluation, business value, value engineering, value
management or value realization and measurement, measures, assessment or val-
uation in their title, abstracts or keywords. We combined the above search terms

using lemmatisation, where available, and wildcard and truncation to pick up

alternatives and to account for UK and US spellings. This search generated about

100 articles, which were imported into RefWorks. The titles and abstracts of these

articles were examined to classify the literature and we ultimately identified

27 articles that focused on measuring benefits or IS/IT, which we now use as the

focal point for the remainder of this chapter. Initial reading and forward and back

citation analysis of key articles identified several additional papers that were

included in the review resulting in a total of 32 articles for analysis (see Table 16.1).

An initial observation from the list is that the number of relevant articles,

identified over this 20 year a time period, is relatively low, and it highlights the

extent to which the concept of IS-/IT-enabled benefits measurement has been

neglected and remains underdeveloped. This exercise also provided some interest-

ing insights into the research methods used to study benefits measurement. The
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Table 16.1 Academic articles on measuring IS-/IT-enabled benefits 1990–2012
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findings presented in Table 16.1 indicate that the most common method adopted,

within our sample of papers, was the survey strategy, usually across multiple firms,

to investigate one of the following:

• The relationship between IS/IT and the delivery of business value (e.g. Nevo and

Wade 2010; Jeffers et al. 2008; Powell and Dent-Micallef 1997)

• The validity of an author-developed measure (e.g. Tallon and Kraemer 2007;

Love et al. 2005; Mirani and Lederer 1998; Klein et al. 1997)

• The approaches taken to measure benefits by practitioners (e.g. Gacenga

et al. 2010)

Author-developed measures were the most common focus of the conceptual

papers (Sanchez and Robert 2010; Rehesaar and Mead 2005; Kleist 2003; Smith

and McKeen 1993), and the relationship between IS/IT investment and the delivery

of business value was the primary concern of papers that adopted a financial or

economic modelling techniques. A small number of studies had adopted a case

study or action research approach to investigate aspects of benefit measurement

compared to those following a survey design. These studies tended to focus more on

softer aspects of benefits measurement addressing topics such as:

• Intangible benefits (e.g. Sharif and Irani 2006; Murphy and Simon 2002)

• Disbenefits (e.g. Fox 2008)

• Different stakeholder perspectives on benefits assessment (e.g. Buccoliero

et al. 2008)

In addition to shedding light on the different research approaches reported in the

literature, our study also provides important new insights into the specific types of

measure that can be adopted. The remainder of this section critically discusses the

two most common types of measure, namely, objective and perceptual measures.

16.4 Objective Measures of IS-/IT-Enabled Benefits

Nevo and Wade (2010) argue that the business value of IT (BVIT) is central to the

IS discipline. Many researchers have attempted to apply economic measures to

assess whether the anticipated benefits of IS/IT investments are being realised. Such

objective measures include profitability, productivity, costs, quality, operative

efficiency, consumer surplus and Torbin’s q (Lin 2009). Many researchers have

attempted to investigate how such objective measures are affected by organisational

IT adoption practices. For example, Jeffers et al. (2008) report that whilst some

studies have shown a positive relationship between IT spending and firm perfor-

mance (Hitt et al. 2002), others have reported more mixed or negative associations

(Nevo and Wade 2010; Lin 2009). Researchers have responded to these mixed

results in two ways. One stream of research has focused on building process-
oriented models of value creation. These scholars argue that IS/IT investments

can only be measured at the intermediate process level as it is at this level that
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IT-enabled contributions can be seen (Barua and Mukhopadhyay 1995; Ray

et al. 2004). A second stream of research considers organisational resources and

investments complementary to IT (Powell and Dent-Micallef 1997; Brynjolfsson

and Hitt 1998; Bresnahan et al. 2002). However, it has been argued that the

application of objective, accounting-oriented measures has significant weaknesses.

For example, Smith and McKeen (1993) argue that return on investment is not

suitable for capturing intangible aspects that may be essential for firm survival in an

industry. Revenue growth rates are attractive because systems that are designed to

offer new products or services are designed to increase market share. However,

isolating an IS/IT investment contribution to revenue growth is likely to be prob-

lematic making linking individual IS/IT project costs with subsequent benefits

difficult. Smith and McKeen (1993) argue that there are similar problems of

isolation when attempting to apply return on management or profits as a measure

of business benefits. However, despite such measurement problems, organisations

still seem focused on gathering objective measures even though the business

reasons for investing in these systems are often to provide intangible benefits (Petter

et al. 2012). Consequently, although some authors are retaining objective measures

(Lin 2009; Martin-Oliver and Salas-Fumas 2012), others have moved to perceptual
measures.

16.5 Perceptual Measures of IS-/IT-Enabled Benefits

Several researchers have attempted to move away from objective measures and

offer alternative instruments for assessing benefits from IS/IT investments. These

approaches mainly rely on perceptual measures of benefits and the quality of

respondent’s recall rather than objective measures. For example, Mirani and

Lederer (1998) developed an instrument to measure three dimensions of

organisational benefits: strategic, informational and transactional using a Likert

scale ranging from not a benefit to very important. More recently, Jeffers

et al. (2008) and Nevo and Wade (2010) have relied on survey harvests of self-

reported practitioner data on various aspects of firm performance and IS/IT contri-

bution. Tallon and Kraemer (2007) provide a useful contribution to this debate as

they assessed the efficacy of executives’ perceptions of IT impacts at both the

process and firm levels. They compared data collected via a perceptual survey of

196 executives views on their firm’s IS/IT investment and performance with

financial data for the same firms obtained from Standard and Poor’s Compustat

database. They conclude that whilst perceptions were not a perfect proxy for hard-

to-find objective measures, they were ‘sufficiently accurate, credible, and unbiased
as to constitute a viable approach to IT impact assessment’.

An alternative approach to evaluating the performance of IS/IT and therefore the

delivery of benefits is proposed by Skok et al. (2001) who advocate the use of

importance–performance (I–P) maps. I–P maps are matrix-based techniques that

seek to capture stakeholder perceptions of importance and performance, using
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Likert or numerical scales, which make them easy to analyse and interpret. Skok

et al. (2001) assessed the application of this technique within a case study organi-

sation and found it to be simple to administer and interpret, although it sacrifices

depth for breadth of coverage. An alternative approach to addressing the challenge

of assessing the value of IS/IT investments in a context of human, organisational,

social and technical complexities is provided by Sharif and Irani (2006). They apply

fuzzy cognitive mapping (FCM) to an IS evaluation at a single case study organi-

sation. This approach is essentially a mind map representation of a system or set of

causal statements, within a situational context, that could effectively be enumerated

in terms of a simulation algorithm.

These studies indicate that adopting alternative non-accounting-based measures

of IT-enabled benefits can be useful for researchers, especially when attempting to

capture intangible benefit levels. However, Murphy and Simon (2002) caution that

it is important to ensure that any proxy measures are agreed with business man-

agers, to ensure that they are considered valid throughout the business. The work of

Klein et al. (1997) suggests that as well as considering which measures are most

appropriate for particular benefits, the nature of the technical functionality should

also be considered. Objective, accounting measures may be preferable for systems

that are concerned with transaction processing and thereby likely to deliver tangible

benefits. However, systems that are designed to improve decision-making and have

less tangible organisational impacts require perceptual-based measures or proxy

measures to be able to effectively assess the delivery of business benefits. Conse-

quently, Tallon and Kraemer (2007) recommend the use of both objective and

perceptual data when assessing IS/IT impacts.

16.6 Benefits Measurement in Practice

Although most researchers have attempted to independently measure the benefits of

organisational systems, others have attempted to assess the benefits management

practices of IS professionals and a number have gathered data on current benefits

measurement practices in use. For example, Berghout et al. (2011) conducted eight

case studies of financial service organisations in the Netherlands to investigate the

adoption of lifecycle cost and benefit management practices. They report that

financial measures (e.g. return on investment) or nonfinancial indicators

(e.g. achieving a strategic match) were used for IS/IT investment justification.

However, they found that the cost/benefit analyses of almost all of their case

study organisations were incomplete. Further, in most justification processes,

investment goals were not set in a way to allow evaluation afterwards. There was

a tendency to formulate qualitative (‘better than the current situation’) rather than

quantitative goals (‘an improvement of 15 %’), which would complicate evaluation.

They also report that there was little proactive measurement of benefits during the

realisation or exploitation stages of a project with few organisations adopting

service-level agreements to evaluate performance between the IT department and
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users or linking operation costs and business value. They conclude that few

organisations conducted an evaluation of their IS/IT investments largely because

of setting nonmeasurable goals and the difficulty of isolating the influences of other

investments.

Slightly better experiences are reported by Gacenga et al. (2010) in their study of

IT service management benefits and performance in Australian firms. They found

that the balanced scorecard was the most popular measurement technique adopted

by managers supported by metrics at the process level. However, they also report

that many of their respondents reported difficulties in measuring and reporting

benefits in their organisations, which Gacenga et al. explain through a lack of

adoption of performance measurement frameworks. A further study, also conducted

in Australia, has examined the uptake of benefits management and evaluation

practices (Love et al. 2005). Love et al. (2005) develop benchmarking metrics at

three benefit levels (strategic, tactical and operational) for SMEs implementing

IS/IT investments. They also argue for the inclusion of benchmarking metrics for

risk factors associated with IS/IT implementations (such as reluctance of employees

to adapt to change) that may inhibit the delivery of benefits. They conclude that

strategic benefits from IS/IT investments vary across industry sector and claim to

have developed measures that should allow SMEs to assess their performance

against similar organisations. However, Love et al. (2005) only apply these mea-

sures to assess the overall performance of SMEs in Australia rather than for

application at the project level for individual SMEs. They also do not provide

guidance on how these items should be measured for individual IS/IT investments,

identifying several items that were considered intangible and therefore difficult to

measure (Ashurst et al. 2008). Consequently, it would appear that many IS practi-

tioners are not applying benefits measurement in practice, possibly because the

challenges of benefits measurement have yet to be resolved.

16.7 Conclusions: The Future of Benefits-Oriented

Research

In his much-cited book, The Information Paradox, Thorp (1998) emphasises the

critical importance of measuring of IT-enabled benefits for ensuring the effective-

ness of the benefits management processes stating ‘if you can’t measure it, you
can’t manage it’. Our study, which has examined and synthesised the benefits

measurement literature, has raised some important concerns about the ability of

organisations to measure the benefits being realised from their IT investments, and

it brings into question their ability to effectively manage the realisation of benefits.

More specifically, the studies of the broad benefits measurement approaches

adopted by practitioners indicate that there are significant deficiencies in their

current practices: too often benefits are estimated at the outset of a project but

then not systematically reappraised once the system has gone operational (Ashurst
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et al. 2008). The ability of organisations to effectively measure the benefits of IT is

also called into question by the studies that have attempted to measure the rela-

tionship between IS/IT investment and the business value realised: the very variable

results produced by these studies suggest that many organisations are neither

measuring nor managing the benefits of their IT investments effectively.

In addition to highlighting serious concerns about the practice of benefits

measurement, this study has also identified some significant gaps in the literature.

Whilst there have been many studies that have attempted to model the IT value

relationship or explored the broad evaluation approaches being adopted, there has

been a dearth of research that explicitly investigates how these measures are

actually operationalised within organisations and how effective they are in

supporting practitioners to monitor and manage the process of IS-/IT-enabled

benefits realisation. This is a very important oversight, because unless we know

how benefits are currently being measured, it will be very difficult to discern how

these approaches can be improved. Consequently, despite considerable interest

among industry and academia in leveraging benefits and value from IS/IT invest-

ments, good results are not going to be consistently achieved without further

research into the development of reliable and accepted measures. Against this

backdrop, it is important that a new research agenda be established for benefits

measurement, to ensure that these significant gaps are filled, as a matter of some

urgency. Key issues on this agenda would include:

• Empirical studies to investigate the application of benefits measurement tech-

niques at the process and project levels and how these methods can be used to

inform adjustive action and regular monitoring of benefits realisation. Such

studies would be valuable, as they will help to bridge the theory-practice gap

in benefits management (Ashurst et al. 2008).

• Studies to investigate how objective and perceptual measures can be effectively

combined to proactively measure and monitor the delivery of benefits during and

following the completion of systems development projects (Tallon and Kraemer

2007). In particular, it would be valuable to investigate how such measures could

be embedded in existing systems development methods to ensure that they

become a core aspect of IS/IT projects rather than a nice idea that is put to one

side once the business case is accepted.

• Research that involves longitudinal data would also be helpful to assess the

strengths, limitations and accuracy of existing and new benefits measurement

techniques. Research methods such as case study or action research would be

particularly pertinent for these studies to get a richer interpretation of the benefits

journey for both academics and practitioners and thereby increase the likelihood

of realising business benefits from IS/IT investments (Doherty et al. 2012).

To conclude, if the unacceptable high levels of information systems failure and

underperformance are to be successfully addressed, then it is essential that members

of the academic and practitioner communities actively engage with this agenda

sooner, rather than later.
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