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Preface

This volume contains papers selected for presentation at the 7th Multi-
Disciplinary International Workshop on Artificial Intelligence (MIWAI) held
during December 9–11, 2013, at Krabi, Thailand.

The MIWAI workshop series started in 2007 in Thailand as the Mahasarakham
International Workshop on Artificial Intelligence and has been held every year
since then. It has emerged as an international workshop with participants from
around the world. MIWAI 2011 was held in Hyderabad, India and MIWAI 2012
was held in Ho Chi Minh City, Vietnam.

The MIWAI series of workshops serves as a forum for artificial intelligence
(AI) researchers and practitioners to discuss and deliberate cutting-edge AI re-
search. It also aims to elevate the standards of AI research by providing re-
searchers and students with feedback from an internationally renowned Program
Committee.

The theory, methods, and tools that encompass AI research include such
areas as: cognitive science, computational intelligence, computational philos-
ophy, game theory, machine learning, multi-agent systems, natural language,
representation and reasoning, speech, vision and the Web. The above methods
have broad applications in big data, bioinformatics, biometrics, decision sup-
port, e-commerce, image processing, analysis and retrieval, industrial applica-
tions, knowledge management, privacy, recommender systems, security, software
engineering, spam filtering, surveillance, telecommunications and Web services.
Submissions received by MIWAI 2013 were wide ranging and covered both theory
as well as applications.

MIWAI 2013 received 65 full papers from 21 countries and regions includ-
ing Austria, Bangladesh, Canada, Chile, China, France, India, Japan, Korea,
Malaysia, Morocco, Pakistan, Poland, Russia, Serbia, Taiwan, Thailand, Tunisia,
UK, USA, and Vietnam. Following the success of previous MIWAI conferences,
MIWAI 2013 continued the tradition of a rigorous review process. Submissions
received were subject to a brief review by the program and general chairs to
ensure a blind review. Every submission was reviewed by at least two Program
Committee members and domain experts. Additional reviews were sought when
necessary. Papers with conditional acceptances were reviewed by the program
and general chairs before acceptance. A total of 30 papers were accepted with
an acceptance rate of 46%. Some of the papers that were excluded from the pro-
ceedings showed promise, but had to be rejected to maintain the quality of the
proceedings. We would like to thank all authors for their submissions. Without
their contribution, this workshop would not have been possible.

We are grateful to Nick Cercone for accepting our invitation to deliver the
keynote talk. Special thanks to Vivek Singh and Ashwin Srinivasan for organizing
a special session on Machine Learning and Text Analytics. We wish to thank the
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members of the Steering Committee for their support. We are indebted to the
Program Committee members and external reviewers for their effort in ensuring
a rich scientific program.

We acknowledge the use of the EasyChair Conference System for the pa-
per submission, review, and compilation of the proceedings. We are thankful to
Alfred Hofmann, Anna Kramer, and the excellent LNCS team at Springer for
their support and co-operation in publishing the proceedings as a volume of the
Lecture Notes in Computer Science.

September 2013 Sheela Ramanna
Pawan Lingras

Chattrakul Sombattheera
Aneesh Krishna
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An ET-Based Low-Level Solution

for Query-Answering Problems

Kiyoshi Akama1 and Ekawit Nantajeewarawat2

1 Information Initiative Center, Hokkaido University, Hokkaido, Japan
akama@iic.hokudai.ac.jp

2 Computer Science Program, Sirindhorn International Institute of Technology
Thammasat University, Pathumthani, Thailand

ekawit@siit.tu.ac.th

Abstract. Query-answering (QA) problems have attracted wider at-
tention in recent years. Methods for solving QA problems based on the
equivalent transformation (ET) principle have been recently developed.
Meanwhile efficient satisfiability solvers (SAT solvers) have been invented
and successfully applied to many kinds of problems. In this paper, we
propose an ET-based low-level solution for QA problems. By slightly
modifying it, we also propose a low-level solution using an all-solution
SAT solver. We show that the obtained SAT-solver-based solution can
also be seen as another ET-based low-level solution. Our findings clar-
ify that the ET principle supports not only high-level computation but
also low-level computation, and it provides a formal basis for correctness
verification of computation in both levels.

Keywords: Query-answering problems, equivalent transformation, SAT
solvers, all-solution SAT solvers, set-bounded variables.

1 Introduction

A query-answering problem (QA problem) is a pair 〈K, q〉, where K is a log-
ical formula, representing background knowledge, and q is an atomic formula
(atom), representing a query. The answer to a QA problem 〈K, q〉 is the set
of all ground instances of q that are logical consequences of K. QA problems
have attracted wider interest in recent years, owing partly to emerging applica-
tions involving integration between rules and ontologies in the Semantic Web’s
layered architecture. Methods for solving QA problems based on the equivalent
transformation (ET) principle have been proposed recently, e.g., [1,2]. Mean-
while efficient problem solving by using satisfiability solvers (SAT solvers) [5]
has been witnessed in many practical applications. ET-based computation and
SAT-based computation have contrasting characteristics. The former transforms
high-level representations of problems, which contain expressive terms involving
variables ranging over all simple and compound terms. The latter deals only with
propositional clauses, which can be processed at low cost since propositions can
be represented as low-level data, i.e., binary variables ranging over 0 and 1.

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 1–12, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The success of these two classes of computation methods naturally brings
about the following question: what is the relationship between ET-based com-
putation and SAT-based computation? Possible answers are:

1. They are disjoint; one is purely high-level, whereas the other is purely low-
level. If this is the case, another question arises: how to combine them to
obtain both rich representative power and efficient computation?

2. ET-based computation includes SAT-based computation, i.e., SAT-based
computation can be realized by ET-based computation.

In this paper, we show that in the context of QA problems the second one is
indeed the true answer. In particular, we show that there exists an ET-based
low-level solution for QA problems, and the main constraint solving steps in
this solution correspond to computation by an all-solution SAT solver (All-SAT
solver). Accordingly, this solution yields a low-level All-SAT-solver-based solu-
tion. We also show that computation by an All-SAT solver can be regarded as an
ET step for constraint solving. The obtained All-SAT-solver-based solution can
thus still be seen as an ET-based low-level solution. Our findings show that the
ET principle supports not only high-level computation but also low-level com-
putation, and the correctness of computation in both levels can be rigorously
verified based on the ET principle.

For formalizing and transforming QA problems, Section 2 introduces a formula
space with set-bounded variables. Section 3 presents our ET-based low-level
solution. Section 4 illustrates its application. Section 5 describes an ET-based
solution using an All-SAT solver. Section 6 concludes the paper.

Preliminary Notation. The notation that follows holds thereafter. For any
set A, pow(A) denotes the power set of A and if A is finite, then |A| denotes
the cardinality of A. For any lists L and L′, if L is finite, then L · L′ denotes
the concatenation of L and L′. For any definite clause C, head(C) and body(C)
denote the head of C and the set of all atoms in the body of C, respectively.
Given a definite clause C and an atom set A, C �A denotes the definite clause
obtained from C by removing from its body all occurrences of atoms in A.
Given two atom sets A and A′, a definite clause C is said to be from A to A′ iff
body(C) ⊆ A and head(C) ∈ A′. Given a set D of definite clauses,M(D) denotes
the least model of D. Assume that TCon is the set of all true ground constraint
atoms, which are predetermined. An atom set A is said to be closed iff for any
atom a ∈ A and any substitution θ, aθ belongs to A.

2 QA Problems with Set-Bounded Variables

2.1 QA Problems

A query-answering problem (QA problem) on a formula space F is a pair 〈K, q〉,
where K is a formula in F , representing background knowledge, and q is a usual
atom, representing a query. The answer to a QA problem 〈K, q〉, denoted by
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answerQA(K, q), is the set of all ground instances of q that are logical conse-
quences of K. According to the choice of F , QA problems can be classified
into several subclasses, e.g., QA problems on definite clauses, where background
knowledge is a set of definite clauses, QA problems on description logics (DLs),
where background knowledge is a conjunction of axioms and assertions in DLs
[3]. QA problems on definite clauses have been extensively discussed in logic
programming [4]. QA problems on DLs have been discussed in [7]. Answering
queries in Datalog and deductive databases [6] can be regarded as solving QA
problems on a restricted form of definite clauses.

The space F considered in this paper is obtained by extending definite clauses
with set-bounded variables, which are introduced below.

2.2 Set-Bounded Variables

In this paper, set-bounded variables provide a bridge between high-level logical
problem description and low-level computation such as SAT-solving-like compu-
tation. They play an important role for generating input for low-level solvers. A
set-bounded variable is an expression of the form w : S, where w is a variable
and S is a set of ground usual terms. When a set-bounded variable w : S occurs
in an expression E, w is said to be bounded by S in E. Given a set-bounded
variable w : S and a ground term t, the binding w/t is applicable to w : S iff
t ∈ S, and when it is applied, w : S is replaced with t.

When S = {0, 1}, a set-bounded variable w : S is called a binary variable.
When no confusion is caused, a binary variable w : S is also written as w.

The space obtained by extending the usual formula space with set-bounded
variables is used both for problem representation and for problem transformation
in our proposed framework. It is assumed henceforth that (i) for any set-bounded
variable w : S considered herein, S is finite and (ii) in the scope of a single clause,
a variable can only be bounded by a unique set, i.e., if w : S1 and w : S2 appear
in the same clause, then S1 = S2.

2.3 An Example

A given QA problem can often be transformed equivalently by changing usual
variables into set-bounded variables. To illustrate, consider a QA problem 〈D,
q(X,Y )〉, where D consists of the following five definite clauses C1–C5:

C1: q(X,Y )← member(X, [1, 2, 3, 6]),member(Y, [4, 5, 6, 7]),
member(X, [0, 1, 2, 3, 4]),member(Y, [3, 4, 5]), r(X,Y ), s(X)

C2: r(1, 4)← C3: r(2, 1)←
C4: r(3, 5)← C5: s(X)← r(Y,X)

By the constraints imposed by the member-atoms in its body, C1 can be trans-
formed by replacing the usual variables X and Y with the set-bounded variables
X : {1, 2, 3} and Y : {4, 5}, respectively, and removing the member-atoms. The
resulting clause, C′

1, is:
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C′
1: q(X : {1, 2, 3}, Y : {4, 5})← r(X : {1, 2, 3}, Y : {4, 5}), s(X : {1, 2, 3}).

The initial QA problem can therefore be transformed into the QA problem 〈D′,
q(X,Y )〉, where D′ is obtained from D by replacing C1 with C′

1.

3 Solving QA Problems with ET Rules

Built-in atoms of two kinds, called tran-atoms and imply-atoms, are introduced
(Section 3.1); they are used for connecting set-bounded variables with binary
variables. ET rules for generating these built-in atoms are given (Sections 3.2
and 3.3), along with ET rules for solving constraints imposed by them (Sec-
tions 3.4 and 3.5). A procedure for solving QA problems using ET rules is then
presented (Section 3.6). The correctness of this procedure and the completeness
of its low-level computation steps are shown (Section 3.7).

3.1 tran-Atoms and imply-Atoms

To relate set-bounded variables with binary variables, a new binary predicate
tranw is introduced for each set-bounded variable w : S and it is defined as
follows: For each k ∈ {1, . . . , |S|}, let π(S, k) be the kth element in S with
respect to a certain predetermined order. Then tranw(t, L) is defined to be true
iff there exists k ∈ {1, . . . , |S|} such that (i) t = π(S, k) and (ii) L is the list
(0k−1 · [1] · 0|S|−k), i.e., the |S|-element list containing 1 at the kth position and
containing 0 at every other position. An atom with the predicate tranw is called
a tran-atom.

To represent constrains for binary variables, a binary predicate imply is defined
as follows: imply(L1, L2) is true iff (i) each of L1 and L2 is a finite list each
element of which belongs to {0, 1} and (ii) 1 occurs in L1 or 0 occurs in L2.

3.2 An ET Rule for Introducing Binary Variables

Let C be a definite clause. If w : S is a set-bounded variable occurring in C,
then C can be equivalently transformed by introducing |S| new binary vari-
ables, referred to as v(w, 1), . . . ,v(w, |S|), and adding atoms to the body of C
as follows:

1. Add tranw(w : S, [v(w, 1), . . . ,v(w, |S|)]).
2. Add imply([v(w, 1), . . . ,v(w, |S|)], [ ]).
3. For any k1, k2 ∈ {1, . . . , |S|} such that k1 �= k2, add imply([], [v(w, k1),

v(w, k2)]).

3.3 An ET Rule for Converting Constraints into imply-Atoms

Let C be a definite clause. Let a be an atom in the body of C such that a is neither
a tran-atom nor an imply-atom. Assume that (i) all the set-bounded variables
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occurring in a are u1 : T1, . . . , up : Tp in their appearance order and (ii) for
any terms t1, . . . , tp, a(t1, . . . , tp) denotes the atom obtained from a by replacing
ui : Ti with ti for each i ∈ {1, . . . , p}. Then C can be equivalently transformed
as follows: First, remove a from the body of C. Next, for any j1 ∈ {1, . . . , |T1|},
. . . , jp ∈ {1, . . . , |Tp|} such that

a(π(T1, j1), . . . , π(Tp, jp)) /∈ M(D) ∪TCon,

add imply([], [v(u1, j1), . . . ,v(up, jp)]) to the body of C.

3.4 ET Rules for Manipulating imply-Atoms

Let C be a definite clause whose body contains an imply-atom a = imply(L1, L2).
C can be equivalently transformed using the following rules:

1. If all elements of L1 are 0 and all those of L2 are 1, then remove C.
2. If L1 contains 1, then remove a.
3. If L2 contains 0, then remove a.
4. If L1 contains a binary variable v, all other elements of L1 are 0, and all

elements of L2 are 1, then remove a from C and replace all occurrences of v
in the resulting clause with 1.

5. If all elements of L1 are 0, L2 contains a binary variable v, and all other
elements of L2 are 1, then remove a from C and replace all occurrences of v
in the resulting clause with 0.

6. If L1 contains 0, then remove it from L1.
7. If L2 contains 1, then remove it from L2.
8. If v is a binary variable occurring in both a and the head of C, then make a

copy, say C′, of C, replace all occurrences of v in C with 0, and replace all
occurrences of v in C′ with 1.

3.5 An ET Rule for Eliminating a tran-Atom

Let C be a definite clause. Assume that the body of C contains a tran-atom
tranw(w : S,L) such that (i) L is ground, (ii) the kth element of L is 1, and (iii)
all other elements of L are 0. Then C can be equivalently transformed as follows:

1. Remove tranw(w : S,L) from the body of C.
2. Apply the substitution {w/π(S, k)} to the resulting clause.

3.6 A Procedure for Solving QA Problems Using ET Rules

Let A1 be a closed set of usual atoms. Assume that a QA problem 〈D, q〉 is
given, where D is a set of definite clauses from A1 to A1 and q ∈ A1. To solve
the QA problem 〈D, q〉 using ET rules, perform the following steps:

1. Determine (i) a closed set A2 of usual atoms such that A1 and A2 are
disjoint and (ii) a bijection φ from A1 to A2 such that for any a ∈ A1 and
any substitution θ for usual variables, φ(aθ) = φ(a)θ.
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2. Transform {(φ(q) ← q)} using ET rules with respect to D into a set Q of
definite clauses from A1 to A2 such that for any C ∈ Q, every variable
occurring in body(C) is a set-bounded variable. If this transformation is not
possible, then stop with failure.

3. For each C in Q, perform the following steps:
(a) For each set-bounded variable in C, apply the rule in Section 3.2 in order

to add a tran-atom and imply-atoms to the body of C.
(b) For each atom a in the body of C such that a is neither a tran-atom

nor an imply-atom, apply the rule in Section 3.3 in order to convert the
constraints imposed by a into imply-atoms.

(c) Transform imply-atoms in the body of C by using the rules in Section 3.4
in order to solve the constraints imposed by these imply-atoms.

(d) For each tran-atom t whose second argument is ground, transform t by
using the rule in Section 3.5 in order to obtain unit ground clauses.

4. Let Q′ be the set of all obtained ground unit clauses. Stop with the output

{φ−1(head(C′)) | C′ ∈ Q′}.

3.7 Correctness and Completeness

Correctness. The proposed procedure is correct, i.e., when the procedure stops
at Step 4 with the output {φ−1(head(C′)) | C′ ∈ Q′}, this output set is the
correct answer to the input QA problem 〈D, q〉, the reason being as follows: By
the conditions imposed on A2 and the bijection φ at Step 1,

answerQA(D, q) = {φ−1(g) | g ∈ answerQA(D ∪ {(φ(q)← q)}, φ(q))}. (1)

Since Q′ is obtained by transforming {(φ(q) ← q)} using ET rules solely at
Steps 2 and 3,

answerQA(D ∪ {(φ(q)← q)}, φ(q)) = answerQA(D ∪Q′, φ(q)). (2)

Since each clause in Q′ is a ground unit clause,

answerQA(D ∪Q′, φ(q)) = {head(C′) | C′ ∈ Q′}. (3)

It follows from (1), (2), and (3) that

answerQA(D, q) = {φ−1(head(C′)) | C′ ∈ Q′},

i.e., the output set is the correct answer to the QA problem 〈D, q〉.

Completeness. Assume that C is a clause whose body contains imply-atoms
and C is being processed at Step 3c. All imply-atoms in the body of C can be
removed in finite steps, since at least one rule in Section 3.4 is applicable to
one of these imply-atoms and the application of that rule either (i) decreases
the number of variable occurrences or (ii) decreases the number of constant
occurrences without increasing the number of variable occurrences. Step 3c is
thus completed using a finite number of rule applications. Obviously, each of
Steps 3a, 3b, and 3d is also completed using a finite number of rule applications.
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4 Examples

Application of the proposed procedure to the QA problem in Section 2.3 is shown
first. Its application to a logic-based number-placement puzzle is next illustrated.

4.1 A Simple Example

Consider the QA problem 〈D, q(X,Y )〉 given in Section 2.3. Assume that q-, r-
and s-atoms all belong toA1, ans is a newly introduced predicate symbol, all ans-
atoms belong to A2, and for any terms t1, t2, φ(q(t1, t2)) = ans(t1, t2). At Step 2,
by unfolding using the clause C′

1 in Section 2.3, the set {(ans(X,Y )← q(X,Y ))}
is transformed into a singleton set {C}, where C is the definite clause

ans(X : {1, 2, 3}, Y : {4, 5})← r(X : {1, 2, 3}, Y : {4, 5}), s(X : {1, 2, 3}).

From X : {1, 2, 3}, the predicate tranX is introduced and only three ground
tranX -atoms are true, i.e., tranX(1, [1, 0, 0]), tranX(2, [0, 1, 0]), and tranX(3, [0,
0, 1]). Similarly, from Y : {4, 5}, the predicate tranY is introduced and only two
ground tranY -atoms are true, i.e., tranY (4, [1, 0]) and tranY (5, [0, 1]). At Step 3a,
the rule in Section 3.2 is applied to C as follows, assuming that (i) v(X, i) = xi

for any i ∈ {1, 2, 3} and (ii) v(Y, j) = yj for any j ∈ {1, 2}:

1. From X : {1, 2, 3}, the following atoms are added to the body of C:

– tranX(X : {1, 2, 3}, [x1, x2, x3])
– imply([x1, x2, x3], [ ]), imply([], [x1, x2]), imply([], [x1, x3]),

imply([], [x2, x3])

2. From Y : {4, 5}, the following atoms are added to the body of C:
– tranY (Y : {4, 5}, [y1, y2])
– imply([y1, y2], [ ]), imply([], [y1, y2])

Next, at Step 3b, the rule in Section 3.3 is applied as follows:

1. Let the body atom s(X : {1, 2, 3}) be taken first. Since s(2) and s(3) are
false, this body atom is replaced with imply([], [x2]) and imply([], [x3]).

2. Let the body atom r(X : {1, 2, 3}, Y : {4, 5}) be taken next. Since r(1, 5),
r(2, 4), r(2, 5), and r(3, 4) are false, this body atom is replaced with imply([],
[x1, y2]), imply([], [x2, y1]), imply([], [x2, y2]), and imply([], [x3, y1]).

At this stage, all the generated imply-atoms are:

1. imply([x1, x2, x3], [ ]) 2. imply([], [x1, x2]) 3. imply([], [x1, x3])
4. imply([], [x2, x3]) 5. imply([y1, y2], [ ]) 6. imply([], [y1, y2])
7. imply([], [x1, y2]) 8. imply([], [x2]) 9. imply([], [x3])

At Step 3c, by using the rules in Section 3.4, the above 9 imply-atoms are trans-
formed as follows:

– Applying the 5th rule to the 8th imply-atom yields x2 = 0.
– Applying the 5th rule to the 9th imply-atom yields x3 = 0.
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6          2          4 5

4 7                6 8    3

5          7 1

Problem

9                1          3 2

1    2 9

6                7          9 8

6          8 7

1 4                9 2    5

8          3          5 9    6

8    6    1    2    3    4 9    5    7

4 7    9    5    6    1 2    8    3

3    2    5    9    7    8 1    6    4

Solution

9    5    8    1    4    3 6    7    2

7 1    2    8    5    6 3    4    9

6    3    4    7    2    9 5    1    8

5    9    6    4    8    2 7    3    1

1 4    3    6    9    7 8    2    5

2    8    7    3    1    5 4    9    6

(a)

[[X11, 6, X13, 2, X15, 4, X17, 5, X19],

[4, 7, X23, X24, 6, X26, X27, 8, 3],

[X31, X32, 5, X34, 7, X36, 1, X38, X39],

[9, X42, X43, 1, X45, 3, X47, X48, 2],

[X51, 1, 2, X54, X55, X56, X57, X58, 9],

[6, X62, X63, 7, X65, 9, X67, X68, 8],

[X71, X72, 6, X74, 8, X76, 7, X78, X79],

[1, 4, X83, X84, 9, X86, X87, 2, 5],

[X91, 8, X93, 3, X95, 5, X97, 9, 6]]

(b)

Fig. 1. A Sudoku puzzle and its representation: (a) A puzzle and the solution to it
and (b) A matrix representing the puzzle

– Applying the 4th rule to the resulting instantiated version of the 1st imply-
atom yields x1 = 1.

– Applying the 5th rule to the resulting instantiated version of the 7th imply-
atom yields y2 = 0.

– Applying the 4th rule to the resulting instantiated version of the 5th imply-
atom yields y1 = 1.

– By applying the 3rd rule to each of the resulting instantiated versions of the
remaining imply-atoms, they are all removed.

The body of the resulting clause then consists only of the following two tran-
atoms: (i) tranX(X : {1, 2, 3}, [1, 0, 0]) and (ii) tranY (Y : {4, 5}, [1, 0]). These
resulting tran-atoms yield X : {1, 2, 3} = 1 and Y : {4, 5} = 4. By applying the
rule in Section 3.5 at Step 3d, the unit clause (ans(1, 4) ←) is then obtained.
The procedure thus outputs the singleton set {q(1, 4)}.

4.2 Solving a Sudoku Puzzle

Next, consider the Sudoku puzzle in Fig. 1(a). The goal is to fill a 9 × 9 grid
with digits so that each column, each row, and each of the nine 3× 3 sub-grids
contain all of the digits from 1 to 9. This problem is represented as a QA problem
〈D, sudoku(L)〉, where L is the matrix representing the puzzle, which is shown
in Fig. 1(b), and D contains the definition of the predicate sudoku specifying the
constraints on rows, columns, and sub-grids to be satisfied.

At Step 2, a clause C1 = (ans(L) ← sudoku(L)) is constructed and succes-
sively transformed as follows:

– By successively unfolding C1 using D, a clause C2 whose body contains only
member-atoms and allDiff-atoms is obtained. An allDiff-atom has a single
argument; when it is ground, allDiff(L) is true iff L is a list whose elements
are all different.

– Using the constraints imposed by the member-atoms in the body of C2, all
variables occurring in C2 are changed into set-bounded variables and those
member-atoms are removed. A clause C3 whose body consists solely of 27
allDiff-atoms is obtained.
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– The allDiff-atoms in C3 are transformed into notMember-atoms, resulting in
a clause C4 whose body consists of 288 notMember-atoms. A notMember-
atom has two arguments, and for any ground term t and any ground list L,
notMember(t, L) is true iff L does not contain t.

– The notMember-atoms in C4 are transformed into notEqual-atoms, resulting
in a clause C5 whose body consists of 972 notEqual-atoms. A notEqual-atom
has two arguments, and for any ground terms t and t′, notEqual(t, t′) is true
iff t and t′ are different.

Next, when applicable, the rules below are successively applied to C5. Assuming
that Ĉ is a definite clause whose body contains a notEqual-atom a, then:

1. If a = notEqual(m,n), where m and n are numbers, then:

(a) If m �= n, then remove a from Ĉ.
(b) If m = n, then remove the clause Ĉ.

2. If a = notEqual(m,w : S) or a = notEqual(w : S,m), where m is a number
and w : S is a set-bounded variable, then:

(a) If m ∈ S, then:
i. Let S′ = S − {m}.
ii. If S′ is a singleton set {n}, then remove a from Ĉ and apply the

substitution {w/n} to the resulting clause.
iii. If S′ contains more than one element, then remove a from Ĉ and

specialize w : S in the resulting clause into w : S′.
(b) If m /∈ S, then remove a from Ĉ.

Assume that a clause C6 is obtained from C5 by repeatedly applying the above
rules. Note that the body of C6 contains only notEqual-atoms and the arguments
of these atoms are all set-bounded variables. At this stage, Step 2 is completed.

At Step 3a, imply-atoms are generated from the set-bounded variables appear-
ing in C6. At Step 3b, additional imply-atoms are generated from notEqual-atoms
in C6 as follows: For any atom notEqual(w : S,w′ : S′) in the body of C6, any
i ∈ {1, . . . , |S|}, and any j ∈ {1, . . . , |S′|}, if π(S, i) = π(S′, j) ∈ S∩S′, then gen-
erate imply([], [v(w, i),v(w′, j)]). Altogether, 3,078 imply-atoms are obtained. At
Step 3c, the constraints imposed by these imply-atoms are solved and all binary
variables become ground. At Step 3d, all tran-atoms are removed, yielding a
ground unit clause from which the solution shown in the right side of Fig. 1(a)
is obtained.

5 Using All-SAT Solvers for Constraint Solving

Constraint solving on a set of imply-atoms can be realized using a class of SAT
solvers, called all-solution SAT solvers (All-SAT solvers). After establishing a
one-to-one correspondence between imply-atoms and propositional clauses and
introducing an All-SAT solver (Section 5.1), we clarify that an All-SAT solver
yields an ET step for removing all imply-atoms from a clause body (Section 5.2).
An ET-based solution using an All-SAT solver is then presented (Section 5.3).
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5.1 Transformation to Propositional Clauses and All-SAT Solvers

Propositional Clauses Corresponding to imply-Atoms. At Step 3c of the
procedure in Section 3.6, all imply-atoms are solved and ground instantiations of
binary variables are obtained. Given a correspondence between binary variables
and propositional symbols, a correspondence between imply-atoms and proposi-
tional clauses is determined as follows: Assume that ω is a bijection from binary
variables to propositional symbols such that for any binary variable v, ω(v) is the
propositional symbol corresponding to v. This bijection determines a bijection
corrω from imply-atoms to propositional clauses by

corrω(imply([u1, . . . , um], [v1, . . . , vn])) = (ω(u1), . . . , ω(um)← ω(v1), . . . , ω(vn))

for any binary variables u1, . . . , um, v1, . . . , vn. As will be seen in Section 5.2, by
the correspondence established by corrω, constraint solving on a set of imply-
atoms can be regarded as computation for finding all models of a set of propo-
sitional clauses.

All-SAT Solvers. Let Cs be a finite set of propositional clauses and prop(Cs)
denote the set of all propositional symbols occurring in Cs. Taking Cs as input,
an all-solution SAT solver (All-SAT solver) returns the set of all possible truth
value assignments that satisfy Cs. A truth value assignment in the output set
is called a model of Cs and can be represented as a subset m of prop(Cs) such
that for any p ∈ prop(Cs), p = true iff p ∈m.

5.2 ET Steps by All-SAT Solvers

Referring to the bijections ω and corrω in Section 5.1, the next proposition
follows directly from the definition of corrω and that of an All-SAT solver. It
shows that an All-SAT solver gives an ET step for removing all imply-atoms
from a clause body.

Proposition 1. Assume that A1 and A2 are disjoint closed sets of atoms, C
is a definite clause from A1 to A2, ImpSetC is the set of all imply-atoms in
the body of C, V is the set of all binary variables occurring in ImpSetC , and
Cs = {corrω(a) | a ∈ ImpSetC}. Suppose that:

1. A set M of models is the output obtained by calling an All-SAT solver with
the input Cs.

2. For any model m ∈M , σm is the substitution

{v/1 | (v ∈ V ) & (ω(v) ∈m)} ∪ {v/0 | (v ∈ V ) & (ω(v) /∈m)}.

Then for any set D of definite clauses from A1 to A1 and any set Q of those
from A1 to A2, M(D ∪Q∪ {C}) =M(D ∪Q∪ {(C � ImpSetC)σm |m ∈M}).
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Fig. 2. Computation paths for solving a QA problem

5.3 A Solution Using an All-SAT Solver

Refer to Steps 1, 2, 3a, 3b, 3c, and 3d of the procedure in Section 3.6 and the
bijections ω and corrω in Section 5.1. Consider the diagram in Fig. 2, where
the diagram components are described as follows: s1 is an input QA problem;
s2, s3, s4, s5, s6, and s7 are the QA problems obtained from s1 by successive
transformations using Steps 1, 2, 3a, 3b, 3c, and 3d, respectively; and (1), (2),
(3a), (3b), (3c), and (3d) denote the transformations performed respectively by
these steps. Assume that Q is the set of all definite clauses from A1 to A2 in
s5 (i.e., the set of all query clauses in s5), and that Prop denotes the set of
all propositional clauses and G the set of all ground atoms. The components P,
(prop), M, (All-SAT), (spec), and (unit) are then given below.

– P is a mapping from Q to pow(Prop) given by: for each C ∈ Q, P(C) =
{corrω(a) | a is an imply-atom in the body of C}.

– (prop) is a transformation for introducing the mapping P by applying corrω
to imply-atoms in each clause in Q.

– M is a mapping from Q to pow(pow(G)) given by: for each C ∈ Q, M(C) is
a set of models of P(C) obtained by calling an All-SAT solver.

– (All-SAT) is a transformation for replacing P with M.
– (spec) is a transformation for specializing each definite clause in Q after

removing all imply-atoms from it, i.e., (spec) applies the transformation de-
scribed by Proposition 1 to each clause in Q.

– (unit) is a transformation for producing unit clauses by solving the con-
straints imposed by tran-atoms, which is basically the same as the transfor-
mation at Step 3d.

This diagram depicts two possible ET computation paths for solving a QA prob-
lem: (i) [s1, s2, s3, s4, s5, s6, s7] and (ii) [s1, s2, s3, s4, s5, ŝ6, ŝ7], where Proposi-
tion 1 shows that the transformation of s5 into ŝ6 is an ET step. The first path
is directly obtained by applying the procedure in Section 3.6. The second path
uses an All-SAT solver as a low-level solver for solving the constraints imposed
by imply-atoms. Comparing the first path to the second one, when the execution
time of (3c) is significantly greater than the sum of the execution time of (prop),
(All-SAT), and (spec), All-SAT solvers are useful for improving the efficiency of
solving QA problems.
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6 Conclusions

We have proposed a procedure for solving QA problems using ET rules (Sec-
tion 3). This procedure uses simple built-in atoms with binary variables, i.e.,
tran-atoms, which translate high-level set-bounded variables into low-level binary
variables, and imply-atoms, which specify constraints on low-level binary vari-
ables. ET rules used by the procedure include rules of the following four types:
(i) an ET rule for introducing binary variables, (ii) an ET rule for converting
constraints into imply-atoms, (iii) ET rules for manipulating imply-atoms, and
(iv) an ET rule for eliminating a tran-atom. Using rules of the first two types,
an initial high-level problem representation with logical variables is transformed
into an equivalent problem representation involving low-level binary variables.
Using rules of the third and fourth types, imply-atoms and tran-atoms, respec-
tively, are solved and eliminated. Since all transformation steps are obtained
by using ET rules solely, the correctness of the proposed procedure is readily
guaranteed. Since the main computation of this procedure is constraint solving
using rules of the third type and this computation can be realized by an All-SAT
solver, the procedure suggests an All-SAT-based solution (Section 5).

In usual ET computation and logic-based computation, higher-level compu-
tation has been preferred; unnecessary variable specializations are avoided since
they often generate too many instantiated clauses and instantiated atoms. The
theory presented in this paper extends the applicability of ET computation.
It reveals that the ET principle provides a basis for computation correctness
for high-level computation, low-level computation, and their combinations. Its
application to more complicated problem solving will be demonstrated in our
future work.
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Abstract. In this paper, we propose a novel version of the k-modes
method dealing with the incremental clustering under uncertain frame-
work. The proposal is called the incremental rough possibilistic k-modes
(I-RPKM). First, possibility theory is used to handle uncertain values
of attributes in databases and, to compute the membership values of
objects to resulting clusters. After that, rough set theory is applied to
detect boundary regions. After getting the final partition, the I-RPKM
adapts the incremental clustering strategy to take into account new in-
formation and update the cluster number without re-clustering objects.
I-RPKM is shown to perform better than other certain and uncertain
approaches.

Keywords: Incremental clustering, possibility theory, rough set theory,
k-modes method, possibilistic membership, possibility degree.

1 Introduction

Incremental clustering [5], [6], and [7] takes into account new knowledge and
updates clustering parameters (e.g., the number of clusters, attributes, and in-
stances) without re-clustering objects. Incremental clustering reduces memory
and computing requirements for updating clustering profiles.

As data mining field is pervaded by uncertainty, ignoring these uncertain
pieces of knowledge can lead in some cases to inaccurate results. Possibility and
rough set theories are well-known uncertainty theories that have been success-
fully used in clustering [1], [2], [3], [9], and [14]. Possibility theory has been used
to deal with uncertainty in databases through the use of possibility distribution
and possibiblistic membership degree. Rough set theory was applied to create
rough clusters.

In this work, we propose the incremental rough possibilistic k-modes (I-
RPKM) which is a soft clustering method that uses the possibility theory to
deal with uncertainty in the values of attributes. In addition, an object is not
forced to be a member of only one cluster but, it can belong to the k clusters
based on its degrees of similarity expressed by possibilistic membership values.
I-RPKM also applies the rough set theory to detect boundary regions where

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 13–24, 2013.
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objects are peripheral. It considers new knowledge and updates the partitions
by considering the possibility to increase the number of clusters.

The rest of the paper is structured as follows: Section 2 and section 3 give the
background concerning the possibility and rough set theories and the k-modes
method. Section 4 details our proposal i.e., the incremental rough possibilistic
k-modes. Section 5 analyses experimental results. Section 6 concludes the paper.

2 Possibility and Rough Set Theories

2.1 Possibility Theory

Possibility theory is an uncertainty theory devoted to deal with imperfect knowl-
edge. It was proposed by Zadeh in [20] and since then it has been improved by
numerous researchers (e.g., Dubois and Prade [10]). This theory of imperfection
has been successfully applied in different works [1], [2], and [3].

Possibility Distribution. Based on the universe of discourse Ω =
{ω1, ω2, ..., ωn}, where ωi is an event or state [20], the possibility distribution
function denoted by π can be defined by:

Π : Ω → L
ω �→ Π (ω) .

(1)

Note that L is the scale taking values from [0, 1] in the quantitative version of
the possibility theory.

In addition, the normalization is defined bymaxi {π (ωi)} = 1 and the extreme
cases of knowledge consist of the complete knowledge (∃ a unique ω0, π (ω0) = 1
and π (ω) = 0 otherwise) and the total ignorance (∀ω ∈ Ω, π (ω) = 1).

Possibilistic Similarity Measure. The information affinity [8] is a possibilis-
tic similarity measure applied on two normalized possibility distributions π1 and
π2. It measures their similarity by applying Equation (2).

InfoAff (π1, π2) = 1− 0.5 [D (π1, π2) + Inc (π1, π2)] . (2)

with D(π1, π2) = 1
n

∑n
i=1 |π1 (ωi)− π2 (ωi)|, n the number of objects and

Inc (π1, π2) = 1 − max (π1 (ω)Conj π2 (ω)) and ∀ω ∈ Ω, ΠConj (ω) =
min (Π1 (ω) , Π2 (ω)) where Conj denotes the conjunctive mode.

2.2 The Rough Set Theory

The rough sets has been proposed by Pawlak in the early 1980s [18], [19] for
incomplete knowledge and has been applied for clustering in numerous works
such as [3], [14], and [15]. We detail its main concepts as follows.
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Information System. The rough set theory uses data sets structured in an
information table. It contains objects organized in rows and attributes organized
in columns. An information system contains different condition attributes and a
decision attribute considered as the class. More generally, we call an information
system IS a pair S = (U,A) where U and A are finite and nonempty sets. U is
defined as the universe and A is the set of attributes.

Indiscernibility Relation. Given S = (U,A) an IS, the equivalence relation
(INDS(B)) for any B ⊆ A is detailed in Equation (3):

INDS(B) =
{
(x, y) ∈ U2|∀a ∈ B a(x) = a(y)

}
. (3)

where INDS(B) is B- indiscernibility relation and a(x) and a(y) denote the
values of attribute a for the elements x and y.

Approximation of Sets. Given an IS defined by S = (U,A), B ⊆ A and
Y ⊆ U . The set Y is described using the attribute values from B by defining
two sets named the B-upper B(Y ) and the B-lower B(Y ) approximations of Y .
They are given by Equation (4) and Equation (5).

B(Y ) =
⋃
{B(y) : B(y) ∩ Y �= φ} . (4)

B(Y ) =
⋃
{B(y) : B(y) ⊆ Y } . (5)

The B-boundary region of Y can be deduced using Equation (4) and Equation
(5) as follows: BNB(Y ) = B(Y )−B(Y ).

3 The K-Modes Method and Its Extension

3.1 The SKM

The standard k-modes method (SKM) defined in [12] [13] is a clustering approach
that handles large categorical data sets. It is based on the the k-means algorithm
[17]. Its aim is to cluster objects of the training set into k clusters using a simple
matching dissimilarity measure and a frequency-based function.

Given two objects X1=(x11, x12, ..., x1m) and X2=(x21, x22, ..., x2m) with
m categorical attributes. The simple matching method (SM) is defined by:

SM (X1, X2) =

m∑
t=1

δ (x1t, x2t) . (6)

Note that δ (x1t, x2t) = 0 if x1t = x2t, and δ (x1t, x2t) = 1 otherwise. Thus,
d ∈ [0, 1] has two extreme values. It is equal to 0 when there is a similarity
between all the attributes’ values of X1 and X2. Otherwise, it is equal to m.
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More generally, given a set of n objects S = {X1, X2, ..., Xn} with its k-
modes Q = {Q1, Q2, ..., Qk} and k clusters C = {C1, C2, ..., Ck}, we can cluster
S into k ≤ n clusters. The minimization problem of the clustering is described
as follows:

min D(W,Q) =

k∑
j=1

n∑
i=1

ωi,jd(Xi, Qj). (7)

where W is an n× k partition matrix and ωi,j ∈ {0, 1} is degree of belonging of
Xi in Cj .

SKM has been widely applied and has shown its ability to improve the cluster-
ing results. However, it has some drawbacks, especially when handling imperfect
knowledge. Real-world databases contain different aspects of uncertainty. We
can mention uncertain values of attributes and uncertainty in the belonging of
objects to different clusters. SKM is a hard clustering approach where each ob-
ject is a member of exactly one cluster. However, in practical applications an
object can share some similarities with different clusters. To overcome these is-
sues, several researchers have proposed modified versions of SKM such as [1],
[2], [3], and [4]. In the next subsections, we briefly describe two soft clustering
methods namely RPKM [3] and KM-PF [4] that handle uncertainty.

3.2 The RPKM

The rough possibilistic k-modes method denoted by RPKM [3] is an uncertain
soft clustering approach that uses possibility and rough set theories. The pos-
sibility theory is applied to deal with uncertainty in the belonging of objects
to several clusters by defining possibilistic membership degrees. The rough set
theory is used to detect clusters with rough boundary through the set approxima-
tions. The RPKM uses a training set where the values are precise and categorical,
and the conventional dissimilarity measure.

3.3 The KM-PF

The k-modes under possibilistic framework denoted by KM-PF [4] is a soft clus-
tering approach that clusters objects with uncertain attributes values under
possibilistic framework. It uses a modification of SKM in order to cluster in-
stances to k clusters using possibilistic membership degrees. It is an improved
version of two possibilistic approaches proposed in [1] and [2]. KM-PF approach
is characterized by dealing with uncertain values. For each attribute, it defines
a possibility distribution. As a result, each attribute value is assigned a degree
of possibility between [0, 1]. In addition, each object is assigned a possibilistic
degree to denote its degree of belonging to each cluster. To summarize, KM-PM
uses possibilistic membership to deal with certain and uncertain attribute values
and can assign an instance to multiple clusters.
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4 Incremental Possibilistic K-Modes: I-RPKM

The I-RPKM is a generalization of two uncertain approaches namely RPKM
[3] and KM-PF [4] described in the previous subsections. Our proposal keeps
their advantages and overcomes their limitations especially for dealing with the
incremental clustering. It allows the adding of new data without re-clustering
the initial objects.

4.1 Parameters

Our proposal uses the following parameters:

1. An uncertain training set: based on categorical and certain real-world
databases, our program generates databases containing certain and/or uncer-
tain values of attributes. The new values represent the degree of uncertainty
on each real value.

2. The possibilistic similarity measure IA: applied to compute the similarity
of an object from the training set to the cluster mode. IA modifies the
information affinity measure [8] and it is given by:

IA(X1, X2) =

∑m
j=1 InfoAff(π1j, π2j)

m
. (8)

where m is the total number of attributes.
3. The possibilistic membership degrees: deduced from the possibilistic similar-

ity measure IA (Equation (8)). Each object has k possibilistic values describ-
ing its degrees of belonging to all clusters. ωij is the possibilistic membership
degree of the object i to the cluster j. ωij is a possibilistic degree defined
from [0, 1]. When computing ωij we can get one of the two extreme cases.
The first one is when ωij = 1. This case means that the attributes’ values of
the object i and the mode of the cluster j are the same. The second one is
when ωij = 0 i.e., the object i is not a member of the cluster j.

4. The update of clusters’ modes: takes into consideration the degrees of be-
longing ωij and the possibilistic degree defined for each attribute value. The
following steps describe how to update the modes.
– For each cluster j, we compute the number of objects in the training

set with the highest membership value (ωij) using this formula: NOj =
countj(maxi ωij).

– We define a new parameter Wtj used as a coefficient of the k′ initial
modes (and then for the added clusters). It is deduced by Equation (9):

Wtj =

{
NOj

total number of attributes
if NOj �= 0,

1
total number of attributes +1

otherwise.
(9)

– We multiply the computed weight Wt by the initial values of the k′

modes (and then by the added modes) in order to get the new modes M ′
j .

∀j ∈ k′,M ′
j = Wtj ×Modej . (10)
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5. The detection of boundary region containing peripheral objects: an object is
considered as peripheral when it is a member of several clusters. It belongs
to boundary region. To detect in which region (upper or lower) these objects
belong, we should compute possibilistic membership degrees of all instances.
Then, we compute the ratio Rij defined in [9], [16]:

Rij =
maxωi

ωij
. (11)

First, we set a threshold denoted by T ≥ 1 then, we compare the value of
T to the ratio. In case Rij ≤ T , the object i belongs to the upper bound of
the cluster j. If i is a part of the upper bound of exactly one cluster j, it is
necessarily a part of the lower bound of j.

6. The addition of c new clusters: This step comes after computing the final
possibilistic membership and detecting rough clusters. This case takes into
account new information and updates the cluster number by adding c clus-
ters. We use the final partition and add new clusters without re-clustering
initial objects. The added clusters take their c modes from the set of initial
instances after removing the k′ objects already taken as k′ first modes. After
that, we have to compute the possibilistic similarity between the objects and
the c clusters and deduce the ωij of these c clusters. Finally, we update our
method and re-compute the rough clusters.

4.2 Algorithm

Begin

1. Randomly select (k′ = k − c) initial modes, one mode for each cluster.
2. Use Equation (8) to calculate the possibilistic similarity measure IA applied between

instances and modes. Deduce the membership degree ωij of each object to the k′

clusters.
3. Allocate an object to the k′ clusters using ωij .
4. Use Equation (9) to compute the weight Wtj for each cluster j then, use Equa-

tion (10) to update the cluster mode.
5. Retest the similarity between objects and modes. Reallocate objects to clusters using

possibilistic membership degrees then update the modes.
6. Repeat (4) until all clusters are stable.
7. Derive the rough clustering by computing first the possibilistic membership degrees

then, the ratio of each object Rij using Equation (11). Assign each object to the
upper or the lower region of the rough cluster.

8. Add c new clusters and compute the possibilistic similarity measure IA between
the objects and new clusters. Determine the ωij of the objects relative to the added
clusters.

9. Re-compute the weight Wtj for each cluster j using Equation (9) then, update the
cluster mode using Equation (10).

10. Repeat (4) to (7) until all clusters are stable.

End.
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5 Experiments

5.1 The Framework

For the experiments, we choose six databases from UCI machine learning reposi-
tory [11]. The databases are Balloons (Bal), Soybean (S), Post-Operative Patient
(POP), Balance Scale (BS), Solar-Flare (SF) and Car Evaluation (CE). Based
on these certain databases, we have artificially created uncertain data sets. This
pre-treatment procedure consists of replacing each categorical value of attribute
by a possibility degree from [0, 1] with respect to the real values. Table 1, Table 2
and Table 3 illustrate the pre-treatment process with the help of examples.

Table 1. Example of four instances of Balloons data set

Attribute information Color Size Act Age

Color yellow, purple X1 yellow small stretch adult
size large, small X2 yellow small stretch child
act stretch, dip X3 yellow small dip adult
age adult, child X4 yellow small dip child

Classes inflated True, False

1. Certain case (certain attributes’ values): Each true value takes the possibility
degree 1. All remaining values of the data sets are replaced by the possibility
degree 0. The certain case translates to the case of complete knowledge.

Table 2. Pre-treatment of the attributes’ values of objects in certain case

yellow purple small large stretch dip adult child

X1 1 0 1 0 1 0 1 0

X2 1 0 1 0 1 0 0 1

X3 1 0 1 0 0 1 1 0

X4 1 0 1 0 0 1 0 1

2. Uncertain case (uncertain attributes’ values): Values take different possibility
degrees from ]0, 1[ except true values which are replaced by 1.

Table 3. Pre-treatment of the attributes’ values under uncertainty

yellow purple small large stretch dip adult child

X1 1 0.248 1 0.381 1 0.192 1 0.013

X2 1 0.143 1 0.027 1 0.348 0.094 1

X3 1 0.316 1 0.248 0.045 1 1 0.483

X4 1 0.346 1 0.251 0.051 1 0.276 1
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5.2 Evaluation Criteria

To test and evaluate our proposal, we use four evaluation criteria as follows:

1. The accuracy [12]: AC =
∑k

j=1 aj

T where aj is the correctly classified objects
from the total number of object n. The error rate is deduced from AC by
ER = 1−AC, low value of ER implies better clustering results.

2. The iteration number (IN): denotes the number of iterations needed to clas-
sify the objects into (k′ + c) clusters.

3. The execution time (ET): is the time taken to get the final partition after
adding c new clusters.

5.3 Experimental Results

We use the evaluation criteria cited in the previous subsection and data sets
created artificially from [11]. After running our program ten times, the average
of the accuracy is calculated to get unbiased results. Furthermore, we cross
validate our data sets by dividing them into two sets mainly the training and
test sets.

In the following subsections, we study and analyze the results of our proposal
i.e., I-RPKM compared to SKM and two modified versions of SKM namely
RPKM and KM-PF.

Certain Case. This case corresponding to the complete knowledge is obtained
by defining a possibility distribution for each attribute. The values known with
certainty are replaced by the degree 1. The remaining values take the degree 0.

Table 4 details the results based on different evaluation criteria. For an initial
number of clusters k′, we notice that I-RPKM provides better results (i.e., less
error rate, IN and ET) than SKM and the uncertain approaches KM-PF and
RPKM.

When increasing k’, I-RPKM leads to lower error rate and lower execution
time compared to other methods. The primary reason behind this improvement is
the fact that I-RPKM does not re-cluster the instances. The other three methods,
on the other hand, need to re-cluster the instances.

Uncertain Case. The databases are modified using possibilistic values between
]0, 1]. Only the true values take the degree 1. Table 5 shows the error rate criterion
of I-RPKM compared to KM-PF, where A represents percentage of uncertain
values and d is possibilistic degree. Note that, the uncertainty in the databases
proportionally increases with the value of A.

Looking at Table 5, it is obvious that our proposal i.e., I-RPKM has consid-
erably improved the results by decreasing the error rate. For example, for the
Solar-Flare data set, the ER of I-RPKM is 0.09 which is the smallest in the table
for k′ clusters. After adding a new cluster, I-PRKM is still the best approach
with the lowest ER (0.07 for the Solar-Flare data set) compared to KM-PF (0.09
for the Solar-Flare data set).
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Table 4. The incremental possibilistic k-modes I-RPKM vs. SKM, KM-PF, RPKM

Bal S POP BS SF CE

k’ 1 3 2 2 2 3

ER 0.57 0.54 0.42 0.36 0.27 0.32

SKM IN 5 7 8 7 10 9

ET/s 10.35 11.9 13.73 29.41 1794.35 2580.03

ER 0.37 0.38 0.3 0.29 0.16 0.28

KM-PF IN 2 4 4 2 3 2

ET/s 0.27 1.07 1.16 7.3 42.27 76.53

ER 0.36 0.34 0.3 0.29 0.16 0.28

RPKM IN 2 4 4 2 8 8

ET/s 10.54 12.57 12.81 29.43 76.47 167.183

ER 0.27 0.27 0.25 0.17 0.11 0.16

I-RPKM IN 2 2 4 2 4 2

ET/s 1.11 1.15 1.52 5.42 32.17 63.41

k 2 4 3 3 3 4

ER 0.48 0.4 0.32 0.22 0.13 0.2

SKM IN 9 10 11 13 14 11

ET/s 14.55 16.08 17.23 37.81 2661.634 3248.613

ER 0.26 0.22 0.25 0.17 0.07 0.11

KM-PF IN 3 6 6 2 6 4

ET/s 0.9 1.34 1.4 8.51 55.39 89.63

ER 0.32 0.27 0.23 0.12 0.06 0.08

RPKM IN 4 6 8 2 12 12

ET/s 13.14 15.26 16.73 35.32 95.57 209.68

k= k’+c c=1

ER 0.22 0.2 0.21 0.1 0.08 0.09

I-RPKM IN 3 4 6 2 4 4

ET/s 0.86 1 1.1 3.75 26.11 42.81

Table 6 presents the IN and ET of our proposal and KM-PF. As shown in
Table 6, the IN and the ET of the new incremental approach are the lowest. By
using the k’ final partitions produced in the previous step instead re-clustering,
I-RPKM improves the results. On the other hand, KM-PF is unable to update
its final partitions. It re-clusters instances which makes its clustering process
longer.
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Table 5. Average of error rates of I-RPKM vs. KM-PF

Bal S PO BS SF CE

k’ 1 3 2 2 2 3

A < 50% and 0<d<0.5 KM-PF 0.43 0.31 0.35 0.3 0.28 0.19
I-RPKM 0.4 0.33 0.35 0.43 0.2 0.14

A < 50% 1 and 0.5≤d≤ 1 KM-PF 0.42 0.35 0.39 0.29 0.17 0.23
I-RPKM 0.43 0.3 0.37 0.27 0.1 0.15

A ≥ 50% and 0<d<0.5 KM-PF 0.27 0.29 0.31 0.19 0.11 0.18
I-RPKM 0.23 0.27 0.29 0.14 0.09 0.14

A ≥ 50% and 0.5≤d≤ 1 KM-PF 0.34 0.3 0.38 0.3 0.2 0.19
I-RPKM 0.36 0.34 0.3 0.28 0.2 0.17

c=1 k=k’+c 2 4 3 3 3 4

A < 50% KM-PF 0.36 0.23 0.27 0.21 0.14 0.13
and 0<d<0.5 I-RPKM 0.22 0.13 0.19 0.15 0.09 0.1

A < 50% 1 KM-PF 0.35 0.27 0.29 0.2 0.11 0.17
and 0.5≤d≤ I-RPKM 0.26 0.21 0.19 0.13 0.08 0.12

A ≥ 50% KM-PF 0.19 0.2 0.22 0.13 0.09 0.1
and 0<d<0.5 I-RPKM 0.12 0.13 0.17 0.09 0.07 0.06

A ≥ 50% KM-PF 0.27 0.21 0.28 0.2 0.13 0.12
and 0.5≤d≤ 1 I-RPKM 0.25 0.22 0.18 0.11 0.1 0.13

Table 6. The IN and ET of I-RPKM vs. KM-PF

Bal S PO BS SF CE

k’ 1 3 2 2 2 3

The IN of the main program KM-PF 3 4 8 2 8 4
I-RPKM 2 4 6 2 6 2

The elapsed time in seconds KM-PF 0.67 0.76 0.95 9.65 56.78 90.3
I-RPKM 0.45 0.51 0.63 5.81 39.87 71.42

c=1 k=k’+c 2 4 3 3 3 4

The IN of the main program KM-PF 3 4 8 2 8 4
I-RPKM 2 2 4 2 4 2

The elapsed time in seconds KM-PF 0.68 0.79 0.98 9.67 56.79 90.43
I-RPKM 0.32 0.47 0.54 5.21 31.42 68.94

The I-PRKM makes it possible to use existing results and saves computing
time by adding new clusters. It also improves the performance of SKM by provid-
ing lower error rate and taking into account new knowledge. In addition, lower
execution time is another advantage of I-RPKM.
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6 Conclusion

In this work, we have highlighted three main problems when clustering categori-
cal data sets. The first one is dealing with uncertainty in the values of attributes
and in the belonging of objects to several clusters using possibility theory. The
second one is relative to detecting peripheral objects that belong to boundary
regions through rough sets. The last one consists of the update of the cluster
results by considering new knowledge. As a result, the cluster number can be in-
creased without re-clustering instances. Based on accuracy and execution time,
our proposal outperformed SKM and its two uncertain versions, i.e., KM-PF
and RPKM.
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Abstract. This paper describes recent work in the UK to automate the identifi-
cation of Harlequin ladybird species (Harmonia axyridis) using color images. 
The automation process involves image processing and the use of probabilistic 
neural network (PNN) as classifier, with an aim to reduce the number of color 
images to be examined by entomologists through pre-sorting the images into 
correct, questionable and incorrect species. Two major sets of features have 
been extracted: color and geometrical measurements. Experimental results re-
vealed more than 75% class match for the identification of taxa with similar-
colored spots. 

Keywords: automated identification, feature extraction, image processing, 
probabilistic neural network.  

1 Introduction 

The use of automated identification of ladybirds using color images has considerable 
potential for biodiversity monitoring and has not been previously explored. In spite of 
the many advantages, automating the identification process is not trivial. Traditional-
ly, an expert will manually obtain details from the elytra and other features for species 
identification. Dichotomous keys have been most commonly used, which are based on 
morphological criteria such as color and size. These physical traits are too small to 
examine without magnification, considering the size of typical ladybirds themselves 
which are around 2-8 mm, and harlequin ladybirds vary around 6-8 mm [1]. Further-
more, most ladybird species have a variety of color forms and spot patterns. Both 
intra-species and inter-species variations can be very large, making species identifica-
tion a difficult skill to master. Part of the objectives of this research is to capture spe-
cific features that would make pre-sorting of ladybird species easier. These factors 
contribute to the development of an automated system for ladybird identification. In 
this paper the focus is the identification of harlequin ladybirds (Harmonia axyridis), 
an alien ladybird species found in the UK. 
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2 Background 

The Harlequin ladybird is a voracious ladybird species that has been invading the UK 
since 2004. It feeds on aphids and other native ladybird species [2-3]. The beetle has 
now spread to most parts of England and Wales. It is receiving considerable attention 
due to its potential impact on ecological and biological balance [4]. To make things 
worse, there has been a general decline in the taxonomic workforce which in effect 
has been part of the taxonomic impediment to biodiversity studies [5]. In response, 
The UK Ladybird survey is a web-based recording system for the general public to 
send in their sightings and photographs. These color images enable the physical de-
tails of the ladybird forewings (called ‘elytra’) to be visually examined through image 
processing steps, which will be explained further in subsequent sections.  

There are up to 15 described color forms of H. axyridis; however, only three dif-
ferent forms are studied here. Fig. 1 shows three color forms of H. axyridis. It shows 
the variation in colors; hence the problem to perform automated identification is 
based on color images only. Table 1 contains the physical description, which serves as 
an identification guide for harlequin ladybirds in UK. In terms of size and shape, the 
Harlequin is generally large and the length is between 6 mm to 8 mm. The pronotum 
pattern can be white or cream in color. It can contain up to 5 spots or fused lateral 
spots forming 2 curved lines, M-shaped mark or solid trapezoid. The wing cases have 
wide keel at the back, and legs are almost always brown.  

   

(a) Form succinea        (b) Form conspicua         (c) Form spectabilis 

Fig. 1. Top-view of the three forms of H. axyridis (Source: CEH Wallingford, UK) 

Table 1. Identification guide for H. axyridis f. succinea, f. conspicua and f. spectabilis 

 
Character 

 
Form succinea 

 
Form conspicua 

 
Form spectabilis 

Color Orange with 0 to 
21 black spots 

Black with 2 
red/orange spots, 
and inner black 
spots 

Black with 4 
red/orange spots 

Shape Round and domed Round and domed Round and domed 

Size  6-8 mm 6-8 mm 6-8 mm 
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There are two major development works in this investigation, which are image 
processing and intelligent systems. The work in image processing involves two major 
processes: greyscale operations and color image processing. Section 3 covers the 
concepts and experimental work that has been carried out in image processing. These 
operations are implemented in MATLAB 2012 and GIMP2 [6]. Subsequently, the 
intelligent system consisting of PNN been implemented in WEKA [7] is elaborated. 
Section 4 discusses the results of experiments on PNN, and in Section 5 the paper 
concludes with future recommendation. 

3 Methodology 

3.1 System Block Diagram 

A prototype automated species identification system has been developed to distin-
guish UK ladybird species using image processing and probabilistic neural networks 
(PNN). The block diagram is shown in Fig. 2. 

 

Fig. 2. Block diagram of the prototype of an automated ladybird identification system 

3.2 Image Processing 

Based on color variation, the author has initiated investigating the use of color as the 
leading feature for identifying ladybird species. Based on visual observation, color 
represents the natural characteristic of ladybirds. Ladybirds commonly possess large 
variation in body color. Some are quite obvious, for instance, there is a species common-
ly called ‘orange ladybird’ which has orange-colored elytra and sixteen white spots. 
There are also ‘striped ladybirds’ with brownish elytra and cream-white stripes. The 
sightings can be confirmed based on publications by the UK ladybird identification 
guide, Leicester & Rutland color key and Southampton Natural History Society [1, 8-9]. 

In this work, CIELAB color space is used for representing pixel colors obtained 
from the elytra and body markings. CIELAB is an approximate uniform color scale to 
represent visual difference in the form of color plane, and able to represent chroma 
separately from lightness [10]. It is also able to represent the chroma values in the 
form of color plane. The maximum values for a* and b* are +120, while minimum 
values are -120. The range for L-axis is 0-100. Unlike RGB, CIELAB is also device 
independent. 

CIELAB was selected as the desired color space to reduce illumination problems since 
the majority of ladybird images obtained for the study were photographed in their natural 
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Table 2. Ladybird groups, species and acronym (in brackets) 

 

folds will be used once as validation data. After K runs, the average cross validation error 
across all runs is computed. The error is an estimate of how the classifier would perform 
if the data collected is an accurate representation of the real world. 

3.5 Probabilistic Neural Networks (PNN) 

Probabilistic neural networks (PNN) are used as the classifier. A classifier functions 
to map unlabeled instances to a class label using internal data structures [19]. PNN is 
chosen as classifier over other techniques because it implements kernel discrimination 
analysis, meaning the operations are organized into a multilayer feed forward neural 
network consisting of input layer, radial basis layer and competitive layer [20-21]. For 
a supervised classifier such as PNN to work, it contains exemplars and targets. The 
network structure is shown in Fig. 5.  

The input layer consists of nodes that receive the data. The radial basis layer con-
tains a probability density function (pdf), using a given set of data points as centers. 
The PNN uses normalized Gaussian radial basis functions as a network [22]. The 
output layer selects the highest value and determines the class label. In general, a 
PNN for M classes is defined as the following [23]: 

 ∑ ,
 (7) 

where j = 1,…, M and nj is the number of data points in class j. 

  
 

 

 

 

Taxa 

Groups 
White Red Black 

 
Calvia quattuordec-
imguttata Linnaeus 
(C14)  
 
Halyzia sedecimgut-
tata Linnaeus (H16)  

 
Exochomus quadri-
pustulatus Linnaeus 
(E4)  
 
Harmonia axyridis f. 
spectabilis Pallas 
(H1)  
 
Harmonia axyridis f. 
conspicua Pallas (H2)  

 
Adalia bipunctata 
Linnaeus (A2)  
 
Coccinella quinque-
punctata Linnaeus 
(C5) 
  
Coccinella sep-
tempunctata Linnaeus 
(C7)  
 
Harmonia axyridis f. 
succinea Pallas (H3)  
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Fig. 5. PNN network structure (Source: MathWorks) 

A decision boundary is found by finding the numerical solution to the above for 
each class. For instance, for a two-class problem this is done by equating y1(x) to y2(x) 
and finding solution using grid search [24].   

4 Results and Discussion 

In this work, 10-fold cross validation was applied and the following results were 
obtained: 

Table 3. Confusion matrix for C14H16 (white group) 

 C14 H16 
C14 40  0 
H16  0 40 

Table 4. Detailed metrics for C14H16 (white group) 

Class TP rate FP rate Precision Recall AUC 
C14 1 0 1 1 1 
H16 1 0 1 1 1 
Weighted 
average 

1 0 1 1 1 

Note: Results obtained at MinStdDev = 0.1, no. of clusters = 2, AUC = area under 
curve.  
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Table 5. Confusion matrix for E4H1H2 (red group) 

 E4 H1 H2 

E4 40 1 0 
H1 0 28 17 
H2 0 11 23 

Table 6. Detailed metrics for E4H1H2 (red group) 

Class TP rate FP rate Precision Recall AUC 
E4 1 0.013 0.976 1 0.993 
H1 0.7 0.213 0.622 0.7 0.825 
H2 0.575 0.138 0.676 0.575 0.847 
Weighted 
average 

0.758 0.121 0.758 0.758 0.888 

Note: Results obtained at MinStdDev = 0.1, no. of clusters = 3, AUC = area under 
curve.  

Table 7. Confusion matrix for A2C5C7H3 (black group) 

 A2 C5 C7 H3 

A2 39 0 0 0 
C5 0 34 0 10
C7 0 0 39 0 

H3 1 6 1 30 

Table 8. Detailed metrics for A2C5C7H3 (black group) 

Class TP rate FP rate Precision Recall AUC 
A2 0.975 0 1 0.975 1 
C5 0.85 0.083 0.773 0.85 0.954 
C7 0.975 0 1 0.975 1 
H3 0.75 0.067 0.789 0.75 0.935 
Weighted 
average 

0.888 0.038 0.891 0.888 0.972 

Note: Results obtained at MinStdDev = 0.1, no. of clusters = 4, AUC = area under 
curve.  
 

From the results in Table 3, it has been shown that PNN is able to identify 
ladybirds in the white-spotted ladybirds group to 100% accuracy.  The fact that they 
have been grouped based on their spot colors means PNN is able to completely 
discriminate the two species. Next, test results on the red-spotted ladybirds group 
reveals 75.83% accuracy. For H1, one instance of misidentification as E4 and eleven 
misidentifications as H2. For H2, the 0.575 TP rate means seventeen instances of H1 
have been confused as H2.  
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Table 7 shows 88.75% accuracy for the identification of ladybirds in the black-
spotted group. The TP rate of 0.975 for A2 shows only one misidentification as H3. 
This shows that between the two species A2 and H3, there are inherent similarities 
which contribute to the low numbers of misidentification. Similar observation can be 
said for C7 and H3. Interesting enough for H3, 10 out of 40 instances have been 
misidentified as C5 giving only 0.75 TP rate.  

Use of CIELAB values to represent spot colors and applying PNN in ladybird 
identification are some contributions to knowledge. The observations in this work will 
be further investigated in the near future to see any correlations, for instance, to un-
derstand which character contributes more towards the identification process. Finding 
this ‘contribution factor’ will involve deeper investigations into network model,  
structure and the PNN algorithm itself. It will also involve shuffling between taxa to 
investigate intra-species and inter-species variations, as experimented by Ayob and 
Chesmore using multilayer perceptron (MLP) [25]. At present, it can be said that 
PNN works well to identify up to 4 taxa with a minimum of 75.83% accuracy. 

5 Conclusion 

In short, the use of PNN can be regarded as highly useful in the automated 
identification of ladybirds, including alien species. This is supported by experimental 
results on three groups of ladybirds involving UK species and Harmonia axyridis, 
which have been pre-grouped by their spot colours. Two-species identification of 
white-spotted taxa reveals 100% accuracy, while the identification of red-spotted taxa 
and black-spotted taxa reveals 75.83% and 88.75% accuracies respectively. Future 
investigations will look into the role of characters towards species identification. 
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Abstract. Process mining techniques are commonly used in business 
management while conformance checking becomes an important issue in 
business process management. Researchers derive the actual business process 
from event logs to draw a comparison with the business process model. When 
the two are inconsistent, a lack of internal controls happens. 

This research proposes the consistence checking in the event logs. Because 
of the different granularity in the same event logs, the process can be 
demonstrated as grain 1 to grain n, in which the smaller the grain means the 
finer the granularity of the process. While using a process log to retrace the 
business process, different business processes might be shown in the processes 
with different granularities in the same event logs. The dependency threshold of 
Heuristic miner algorithm is used to deal with the differences of consistency 
automatically in this research.  

This research uses the event logs from a marble processing industry for the 
case conformance. Focusing on the fine and coarse two granularities of the 
business process matrix, the conformance checking is applied for a consistent 
business process via the setting of the dependency threshold and the consistent 
ratio. The result show the valuable information to audit or re-design the 
business process model. 

Keywords: Process Mining, Conformance checking, Heuristic miner algorithm, 
Petri Net.  

1 Introduction 

Business process management is the key factor for survival of a company. While a 
company develops and the internal risk cannot be found promptly, then any 
contingency measures become unworkable. Therefore, if there are no systematic 
process planning, good management team and clear business process, the departments 
are hard to share their responsibility, and finally will seriously impact on the 
development of the enterprises.  

Because of the developed information system, integrating information in the 
database is essential to improve the readability; and many companies apply process 
mining techniques in management. The business process model is derived from the 



 Unifying Multi-level Business Process Discovered by Heuristic Miner Algorithm 37 

 

event logs in the information system while the actual business process is derived for a 
complete inspection of the company business processes. Meanwhile, the gap analysis 
is used for the comparison of the actual business process and the business process 
model to summarize the best rules of the business process for decision-makers as an 
important reference [20].  

When the business of an enterprise increasingly expands, it is more difficult for 
business executives to manage the huge and non-integrated information [19]. 
Corporate governance and internal audit trails are getting attention in many 
companies. Besides, business process consistency in the business process 
management becomes particularly important. Business processes can be derived from 
the event logs; meanwhile, business processes can also be obtained by the flow chart. 
However, both should be consistent. If the actual business process model is 
inconsistent with the expected, there might be fraud, a risk of error, also a lack of 
internal control embedded [1, 6]. 

When process records of the event logs in the enterprise are checked, the event 
logs retracing can be used in the business processes. Because of the different 
granularities in the event logs, the granularities of the process in the event logs are not 
the same. The process can be demonstrated as grain 1 to grain n, in which the smaller 
the grain means the finer the granularity of the process. For example, in Table 1, the 
process of grain 1 is smaller than grain 2’s. While using a process log to retrace the 
business process, different business processes might be shown in the processes with 
different granularities in the same event logs. However, because of the different 
granularities, different business processes are produced in retracing.  

Table 1. Event logs 

 

Business processes in Figure 1, 2 are the recorded processes with two different 
granularities in Table 1 derived by Heuristic miner algorithm. While the dependency 
threshold is set to be 0.6, two different business processes are produced though both 
processes are derived from the same event logs in the database.  
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Fig. 1. Process Model of grain 1 (dependency threshold=0.6) 

It is unreasonable that in the case of the same dependency threshold, a business 
process derived from the same event logs generates different business processes. The 
conformance checking is to solve the inconsistent business processes from the event 
logs in the same database because of the different granularities. By adjusting the 
dependency threshold to solve problems of the discrepancy of business processes 
because of the different granularities of the event logs in same database, the system 
can automatically generate the best business process from different business processes 
according to users’ requirements.  

When the conformance checking result show both dependency threshold and 
consistent ratio is low, it provide us with valuable objective information that the 
business process model should be audit, analysis or re-design. 

 

Fig. 2. Process Model of grain 2 (dependency threshold=o.6) 

 

Fig. 3a. Conformance checking               Fig. 3b. Consistence checking 

In other scholars’ studies, the consistency of business processes proposed are based 
on whether the event logs and the business processes models are consistent. Aalst et 
al. (2010) have proposed business process mining and used conformance checking to 
examine the differences of consistency between the business processes models and 
the actual process from the event logs [2], Jans et al. suggested that process mining 
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techniques can reduce the risk of fraud in the company and check if there is any 
discrepancy in the reconstruction of process mining between the business process 
model and the actual process [7].  

In addition, Christian et al. proposed in 2007 a fuzzy mining to simplify views of 
reality business process. Many scholars also used methods of fitness and 
appropriateness by Aalst et al. proposed in 2006 to detect the consistency of the event 
logs and the process models [9]. The consistency of business processes in our study is 
different from such studies, is not about the discrepancy of the business model and the 
actual process. This study aims to solve the discrepancy amongst actual business 
processes derived from the same event logs because of the process with different 
granularities. Further, the processes with different granularities from the same event 
logs can be automatically identify a particular consistent business process. 

This study mainly uses Heuristic miner algorithm for process mining. The steps of 
Heuristic miner algorithm for deriving business processes are shown as follows: 
firstly, finding out the correlation amongst processes in the records of the event logs 
for identifying the right activity links by the formula in Heuristic miner algorithm. 
Secondly, setting a standard dependency threshold, that is for the system to show 
business processes with a higher dependency threshold while users input it. That 
means the higher the dependency threshold is, the correlation between two activities 
is higher. Finally, the dependency graph obtained earlier is converted into a cause and 
effect matrix, and then to show the final process model by a Petri Net. 

2 Literature Review 

2.1 Process Mining 

To identify process-related information from the event logs is the main skill of the 
process mining, Song and Aalst (2008) found out the business process model from 
such information [11]. Cook and Wolf (1998) have proposed three methods of 
process mining: the first method is to use neural network; the second method is to use 
Purely algorithm; the last one is to use markovian algorithm [3,4]. Their largest part 
for process mining is based on the latter two methods. Purely algorithm is to build a 
finite state and links possible future cases together to form the final process model; 
Markovian algorithm is to use hybrid Purely algorithms and statistical methods, 
which have the ability to deal with the error data, extending to the processes that use 
graphical approach to research in 1999[18]. 

Mining process is currently and mainly used in three perspectives: (1) a process 
perspective, (2) an organizational perspective and (3) the case perspective [7]. There 
are many mining techniques to meet process mining with different requirements, just 
as Alpha miner, Alpha + + miner, Heuristic miner and so on. Alpha miner, is a 
relatively intuitive and simple method, in which all data is applied in the model for 
mining all possible processes in the database [15, 16]. And Alpha + + miner covers 
some disadvantages of Alpha miner, such as loops [13]. Heuristic miner algorithm is 
a method to minimize the impact caused by errors if there is any error in the record 
file [18]. The main concept is to build links amongst all the activities, and then to 
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analyze the error information. This study compares the consistency, which is adopted 
by the adjustment of Heuristic miner algorithm. Therefore, this study finally selects 
Heuristic miner algorithm to derive business processes. 

2.2 Heuristic Miner Algorithm 

Heuristic miner algorithm proposed by Weijters in 2006 is a process mining algorithm 
[18]. Such an algorithm divides the correlation amongst event records into three 
types, namely, direct dependency, concurrent and non-direct connectivity. The direct 
dependency sees the start of an activity as the judgment so while the information 
shows activity B just follows after activity A’s process, there is direct dependency 
between them. The concurrent means that when activity a is over, there are more than 
two activities to be selected as the next activity. The non-direct connectivity means 
that the correlation between the two activities does not meet the direct dependency. 

The procedures of Heuristic miner algorithm are as follows: first, constructing a 
dependency graph, then using heuristic search method to identify the correlation 
amongst each process, finally finding out the right activity link. This algorithm 
calculates the dependency coefficient between two activities according to the 
correspondence between two activities, and the value is between -1 to 1. Besides, this 
algorithm sets dependency threshold to handle noise data and low frequency behavior. 
When the dependency coefficient between two activities is calculated, the result is 
changed into a cause and effect matrix and a Petri Net will show the final process. 

Heuristic miner algorithm can also find dependencies of short loop and non-local. 
The dependency of short loop means after activity A’s process, there is another 
activity A follows. The dependency of non-local means the repetition of the activities 
in the same order. For example, the sequence of abcbcbcde activities, in which the 
repetition of bc in the process is called non-local dependency. Heuristic miner 
algorithm can handle abnormal information magnificently and derive process models 
with precise results. 

2.3 Conformance and Consistence 

In order to learn whether the process models by mining is the correct interpretation of 
the event logs, the consistency between the event logs and the process models 
becomes an important research topic [2, 5, 17]. At present, while the consistency of 
business process is discussed in the field of process mining algorithms, many scholars 
use the methods of fitness and appropriateness by Aalst et al. proposed in 2006. 
Fitness, is the main standard for the conformance checking to measure whether the 
process model can simulate the processes of activities in the event logs, further to 
assess a possible order of each process model in the event logs. Appropriateness 
assesses the quantity of the allowed models and the quantity of models that never 
actually used in the event logs. If the business models contain redundant and 
unworkable activities, it possibly is unnecessary [9].  
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In related studies, Rafael Accorsi and Thomas Stoker used the conformance 
checking to audit whether the bank's loan application process is consistent with the 
model; also for security audits [1, 14]. Dirk Fahland also used the conformance 
checking to audit the process of customers, CD retail business and supplier orders in 
which if there is any repetition in orders [10]. Many related researches of business 
processes are extending based on the fitness and appropriateness proposed by Aalst et 
al.. However, the extensions almost use the process information in the event logs to 
audit if the business models are consistent and if there is any fraud because of 
discrepancy. Our research explores the consistency of business processes by 
Heuristics miner algorithm for comparison.  

3 Methodology  

3.1 Conceptual Framework 

The framework is divided into three steps: first, Heuristic miner algorithm is used to 
derive actual business processes from the event logs with different granularity. After 
that, the dependency coefficient is adjusted to resolve the consistency between actual 
business processes with different granularity. Finally, a Petri Net is generated by the 
adjusted business processes. Details of the process are as shown in Figure 4. 

 

Fig. 4. Research framework 

3.2 Finding Activity Relationship 

First, the correlation amongst activities from the event logs is calculated. This study, 
referenced Heuristic miner algorithm proposed by Weijters in 2006, respectively 
calculates the quantity of activities and further calculates the dependency coefficient. 
For example, suppose activity b operates right after activity a, that means there is no 
other activity interrupted, then activities a and b are directly dependent a >W b. 
Besides,    represents the dependency coefficient with direct dependency 
coefficient between two activities, the value is between -1 to 1. 
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Suppose there are n activities in the event logs 
Step1. Calculating the quantity of activity’s occurrence with the direct dependency in each group a >W b. 

Step2. Using the formula of Heuristic miner algorithm to calculate the dependency 
coefficient amongst activities.  |  | |  ||  | |  |  

Step3. Using a matrix to show the dependency coefficient between two activities.  
The short loops in Heuristics miner algorithm,   , presents the dependency of 

activities in the same kind of activity. The dependency coefficient value is between 0 to 1. 
Suppose there are n activities in the event logs 
Step1. Calculating the quantity of activity’s occurrence with the direct dependency in  
each group a > W a. 

Step2. Using the formula of Heuristic miner algorithm, 
|  ||  | , to 

calculate the dependency coefficient of the short loops.  

Step3. Using a matrix to show the dependency coefficient between two activities. 
In this step, the matrix derived contains the direct dependency coefficient amongst 

each group. Its main purpose is to adjust the differences of consistency in actual 
business processes in the next step. 

3.3 Matrix Grouping 

There are two matrixes for different size in granularity. It is difficult for comparison. 
Therefore, they should be converted into the same size for comparison. For example, 
the activities of the event logs with fine granularity are a total of 94 items so 
presented a matrix with 94 x 94 in size and coarse granularity are a total of 8 items. 
Therefore, 94 x 94 matrix should be converted into 8 x 8. The algorithm for 
conversion is as follows: 
Step1. Checking if the direct dependency coefficient is greater than 0. When the 

coefficient is greater than 0, the value is taken for the average; if not, please 
refers to step 2. 

Step2. If the projects of 0 have a direct dependency coefficient with other activities, 
the value is not taken for the average, and vice versa. 
Step3. The cases with a direct dependency coefficient are taken into the average.  
Step4. Generating the integrated direct dependency coefficient 

3.4 Consistence Checking 

The derived matrixes are used for the adjustment of consistency. Besides, this study 
applies the dependency threshold in the matrixes while the two thresholds for the 
matrixes are set to be m, n. If the dependency coefficient is greater than a given 
dependency threshold, the value becomes 1, otherwise 0. Then, the given dependency 
threshold is used to adjust and compare the consistency between two matrixes.  
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Table 3. A dependent matrix with consistent ratio 

 

 

Fig. 5. Petri Net Example of business process  

The Petri Net is used to indicate processes as it allows users to have an easier and 
more direct understanding towards business processes. 

4 Experiments and the Evaluation 

4.1 Real Case 

In this research, the manufacturing process of the marble processing industry is the 
real case for analysis. The data of the event logs comes from the enterprise resource 
planning system (ERP) of a small and medium enterprise (SME) from 2011/12 to 
2012/07. The activities mainly are CUT, QL, QW, AL, AW, B, IPQC and PACK, 
each main process can be subdivided into several activities. 

The data of marble processing is divided into two different granularities. The 
activity with small granularity is named as grain 1, which is the original activity’s 
name in the event logs. The activity with eight main processing above is named as 
grain 2. Two different granularities in the event logs are used in the research to derive 
particular business processes. In the followings, grain 1 is represented by fine, and 
grain 2 is represented by coarse. 

4.2 Finding a Dependency Relation between Both Activities  

The first step of the algorithm is to calculate the quantity of activity’s occurrence 
between the two activities. The activities of the event logs with fine granularity are a 
total of 94 items so the matrix presented is a matrix with 94 x 94 in size. Table 4a is 
the derived matrix with 8 x 8 in size from the activities with coarse granularity of the 
event logs. 
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Table 4a. A frequency matrix with coarse Table 4b. A dependency matrix with coarse 
granularity                              granularity 

 

4.3 Caculating the Dependency Coefficient between Both Activities  

From the calculated matrix in 4-2, the quantity of occurrence of the direct dependency 
between two activities is learnt. The second step is to calculate the direct dependency 
coefficient by Heuristic miner algorithm.  

After calculation, a matrix is used to make a record. The value come out is the 
dependency coefficient between two activities while the value calculated by the 
formula is between -1 and 1. In this step, the matrix with the direct dependency 
coefficient derived from the matrix with the direct dependency coefficient in the fine 
granularity is a matrix with 94 x 94 in size. Table 4b is the derived matrix from the 
activities with coarse granularity of the event logs by Heuristic miner algorithm.  

4.4 Checking the Consistence between Both Matrices 

The fine business processes and the coarse business processes are adjusted by the 
direct dependency coefficient of activities that derived in the previous two parts. 
While business processes need to derived, the direct dependency coefficient, between 
0 and 1, is used to find out a closer correlation between activities. Since the fine event 
logs have 94 activities, and the coarse event logs only have 8 major activities, it is 
needed to multiply the direct dependency coefficient of the fine event logs to a course 
8 x 8 matrix before the comparison of consistency. Then, after the dependency 
threshold and the consistent ratio threshold are set, the business processes are derived 
out. 

When the direct dependency coefficient of the fine activities is converted into a  
8 x 8 matrix, sum of the direct dependency coefficient between activities is taken to 
make an average. However, if the projects of 0 have a direct dependency coefficient 
with other activities, the value is not taken for the average.  
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Table 5a. A dependency coefficient matrix   Table 5b. A dependency coefficient matrix  
with fine                                 with coarse   

 

Since this research is grouping a 94 x 94 matrix into a 8 x 8 matrix, the calculation 
does not count the activities in the corresponding category with the value of 0 but 
only counts the activities with a positive value. Then, the matrix with the fine original 
dependency coefficient integrated into a 8 x 8 matrix (Table 5a) is adjusted with a 
coarse 8 x 8 matrix (Table 5b) for consistency. 

4.5 Adjusting the Dependency Threshold between Both Matrices 

Next, a pair of matrixes is compared. Figure 8, 9 explain the process of the derivation 
from the process models with fine granularity to the process models with course 
granularity. Figure 8 is an interface for users to enter information at the beginning. 
First, the consistent ratio is filled; that is the expected consistency between two actual 
business processes. In the second blank, the dependency threshold of the fine process 
model between activities is set. Finally, in the third blank, if the consistent ratio 
threshold of the fine and course matrixes cannot be match, the consistent ratio of this 
blank is needed to be adjusted, and the default value is 5%. 

 

Fig. 6. Set up consistence ratio and dependency threshold 

When the user sets 85% as the consistent ratio, 0.7 as the dependency threshold of 
the fine process model, and 0.5% as the adjustment range, the consistent ratio of the fine 
and coarse process models is 85%. If there is not exact 85% consistent ratio, the system 
will automatically adjust upwards, 0.5% as an interval in every adjustment. When there 
is a conforming business process, it is presented in the form of a matrix. Otherwise, the 
system asks the user to enter a new consistent ratio threshold as well as another 
dependency threshold. Figure 9 is an example. In the process, the user set 85% as the 
consistent ratio and 0.75 as the dependency threshold. However, there is no matching 
matrix in the coarse process model, and then the system automatically adjusts and finds 
a matrix with 86% consistent ratio, in which the dependency threshold of the fine  
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Fig. 7. System UI when consistent ratio is 86% and coarse dependency threshold is 0.95 

process model is 0.95. When the user enters a different percentage, the system will also 
automatically generate the corresponding business model. 

4.6 Creating Petri Net 

The information in Figure 7 can be converted into a Petri Net in Figure 8. The black 
line between two Petri Nets indicates the consistent part between two business 
processes while the red dotted line indicates the differences between two business 
processes.  

 

Fig. 8. Consistent ratio: 86% (coarse dependency: 0.95, fine dependency: 0.75) 

Figure 8 illustrate the automatic derivation of business processes with different 
granularities. In the same event log, if there is any difference of consistency in 
business processes because of the difference granularities, the algorithms in this 
research will automatically solve the problem by the setting of the dependency 
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threshold and the consistent ratio for deriving a business process with another 
granularity. 

5 Conclusion and Future Research 

In business process mining, companies can derive actual business process from event 
logs, in which the actual process should be consistent with the expected model. In the 
past researches about the conformance checking of the business processes, scholars 
mainly explored whether the actual processes are consistent with the business process 
models. This approach helps companies to solve the problem of consistency amongst 
actual business processes with different granularities, and allows users to set the 
dependency threshold and the consistent ratio of the process to derive the 
corresponding business processes with different granularities automatically. The 
manufacturing processes of the event logs in the marble processing industry have 
been verified the method we suggested.  

Heuristic miner algorithm only considers the id, name and the time of start of the 
activity. In the algorithm, the order of processes is used to derive business processes. 
For future studies, the quantity of each activity in the process can be accessed. For 
example, there are 10 direct occurrences between activity a and b however the input 
between them is one ton; and there are 50 occurrences between activity a and c 
however the input between them is 50 kilograms. Then, the occurrence between 
activity a and b is more than that between activity a and c however the proportion of 
input quantity is far heavier than the quantity of the occurrence.  
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Abstract. Due to the vigorous development of the network, a variety of appli-
cation software has been widely used. In order to serve more users, it is neces-
sary to build middleware servers (Application Servers). If the middleware serv-
er was overloaded, it will result in poor performance. Besides, it is simply waste 
of resources if loading was idle. So the server with or without load balancing 
becomes an important issue. The proposed LAPO algorithm in this paper can 
dynamically allocate each middleware server for each user. And firstly, it im-
proves the POCA algorithm that spends a lot of computation time to determine 
the optimal combination of solutions. Secondly, it can uniformly distribute each 
user on the servers; and finally, propose the model for best combination of load 
balancing solution. By using the SAP ERP ECC 6.0 for implementation, this 
study can verify that the LAPO is not only more efficient in computation time 
than POCA, but also more in line with the actual situation of the enterprises 
use. Moreover, we comment the results of experiments and some limitations. 

Keywords: Load Balancing, Transaction, User Distribution, Performance 
Evaluation.  

1 Introduction 

The n-Tier architecture has been widely used in a variety of information systems, 
such as Enterprise Resource Planning (ERP), Supply Chain Management (SCM). In 
Figure 1, application servers (APs) are designed to share the database access require-
ments from many users. So the APs’ load balance will determine whether the system 
is running at its best condition. 

 

Fig. 1. N-Tier architecture[1] 

                                                           
* Corresponding authors. 
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Regarding load balancing, many studies have proposed algorithms to do matching 
respectively in a clustering manner in accordance with the characteristics of the user 
or the capacity of the server [3]. The POCA (Profile Oriented Clustering Algorithm) 
has proposed the load-balancing method with higher memory sharing for different 
users performing the same program, but this algorithm consumes a lot of computation 
time to yield the best combination of solutions [8]. 

Therefore, this study proposes LAPO (Load Adjusted Profile Oriented User Allo-
cation Algorithm), under the conditions that the number of APs is known, groups all 
users, and assigns them to various APs in order to shorten computation time of the 
algorithm, according to the method with highest memory sharing. 

The data in this study was taken from the SAP ERP ECC 6.0 system. Based on the 
system log, the execution of Transaction Code (Tcode) can deduce the assigned status 
of all users for different number of APs, and finds the best combination. 

2 Literature Review 

Popular information systems with large number of users such as ERP, will normally 
configure APs to achieve Load balancing. Take the SAP ERP ECC 6.0 as an example, 
after a user logs on, the Web Dispatcher, as Figure 2, will assign the user to specific 
APs, while the APs’ main job is handling client request [2, 9, 10, 11, 12] and  
retains the operation records of the individual user [3] that this study will use for  
implementation usage. 

The APs may execute different applications concurrently such that will cause over-
load in peak hour, while at other periods in idle state. According to the study by P. 
Krueger, et al. [4]: The average utilization rate of the system is 9%, and even under 
the most peak load periods, in average still more than 87% of computing capacity is 
wasted. Also, the study of M.L. [5, 8] pointed out that in a medium load, the system 
will have better performance. Appropriate redistribution of the work load between 
APs is what we call Load Balancing. If the purpose of redistribution is to make cer-
tain performance measures tend to be equalized, for example, the ratio of the server 
idle time becoming equal is known as Load Balancing [6, 13]. Also, if the purpose of 
redistribution is to improve some of the performance measures such as average job 
response time, then we call it Load Sharing [7, 14]. 

Under the framework of Load Balancing, a Client-based architecture will distribute 
user requests at the client site, and need to use the browser software to determine 
which APs to handle the request. But the problem is this calculation will not only 
increase the work load of the browser, but also may cause the phenomenon of net-
work traffic. A Dispatcher-based architecture works through a transmission channel 
by a central dispatcher, all requests must go through the dispatcher to be assigned to 
each server, but this also incurs bottleneck situation when large amount of data being 
processed at the same time. So in this paper, the concept of Cluster-based web server 
distributed system [15,16] has been used to avoid situation that work heavily loaded, 
work lightly loaded or idle state may occur. 
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POCA [8] proposed to turn the operating characteristics of the user into a distribu-
tion index. Because most ERP have a variety of modules, for example, SAP has FI, 
CO, PP, SD, etc., and users have their own common Tcode, POCA, based on this 
feature, proposed the Regular Transaction code (Regular Tcode) and the AR (Appli-
cation Reusability) to measure the degree of similarity of the regular transactions 
between users, and establish the AR threshold, find all clustering methods that meet 
the threshold. However, this algorithm, when in the search for all clustering combina-
tions, requires longer computation time and does not propose how to pick out the best 
clustering combination. The proposed LAPO algorithm improves the POCA algo-
rithm that spends a lot of computation time to determine the optimal combination of 
solutions. Secondly, it can uniformly distribute each user on the servers; and finally, 
propose the model for best combination of load balancing solution. 

3 Methodology 

3.1 Finding Users’ Regular Transactions 

Most enterprise systems can save some recordable data and application during a us-
er’s operation session. For example, ST01 (system trace) command in SAP can be 
traced the historical record of a user's operating system usage. This paper will treat 
Usage Profile as a storage unit, which contains user information: {user-id, transac-
tion-set}, as shown in Table 1. 

Table 1. User Profile 

 

For example, user1 was online twice that day, and the Tcode he executed were  
{A, B, E, F, H} and {A, B, E, F} respectively. The executed Tcode will be temporari-
ly stored into to a buffer. If a rarely used Transaction has been kept stored in buffer, it 
may occupy buffer space and lead to reduce the utilization rate of the buffer. So we 
want to store and only store the most frequently executed Tcode into APs Memory, 
we call it a Regular Transaction. 

Definition 1: Give a user s, a user profile U, and a transaction t, t is a regular  
transaction in U, if 
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  (1) 

Profile support threshold is defined by the system administrator, and it aims to fil-
ter regular transactions out of the usage profile. It qualifies as “regular” only when it 
is higher than the threshold value. 

Assume the profile support threshold is set to 20%, take A and W as an example, Sup-
port is 5/14 = 35.7%, 1/14 = 7.14% respectively, thus A is a regular Tcode. On the con-
trary, w is not, so the Regular transaction set in Table 1 is {A, B, E, F, H, I, J, K, P, Q, R}. 

Definition 2: Give a user s, a user profile U, and a transaction t, t is one of s’s regular 
transactions in U and s is regular user in U, 

  (2) 

The purpose of setting User support threshold is to identify whether the user ex-
ecuting regular Tcode is also a Regular User. Let User support threshold set to 40%, 
<userid, Tcode> is set to <1, A> and <1, H> respectively, we get 2/2 = 100%, 1/2 = 
0.5% if any group passes 40%, the user 1 belongs the regular users. In addition, the X 
in <10, X> is not a regular transaction, so user 10 is not a regular user.  
As shown in Table 2, there are nine regular users totally except user 10. 

Table 2. Regular Transaction 

User-id Regular Transaction User-id Regular Transaction 
1 
2 
3 
4 
5 

{A,B,E,F,H } 
{A,B,E,F,H} 
{A,B,E,F,} 
{I,J,K} 
{B,I,J,K} 

6 
7 
8 
9 
10 

{B,I,J,K} 
{P,Q,R} 
{P,Q,R} 
{K,P,Q,R} 
φ 

3.2 Profile Oriented Clustering Algorithm (POCA) 

The concept of the POCA algorithm is to put the users with similar Tcode usage onto 
the same APs, for the purpose of sharing memory. If there are users executing similar 
regular Tcode, the users belong to the same Cluster. And the POCA algorithm uses 
AR to measure similarity. 

Definition 3: The AR value of each cluster is P / (u * q), where P calculates the repeat 
times of a regular Tcode in a cluster being executed, u counts the number of users in 
the cluster, q denotes how many different kinds of Tcode there are in the cluster.  
The Cluster AR is the average of the Transaction AR, and therefore its value also falls 
between 0 and 1. 
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In this study, The data were collected between 2012/03 and 2012/04 with 1001 
records of user profile from the SAP ERP ECC 6.0 system, including 39 users and 
336 kinds of the Transaction code. The data have detail description of which transac-
tion has been executed after a user’s login to the system. Also, the data have been set 
the regular transaction support threshold to 20% and the regular user support thre-
shold to 35%. After calculation by definition 1 & 2, it obtains 25 Regular Transac-
tions and 22 Regular Users. 

Table 6a. Umax and Umin when APs=2-7     Table 7b.  User allocation when APs=6 

 

Next, follow the definition 3 & 4; the qualified Cluster for AR is 50, so we get the 
qualified Cluster of the combination of different user count. And then, by definition 5, 
we must determine the APs value. For the case of twenty two users, if the APs value 
is 1, there is no need to perform load balancing analysis, and if the APs value is 8, 
there will be one server being assigned to only one user such that not enough cost-
effective, so the above cases are not taken into consideration. In Table 7a, we analyze 
the status of the upper and lower limits of the users when the APs value is 2, 3, 4, 5, 6, 
or 7. Then, by definition 6, if the APs value is 6, all permutations and combinations 
for the Cluster Set and User_ids are listed as shown in Table 7b. 

The POCA algorithm calculates all solution combinations for n users, r server, its 
number of calculations is 

4194303 

When Users = 22, there are 4,194,303 combinations in total. For LAPO, in the case 
of the same six hosts, simply eight calculation phases is enough to be able to figure 
out all combination solutions that meet AR Threshold. Table 9 shows the first six 
records with highest AR average among the thirty three kinds of qualified Cluster sets 
of combinations. 

The best solutions combination is AR = 61.7 Cluster-sets, and the user cluster of 
the six APs are as follows, {03,04,06,09,11}, {05,12,19,20,22}, {01,10,14,15,17}, 
{02,07,08}, {13,18}, {16,21} 

Table 8, Figure 2 and 3 shows that the LAPO method outperformed the other two 
methods in both application reusability and hit rate. 
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Fig. 2. 

 

Application Reusability (A

Hit rate (HR)  

 

Application Reusability (A

Hit rate (HR)  

s in N-Tier Platform with Effective Memory Reusability 

The Evaluation of Application Reusability 

Fig. 3. The Evaluation of hit rate 

Table 7. Evaluation Metrics 

The methods  

LAPO Round Robin Random 

When APs=6 and ε = 0 

AR)  59.00% 40.67% 42.33% 92.89% 89.42% 89.04% 

When APs=6 and ε = 1 

AR)  61.67% 44.00% 45.17% 91.54% 89.60% 88.19% 
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5 Conclusion and Future Research 

In this paper we propose LAPO to improve the POCA algorithm that must exhaus-
tively go through all possible combinations of all users. The LAPO algorithm also let 
user grouping more in line with the actual situation of corporate use, and indeed to 
achieve a better load balance. The LAPO can pick out the combination with highest 
average AR value, and may recommend the system how to allocate users to the APs. 
This technique can be applied to the actual business situations. 

For follow-up study, it may be considerable to add weight for specific Tcode, for 
example, month end process. This kind of program, although not frequently executed, 
the execution time each time is very long enough to affect the load balance. 
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Abstract. Arranging non-identical machines into a limited area of manufactur-
ing shop floor is an essential part of plant design. Material handling distance is 
one of the key performance indexes of internal logistic activities within manu-
facturing companies. It leads to the efficient productivity and related costs.  
Machine layout design is known as facility layout problem and classified into 
non-deterministic polynomial-time hard problem. The objective of this paper 
was to compare the performance of Bat Algorithm (BA), Genetic Algorithm 
(GA) and Shuffled Frog Leaping Algorithm (SFLA) for designing machine 
layouts in a multiple-row environment with the aim to minimise the total 
material handling distance. An automated machine layout design tool has been 
coded in modular style using a general purpose programming language called 
Tcl/Tk. The computational experiment was designed and conducted using four 
MLD benchmark datasets adopted from literature. It was found that the pro-
posed algorithms performed well in different aspects. 

Keywords: Machine layout, Bat Algorithm, Genetic Algorithm, Shuffled Frog 
Leaping, Multiple-row, Parameter setting.  

1 Introduction 

In the context of operations research and computational intelligence, a computational 
method optimises a problem by iteratively trying to improve a candidate solution 
considering a given measure of quality. Stochastic search algorithms have been suc-
cessfully applied to solve various problems especially for which are very large in size 
but they do not guarantee the optimum solution [1]. The inspirations for the computa-
tional intelligence can be categorised into three main groups [2]: physically-based 
inspiration e.g. as Simulated Annealing [3], Harmony Search [4]; socially-based in-
spiration such as Tabu Search [5]; and biologically-based inspiration including Genet-
ic Algorithm [6, 7], Ant Colony Optimization [8], Particle Swarm Optimization [9], 
Shuffled Frog Leaping Algorithm (SFLA) [9], Firefly Algorithm [10], and Bat  
Algorithm [11].  
                                                           
* Corresponding author.  



60 K. Dapa et al. 

 

Machine layout design (MLD) is the process of assigning a number of machines into 
working area in such a way that the efficiency of the layout is maximised. The effective 
facility layout can help to reduce the production cost by 10-30% [12]. Shorter handling 
distance of material flow between machines required for manufacturing products leads to 
quicker transfer time within the shop floor area. MLD problems are classified as a NP-
hard problem [13], which means that the amount of computation required to find the 
solutions increases exponentially with problem size. Solving this kind of problem by full 
numerical methods especially for a large sized problem can be computationally expen-
sive. If there are n machines, there are n! possible solutions. For example, for a layout 
design of ten machines, the number of possible solutions is 3,628,800 (10!).  

Bat Algorithm (BA), introduced by Yang in 2010, is a metaheuristic search algo-
rithm, inspired by the echolocation behavior of bats with varying pulse rates of emis-
sion and loudness. The primary purpose for a bat’s echolocation is to act as a signal 
system to sense distance and hunt for food/prey. BA was claimed to be another po-
werful algorithm in exploitation using local search [14]. This algorithm has been ap-
plied to solve several problems, e.g. scheduling [15], constrained optimisation tasks 
[16], multi-objective optimisation [17] and nonlinear engineering optimisation prob-
lems [18]. Yang (2010) reported that the BA is potentially more powerful than Par-
ticle Swarm Optimisation, Genetic Algorithm and Harmony Search. The primary 
reason is that BA uses combination of the major advantages of the other algorithms in 
some way. There has also been no report in the international academic databases on 
the application of the BA for designing machine layout [19]. 

The objective of this paper is to compare the performance of Bat Algorithm (BA), 
Genetic Algorithm (GA) and Shuffled Frog Leaping Algorithm (SFLA) for machine 
layout design in a multiple-row environment with the aim to minimise the total handling 
distance of material flow between machines. The remaining sections are organised as 
follows. Section 2 describes non-identical rectangular machine layout design followed by 
the metaheuristics for solving MLD problem and its pseudo-code in section 3. The expe-
rimental results are presented in section 4. Finally, a conclusion is drawn in section 5. 

2 Non-identical Rectangular Machine Layout Design 

Machines are usually designed in rectangular shape of different sizes and different 
models. Arranging non-identical rectangular machines in multiple-row environment 
means that machines are placed row by row within restricted area such as that shown 
in Fig. 1. Machines are placed in parallel row by row. Flow path means movement of 
material handling equipment, e.g. automated guided vehicles, which can move to left 
or right side of the row and then move up or down to the destination row. The dis-
tance of material flow was evaluated looking for the shortest distance. 

In this work, the following assumptions were made in order to simplify and formu-
late the problem: i) the material handling distance between machines was determined 
from the machine’s centroid; ii) there were enough sizes of shop floor area for ma-
chine arrangement; iii) the movement of AGV was in a straight line; iv) the gap be-
tween machines was similar; and v) the quantity of products, processing time and 
moving time were not taken into consideration. 
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Fig. 1. Example of multi-row MLD modified from Drira et al. [20] 

The objective function for this study is to minimise the material handling distance 
as illustrated in equation (1).  
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                        (1) 

M is a number of machines, i and j are machine sequences (i and j = 1, 2, 3,…, M),  
fij is frequency of material flow between machines i and j, dij is the distance between 
machines i and j (i ≠ j).  

3 Metaheuristics for Machine Layout Design Problem 

A metaheuristic is formally defined as an iterative generation process which guides a 
subordinate heuristic by combining intelligently concepts for exploring and exploiting the 
search space, learning strategies are used to structure information in order to find 
efficiently near-optimal solutions [21]. In this work, three metaheuristics approaches were 
applied to design the machine layout problem as described in the following subsections. 

3.1 Bat Algorithm (BA) 

The pseudo-code of the proposed BA for MLD shown in Fig. 2 can be described as 
follows: i) encode the problem to produce a list of machines using a numeric string 
(see Fig. 3). Each bat contains a number of machines to be arranged, so that a single 
bat represents a candidate solution; ii) prepare input data (number of machines: Nm 
and dimension of machines (width: w x length: l), number of parts: Np and its machine 
sequences: Si), and identify parameters  (bat population size: P, number of iterations: 
I, frequency: f, pulse rate: r, loudness: A, floor length: FL, floor width: FW and gap 
between machines: G); iii) randomly create an initial population based on population 
size; iv) arrange machines row by row based on FL and FW and evaluate the fitness 
function value; v) adjust frequency and update velocities and locations/solutions; vi) a 
new solution is generated. If any solution is found with has a better solution, the pulse 
rate and loudness are updated; vii) select the best bat having the shortest material 
handling distance; and viii) stop the BA process according to the I. When BA process 
is terminated, the best-so-far solution is presented. 
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Input problem dataset (Nm , w, l, Np , Si )  
    Parameter setting (P, I, f, r, A, FL, FW, G) 
    Randomly create initial population (P) 
    Set i  = 1 (first iteration) 
    While i  ≤ I do   
                  Calculate material handling distance 
         Generate new solutions by adjusting frequency, and updating 
velocities and locations/solutions 
        if (rand > ri) then 
             Select a solution around the selected best solution 
             Generate a local solution around the selected best solution 
      end if 
      Generate a new solution by flying randomly 
       If (rand < Ai & f(xi) < f(x*)) then 
             Accept the new solutions 
             Increase ri and Ai 
        end if 
         Rank the bats and find the current best x* 
          i = i + 1  
      End loop while 
Output the best solution  

Fig. 2. Pseudo-code of BA for MLD problem modified from Yang (2010) [11] 

 

Fig. 3. Representation of a candidate solution 

3.2 Genetic Algorithm 

GA is classified as an evolutionary algorithm and starts with an initial population of 
random solutions called chromosomes, in which chromosomes are reproduced and 
mutated. The pseudo-code of the proposed GA for MLD is shown in Fig. 4 and can be 
described as follows: i) encode the problem to produce a list of genes using a numeric 
string (see Fig. 3). Each chromosome contains a number of genes, each representing 
machine number, so that the length of chromosome is equal to the total number of 
machines that are to be arranged; ii) prepare input data and identify parameters 
(population size: P, number of generations (iterations): I, probability of crossover: Pc, 
probability of mutation: Pm, floor length: FL, floor width: FW and gap between 
machines: G); iii) randomly generate an initial population based on population size; 
iv) apply crossover and mutation operators to generate new offspring respecting Pc 
and Pm; v) arrange machines row by row based on FL and FW; vi) evaluate the fitness 
function value; vii) select the best chromosome which has the shortest material 
handling distance using the elitist selection; viii) choose chromosomes for next 
generation by using the roulette wheel selection [22]; and ix) stop the GA process 
according to the I. When GA process is terminated, the best-so-far solution is 
reported. 
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Input problem dataset (Nm , w, l, Np , Si ) 
      Parameter setting (P, I, Pc, Pm, FL, FW, G) 
      Randomly create initial population (Pop) 
      Set i  = 1 (first generation) 
      While i ≤ I do 
          For j = 1 to cross do (cross = round ((Pc x Pop)/2))) 
              Crossover operation 
          End loop for 
          For k = 1 to mute do (mute = round(Pm x Pop)) 
              Mutation operation 
           End loop for 
           Arrange machines row by row based on FL , FW and G 
           Calculate material handling distance 
           Elitist selection 
           Chromosome selection using roulette wheel method 
            i = i + 1 
      End loop while 
Output the best solution 

Fig. 4. Pseudo-code of GA for MLD problem modified from Yang (2008) [10] 

3.3 Shuffled Frog Leaping Algorithm (SFLA) 

Shuffled Frog Leaping Algorithm (SFLA) developed by Eusuff et al. (2003) [9] is a 
population-based cooperative search metaphor combining the benefits of the genetic-
based memetic algorithm and the social behaviour based particle swarm optimisation. 
The pseudo-code of the proposed GA for MLD shown in Fig. 5 can be described as 
follows: i) encode the problem to produce a list of genes using a numeric string (see 
Fig. 3). Each solution refers to a frog consisting of the number of machines that are to 
be arranged; ii) prepare input data and identify parameters (population of frogs: P, 
number of generations (iterations): I, number of memplexes: M,  iterations for frog 
improving: F, floor length: FL, floor width: FW and gap between machines: G); iii) 
randomly generate an initial population based on population of frogs; iv) evaluate the 
fitness function value; v) all frogs are partitioned into a number of parallel subsets 
referred to as memeplexes. For each memeplex, determine the best and worst frogs 
and improve the worst frog position; vi) if the worst frog is not improved, the worst 
frog is replaced with a new frog generated randomly; vii) stop the improving process 
according to iterations for frog improving and number of memeplex; viii) combine the 
whole frogs together; and ix) stop the SFLA process according to the I. When SFLA 
process is terminated, the best-so-far solution is then reported. 

All three metaheuristics based machine layout design programs have been 
developed and coded in modular style using the Tool Command Language and Tool 
Kit (Tcl/Tk) programming language [24]. This program is user-friendly and designed 
to redefine the parameters for each computational run. The computational 
experiments were designed and conducted on personal computer with Intel Core i7 
3.4 GHz and 16 GB DDR3 RAM.  
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Input problem dataset (Nm , w, l, Np , Si) 
    Parameter setting (P, I, M, I, FL, FW, G) 
    Randomly create initial population of frog (P) 
    Set i  = 1 (first generation) 
    While i ≤ I do 
        Arrange machines row by row based on FL , FW and G 
        Calculate material handling distance 
         Divide the population into several memeplexes 
         For j = 1 to M 
             Determine the best and worst frogs 
             Improve the worst frog position x(w) 
             If no improvement becomes possible in this case, 
               then x(w) is replaced by a randomly generated solution within    
               the entire feasible space 
        End for 
        Combine the evolved memeplexes 
        i = i + 1 
   End loop while 
Output the best solution 

Fig. 5. Pseudo-code of SFLA for MLD problem modified from Pan et al. 2010 [23] 

4 Experimental Results 

In this work, the computational experiments were conducted using four MLD 
benchmark datasets (As shown in Table 1) adopted from literature [25]. These had 
different sizes according to the number of machines and products. Dataset M10N3 
means that there are three products to be processed on ten non-identical rectangular 
machines. 

Table 1. Benchmark datasets 

Dataset Number of machines (M) Number of products  (N) 
M10N3 10 3 
M20N5 20 5 
M15N9 15 9 
M30N10 30 10 

 
The number of searches conducted within metaheuristics is one of the key issues 

on its performance. In order to conduct a fair comparison on the metaheuristics’ 
performance, the total number of searches assigned for the proposed algorithms must 
be the same. Generally, the number of searches is determined by combination of 
population size (P) and number of iterations (I). In this work, the total number of 
searches was set to 2,500. Refer to the previous work [26], the appropriate setting of 
GA parameters for machine layout design has been reported at P = 100, I = 25,  
Pc = 0.9 and Pm = 0.5. The genetic operators including the Two-point Centre 
Crossover (2PCX) and Two Operation Random Swap (2ORS) were based on the 
recommendation by Vitayasak and Pongcharoen (2011) [27]. For SFLA, the best 
setting of SFLA parameters (P, I, F and M) for machine layout design were suggested 
to be set at 25, 100, 90 and 6, respectively [28]. The experimental results on 
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investigation of the appropriate setting of BA parameters are described in the 
subsection below.  

4.1 BA Parameter Setting 

The aim of this experiment was to investigate the appropriate setting of BA 
parameters including a combination of population size and the number of iterations 
(P/I), pulse rate (r) and loudness (A). The rate of pulse can simply be in the range of 
[0, 1] and the initial loudness is typically around [1, 2] [11]. All BA parameters were 
investigated at three levels. The experimental design and the range of values 
considered for each parameter are shown in Table 2. With four datasets, each of 
which used five replications, and three values of three parameters, a total of 540 
computational runs were carried out. The results obtained from the computational 
experiment were analysed using the analysis of variance (ANOVA) as shown in  
Table 3, in which the degree of freedom (DF), F value and P value for adjusting the 
values are given. 

Table 2. Experimental factors and its levels 

Parameters Number of levels Values 
P/I 3 25/100, 50/50, 100/25 
r 3 0.1, 0.5, 0.9 
A 3 1.1, 1.5, 1.9 

Table 3. Analysis of variance (ANOVA) 

Source DF M10N3 M20N5 M15N9 M30N10 
  F P F P F P F P 
P/I 2 11.53 0.000 0.42 0.657 1.18 0.312 12.23 0.000 
r 2 0.03 0.966 0.21 0.814 0.02 0.984 0.08 0.926 
A 2 16.38 0.000 1.92 0.151 75.02 0.000 44.50 0.000 
P/I*r 4 0.03 0.998 0.06 0.994 0.03 0.998 0.04 0.996 
P/I*A 4 5.96 0.000 0.23 0.920 2.40 0.055 0.56 0.689 
A*r 4 0.03 0.998 0.11 0.978 0.03 0.998 0.07 0.991 
P/I*r*A 8 0.03 1.000 0.23 0.984 0.02 1.000 0.04 1.000 
Error 108         
Total 134         

 
From the ANOVA table, the loudness (A) was a significant factor for all problems 

except M20P5 with 95% confident interval by having the P values at less than or 
equal to 0.05, and the combination of the amount of bats and number of iterations 
(P/I) has a significant effect on the total material handling distances in M10N3 and 
M30N10. An interaction between main factors (P/I*A) was statistically significant in 
M10P3. The appropriate parameter setting for each dataset was shown in Table 4. 
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Table 4. Appropriate parameter setting 

Dataset P/I r A 

M10N3 100/25 0.5 1.1 

M20N5 25/100 0.9 1.5 

M15N9 50/50 0.9 1.5 

M30N10 25/100 0.9 1.9 

4.2 Performance Comparison 

For each dataset, each algorithm was computationally repeated thirty times by adopt-
ing its optimised parameter setting. The computational results obtained from the  
proposed algorithms were analysed in terms of the minimum, maximum, mean and 
standard deviation (SD) as shown in Table 5. It can be seen that the GA produced the 
lowest on the average of material handling distance. While the solutions obtained 
from the SFLA generated the lowest values of SD in almost all datasets. The proposed 
BA produced the highest mean and standard deviation. The mean computational time 
required by BA was quicker than SFLA in all datasets. Since, in SFLA, the candidate 
solutions were divided into several groups (Memeplex) and then the solution’s im-
proving process was conducted in each memeplex. This was the reason of the longer 
execution time but the solution quality was better than those obtained by BA. 

Table 5. Comparison of solutions produced by BA, GA [29] and SFLA [28, 30] 

Dataset Algorithm 
Value 

Mean SD Min Max Time (second) 
M10N3 BA 193.84 5.91 186.97 209.97 69 

 GA 187.36 0.29 186.98 187.58 6 
 SFLA 187.92 1.81 186.97 194.07 107 

M20N5 BA 1,387.96 57.57 1,250.10 1,473.50 173 
 GA 1,361.16 49.23 1,231.65 1,448.55 20 
 SFLA 1,375.37 38.43 1,312.50 1,434.80 352 

M15N9 BA 1,427.78 32.58 1,345.05 1,487.95 108 
 GA 1,382.01 22.12 1,347.75 1,417.35 30 
 SFLA 1,412.38 21.87 1,355.25 1,452.55 365 

M30N10 BA 5,013.51 154.78 4,602.37 5,286.27 418 
 GA 4,770.54 141.75 4,524.43 5,041.18 73 
 SFLA 4,884.42 96.28 4,680.48 5,045.23 837 

 
Using the Student’s t-test, there were statistically significant differences in mean of 

total cost of BA and the other algorithms as shown in Table 6 except M20N5. How-
ever, the minimum value obtained from all datasets was lower than SFLA except 
M10N3, and the SFLA took more execution time than the BA. 
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Table 6. P-value of Student’s t-test 

Dataset BA&GA BA&SFLA GA&SFLA 

M10N3 0.000 0.000 0.104 

M20N5 0.058 0.324 0.218 

M15N9 0.000 0.036 0.000 

M30N10 0.000 0.000 0.001 

5 Conclusions 

This paper presents the performance comparison of Bat Algorithm (BA), Genetic 
Algorithm (GA) and Shuffled Frog Leaping Algorithm (SFLA) for machine layout 
design in a multiple-row environment. The algorithms were aimed to minimise the 
total material handling distance. The computational experiment was based on four 
benchmark datasets adopted from the literature. The experimental results indicated 
that the BA parameters setting had an influence on its performance. The GA 
performance is the best in terms of mean material handling distance and 
computational time. While the SFLA produced solutions with the lowest values of SD 
in almost all datasets. The BA can solve MLD problems with quicker average compu-
tational times than SFLA in all datasets. Future research should be focused on 
investigating the mechanism of generating the new solutions and adjusting BA 
parameters during the searching process to improve the solution quality. 

Acknowledgements. This work was part of the research project supported by the 
Naresuan University Research Fund under the grant number R2556C091. 
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Abstract. Images collected through CCTV can be expressed using an
RGB color channel. As a result, studies on object tracking using a color
histogram consisting of an RGB color channel are currently underway.
However, the color histogram of the same object may be displayed differ-
ently in different cameras when installed under variable lighting
conditions. Under such an environment, object tracking using a color
histogram cannot be applied. To resolve this problem, we propose the
use of hue modeling to find the same object in multiple non-overlapping
cameras located at different physical sites.

Keywords: video surveillance, object tracking, multiple non-overlapping
cameras.

1 Introduction

Tracking objects across multiple cameras is a challenging area of research in
visual computing, especially when the cameras have non-overlapping fields of
view. For economic reasons, most cameras do not have an overlapping field of
view, which makes tracking objects of interest a difficult task as they move
around. In the following section, we discuss the research related to this issue.
In section 3, we present a method for finding the same object in multiple non-
overlapping cameras located at different physical sites. Finally, in section 4, we
discuss our experiments, which validate the proposed approach.

2 Related Work

In multiple non-overlapping cameras (C1, C2, ..., Cn) located at different phys-
ical sites, to re-establish a match of the same object O, the color histogram
Hi of camera Ci, and the color histogram Hj of camera Cj , must be similar.
However, the different lighting conditions between camera views (a problem of
changes in illumination between camera views) generate an unexpected situation,

� This work was supported by the IT R&D program of the Ministry of Knowl-
edge Economy, Korea. [KI002140, ”Development of Video Surveillance Security
Technologies for Preserving Personal Security”].
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such as Hi �=Hj, for the same object. Figure 1 shows example images collected
from a public residential area CCTV network used for our experiments. Sim-
ple methods such as a model function [1], mean bright transfer function (BTF)
[2], and cumulative BTF [3] have been proposed to handle changes in lighting
condition between cameras. In other words, Hi = f(Hj) has been established as
a way to deal with such changes. However, these methods have the following
disadvantages.

– A training phase to create a color mapping function (f) is required prior to
operation. In other words, a preparation (calibration) process using training
data is needed.

– If H1 = fa(H2) and H2 = fb(H3) , H1 = fa (fb(H3)) is established, and in
the case of N cameras, N-1 mapping functions (f) are needed.

– After the mapping function (fi) for camera Ci is computed, if the lighting
conditions of camera Ci change, the mapping function (fi) for camera Ci

must be recomputed. In other words, it is impossible to apply (f) for a
camera with frequent changes in brightness.

Fig. 1. Images and color histograms of the same person in two non-overlapping cameras
located at different physical sites

3 Hue Modeling

Hue is an angle of 0 to 360 degrees: red is typically 0 degrees; yellow, 60 degrees;
green, 120 degrees; cyan, 180 degrees; blue, 240 degrees; and magenta, 300 de-
grees. In other words, hue is represented by a value between 0 to 359 degrees.
Figure 2 shows a color range based on the hue value [4].
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Fig. 2. Colors based on hue values

Red, green, and blue (RGB) colors can be converted into hue, saturation, and
intensity (HSI) through the following formula [5]:

H = cos−1[
1
2 ([(R −G) + (R−B)]√

(R −G)2 + (R−B)(G −B)
] (1)

S = 1− 3

R +G+B
[min(R,G,B)] (2)

I =
1

3
(R+G+B) (3)

If we compare the same object viewed from cameras installed at different loca-
tions, we can see that several changes in the RGB values have occurred. However,
the hue values calculated using Eq. (1) show almost no changes. Figure 3 shows
an example of the changes in both RGB and hue values based on the changes in
illumination. This chapter describes how to detect the same person in multiple
cameras using robust hue characteristics under varying lighting conditions.

Fig. 3. Changes in RGB and hue values

Four steps are used in the hue modeling of an image. The first step is to
partition the hue space into a small number of hues. The second step is to assign
one of these hues to each pixel in the image. Prior to implementing the second
step, the RGB values must be converted into HSV values using Eqs. (1) through
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(3). The third step is to select partitions for the average value. The fourth step
is to group adjacent partitions and compute the center value of each partition.
Figure 4 shows a hue histogram made using these four steps.

Fig. 4. Hue histogram generated using the four steps described for an input image

The process for finding the same object from images (images 1 and 2) collected
from different cameras is as follows. The first step is to create a hue histogram of
each image (images 1 and 2) using hue modeling. The second step is to extend the
hue histogram range of image 1. The third step is to compare the hue histogram
of image 2 using the extended hue histogram of image 1. If the hue histogram of
image 2 is in the extended hue histogram of image 1, the two images are similar.
Figure 5 shows the process used to find the same object from two images using
these three steps.

The hue modeling and process presented above for finding the same object
are more efficient in cameras installed under variable lighting conditions. An
example of this can be seen in Fig. 6, which shows a sample taken from two
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Fig. 5. Process used for finding the same object from two images: (a) step 1, creation
of a hue histogram of each image using hue modeling; (b) step 2, extension of the hue
histogram range of image 1; and (c) step 3, a comparison of the two histogram ranges

non-overlapping cameras located at different physical sites. Objects Oa and Ob

shown in the red lines of Figs. 6(a) and 6(b), respectively, have different colors
under variable lighting conditions, but are the same object.

However, the use of hue alone without the use of saturation and intensity
can sometimes cause a false positive to occur (i.e., the hue histogram generates
similar results for different objects). To prevent a false positive, the saturation
and intensity characteristics can be applied. Even if two objects have a similar
hue histogram, if the saturation and intensity difference between the two objects
is above a certain level, the two objects are different. If so, the method used to set
the range of saturation and intensity difference between the two objects should
be determined. In this paper, when the saturation and intensity differences are
16 and 32 or more, respectively, we determine that the two objects are different.
At this point, the range of saturation and intensity value are from 0 to 255.



74 M. Han and I. Kim



Hue Modeling for Object Tracking in Multiple Non-overlapping Cameras 75

Fig. 6. (a), (b) Images and color histograms for the same person in two non-overlapping
cameras located at different physical sites. (c) Each pixel of object Oa in (a) is assigned
to one hue partition. In this example, the number of partitions is 32. In other words,
n (the size of the partition) is 8. (d) and (e) are the steps used to select partitions
over an average value, to group adjacent partitions and to compute the center value
of the partition. (f) Each pixel of object Ob in (b) is assigned to a hue partition. (g)
and (h) are the steps used to select partitions over an average value, to group adjacent
partitions, and to compute the center value of partition. (i) is a step used to extend the
hue histogram range of object Oa in Fig. 6(a). In this example, the range of extension is
-1 to +1. (j) Because the hue histogram of object Ob is in the extended hue histogram
of object Oa, the two objects have a similarity of 98% or more.
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Fig. 7. An example of different objects with similar hues

Figures 7(a) and 7(b) show different objects with a similar hue value. However,
we can determine that the two objects are different since the saturation difference
between the two objects is 49.

The range of saturation and intensity differences between two objects do not
always have a fixed value. If there is a significant difference in brightness between
the cameras installed at different locations, the range of saturation and intensity
differences can be increased.

A method for finding the same object with achromatic color without the use
of hue or saturation information should be determined [6]. We propose finding
the same object using the intensity of the achromatic color. In this paper, when
the intensity difference of the achromatic color is within 32, we determine that
the two objects are the same. The range of intensity values is from 0 to 255.
Figure 8 shows an example of finding the same object based on the achromatic
color.

Fig. 8. An example of finding the same object using achromatic color

4 Experiments

In this section, we present the results of the proposed method using actual non-
overlapping cameras. The first experiment was conducted using five cameras in
an outdoor environment. The camera topology used is shown in Fig. 9. The
purpose of the experiment was to find the same object correctly when it moves
across cameras (Cam 1 through Cam 5). The first camera (Cam 1) created a hue
histogram for the object using hue modeling. The four other cameras (Cam 2
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Fig. 9. Camera configuration used in the experiments

Fig. 10. (a) through (e) show the same object. The red box in (b) through (e) indicates
the same found object. The results show an accuracy of 98% or more.

Fig. 11. (a) and (b) show different objects. The results of this experiment are close to
0% in terms of accuracy.

through Cam 5) then found the same object using the hue histogram created by
Cam 1. Figure 10 shows an example of matching an object using the proposed
method.

A second experiment was conducted using two cameras (Cam 1 and Cam 2),
as shown in Fig. 9. The purpose of the experiment was to distinguish between
different objects of a similar color. Figure 11 shows an example of an unmatched
object using the proposed method.
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5 Conclusions

In this paper, we proposed a hue modeling technique for robust object tracking.
The proposed method has the following advantages.

– A training phase for creating a color mapping function (f) is not required
prior to operation. In other words, a preparation (calibration) process using
training data is not needed.

– Only one mapping function (f) is required, even if multiple cameras are
present.

– Even when the lighting conditions of camera Ci change, the mapping func-
tion (f) for camera Ci does not need to be recomputed. In other words, it is
possible to apply (f) for a camera with frequent changes in brightness.

Our method for finding the same object in multiple non-overlapping cameras
under variable lighting condition has been confirmed to work well. However, if
objects with the same color appear in multiple cameras simultaneously, a method
for selecting and tracking one of the objects is required. To resolve this problem,
we plan to add the spatio-temporal information of the object.
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Abstract. In this paper, we add the depth information to effectively locate the 
3D position of the hands in the sign language recognition system. But,  
the information will be changed by the different testers and we can’t do the 
recognition well. So, we use the incremental changes of the three-dimensional 
coordinates on a unit time as the feature parameter to fix the above problem. 
We record the changes of the three-dimensional coordinates in time, then using 
the hidden Markov models to recognize the variety of sign language movement 
changing on the time domain. Experiment verifies the proposed method is 
superior to traditional ones. 

1 Introduction 

Gesture is a nonverbal communication way. It can generally be classified to several 
types as follows: joining some auxiliary gesture in a dialogue, manipulation gesture 
and communication gesture. In communication gesture, the sign language is 
considered that is the most variable and has the integral structure [1]. Stokoe et al. [2], 
define four parts of sign language in combination: the shape of hands, position, the 
moving direction and trajectory. The four parts are classified to two categories: hand 
gestures and space gestures [1]. Hand gestures include the shape of hands and the 
moving direction; Space gestures include the position and trajectory. Most researches 
obtain this information by tracking the position of hands with skin-color detection, or 
wearing the specific color gloves [3] [4]. For example, Koki Ariga et al. [3] use the 
HMMs as recognizer and skin-color as feature to detect face and hands. Then they use 
the centroid of face with K-means as the reference point to obtain 2D dimensional 
coordinates of hands’ centroid. Also, they include the 1st-order and 2nd-order 
differential coefficients of the hands’ coordinates, which called Dynamic Feature; 
M.Mohandes et al. [4] apply Gaussian Skin Color Model and the Region-growing 
Technique to track the face position of signers. Moreover, the tester’s hands 
respectively wear the yellow and orange glove to obtain higher recognition rate. 
However, background noise will easily affect the accuracy of feature extraction. 
Since, using colors as features will be influenced by similar color in background and 
the light changing in environment. 

In 2011, Microsoft released Kinect. This equipment has a RGB camera, a depth 
sensor and a multi-array microphone. Thus, it can track the action of the players, who 
can interact with the game station by the motion of the body and the voice. Sign 
language is also according to the difference of the facial expressions with the variety 
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of body gesture to expresses the vocabulary and grammar. Simon Lang et al. [5], use 
Kinect to obtain body skeleton and depth information and combine the HMMs to 
recognize the Deutsche Gebärdensprache Sign Language (DGS). They try to raise the 
recognition rate by including the depth information, but the features they choose is 
not satisfied. That they can’t achieve the higher recognition rate in Signer 
Independent experiments. 

Also, W.Gao et al. [6][7][8] use a CyberGlove and three-dimensional position 
tracker released by Pohelmus to obtain the hands’ features. Then integrate the Simple 
Recurrent Network (SRN) and Hidden Markov Models (HMMs) to establish the 
recognition system for Chinese Sign Language (CSL). In [8], W.Gao et al. apply the 
Self-Organizing Feature Maps (SOFMs) and HMMs, to raise the recognition rate with 
Self-adjusting Recognition Algorithm. The three-dimensional position can be 
correctly detected with the equipment, but the price is too high and it is hard to set up. 
So, it doesn’t suit for the general users. 

In sign language recognition, feature extraction and recognition are the most 
important. In this paper, we use Kinect to capture the features, to avoid lighting effect 
of environment. We can easily turn the feature information from dimensional 
coordinates to three-dimensional coordinates with infrared depth sensor. Owing to the 
underflow effect of HMMs, we apply HMMs which add Scaling factor [9][10]. 
Therefore, we can get much higher recognition rate. 

2 Proposed Method 

The organization of the proposed method is as follows. We separate the system into 
two parts. First, we extract the features by Kinect. We use the middle software NITE 
developed by PrimeSense to obtain the human skeleton. Then we normalize the 
coordinates to get the observation sequence. Second, we apply the Hidden Markov 
Models as the recognizer to identify the sign language. The Figure 1 summarizes the 
method in a system flow chart. 

 

Fig. 1. The system flow chart 
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2.1 Feature Extraction 

In this section, we first apply Kinect to track the signer’s skeleton, then we will 
normalize the coordinates. We use the Homogeneous coordinates to replace the 
skeleton coordinate system. In the practical application, the user would be at different 
position. So, it would make the feature we captured unstable. In this system, we do 
the geometric conversion to the Cartesian coordinate system for setting up the torso 
center as the coordinate origin. The Figure 2 shows the geometry conversion in 3D 
Cartesian coordinates; The Figure 3 shows the torso as the origin of the coordinate 
system [11]; The Figure 4 shows the normalization of Kinect skeleton coordinates. 

 

Fig. 2. Geometry conversion in the 3D Cartesian coordinates 

 

Fig. 3. The torso as the origin of the coordinate system [11] 

After that, we use the characteristic of Kinect which can build the three-
dimensional space to capture the three-dimensional coordinates of the human joint 
points. In this paper, we consider the Signer-Independent experiments. Therefore, 
choosing the feature is important to us. At first, we choose the absolute distance 
between the three-dimensional coordinates of the joint points and each of the joint 
points to be our features. But in the signer-independent experiment, this parameter 
will decrease the ability of recognition. And we found out that the value of this 
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features will be affected by the size of the signers. The above features are very close 
with the position in the space. So, we use the variation of the movement as our 
feature. It means that we use the X-axis, Y-axis and Z-axis coordinates offset to be 
our feature. Then we can solve the recognition problem caused by the different 
signers.  

 
(a)                                      (b) 

Fig. 4. This figure shows that (a) Original coordinates of the Kinect skeleton and (b)  
The skeleton coordinates after normalizing 

2.2 HMMs Model Training 

In this section, we will introduce the training method of HMMs model. In this paper, 
we use the continuous HMMs model. Therefore, we first initialize the parameters 
including mean vector, covariance and weight coefficient. After that, we can start to 
train the HMMs models. We will apply Baum-Welch method for training to adjust the 
parameters to get the maximum. We set up 5 signers and 20 words for training. Each 
signer can produce 10 sets of observation sequence to 20 words. And 20 words can 
train 20 HMMs models. The training data of every model respectively is the 6 sets of 
observation sequence. The others are for testing. In Singer-Independent experiment, 
we follow the above mentioned way to train the 5 signers in turn. Otherwise, the 
initialized data we use is the training data. After all, we can obtain a set of  
the initialized parameter from HMMs model. We can input this parameters and the 
training data, then we through the Baum-Welch method to produce a new parameter 
for recognizing. The Figure 6 is the HMMs model training flow chart. 

2.3 Sign Language Recognition 

The most difficult thing in sign language recognition is to recognize the same 
movement. Even we ask the same signers to do the same sign language; they may not 
do exactly the same. So, for solving this problem to get the higher recognition rate is 
how to calculate the statistical variations. In this system, we change the mean to the 
mean vector and the covariance to the covariance matrix. This solution is Continuous 
Hidden Markov Model. We have to initialize the mean vector, the covariance matrix 
and the weight coefficient. Also we need to re-estimate. After that, we use Forward-
backward Algorithm to calculate the probability of the testing sequence in the HMMs  
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Fig. 5. HMMs model training flow chart 

 
Fig. 6. The recognition flow chart 

models. Then we apply Viterbi Algorithm to search the state sequence corresponded 
to the testing sequence in the model. Therefore, the model and the state sequence are 
the recognition results. The Figure 7 is the recognition flow chart. 
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3 Experiment Result 

The input depth image size is 320x240 pixels, and the output color image size is 
640x480 pixels. The hardware we used is the Microsoft Kinect and computer CPU of 
Intel ® Core (TM) i5-2400M 3.1GHz, RAM 3.49GB. The software we used is the 
Microsoft Visual Studio 2010, openCV2.3, OpenNI 1.5.4.0.  In the experiment, we 
set up the Kinect at 140 cm high and 150 cm away from the signer. In our experiment, 
we invite 5 signers and have 20 words. Below we show our sign language movement 
in chart. The Figure 8 shows the diagram of the sign language. And in the Figure 8, 
the red line presents the movement as right, left, up and down. The table 1 shows the 
results of the Signer-Independent experiment. Therefore, we can calculate the average 
of the recognition rate is 97 %. 

 

 

Fig. 7. The diagram of the sign language 

Table 1. The average of the recognition rate in 5 signers for Singer-Independent 

Words Average of recognition 
rate 

Work 95.5 % 
No good 94.5 % 
Do not know 98 % 
Center 93 % 
Hello 97 % 
Free 98 % 
Patience 98.5 % 
Photograph 94% 
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Table 1. (continued) 

Service 98.5 % 
Know 99.5% 
Consult 98 % 
Visit 97 % 
Enter 97.5 % 
Open 98.5% 
Sorry 99.5 % 
Excuse me 100 % 
Thank you 94 % 
Welcome 99 % 
Hear 95% 
Toilets 97 .5% 

Mean 97 % 

4 Conclusions 

In this paper, we use the depth information obtained from Kinect and combine the 
skeleton tracking system by OpenNI to capture the human skeleton coordinates. And 
we get the feature parameters through the simple algorithm for the system. We apply 
the HMMs to conduct the independent sign language recognition experiment. Since 
we use the feature parameters have low correlation with the space position to reduce 
the problem about the size of the signers. Also we solve the problem of the different 
postures. Therefore, we can increase the recognition rate.  

We hope that we can join the feature information of the speed and the direction, 
etc. And we cannot be affected by the signer’s habit or the speed of the sign language 
movement. Moreover, we hope that we can recognize the much fine movement to 
increase the number of words. In addition to using the HMMs as the recognizer, we 
can combine another algorithm. So that, we can make our system more complete and 
apply more widely. 

Acknowledgment. This study is conducted under the "III Innovative and Prospective 
Technologies Project" of the Institute for Information Industry which is subsidized by 
the Ministry of Economy Affairs of the Republic of China. 
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Abstract. Kalman filter is one of the novel techniques useful for sta-
tistical estimation theory and now widely used in many practical appli-
cations. In this paper, we consider the process of applying Unscented
Kalman Filtering algorithm to multivariate financial time series data to
determine if the algorithm could be used to smooth the direction of KLCI
stock price movements using five different measurement variance values.
Financial data are characterized by non-linearity, noise, chaotic in na-
ture, volatile and the biggest impediment is due to the colossal nature
of the capacity of transmitted data from the trading market. Unscented
Kalman filter employs the use of unscented transformation commonly re-
ferred to as sigma points from which estimates are recovered from. The
filtered output precisely internments the covariance of noisy input data
producing smoothed and less noisy estimates.

Keywords: multivariate, noise, sigma points.

1 Introduction

Financial planning is the manner in which companies envision and strategize for
the future, by making marketing decisions based on current and past stock prices.
Planning is a dynamic process and perplexing task in the financial division for
numerous reasons. First, it helps financial market analysts to evade stock trading
losses and obtain huge profits by coming up with promising business policies.
Hence, financial companies can make precise predictions by being able to “see
what interventions are required to meet their business performance targets” [1].

Secondly, the shareholders who are commonly referred to as stockholders have
expectations which are the main cause for concern among trading companies be-
cause there are usually scrutinized by short and long term shareholders. Stock-
holders analyse their investments which are in the form of shares by comparing
their analysis from the forecaster’s analysis. This scrutiny has an effect on any
financial institution because it leads to the lack of trust on any failed financial
model presented by financial institutions.

An example of financial time-series is stock market indices, nevertheless the
process of forecasting stock market indices is met with numerous difficulties

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 87–96, 2013.
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which are obtained by the continuous fluctuations in the daily trading market.
Financial data are characterized by non-linearity, noise, chaotic in nature and
volatile thus making the process of planning cumbersome. The biggest impedi-
ment is due to the colossal nature of the capacity of transmitted data from the
trading market [2].

Precise timing of buying and selling stock shares is very important because
of the continuous variations of stock prices within the stock exchange. Market
volatility is a regular occurrence in any stock market hence in order to avoid
the regular instability, accurate timing is important [3]. The main difficulty of
stock data is the size of data obtained from daily intervals which are massive
hence having a direct impact on the ability of performing predictions through
planning.

The intricate nature of stock market planning and prediction has led to the
need for further improvements in the use of intelligent prediction techniques
that would drastically decrease the dangers of inaccurate decision making [4].
Predictors goal is to develop and change numerous techniques that can effectively
forecast stock indices with one main objective of following legal trade strategies
and avoiding losses. “The central idea to successful stock market prediction is
achieving best results using minimum required input data and the least complex
stock market model” [5].

2 Time-Series Data

Time series is a data order spaced in defined time intervals [1]. Examples include
KLCI sectoral indices, trading returns, consumer returns etc. The data orders
are in time intervals which are graphically presented using line charts. Time-
series data are commonly used in measurements [6], signal [7], recognition [8],
economics [9], agricultural forecasting [10], electroencephalography [11], control
engineering, communications engineering [12] etc.

Time series data have a natural temporal ordering. This makes time series
analysis distinct from other common data analysis problems, in which there is
no natural ordering of the observations. Time series analysis is also distinct from
spatial data analysis where the observations typically relate to geographical lo-
cations. A stochastic model for a time series will generally reflect the fact that
observations close together in time will be more closely related than observa-
tions further apart [13]. In addition, time series models will often make use of
the natural one-way ordering of time so that values for a given period will be
expressed as deriving in some way from past values, rather than from future
values. Additionally methods of time series analysis may be divided into linear
and non-linear, univariate and multivariate [14].

2.1 Multivariate Time-Series Data

In multivariate time-series data, several variables are involved in the input, and
the output is influenced by these input variables which themselves are time
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variant. Multivariate time series analysis are used to establish cause and effect
relationships between dependent and independent variables [15].

The practical implementation of multivariate statistics to a particular prob-
lem may involve several types of univariate and multivariate analysis in order
to understand the relationships between variables and their relevance to the ac-
tual problem being studied. Example of multivariate time-series data include
opening and closing stock prices and sectoral indices of stock markets. Finan-
cial time-series data are characterized by non-linearity, noise, chaotic in nature
and volatile thus making the process of planning cumbersome. Hence, the need
for smoothing and noise reduction through the use of Unscented Kalman Filter
(UKF). There are three distinct types of noise found in time series data; Process
noise which represents the shocks that drive the dynamics of the stochastic pro-
cess, Measurement noise which is encountered when observing and measuring
the time series and Arrival noise which reflects uncertainty concerning whether
an observation will occur at the next time step.

3 Kalman Filter

The Kalman filter is a recursive predictive filter that is based on the use of state
space techniques and recursive algorithms. It estimates the state of a dynamic
system which can be disturbed by some noise, mostly assumed as white noise. To
improve the estimated state, Kalman filter uses measurements that are related
to the state but disturbed as well. The Kalman filter consists of two steps:
prediction and correction steps [16].

In the first step the state is predicted with the dynamic model. In the second
step it is corrected with the observation model, so that the error covariance
of the estimator is minimized. In this sense it is an optimal estimator. This
procedure is repeated for each time step, with the state of the previous time
step as initial value. Therefore the Kalman filter is called a recursive filter. The
basic components of the Kalman filter are the state vector, the dynamic model
and the observation model.

3.1 Kalman Filtration Process

The Kalman filter has been applied extensively to the field of non-linear estima-
tion for both state-estimation and parameter-estimation. The basic framework
for the Kalman filter involves estimation of the state of a discrete-time non-linear
dynamic system,

xk+1 = F (xk, uk) + vk (1)

yk = F (xk) + nk, (2)

where xk represent the unobserved state of the system, uk is a known exogenous
input, and yk is the observed measurement signal. The process noise vk drives
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the dynamic system, and the observation noise is given by nk. The Kalman filter
involves the recursive estimation of the mean and covariance of the state under
a Gaussian assumption [17].

In contrast, parameter-estimation, sometimes referred to as system identifi-
cation, involves determining a non-linear mapping yk = G(xk, w) where xk is
the input, yk is the output, and the non-linear map, G(.), is parametrized by
the vector w. Typically, a training set is provided with sample pairs consisting
of known input and desired outputs, (xk, dk). The error of the machine is de-
fined as ek = dk − G(xk, w), and the goal of learning involves solving for the
parameters w in order to minimize the expectation of some given function of the
error. While a number of optimization approaches exist (e.g., gradient descent
and Quasi-Newton methods), parameters can be efficiently estimated on-line by
writing a new state-space representation

wk+1 = wk + rk (3)

dk = G(xk, wk) + ek, (4)

where the parameters wk correspond to a stationary process with identity state
transition matrix, driven by process noise rk (the choice of variance determines
convergence and tracking performance). The output dk corresponds to a non-
linear observation on wk.

4 Unscented Kalman Filter (UKF)

The Unscented Kalman Filter addresses the approximation issues of Extended
Kalman Filter [18]. The state distribution is again represented by a Gaussian
Random Variable (GRV) through system dynamics, but is now specified us-
ing a minimal set of carefully chosen sample points. These sample points com-
pletely captures the true mean and covariance of the GRV, and when propagated
through the true non-linear system, captures the posterior mean and covariance
accurately to the 3rd order (Taylor series expansion) for any non-linearity [19].

The unscented transformation (UT) is a method for calculating the statistics
of a random variable which undergoes a non-linear transformation. Consider
propagating a random variable X (dimension L) through a non-linear function,
y = g(X) . Assuming X has mean X̄ and covariance PX . To calculate the
statistics of y , we form a matrixX of 2L+1 sigma vectorsXi (with corresponding
weights wi, according to the following:

X0
k−1 = Xa

k − 1 (5)

− 1 < w0 < 1 (6)

X i
k−1 = Xa

k−1 + (

√
n

1− w0
.Pk−1)i (7)
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Fig. 1. Flow chart illustrating the operation of UKF

X i+n
k−1 = Xa

k−1 + (

√
n

1− w0
.Pk−1)i (8)

for all i=1,...,n

wj =
1− w0

2n
(9)

for all j=1,...,2n
where the weights must obey the condition:

2n∑
j=0

wj − 1 (10)

and (
√

n
1−w0 .Pk−1) is the row or column of the matrix square root of ( n

1−w0 .Pk−1).

w0 controls the position of sigma points: w0 ≥ 0 points tend to move further
from the origin, w0 ≤ 0 points tend to be closer to the origin. A more general
selection scheme for sigma points, called scaled unscented transformation.

4.1 UKF Forecast Step

Each sigma point is propagated through the non-linear process model:

Xf,j
k = f(Xj

k−1) (11)

The transformed points are used to compute the mean and covariance of the
forecast value of Xk:

Xf
k =

2n∑
j=0

wjXf,j
k (12)
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P f
k =

2n∑
j=0

wj(Xf,j
k −Xf

k )(X
f,j
k −Xf

k )
T +Qk−1 (13)

We propagate then the sigma points through the non-linear observation model:

Zf,j
k−1 = h(Xj

k−1) (14)

With the resulted transformed observations, their mean and covariance (innova-
tion covariance) is computed:

Zf
k−1 =

2n∑
j=0

wjZf,j
k−1 (15)

Cov(Z̃f
k−1) =

2n∑
j=0

wj(Zf,j
k − Zf

k )(Z
f,j
k−1 − Zf

k−1)
T +Rk (16)

The cross covariance between x̃f
k and Z̃f

k−1 is:

Cov(X̃f
k−1, Z̃

f
k−1) =

2n∑
j=0

wj(Xf,j
k − Zf

k )(Z
f,j
k−1 − Zf

k−1)
T +Rk (17)

4.2 Data Assimilation Step

We like to combine the information obtained in the forecast step with the new
observation measured Zk. Like in KF assume that the estimate has the following
form:

Xa
k = Xf

k +Kk(Zk − Zf
k−1) (18)

The gain Kk is given by:

Kk = Cov(X̃f
k , Z̃

f
k−1)Cov−1(Z̃f

k−1) (19)

The posterior covariance is updated after the following formula:

Pk = P f
k −KkCov(Z̃f

k−1)K
T
k (20)

The operation of UKF is summarized as shown in Figure 1.

5 Experimental Results

Our analysis was conducted using very high-frequency time series on KLCI stock
indices, for the period : January, 03, 2000 to January, 03, 2011 and KLSE tin
index for the period : April, 1988 to April, 2013.

Before experimental simulations, we let Xk= 0. Similarly we need to choose
an initial value for Pk, i.e. If we were absolutely certain that our initial state
estimate Xk= 0 was correct, we would let Pk= 0 . However given the uncertainty
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Table 1. Comparison of UKF Smoothed Outputs using different R Values

DATE KLCI R=1 R=0.2 R=0.1 R=0.01 R=0.001

03/01/2000 833.89 416.95 694.88 758.00 825.55 833.06

04/01/2000 832.8 555.56 757.58 793.64 829.18 832.93

05/01/2000 815.8 659.66 778.13 801.26 824.72 827.22

06/01/2000 818.43 719.20 793.96 808.06 822.20 823.70

07/01/2000 818.43 757.36 803.20 811.96 820.79 821.73

10/01/2000 818.43 780.63 809.04 814.45 819.88 820.46

11/01/2000 846.74 805.91 823.42 826.76 830.11 830.47

12/01/2000 869.62 830.23 841.08 843.14 845.22 845.44

13/01/2000 890.60 853.29 859.99 861.26 862.55 862.68

14/01/2000 928.24 881.92 886.06 886.85 887.64 887.73

17/01/2000 953.42 909.23 911.79 912.28 912.77 912.82

18/01/2000 949.62 924.66 926.24 926.54 926.84 926.88

19/01/2000 933.38 927.99 928.97 929.15 929.34 929.36

20/01/2000 950.86 936.73 937.33 937.44 937.56 937.57

21/01/2000 953.96 943.31 943.68 943.75 943.82 943.83

24/01/2000 954.50 947.58 947.81 947.86 947.90 947.91

25/01/2000 952.06 949.29 949.44 949.46 949.49 949.49

in our initial estimate Xk , choosing Pk=0 would cause the filter to initially and
always believe Xk= 0. As it turns out, the alternative choice is not critical. We
could choose almost any initial estimate of Xk and the filter would eventually
converge. The first simulation was conducted by setting the filter with Pk=
1 and measurement variance R=0.001. The second simulation was conducted
using measurement variance R=0.01, the third, fourth and fifth simulation was
conducted using 0.1,0.2 and 1 respectively. In the UKF algorithm as in Figure 1,
the values that are evaluated in the measurement update stage are also known as
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Fig. 2. Filtered and Smoothed KLCI Index using different R values

posterior values which are plotted as shown in Figure 2. Figure 3 shows only one
value of R (0.001) which was selected having the minimum error rate using KLSE
Tin index values. The overall performance was obtained when the measurement
variance was set at 0.001 which outperformed all other measurement variance
values as shown in Table 1. This was justified by performing quantitative analysis
on all the posterior values to determine the best measuremnet variance using the
most common used quantitative error anlaysis as shown in Table 2.

Table 2. Comparison of UKF Posterior Outputs in Terms of Error Rates

MEASUREMENT VARIANCE RMSE MAPE MAD

R=0.001 0.35 0.01 0.00011

R=0.01 0.36 0.02 0.00012

R=0.1 0.41 0.03 0.00013

R=0.2 0.46 0.04 0.00015

R=1 0.71 0.07 0.0023
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Fig. 3. Filtered and Smoothed KLSE Tin Index using R=0.001

6 Conclusion

This paper has presented an approach for filtering and smoothing noisy multi-
variate time series data which are characterized by non-linearity, noise, chaotic in
nature and volatility thus making the process of financial planning cumbersome.
Hence, the need for smoothing and noise reduction through the use of Unscented
Kalman Filter (UKF) [19]. The goal was to determine if UKF could be exploited
to smooth the direction of KLCI stock price movements using different mea-
surement variance values. The filter has been applied extensively to the field of
non-linear estimation for both state-estimation and parameter-estimation, this
has been justified through simulations and comparative statistical analysis ver-
ifying the validity of UKF filter posterior values as shown in Table 1. The only
drawback of this technique is that it is computationally intensive, and yet it can
be quite effectively implemented by the parallel computation technique.

Acknowledgment. The authors would like to thank Universiti Teknologi
PETRONAS (UTP) for the financial support received in conducting and pub-
lishing of this conference paper.
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Abstract.  Gene regulatory network is a model of a network that describes the 
relationships among genes in a given condition. However, constructing gene 
regulatory network is a complicated task as high-throughput technologies 
generate large-scale of data compared to number of sample. In addition, the 
data involves a substantial amount of noise and false positive results that hinder 
the downstream analysis performance. To address these problems Bayesian 
network model has attracted the most attention. However, the key challenge in 
using Bayesian network to model GRN is related to its learning structure. 
Bayesian network structure learning is NP-hard and computationally complex. 
Therefore, this research aims to address the issue related to Bayesian network 
structure learning by proposing a low-order conditional independence method. 
In addition we revised the gene regulatory relationships by integrating 
biological heterogeneous dataset to extract transcription factors for regulator 
and target genes. The empirical results indicate that proposed method works 
better with biological knowledge processing with a precision of 83.3% in 
comparison to a network that rely on microarray only, which achieved 
correctness of 80.85%.  

Keywords: Gene regulatory, Bayesian network, heterogeneous data.  

1 Introduction 

DNA microarray is one of the most fascinating and latest breakthrough technologies 
in molecular biology. This technology has been used to facilitate the quantitative 
studies of thousand of genes in order to answer various research questions. To date, 
this technology is widely employed to construct gene regulatory network (GRN). The 
construction of GRN using microarray data has enabled the measurement of global 
response of biological system to examine specific inventions. For example, scientists 
can look into large number of gene interactions that are perturbed during cancer 
progression. 

GRN also known as cellular network is a set of molecular components that 
includes genes, proteins and other molecules, which collectively accomplish cellular 
functions as these molecules interact with each other [1]. However, in this study we 
only used microarray data to model gene network. The fundamental idea behind GRN 
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analysis is to discover regulator genes by examining gene expression patterns. 
Notably, some genes regulate other genes, which mean that the amount of a gene 
expressed at a certain time could activate or inhibit the expression of another gene. 
Thus, the regulation of gene expression has an important role in cellular functions. 
Changes in the expression levels of particular genes across a whole process, such as 
the cell cycle or response to certain treatments, have provided information that allows 
reconstruction of cellular network using reverse engineering technique.  

A large number of works have reported that GRN can possibly assist researchers in 
suggesting and evaluating innovative hypotheses in the context of genetic regulatory 
processes [2-3]. Such data-driven regulatory networks analysis ultimately would 
provide clearer understanding of the genetic regulatory processes, which are normally 
complex and intricate. Furthermore, it would bring significant implications in the 
biomedical fields and many other pharmaceutical industries. Thus, identifying GRNs 
and understanding regulatory processes at the genetic level has become an imperative 
goal in computational biology. 

Various mathematical and computational methods have been used to model GRN 
from microarray data, including Boolean network, pair-wise comparison, differential 
equations estimation, Bayesian network [4-5] and other techniques. Amongst these, 
the Bayesian network model attracts the most attention and has become the prominent 
technique because it can capture linear, nonlinear, combinatorial, stochastic and 
casual relationships between variables. Compared to other methods, Bayesian 
network model establishes considerable relationships between all genes in the system. 
In addition, due to rich probabilistic semantics, this model is also capable of working 
with noisy data that is a common problem in microarray data. Furthermore, this 
technique allows for different implicit variable information to be added to the 
networks, which possibly enhances the interpretation of the gene regulation process. 
Thus, Bayesian network is used in this study to analyze gene regulatory processes and 
to model gene relationships for breast cancer metastasis.    

The key challenge in using Bayesian network to model GRN is related to it’s 
structure learning. Bayesian network structure learning is NP-hard and 
computationally complex, as the number of possible graphs increases super-
exponentially with the number of genes and an exhaustive search is untraceable. This 
difficulty is a common problem in gene regulatory analysis because network is 
usually learnt from a relatively small number of measurements. The high 
dimensionalities of microarray data, which usually contain insufficient sample 
measurement plus large number of genes to examine, are the main causes of this 
problem. 

The basic idea is to develop GRN by measuring the dependencies among nodes of 
the given data. Low-order conditional independence is used to examine the 
relationships between genes. Although the proposed method has increased the 
accuracy of inferred network as reported in [6], such gene network is solely based on 
the microarray data and is often insufficient for rigorous analysis. In many cases, 
microarray data is often daunted by noisy, incomplete data and misleading outliers, 
which can produce high number of false positive edges.  Accordingly, an inferred 
GRN may contain some incorrect gene regulations that are unreliable from the 
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biological point of view. Thus, integration of biological knowledge into gene network 
has become necessary to overcome the problem. 

This study has used heterogeneous biological data to improve the structure learning 
of Bayesian network. The remainder of this paper is organized as follows. Section 2 
describes some previous works, whose have utilized biological data to achieve better 
construction of GRN.  Section 3 on the other hand, presents the proposed method. 
Section 4 meanwhile presents experimental results and discussion. Finally, Section 5 
offers concluding and future direction remarks.  

2 Previous Works 

Recent years have witnessed the increasing amount of genomic data such as gene 
expression, single-nucleotide polymorphism (SNP) and proteomic which are available 
in public databases. This trend has triggered a new research direction whereby 
researchers now are motivated to combine various kinds of genomic data to 
reconstruct GRN. However, the integration of different data source is not simple as 
these data varies in term of sizes, formats and types. Furthermore, most of these data 
is partly independent and provide complementary information on the whole genome. 
Since, there is no complete GRN that are available for any species, the best option in 
hand is to integrate diverse biological data that presents fragmented information and 
seek a better explanation for the development at a system level.  

Data integration has been defined as a data fusion process that not only includes 
various data sources but also provides biological meaning with the use of 
bioinformatics and computational tools. The overreaching goal of data integration is 
to obtain more accurate, precise and broader view of network than any of single 
dataset. Based on this concept several works have been done to seek for better 
explanation of GRN (as explained in Section 2.1. and Section 2.2). Generally there 
are two types of data integration in the field of GRN, namely homologous data 
integration and heterogeneous data integration. Homologous data integration mainly 
uses of similar data type for example combination of multiple microarray datasets 
from different studies to answer question raised by researchers. Meanwhile, 
heterogeneous data integration make used of different data types across or within 
studies to seek for better clarify of information provided by a single data type.  

The main idea for homologous data integration is to increase the number of 
samples to address the issue of high-dimensional data. Most studies in homologous 
data integration have focused on comparing two or more related datasets to identify 
significant genes that can distinguish different group of samples (e.g. disease and 
normal samples). For an example, Rhodes et al. [7] have combined multiple 
microarray datasets to classify common transcription profiles that are universally 
activated in most cancer types.  

Unlike homologous data integration, where it used similar data types, 
heterogeneous data integration mainly focuses on applying various data sources to 
ensure the reliability of results obtained. Among the popular data integration is gene 
expression and proteomic data. Protein is the end product of translation process and is 
also used as a trigger to initiate the expression of other genes. Therefore, the 
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combination of these data type is reasonable to most of researchers.  Thus, many 
previous works have estimated co-expressed relationship as a gene regulatory instead 
of looking at protein-protein interactions [8-9]. Besides that, large number of 
researchers also utilized transcription factor binding sites (TFBS) to verify the GRN. 
Like protein, TFBS is another complementary data to measure cellular state. Hence, 
more recent works have explored data integration of external knowledge to identify 
transcription factors and their target genes [10-11]. Transcription factors are very 
essential in regulating gene expression. Motivated by this fundamental concept, 
transcription factors have been used in this research to discover significant biological 
information from high-throughput data.    

3 Methods 

The Bayesian network is a graphical model that was introduced by Pearl and Wright 
in 1980s [12].  To deal with a large number of genes in microarray data, this research 

defines the Bayesian network, BN as: ( )PGBN ,=  where ( )( )GEXG ,=  is a 

DAG with a set of variables X  representing{ }ViX i ∈; , and ( ) ji XXGE ∗⊆  

(set of pairs that represents the dependent among v variables). The element E  is an 

edge from node iX  to jX , indicating iX  is a parent to jX . On the other hand, P  

corresponds to joint distribution on the variables in the network. The ( )VPa  

represents the parent for a set of vertex V and can be defined as: 

( ) ( ) ( ){ }VjGEXXthatsuchXGXPa jiji ∈∈= ;,,,            (1) 

where ( )GXPa i ,  is the parent of iX  in the graph, G  and having node jX  

pointing toward iX . Mathematically, the joint distribution of all node values in DAG 

can be decomposed as the product of the local distribution of each node and its’ 
parents: 

∏
=

=
n

i
iin XparentsXPXXXP

1
21 ))(|(),...,,(                (2) 

The Markov Blanket is another important characteristic of the Bayesian network. 
The Markov Blanket of a variable is the set of variables that completely shield off this 
variable from the other variables. To such an importance aim and for the purpose of 
classification, this study focuses on the Markov Blanket to identify minimal set of 
variables that are required to predict the metastasis outcome 
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3.1 Structure Learning of Bayesian Network  

There are generally two main approaches to construct the Bayesian network from 
data: (1) the score and searching approach and (2) the dependency analysis approach. 
The first approach involves measuring fitness of structure and searching for the best 
structure that describes the data. Several scoring methods have been applied, 
including the Bayesian scoring, entropy based and minimum description length. Once 
the scores are obtained, the next step is to use search methods, such as the heuristic 
search, to build the best-fit network structure. Although this approach have been used 
by many researcher in reconstructing GRN, it mainly suffered from computational 
complex search and disability to provide posterior distributions over all the 
parameters of the model that are needed to quantify uncertainty in the gene regulators.  

The dependency analysis approach or constraint-based learning on the other hands, 
aims to identify from the data the dependencies to construct the network structure. In 
this study, we proposed to low-order conditional independence and its variants, full-
order conditional independence, to construct a cellular network.  

Full-order conditional independence is the exact set of edges between the 

successive variables jX and iX , given the remaining variables VjX , { }jVV j \=  

and { }jkVj VkXX ∈= ; . It can be defined as: 

( ){ }( )VjiXXXXXXG jVjiij ∈⊥= ,,|;,,
~

               (3) 

DAG 
~
G  is the smallest sub graph to which the probability distribution P  has 

allows for a Bayesian network representation. Reverse discovery of DAG 
~
G  to 

model a cellular network requires determining each variable iX  and the set of 

variables jX on which variable iX  is conditionally independent given the remaining 

variables VjX . Hence, by using the Equation 3, this approach has extended the 

principles of concentration graph that employed conditional independence to the 
Bayesian network case. However, by applying this approach, the curse of 
dimensionality is still a problem because the number of genes v is much greater than 
the number of measurements in n samples (v >> n) and conditional independence for 

each variables iX  given others remaining variable VjX  is yet to be computed.  

To reduce the high dimension of gene expression data, qth order conditional 

independence, DAGs ( )qG  (whereby q < v) is estimated from DAG
~
G . By doing so, 

the Bayesian network is extended based on the consideration of low-order conditional 
independence, and this is similar to the work of Wille and Buhlmann [13] for the 

GGM.  DAGs ( )qG  is defined as below: 
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( ) ( ){ }( )VjiXXXqQVQXXXGvq Qjijij
q ∈⊥=⊆∀=<∀ ,|,||,;,,,       (4) 

( )qGGvq ⊆<∀
~

,                                             (5) 

DAGs ( )qG  is different from 
~
G  but it provides an alternative way of producing 

dependence relationship between variables, which is particularly suited for sparse 

network such as gene networks. However, DAGs ( )qG  is no longer associated with 
global relationship in the Bayesian network representation. Nevertheless, DAGs 

( )qG  circumvents heavy statistical tasks and computation costly search in large 
number of variables. For additional technical details on this proposed method please 
refer to Ahmad et al. [6].  

3.2 Revising Gene Regulatory Relationship with Integration of Transcription 
Factors 

In a nutshell, two genes are regulating if transcription factor of regulator gene can 
bound at promoter region of target genes. Using such intrinsic biological feature, the 
regulatory relationships obtain by using the proposed Bayesian network model are 
verified. A number of necessary bioinformatics toolkits are wrapped to identify 
significant regulatory relationships. Three bioinformatics toolkits; (1) Ensembl, (2) 
TFSearch and (3) TRANSFAC, and their corresponding website are used in this 
study.  

The name of dependent gene, Th is entered in Ensembl and 1000 base pair 
upstream DNA sequence is then selected as a promoter region of target gene. This 
sequence is then copied and used as an input in TFSearch tool to find all possible 
transcription factors that can bind to a given promoter region. The regulator gene, Tg 
is examined using TRANFAC. This tool presents a list of transcription factors that are 
associated with regulator genes and DNA binding motif. If the transcription factor for 
both dependent gene and regulator gene match, then there is a dependency between 

iX and jX where ji XX → . 

3.3 Dataset Description 

We tested this proposed method using a data set of 97 breast cancer microarray from 
van‘t Veer et al [14]. These cohorts of breast cancer patients are 55 years old or 
younger. We obtained this data from the Integrated Tumor Transcriptome Array and 
Clinical data Analysis database (ITTACA, 2006). Among the remaining 97 samples, 
46 developed distant metastasis within 5 years and 51 remained metastasis free for at 
least 5 years. DNA microarray analysis was used by van‘t Veer to determine the 
expression levels of approximately 25,000 genes for each patient.  
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4 Experimental Results and Discussion 

To obtain insights into the mechanism of gene regulation and how gene mutations act 
to turn on tumor development and metastasis progression in a cellular network 
context, the proposed method is executed on the breast cancer dataset producing a 
GRN as shown in Fig. 1.  

 

Fig. 1. The GRN for breast cancer metastasis using the low-order conditional independence 
method 

This learned network revealed a group of genes which are primarily associated with 
causing metastasis, M. The larger nodes in the graph specify the genes when expressed 
at different levels lead to a major effect on the status of other genes (e.g., on or off). 
Meanwhile, the light-shaded nodes denote the highly regulated genes. Four genes that 
are found to regulate the expression levels of other genes are:   BBC3, GNAZ, TSPY-
like5 (TSPY5), and DCK. Two genes are highly regulated: FLJ11354 and CCNE2. This 
GRN involved 50 genes associated with metastasis, M, and 39 of them are annotated. 
Additionally, the p -value of the conditional independence test between the 

transcription regulatory genes and their co-expressed genes is given in [6]. 
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Based on the experiment that has been carried out by using the proposed method, 
the relation between genes in the GRN is required to be verified. With the  
transcription factors of regulator gene and list of DNA binding sites of target gene at 
hand, as explained in Section 3.2, the regulatory relationship between G and H, can be 
examined. If the transcription factor of regulator gene TFg can bind to promoter site 
of target gene H, whereby TFh = TFg, then gene G and gene H could possibly has a 
relation. Together with this intrinsic biological features that play important role in the 
underlying regulatory mechanisms, 258 interactions are found to be biologically 
related. These interactions have fulfilled the biological test and hypothesis that are set 
earlier. Therefore, results as shown in Table 1 have been obtained. The results show 
that the proposed method works better with biological knowledge processing in 
comparison to network that rely on microarray only. In addition, Table 2 shows the p-
values of some gene pairs (regulator and target genes) that involved in network 
inference model. 

Table 1. Precision results for cellular network without/with biological knowledge processing. 
Both networks are constructed with 5000 genes.  

Method Total 
Edges 

FP 
edges 

TP edges Precision 
% 

Low-order conditional  
independence  
without biological knowledge 

303 58 245 80.85 

Low-order conditional  
independence with  
biological knowledge 

258 43 215 83.33 

 
In this experiment, transcription factors such as sp1, MyoD, GATA-1, GATA-2, 

GATA-3, CRE-BP; CREB, Ets, AP-1 or YY1 have been identified in nearly all of the 
interactions. Most of these transcription factors are discovered to be related to breast 
cancer metastasis, for instance, MyoD, AP-1 and sp1 have been identified by Mi et al. 
[15] to play important role in tumor progression, while Ets family of transcription 
factors are reported to be involved in cellular proliferation and apoptosis [16]. GATA 
transcription factor, particularly GATA-3 on the other hand has recently been 
identified as the key in controlling genes that involved in differentiation and 
proliferation of breast cancer [17].  Similar to the rest of transcription factors, CREB 
also has shown involvement in tumor initiation, progression and metastasis. It has 
been identified as proto-oncogene by Xiao et al. [18] and is found active in breast 
cancer, prostate cancer, lung cancer and leukemia cells. In addition, YY1 is 
discovered to play an essential role in tumorigenesis and is generally related to poor 
breast cancer prognosis [19].     
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Table 2. The prominent transcription factors for top ranked regulators 

Regulator 
gene, G 

Target 
gene, H 

Transcription factors P-value 

BBC3 HEC GATA-1; GATA-2; 
GATA-3; Oct-

1;C/EBPalpha, C/EBPbeta 

0.002178 

BBC3 DC13 LyF-1; YY1; E2F; c- 
Ets- 

0.001315 

BBC3 Contig32185_RC * 0.002261 
BBC3 PRC1 c-Ets-; Oct-1; AP-1; c-

Myb 
0.002178 

BBC3 ORC6L AML-1a; USF-1; CP2; 
NF-Y 

0.003732 

BBC3 Contig46218_RC * 0.021104 
BBC3 LOC51203 

(NUSAP1) 
c-Ets-; LyF-1; HNF-3b; 

RORalp 
0.003515 

BBC3 TGFB3 E2F; AP-4; STATx; 
GATA-1; Sp1 

0.013909 

TGFB3 PRC1 SRY; c-ETS; GATA-1; 
SREBP-CRE-BP 

3.60741E-06 
 

TGFB3 LOC51203 
(NUSAP1) 

c-ETS; SRY; MyoD; 
GATA-1; AP-1 

4.90607E-07 
 

WISP1 COL4A2 AML-1a; Sp1; GATA-1; 
GATA-2; E2F; 

0.595393 

L2DTL MMP9 GATA-1; GATA-3; NF-
kap; AP-1; Sp1 

3.53821E-05 
 

PK428 GSTM3 GATA-1; SRY; HNF-
3b; HNF-1; YY1 

0.200820 

GNAZ PK428 USF; Sp1; MyoD; AP- 
2; YY1 

0.007184 

GNAZ Contig32185_RC * 0.020627 
GNAZ ECT2 Oct-1; LyF-1; MyoD; 

USF; 
0.001813 

GNAZ Contig63649_RC * 0.032360 
GNAZ FLJ11354 * 0.002381 
GNAZ GPR126 MyoD; CRE-BP; CREB; 

Oct-1; GATA-1 
0.003125 

TSPY-like 5 AP2B1 CREB; USF; GATA-1; 
GATA-2;GATA-3 

0.042655 
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5 Conclusion and Future Remarks 

This paper described the need to integrate diverse data integration for better 
interpretation of GRN model. Two types of data integration approaches have been 
comprehensively explained; (1) homologous data integration and (2) heterogeneous 
data integration. Since most GRN models are mainly implemented based on 
microarray data, issues like reliability and quality concern are also debated by many 
researchers. The best available alternative is to integrate different data to address this 
problem and obtain a better understanding of the underlying gene regulatory 
mechanisms. Furthermore, with the currently available and enormous public 
databases, this effort appears to be the most promising since it utilizes the 
independent and complementary information to answer research questions.  

The use of transcription factors to identify relevant regulatory interactions is the 
key idea in this research. In achieving this, three main bioinformatics toolkits for 
instance Ensembl, TFSearch and TRANFAC have been used. Each of these tools is 
used to apprehend the concept of biological intrinsic features of transcription factor 
and promoter. Based on the experiments that were conducted, 258 out of 303 
interactions are identified to be biologically relevant. Furthermore, the p-value of 
regulated genes are computed to gain significant and efficient statistical results. The 
empirical results indicated several transcription factors such as sp1, MyoD, GATA-1, 
GATA-2, GATA-3, CRE-BP; CREB, Ets, AP-1 or YY1 play essential role in breast 
cancer metastasis. In the future, many more different data types will be integrated to 
obtain more insightful view of GRN and further facilitate our understanding of cancer 
growth.  
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Abstract. Aiming at alleviating the range anxiety problem in electric
vehicles taking advantage of well-developed computational intelligence,
this paper designs a multi-day tour-and-charging scheduler and measures
its performance. Some tour spots have charging facilities for the vehicle
battery to be charged during the tour. Our scheduler finds a multi-day
visiting sequence, permitting different day-by-day start and end points.
To exploit genetic algorithms for the extremely vast search space, a fea-
sible schedule is encoded to an integer-valued vector having (n+m-1)
elements, where n is the number of places to visit and m is the number
of tour days. The cost function evaluates the waiting time, namely, the
time amount the tourist must wait for the battery to be charged enough
to reach the next place. It also integrates the time budget constraint
and quantizes the tour length. The performance measurement result ob-
tained from a prototype implementation shows that our scheme achieves
100 % schedulability until 13 places for the 2-day trip and 17 places for
the 3-day trip on given parameter setting.

Keywords: Electric vehicle, multi-day trip, tour-and-charging schedule,
genetic algorithm, waiting time.

1 Introduction

Energy efficiency is the most important keyword in the future power grid [1].
According to the development and penetration of electric vehicles, or EVs in
short, the smart grid extends its coverage to the transport system [2]. Not just
efficient power consumption, EVs have many environmental benefits over their
counterparts, namely, gasoline-powered vehicles, as it is not necessary to burn
fossil fuels. Hence, many modern cities are trying to accelerate the large deploy-
ment of EVs and are building city-wide charging facilities. However, in spite of
recent improvement in battery technologies, it is not yet quite sure that the cost
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advantage in operating EVs outweighs their main drawback stemmed from range
anxiety. If a user wants to drive more than the battery capacity, the EV must
be charged somewhere on the route. It may take a few hours with slow chargers.
Moreover, battery switch systems for EVs are rarely commercialized yet.

In the mean time, EV-based rent-a-car services are now appearing, not just
in the form of a short-term hourly sharing model but also a long-term multi-day
rental [3]. As their driving distance is highly likely to exceed the driving range of
a fully-charged EV, drivers are facing the problem of deciding when and where
to charge their EVs during their trips. Here, the visiting sequence is important,
as drivers must wait and waste their time when they want to go to the next place
but current battery remaining is not enough [4]. Moreover, in some places such
as shopping malls and tour spots, EVs can be charged in parking areas while the
drivers are taking their desired activities. How much an EV can fill electricity
definitely depends on the stay time at a place. In case the number of visit places
increases and charging facilities are limitedly available, this problem gets even
more complex, and it is necessary to exploit sophisticated computer algorithms,
mainly in artificial intelligence domains.

Generally, tourists select the set of tour places they want to visit while plan-
ning their tours. From tourist information, the stay time and the availability of
chargers can be retrieved. Even if the scheduling problem is one of the most pop-
ular applications in computer sciences, it must be adapted for problem-specific
constraints and scheduling goals. For example, the daily tour time, that is, the
sum of driving and stay time at all places, is limited, while the waiting time
must be kept as small as possible. Moreover, for multi-day trips, its search space
grows too much, making it necessary to exploit suboptimal techniques such as
genetic algorithms. Here, the modern well-organized communication infrastruc-
ture provides an efficient channel for such intelligent services to be delivered
even to mobile users [5]. Moreover, the seamless interaction between many dif-
ferent objects over the Internet makes it possible for users easily specify their
requirement and receive map-enriched information on diverse types of devices.

In this regard, this paper designs a multi-day tour-and-charging scheduler for
EVs, aiming at reducing the inconvenience brought by their long charging time
and short driving range [1]. Our research team has been developing a tour sched-
uler, mainly focusing on single day trips taking EVs. This effort includes waiting
time estimation, genetic scheduler design, and orienteering problem modeling.
The genetic scheduler will be extended for multi-day trips and its performance
will be evaluated to check if it can be practically applied for an information
service on EV-based rent-a-car systems. To this end, our scheme encodes each
multi-day tour schedule to an integer vector, in which negative numbers are in-
serted to separate each day schedule. In addition, the relevant constraints are
investigated and the corresponding fitness function is defined. The scheduling
goal is to reduce the waiting time, for which tourist wait until their EV gets
enough power to reach the next place along the route.

The rest of this paper is organized as follows: Section 2 reviews some related
works. Section 3 describes the proposed scheme in detail, focusing on how to



110 J. Lee and G.-L. Park

encode a schedule for multi-day tour to apply genetic operations. After Section
4 demonstrates and discusses the performance measurement results, Section 5
concludes this paper with a brief introduction of future work.

2 Related Work

As for an example of a multi-day trip scheduler, the City Trip Planner creates
personalized tour routes and is currently providing services in world’s most fa-
mous cities including New York [6]. Even though this service is not developed
for EVs, it models tour scheduling as a team orienteering problem with time
window. For a given set of user-selected spots, tour time at each spot, and tour
length constraint, this service tries to maximize the sum of scores gained by visit-
ing tour spots. The authors design a fast local search heuristic to respond to the
user request within a reasonable time bound [7]. The search procedure iterates
shake and insertion steps, removing and inserting some tour places, based on
the estimated time window the tour spot can be placed. It automatically inserts
those tour spots not selected but thought to be preferred by a tourist. It will be
advantageous to insert the spots having charging facilities in the tour schedule
generation for EVs.

Multi-day scheduling is quite similar to the multiple Traveling Salesman Prob-
lem (mTSP) in that each personal schedule can be mapped to a daily tour
schedule [8]. In multi-day scheduling, the tourists do not have to return to the
starting place. It has much more time complexity than the classic TSP, as the
number of places to visit is much larger. Intuitively, to cope with this problem,
a decomposition approach may cluster the places to visit into several groups [9].
In addition, it can be solved by exact solutions, heuristics, and transportations.
For example, [10] first represents a visiting sequence by a chromosome having
negative numbers (pseudo cities) to separate day-by-day schedules and runs evo-
lutionary searches to achieve multi-objective goals. This encoding scheme will
be exploited by this paper. In addition, mTSP is applied for vehicle routing
problems which embrace multiple vehicles [11]. Here, vehicle specific constraints
can be integrated in heuristic-based searches such as the Tabu scheme.

As for charging reservation over the route, [12] proposes a charging schedul-
ing scheme with minimal waiting time on the large-scale network consisting of
large number of charging stations cooperating with each other. The authors first
define the waiting time as the sum of queuing time and charging time. Based on
the theoretical analysis and observation that the overall waiting time is mini-
mized if charging demand of all charging stations is balanced, a load distribution
method is designed. Here, an EV can issue the next charging reservation request
periodically. The EV-issued reservation request is forwarded to the charging sta-
tions within the driving range along the chain of the ad-hoc style communication
network. Each station estimates the waiting time for the request and the result
is sent backward to the issuer. The best one is selected and confirmed to both
the EV and the charging station. As contrast to this model which just considers
the next reservation, our scheme can build an entire tour schedule and possibly
make a reservation.
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In [13], authors have developed a waiting time estimation model for EV-based
multi-destination tours. A genetic scheduler finds a visiting sequence having
smaller waiting time just as the classical TSP reduces the tour distance, con-
sidering the charging facility availability, stay time, inter-destination distance.
Moreover, to further reduce the waiting time, system-recommended tour spots,
usually equipped with chargers, are added in the tour schedule [14]. This sched-
uler is a hybrid version of the ordinary TSP for user-selected spots and the
selective TSP, or orienteering problem, for system-recommended spots. A chro-
mosome includes all candidate recommended spots, while some of them will be
deactivated with a tunable omission degree to exclude from the visit schedule.
The scheduling goal is to reduce the waiting time and include as many spots as
possible.

3 Tour Scheduler

3.1 Overview

Let S = {S1, S2, ..., Sn} be the set of tour spots an EV driver wants to visit
during the whole trip. They are all different, have their own stay time, and must
be visited just once. The stay time will be affected by many factors such as user
preference, weather, and the like. Considering the scheduling goal of reducing
the waiting time, stay time will be set to the reasonable lower bound of the entire
distribution. The stay time at Si will be denoted by T (Si). In addition, we assume
that the start and end points are given for every day, namely, H = {(Hs

i , H
e
i )}

for 1 ≤ i ≤ m, where m is the number of tour days. Generally, He
i = Hs

i+1,
as a tour team stays at a hotel and starts the next day trip from the same
hotel. The start point of the first tour day, namely, Hs

1 , and the end point of the
last tour day, namely, He

m, will be pick-up and return stations of an EV rental
service, respectively. Based on the road network, the distance between every pair
of two spots is given for tour scheduling and Dist(Si, Sj) represents the distance
between Si and Sj .

The genetic algorithm is one of the most widely-used suboptimal search tech-
niques, built upon the principle of natural selection and evolution [15]. Beginning
from initial population consisting of given number of feasible solutions, genetic
iterations improve the fitness of solutions generation by generation. Each gen-
eration is created from its parent generation by applying genetic operators such
as selection, crossover, and mutation. To apply those operators, it is necessary
to represent a feasible solution as an integer-valued vector. For example, the
crossover operator swaps substrings from two parents, Hence, the first step of
the multi-day tour-and-charging scheduler design is to encode a multi-day sched-
ule. Basically, n user-selected tour spots are included in the schedule. Then, if
the number of tour days is m, (m-1) different negative numbers are added, cre-
ating a vector of (n+m-1) discrete elements [10]. After all, a multi-day schedule
can be handled just like a single-day schedule.
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Figure 1 shows an example which builds a 3-day schedule for 9 places, namely,
from S1 to S9. Hence, n is 9 and m is 3. This example also includes a chromosome
for a visiting schedule, in which each daily schedule is separated by -1 and -
2, resulting in 3 groups. Even if -2 comes first, it doesn’t matter, as negative
numbers are used just for separation of each daily schedule. Hence, the total
length of a chromosome is 11. Each day has 3 places to visit, while the total
trip begins and ends at rent-a-car station in the airport. The tourists stay at a
hotel at the first and second days, respectively. The evaluation step calculates
the predefined cost, such as the waiting time and total tour length, for each
subschedule and hotel specification.

)

1
s H1

e H2
s H2

e H3
eH3

s

S7 S9 S4S1

S6, , S7, S9,

Airport pick−up station
Airport return station

Hotel 1 Hotel 2

S3 S5 S8 S2 S6

3, S5 ,,S1,S −2 S2S8 ,, −1 S4(

H

Fig. 1. Effect of genetic iterations

3.2 Fitness Function

A fitness function, or cost function evaluates the quality of a schedule. The
schedules in the population are sorted by fitness values. Straightforwardly, the
higher the cost, the lower the fitness. Hence, they can be used interchangeably.
To estimate the waiting time, our cost function defines two primitive operations,
namely, Move and Stay. Along a tour route, two operations are invoked in
turn. Here, both the waiting time and the tour time of a schedule, globally
defined as W and Li ( 1 ≤ i ≤ n), are estimated spot by spot. First, the Move
operation accounts for driving between two spots. If battery remaining is enough,
this operation just decreases battery remaining without changing the waiting
time. Otherwise, the lacking battery amount and then corresponding charging
time are calculated. The waiting time increases by the charging time. The tour
time also increases by the charging time in addition to the driving time.

Next, the Stay operation traces battery charging at a tour spot. If a tour spot
has no chargers, battery remaining does not increase. Otherwise, it
linearly increases according to the stay time. Here, any battery charge and dis-
charge model can be employed [16]. However, it should not exceed the maxi-
mum capacity, BMax. Hence, the visiting sequence had better avoid two or more
consequent spots having chargers and long stay time. For an example of 2-day
trip specified by {(Hs

1 , H
e
1), (H

s
2 , H

e
2)}, and {S1, S2,−1, S3, S4}, the waiting time

can be calculated by sequentially invoking Move(Dist(Hs
1 , S1)), Stay(T (S1)),

Move(Dist(S1, S2)), Stay(T (S2)), and Move(Dist(S2, H
e
1)) for the first day
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whileMove(Dist(Hs
2 , S3)), Stay(T (S3)),Move(Dist(S3, S4)), Stay(T (S4)), and

Move(Dist(S4, H
e
2)) for the second day. The total waiting time is the sum of

those two. At the same time, per-day tour length, Li, and total tour length,∑
Li, are calculated for the evaluation of fitness or cost of a tour schedule.
Users can set an upper bound on the daily tour length. Hence, each daily

tour time is compared with this time budget, and if it is larger than the budget,
the schedule is not valid. However, it is not discarded in the population as it
can contribute to the improvement of fitness by reproduction. Instead, its cost
function gives the largest value to it. Next, the waiting time is most critical to
the user-side convenience, and it must be kept as small as possible. Besides, we
can assign the tour length of each day as evenly as possible to make room for
another activities or rest. Otherwise, we can also pack the tour schedule to as
small number of tour days as possible, making a large free time chunk. It is hard
to decide which one is better, but either requirement can be taken into account
in the cost function. For the first case, the longest tour length is counted in the
cost function. After all, the cost function F for a visiting sequence, x, is defined
as follows:

F (x) =

{
∞ for ∃i Li ≥ Tb,

W × 1000.0 +Max(Li) for 1 ≤ i ≤ m.

where W is the waiting time and Tb is the time budget.

4 Experiment Result

This section measures the performance of our tour scheduling scheme via a proto-
type implementation using Microsoft Visual Studio 2012. It employs the Roulette
wheel selection method and randomly sets the initial population of chromosomes,
or feasible solutions encoded by an integer vector. For better population diversity,
it does not permit duplicated chromosomes in the contemporary population. As
contrast, (S1,−1, S2) and (S2,−1, S1) are logically equivalent, having the same
cost value. However, they are allowed to coexist in the population, as they can
generate different offsprings. The inter-spot distance exponentially distributes
with the average of 15.0 km. No two spots are separated by more than the driv-
ing range, which is the distance reachable with full battery capacity. In addition,
the stay time also distributes exponentially with the average of 30 minutes, with
its maximum limited to 2 hours.

The first experiment measures the effect of genetic iterations on performance
metrics such as waiting time, longest daily tour time, and total tour time. As for
genetic parameters, the population size is set to 32 and the number of iterations
to 1,000. Its execution time is less than 1 second, regardless of the number of
places to visit, for practical use. We select two sets of user-selected tour places,
one for 16 places in 2 days and the other for 23 places in 3 days. As shown in
Figure 2(a), the two cases begin from the cost of 1,000, which means no valid
schedule is included in the initial population. Then, the 2-day case finds a feasible
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Fig. 2. Effect of genetic iterations

solution after about 36 iterations, while the 3-day case after 106 iterations. For
the 3-day case, the cost remains 10.0 temporarily, but goes down to 0 after 106
iterations. This result indicates that the time budget constraint is more critical
to the cost function.

Next, Figure 2(b) plots the longest daily tour time for the two cases. Here, the
value of 0 is meaningless as it takes place when there is no valid schedule. After
the valid schedule is found, the daily tour time has non-zero values and then
converges to a stable value. For the 2-day case, the longest daily tour becomes
416 minutes and then converges to 396 minutes. In addition, for the 3-day case
it temporarily becomes 800 minutes and then converges to 351 minutes. For the
case having larger number of places to visit, the longest daily tour time changes
more often, or have more descending stages. Figure 2(c) plots the change in
total tour length for above two cases. The total tour time in the 23-place case is
definitely longer than that in the 16-place case. The initial value of the total tour
time is 929 and 1,204 minutes, respectively. Then, each of them drops sharply
when feasible schedules are found. After those points, the total tour length shows
just minor improvement. During this iteration interval, the waiting time has
already touched 0, and no more improvement is expected for it.
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Now, the second experiment measures the schedulability of the proposed tour-
and-charging scheduler according to the number of tour spots, average stay time,
and the availability of chargers at each tour spot. The schedulability is the ratio
of successfully finding a schedule having no waiting time out of 50 sets. Figure
3(a) plots the schedulability obtained by changing the number of tour spots from
10 to 20 for the 2-day trip and from 17 to 27 for the 3-day trip, respectively.
For the 2-day case, up to 12 places, all selection sets are schedulable, and the
schedulability begins to drop from 13 places, and touches zero on 19 places.
Even 1 set is scheduled when the number of places is 20, it can be disregarded.
Likewise, for the 3-day trip, all sets can be scheduled up to 17 places and no set
can create a feasible schedule on 27 places.
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Fig. 3. Schedulablity measurement

Next, Figure 3(b) shows the effect of the average stay time to schedulability.
With larger stay time, EVs can get more electricity during the trip. However,
it makes both the total tour length and the longest daily tour too long. Hence,
according to the increase in the average stay time, the schedulability gets poorer.
Particularly, when the average stay time is 40 minutes, no set can be scheduled
for the 2-day trip and just 5 can be scheduled for the 3-day trip. Finally, Figure
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3(c) measures the effect of the availability of chargers. At first, we expect that
schedulability will be enhanced with more chargers. However, as the time budget
constraint dominates in tour set scheduling, its effect is not so significant. This
parameter setting makes the schedulability fluctuate between 0.17 and 0.25, no
one outperforming the other.

Additionally, Figure 4(a) plots the actual execution time of the implemented
scheduler on an average performance PC, which consists of 2.4 GHz Intel(R)
Core(TM)2 Duo CPU and 3 GM main memory, running Windows Vista operat-
ing system. The experiment takes a tour of 24 spots for 3 days. The population
size is set to 32 and 64. The effect of population size to accuracy is already
measured in Figure 2, so this experiment focuses on the execution speed accord-
ing to the progress of genetic loops. The execution time of a genetic algorithm
mainly depends on population size and the number of iteration. As shown in
Figure 4(a), even for the population size of 64, the response time is less than 1.8
second. The common genetic operator overhead makes the difference between
two cases 31.4 200 iterations. However, after 2,000 iterations, the increase of the
population size by 2 lead to the increase in the execution time by 2.1 times.
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Fig. 4. Additional experiment

Next, we compare the proposed scheduler with a random scheduling scheme
which randomly generates schedules and selects the best one for the almost
same time duration needed for our scheduler. This scheme has no control policy,
but is quite efficient in large search space and gives us good reference. In this
experiment, 3-day tour is assumed and the population size is set to 32. Figure
4(b) plots the success ratio for both schemes and shows that the proposed scheme
outperforms by 12 % for the case of 20 tour spots. According to the increase in
the number of selected spots, the difference gets smaller, as both schemes can
hardly find a feasible schedule.
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5 Conclusions

The smart grid is extending its coverage area to the transport system for better
energy efficiency, particularly making an effort to prompt the penetration of EVs
into our daily lives. They are suffering from short driving range, long charging
time, and insufficient charging infrastructure. Those problems can be much se-
rious when the trip length exceeds the driving range and the tour lasts for more
than one day. It can be efficiently relieved by intelligent information technologies
commonly available in these days. Accordingly, in this paper, we have designed
a tour-and-charging scheduler for EVs, deciding when and where to charge EVs
as well as the visiting sequence having the acceptable waiting time. Suboptimal
techniques are unavoidably exploited to cope with large search space resulting
from the extended number of places to visit for multi-day tours.

Our scheduler is developed based on the genetic algorithm, one of the most
widely used suboptimal search schemes. To exploit genetic algorithms, a feasible
schedule is encoded to an integer-valued vector having (n+m-1) elements, where
n is the number of places to visit and m is the number of tour days. m-1 negative
number are inserted to separate each day schedule. The cost function mainly
evaluates the waiting time, namely, the time amount the tourist must wait for the
battery to be charged enough to reach the next station. It also integrates the time
budget constraint and quantizes the daily and total tour length. The performance
measurement result obtained from a prototype implementation shows that our
scheme shows 100 % schedulability until 13 places for the 2-day trip and 17
places for the 3-day trip. In addition, for most cases, the reasonable answers are
found in earlier stage of genetic iterations.

As future work, we are planning to apply our scheduler to the actual road
network, specifically, in Jeju city, Republic of Korea. The distribution of tour
places and terrain effect will give us more hints to improve or adapt the tour-
and-charge scheduler proposed in this paper.
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Abstract. The popularity of herbal medicines has greatly increased in
worldwide countries over recent years. Herbal formula is a form of tradi-
tional medicine where herbs are combined to heal patient to heal faster
and more efficiency. Herbal formulae can be divided into one or more
therapeutic categories. The categories of a formula are usually based on
decision from a group of experts. To support experts for classifying a
formula, the normalized score centroid-based, is proposed for multi-label
herbal formulae classification. The centroid-based classifier with more
advanced term weight scheme is used. The normalized scores are cal-
culated. The maximum number and cutoff point are set to adjust the
decision for multi-label herbal formulae. The experiment is done using
a mixed data set of herbal formulae collected from the Natural List of
Essential Medicine and the list of common household remedies for tra-
ditional medicine. Moreover, a set of well-known commercial products
are used for evaluating the effectiveness of the proposed method. From
the results, the normalized score centroid-based classifier is an efficient
method to classify multi-label herbal formulae. Its performance is de-
pended on the set values of the maximum category and the cutoff point.

Keywords: Multi-label document, text classification, text categoriza-
tion, herbal formula, centroid-based classifier.

1 Introduction

Origins of many traditional treatments in Thailand can be traced to India. The
derivation has been diversified throughout many cultures since then [1]. Herbs are
natural products that have been used safely for thousands of years to promote
healing in patients. The popularity of herbal medicines has greatly increased
in worldwide countries over recent years since the World Health Organization
(WHO) suggested its member countries to use folk healing practices and herbal
medicines as part of the basic public health projects [2]. They should be taken
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with caution, and careful consideration of the dosage recommended. Traditional
herbal formulae can be usually characterized by the use of several herbs. Var-
ious patterns of combinations from these herbs, can be applied on a disease.
According to Thai traditional medicine, herbal formulae can be divided into one
or more categories. The categories are usually based on indications of herbs in
formulae. A combination of herbs may cause a formula has several categories.
These categories may be arranged in flat and/or hierarchy. When the categories
are arranged in flat, several main indications of the herbal formula can be applied
to patients. In a complex situation, a formula is classified with one main category
(or more) and a set of subcategories under the main category. With observation
from human, it is hard to discover the combinational patterns of herbs in for-
mulae. Nowadays, several data mining techniques, i.e., classification, clustering,
association rules and, etc., have been developed and applied on several types of
data. However, only few reliable research works have applied these techniques
on herbal information. In this paper, we apply concept of text classification to
categorize herbal formulae into therapeutic categories. However, many formulae
have more than one category, even in a single component formula. Therefore, the
normalized score centroid-based classifier is introduced to the multi-label herbal
formulae. To the best of our knowledge, there is no research work contributes
to classify multi-label herbal formulae. Performance of the proposed method is
investigated on a set of herbal formulae found in the National List of Essential
Drugs on both combine and single herbal formulae. Furthermore, a set of com-
mercial traditional herbal formulae products is used for evaluating our proposed
method. In the rest of this paper, section 2 presents herbal formulae. The con-
cept of text categorization for herbal formulae is given in section 3. Section 4
introduces the multi-label herbal formula classification by the normalized score
centroid-based classifier. The experimental settings are described in section 5. In
section 6, a number of experimental results are given. A conclusion is made in
section 7.

2 Herbal Formulae

As opposed to the western medicine, herbs are often used in formulae instead
of being used singularly in larger amounts. Formulae allow us to blend herbs to
enhance their positive effects (indications) and reduce or eliminate any negative
effects (e.g., side effect and/or adverse effects) they may have. These formulae
take a very long period of practice to master. Furthermore, the one benefit
herbal medicine is that it allows practitioners to set formulae to match each
patient and their signs and symptoms exactly. Instead of having a standard
formula for a particular condition we can increase the clinical effectiveness of
the herbs through this tailoring. For the patient this ideally means faster results
with fewer side effects. In Thailand, some items of herbal medicines were placed
on the National List of Essential Medicines (EM) in 1999, as part of an effort
to promote the use of herbal medicines. Moreover, a list of common household
traditional medicines was set. Two types of herbal medicine are placed. The first
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one is a set of composite well-known herbal formulae. The other one is a set of
single herbs that can be used as single herbal formulae or can be combined to
composite herbal formulae. According to the National List of Essential Medicine
2013 (the current version), two types of herbal medicines are placed, i.e., 1)
Composite herbal medicines which are composed of several herbs, have been
used traditionally and widely by the people for a long time. 2) Herbal medicines
which have been developed from a single herb with evidence indicating its safety
for use in humans. In the current version, eight therapeutic categories are placed,
i.e., cardiovascular, gastrointestinal, gynecologic, antipyretic, respiratory, blood
tonic, musculoskeletal and elementary balance. An herbal formula (single or
composite), is belong to one or more than one category.

3 Multi-label Text Classification and Text Classifiers

With the increasing availability of online information, text classification turns
into the important techniques by using machine learning. The objective of ma-
chine learning is to learn classifiers from examples which perform the category
assignments automatically. This type of learning is induction-based supervised
concept learning or just supervised learning. The supervised learning is the
process of employing one or more computer learning techniques to automati-
cally analyze and extract knowledge from data contained within a database [3].
Therefore, text classification falls within the machine learning paradigm and
data mining. The definition of text classification is the activity of labeling nat-
ural language texts with thematic categories from a predefined set [4]. Several
researches on text classification contributed to single-label classification. How-
ever, this paper focuses on multi-label herbal formulae classification. Classifi-
cation techniques have been developed in a variety of learning techniques such
as probabilistic models [5], example-based models (e.g., k -nearest neighbor) [6],
linear models [7], support vector machine [8] and so on. Among these methods,
a linear model called a centroid-based approach is attractive since it requires
relatively less computation than other methods in both the learning and clas-
sification stages. Based on a so-called vector space model, the centroid-based
method computes beforehand, for each class (category), an explicit profile (or
class prototype), which is a centroid vector for all positive training documents
of that category. Despite less computation time, centroid-based methods were
shown in several literatures, including those in [9,7,10], to achieve relatively high
classification accuracy. For the rest of this section, details of the centroid-based
text classifier for herbal formulae and multi-label herbal formulae classification
are given.

3.1 Centroid-Based Text Classifier for Herbal Formulae

In the centroid-based text categorization, a document (or a class) is repre-
sented by a vector using a vector space model with a bag of words (BOW)
[11]. A set of words in the task of herbal formulae classification is the set of
components to combine into a formula of traditional herbal medicine.
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These components may be terms of crude drugs or natural sources for the crude
drugs, i.e., plants, animals and elements. The simplest and popular one is ap-
plied term frequency (tf ) and inverse document frequency (idf ) in the form
of tf × idf for representing a document. In this work, an herbal formula is
used instead of a document. The tf means a weight of a crude drug in gram
or milliliter in a formula. In a vector space model, given a set of herbal for-
mulae F = {f1, f2, ...,f|F|}, a formula fj is represented by a formula vector
f j = {w1j , w2j , ..., w|T |j} = {tf1j × idf1, tf2j × idf2, ..., tf|T |j × idf|T |}, where
wij is a weight assigned to a term (crude drug/natural product sources) ti in a
set of terms (T ) of the herbal formula. In this definition, tfij is term frequency
of a term ti (a component or a crude drug) in a formula fj and idfi is inverse
document (formula) frequency, defined as log(|F|/dfi). The idf can be applied
to eliminate the impact of frequent terms that exist in almost all documents.
Here, |F| is the total number of formulae in a collection and dfi is the number
of formulae which contain the term ti. Besides term weighting, normalization is
another important factor to represent a document or a class. A class prototype
ck is obtained by summing up all document vectors in Ck and then normal-
izing the result by its size. The formal description of a class prototype ck is∑

fj∈Ck
f j/||

∑
fj∈Ck

f j ||, where Ck= {fj | fj is a document belonging to the

class ck}. The simple term weighting is tf × idf where tf is average class term
frequency of the crude drug. The formal description of tf is

∑
fj∈Ck

tfijk/|Ck|,
where |Ck| is the number of formulae in a class ck. The number of classes is |C|,
where C is the set of possible classes {c1, c2, ...,c|C|}. Term weighting described
above can also be applied to a query or a test document. In general, the term
weighting for a query is tf × idf . Once a class prototype vector and a query
vector have been constructed, the similarity between these two vectors can be
calculated. The most popular one is cosine similarity [12]. This similarity can
be calculated by the dot product between the class prototype vector and the
normalized query vector. The test formula will be assigned to the class whose
class prototype vector is the most similar to the vector of the test formula.

Some previous works, such as those in [7], attempted to apply some factors to
improve performance of a centroid-based classifier with the basic term weighting
of tf × idf . In this paper, a centroid-based classifier with a standard deviation
of term frequency for a term (sd), is used along with the standard tf × idf .

3.2 Multi-label Herbal Formulae Classification

For a single-label text classification, a document is assigned only one category.
Two approaches of classification are utilized to handle single-label classification,
i.e., binary classification or multi-class classification. However, the problems in
real work usually fall into the problem of multi-label text categorization, where
each text document is assigned to one or more categories. Existing methods for
multi-label classification can be divided into two main methods, i.e., problem
transformation methods and algorithm adaptation methods [13]. Problem trans-
formation methods can be defined as methods that transform the multi-label
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classification problem either into one or more single-label classification prob-
lems or regression problems. This is the same solution to solve the problem of
single-label classification. However, the binary classification is based on the as-
sumption of label independence. Therefore, during its transformation process,
this method ignores label correlations that exist in the training data. Due to
this information loss, predicted label sets from the binary classification are likely
to contain either too few or too many labels, or labels that would never co-occur
in practice [14]. With some limitations of binary classification, some extensions
had been done such as [14,15] to provide better performance of classification. For
algorithm adaptation methods, they can be defined as methods that extend or
modify specific learning algorithms in order to handle multi-label data directly.
The examples for these methods are shown in [16].

4 Classification of Multi-label Herbal Formulae by the
Normalized Score Centroid-Based Classifier

In centroid-based classification, the similarity can be calculated by the dot prod-
uct between these two vectors. Therefore, the test document will be assigned to
the class whose class prototype vector is the most similar to the vector of the test
document. In case of both vector are normalized into the unit length, the value
of similarity of between the two vectors is in range of 0 and 1. For single-label
classification, the maximum score is used.

The most popular one is cosine distance [11,12]. This similarity can be calcu-
lated by the dot product between these two vectors. Therefore, the test formula
(f t) will be assigned to the class C′ whose class prototype vector is the most
similar to the query vector (f t) of the test formula.

C′ = argmax
Ck∈C

sim(f t, ck) (1)

= argmax
Ck∈C

cos(f t, ck) (2)

= argmax
Ck∈C

f t · ck
||f t||||ck||

(3)

= argmax
Ck∈C

f t · ck (4)

Here, as stated before, ‖ck‖ is equal to 1 since the class prototype vector has
been normalized. Moreover, the normalization of the test formula has no effect
on ranking. Therefore, the test formula is assigned to the class when the dot
product of the test formula vector and the class prototype vector achieves its
highest value.

In this paper, a multi-label formula is also taken into account. A ranking
categorization is applied for this work. Given a formula fj , a system ranks the
categories in according to their estimated similarity to a formula fj . A ranked
list of possible therapeutic categories will be taken into account. The problem
of multi-label multiclass classification is how many categories belong to this
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formula. In this paper, two parameters are applied, i.e., the maximum number
of predicted categories and the cutoff point. The normalized score centroid-based
classifier (NS-CB) is introduced. The score for each category is divided by the
maximum score. The normalized score of the first category in a new ranked list
is 1. The categories belong to the formula, selected when the order of their score
are less than or equal to the maximum number of predicted categories and the
normalized score of the category is greater than or equal to the cutoff point. For
example, when the maximum number of predicted categories is fixed to 3 and
the cutoff point is 0.25, a list of normalized scores is shown in Figure 1.

Fig. 1. A set of therapeutic categories is selected by normalized score

In Figure 1, the predicted therapeutic categories of the herbal formula 1 are
01CVS (cardiovascular) and 02GI (gastrointestinal) with the normalized scores
of 1.00 and 0.55. The third category (06Hemato, i.e., blood tonic) is not selected
due to the fact that its normalized score value is less than 0.25.

5 Experimental Settings and Evaluation

The experimental settings for multi-label herbal formulae and evaluation on
experiments are described in this section.

5.1 Experimental Settings of Herbal Formulae

To evaluate the concept of text categorization for classifying multi-label herbal
formulae, a set of 58 composite herbal formulae from the National List Essential
Medicine 2011 and 230 single herbal formulae from a list of common house-
hold remedies for traditional medicines 1999, was used as a training set. The
total number of herbal formulae was 288. The minimum number of therapeutic
categories was 1 on both types of herbal formulae. The maximum numbers of
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therapeutic categories were 2 and 5 on composite and single herbal formulae, re-
spectively. The distribution of herbal formulae on each therapeutic categories is
shown it Table 1. The category-id (CAT ID), therapeutic categories’ name (CAT
Name) and the numbers of herbal formulae on each therapeutic category (# For-
mulae) are presented. The numbers of formulae for 1, 2, 3, 4 and 5 categories
are 244, 37, 6, 0 and 1, respectively.

Table 1. The distribution of the numbers of herbal formulae on each category

CAT ID CAT Name # Formulae

01 Cardiovascular 38

02 Gastroinstestinal 96

03 Gynecologic 43

04 Antipyretic 85

05 Respiratory 20

06 Blood Tonic 12

07 Musculoskelatal 30

08 Elementary Balance 18

A unigram model was applied in all experiments. The term weighting schemes
of , tf × idf and tf × idf/

√
sd, were used for prototype vectors. The default term

weighting scheme for a test herbal formulae was tf × idf . The prototype and
test formula vectors were normalized by their length. The cosine similarity was
used. The value of score was in range from 0 to 1.

5.2 Evaluation

To assign a suitable category to a test document, we can apply the score between
the class vector and the test document vector. For finding the best classifier on
each dimension, it can be evaluated using measures similar to the traditional
measures for evaluating a ranking-based retrieval system called precision (P),
recall (R) and F1 [4]. Two types of F1 are used as performance indices, i.e.,
per-class effectiveness and all-class effectiveness. The per-class effectiveness of
a classifier, is the average F1 from ten trials for each class. The all-class per-
formance of a classifier is calculated by averaging the local measures on a data
set. Two types of all-class measures are usually used. For the macro-average, an
equal weight is given to the performance on every class, regardless of how large
the class is. When the size of each class is also affected to the overall perfor-
mance, the micro-average is applied. In this work, both the macro-average and
micro-average of the F1 were used.

6 Experimental Results

Three experiments were conducted to evaluate the proposed method. In the first
experiment, two term weighting schemes were used to constructed prototype vec-
tors. The better performance one was selected in the next experiment. The value
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of maximum category and the cutoff point were set on the selected centroid-based
classifier from the first experiment. In the last experiment, a set of commercial
herbal medicinal products was used to evaluate the proposed method.

6.1 Finding the Appropriated Term Weight of Centroid-Based
Classifiers

In order to evaluate the good term weight, two weighting schemes were used,
i.e., tf × idf (CB1) and tf × idf/

√
sd (CB2), on a data set of multi-label herbal

formulae. The experiment was performed using on formulae as a training set and
a test set. The results of F1, macro-average F1 and micro-average F1 on each
class and on each classifier are shown in Table 2.

Table 2. Performance of text classifiers by F1 on therapeutic classes

CAT ID CAT Name
F1

CB1 CB2

01 Cardiovascular 0.67 0.71

02 Gastroinstestinal 0.66 0.65

03 Gynecologic 0.59 0.67

04 Antipyretic 0.82 0.84

05 Respiratory 0.68 0.61

06 Blood Tonic 0.60 0.65

07 Musculoskelatal 0.59 0.61

08 Elementary Balance 0.53 0.51

Macro Average F1 0.64 0.66

Micro Average F1 0.68 0.69

From the results, some observations could be found. With the default decision
of the multiclass classifiers, the highest score was used. Only single category is
assigned. The overall performance is fair. The tf × idf/

√
sd (CB2) was the best

classifier among the two. The category of Antipyretic was gained the highest F1.
The CB2 was selected to adjust the two parameters in the next step.

6.2 Adjusting the Maximum Category and the Cutoff Point

In this experiment, the values of the maximum category and the cutoff point were
set for the CB2 The normalized score was applied in this experiment. Therefore,
CB2 is tuned to NS-CB2. For the number of maximum category, it was set to
3. Due to detail described in Section 5, the value of 3 could cover 287 of 288
formulae. The cutoff points were set to 80%, 25% and 0%. The cutoff points
at 80% (NS-CB2Top3 80) and 25% (NS-CB2Top3 25) mean we consider only
top three therapeutic category (by score) and accept the therapeutic categories
which their normalized score≥0.80 and 0.25, respectively. The cutoff point at 0%
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Table 3. The results of the classifiers with maximum category and cutoff point

CAT ID CAT Name
F1

SC-CB2Top3 80 SC-CB2Top3 25 SC-CB2Top3

01 Cardiovascular 0.74 0.87 0.93

02 Gastroinstestinal 0.73 0.87 0.95

03 Gynecologic 0.72 0.93 0.96

04 Antipyretic 0.87 0.91 0.97

05 Respiratory 0.61 0.75 0.84

06 Blood Tonic 0.74 0.87 0.90

07 Musculoskelatal 0.70 0.86 0.98

08 Elementary Balance 0.56 0.76 0.81

Macro Average F1 0.71 0.85 0.92

Micro Average F1 0.75 0.87 0.94

(NS-CB2Top3) means, all three therapeutic categories are accepted. The results
from three different cutoff points are shown in Table 3.

From the results, some conclusions could be described. Among the three
sets of a classifier, the NS-CB2Top3 gained the best performance. However,
over-predicted categories may be occurred. For example, a formula with two
categories may be suggested three categories. Although the NS-CB2Top3 25
achieved the lower performance, the numbers of categories suggested may be
more appropriated.

6.3 Evaluation on the Commercial Products

In this experiment, the twelve well-known commercial products in herbal
medicine were used as a test formulae (F01, F02, ..., F12). The ten formulae
had more than one therapeutic categories. However, the eight therapeutic cat-
egories were taken into account. In order to evaluate the effectiveness of the
algorithm, The NS-CB2top3 25 and NS-CB2top3 were selected to perform in
this experiment. The results of the NS-CB2top3 25 and NS-CB2top3 are shown
in Table 4 and 5, respectively. For each formula, the number of correct pre-
dicted categories/the number of total categories is shown in the last column
(Predict/Actual). the category ids in bold type and in italic type mean the cor-
rectly and incorrectly predicted categories, respectively. The other actual cate-
gory ids are presented in regular type.

From the results, some observations were made. For the NS-CB2Top3 25, it
was optimum of the F01, F05 and F07. These formulate belonged to two cat-
egories and the NS-CB2Top3 25 classified predicted them two categories and
both therapeutic categories were correctly classified. Only two categories may
not be enough to predicted all therapeutic categories of formulae, e.g, F06. The
NS-CB3Top3 often suggested more categories than a formula should have. Al-
though three categories over predicted some categories, this value may be not
cover all categories for the formulae F08, F10 and F11. The predicted categories
by NS-CB2Top3 25 which were not correct, provided us interesting information.
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Table 4. The result of NS-CB2Top3 25 on commercial products

Formula ID
Predicted Categories Other

Predict/ Actual
First CAT Second CAT Third CAT Actual CAT

F01 01 02 - - 2/2

F02 01 02 06 - 2/2

F03 04 01 06 - 2/2

F04 04 01 - - 1/1

F05 04 02 - - 2/2

F06 02 05 07 - 2/2

F07 02 07 - - 2/2

F08 02 08 01 03 1/2

F09 03 06 08 - 1/1

F10 06 01 02 03 2/3

F11 01 03 06 08 2/3

F12 05 03 02 - 1/1

Table 5. The result of NS-CB2Top3 on commercial products

Formula ID
Predicted Categories Other

Predict/ Actual
First CAT Second CAT Third CAT Actual CAT

F01 01 02 06 - 2/2

F02 01 02 06 - 2/2

F03 04 01 08 - 2/2

F04 04 01 02 - 1/1

F05 04 02 01 - 2/2

F06 02 05 07 - 2/2

F07 02 07 01 - 2/2

F08 02 08 01 03 1/2

F09 03 06 08 - 1/1

F10 06 01 02 03 2/3

F11 01 03 06 08 2/3

F12 05 03 02 - 1/1

These may be minor therapeutic categories in normal dose. It may be effective
when higher dose is applied. On the other hand, it may cause some side effects.
For example, the F08 may produce some side effects on gastrointestinal tract.
For overall performance on both methods, the number of correct predicted cat-
egories/the number of total categories for all formulae was 89.96% (20/23*100).

7 Conclusion and Future Work

In this paper, the normalized score centroid-based, was proposed for multi-label
herbal formulae classification. The centroid-based classifier with more advanced
term weight scheme was used. The normalized scores were calculated. The max-
imum number and cutoff point were set to adjust the decision for multi-label
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herbal formulae. The experiment was done using a mixed data set of herbal for-
mulae collected from the Natural List of Essential Medicine and the list of com-
mon household remedies for traditional medicine. Moreover, a set of well-known
commercial products were used for evaluating the effectiveness of the proposed
method. From the results, the normalized score centroid-based classifier was an
efficient method to classify a formula into one category or multiple categories.
Its performance depended on the set values of the maximum category and the
cutoff point. We plan to find the way to automatically detect the appropriate
number of categories for each formula. We left this for our future work.
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Abstract. We study in this paper the computation of Choquet opti-
mal solutions in decision contexts involving multiple criteria or multiple
agents. Choquet optimal solutions are solutions that optimize a Choquet
integral, one of the most powerful tools in multicriteria decision making.
We develop a new property that characterizes the Choquet optimal solu-
tions. From this property, a general method to generate these solutions
in the case of several criteria is proposed. We apply the method to differ-
ent Pareto non-dominated sets coming from different knapsack instances
with a number of criteria included between two and seven. We show that
the method is effective for a number of criteria lower than five or for high
size Pareto non-dominated sets. We also observe that the percentage of
Choquet optimal solutions increase with the number of criteria.

Keywords: Choquet integral, Multicriteria decision making, Multia-
gent optimization, Fuzzy measure, Multiobjective optimization.

1 Introduction

The Choquet integral [1] is one of the most powerful tools in multicriteria decision
making [2, 3]. A Choquet integral can be seen as an integral on a non-additive
measure (or capacity or fuzzy measure). It presents extremely wide expressive
capabilities and can model many specific aggregation operators, including, but
not limited to, the weighted sum, the minimum, the maximum, all the statistic
quantiles, the ordered weighted averaging operator [4], the weighted ordered
weighted averaging operator [5], etc.

However, this high expressiveness capability has a price: while the definition
of a simple weighted sum operator with p criteria requires p− 1 parameters, the
definition of the Choquet integral with p criteria requires setting of 2p−2 values,
which can be a problem even for low values of p.

Many approaches have been studied to identify the parameters of the Cho-
quet integral [6]. Generally, questions are asked to the decision maker and the
information obtained is represented as linear constraints over the set of parame-
ters. An optimization problem is then solved in order to find a set of parameters
which minimizes the error according to the information given by the decision
maker.
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c© Springer-Verlag Berlin Heidelberg 2013



132 T. Lust and A. Rolland

The approach considered in this paper is quite different: we will not try to
identify the parameters of the Choquet integral but we will compute the solu-
tions that are potentially optimal for at least one parameter set of the Choquet
integral. Therefore, the parameters of the Choquet integral will not have to be
determined. Instead, a set of solutions of smaller size comparing to the set of
Pareto optimal solutions (which can be very huge in the case of multiobjective
or multiagent problems) will be presented to the decision-maker. Each solu-
tion proposed will have interesting properties since they optimize at least one
Choquet integral. Also, by computing all the Choquet optimal solutions, all the
solutions that optimize one of the operators that the Choquet integral can model
(weighted sum, ordered weighted averaging operator, etc.) will be generated.

We will present in the paper a new property that characterizes the Choquet
optimal solutions. From this property, a general method to generate the Choquet
optimal solutions is proposed. The method can be applied in different decision
contexts involving multiple criteria or agents. The first application is in multicri-
teria decision making [7]: different alternatives are proposed to a decision maker
and each alternative is evaluated according to a set of p criteria. No alternative
Pareto dominates another and therefore no alternative can be a priori rejected.
However, if we plan to use the Choquet integral in order to select the best alter-
native according to the preferences of the decision maker, we can first generate
the solutions that are potentially optimal for at least one Choquet integral. This
can be done in the absence of the decision maker. At the end, a smaller set
comparing to the Pareto optimal set is proposed.

Another context in which the method can be applied is in decision contexts in-
volving multiple agents, like multiagent knapsack problems [8], paper assignment
problems [9], marriage problems in social networks [10], etc. In these problems,
each agent has its own cost function and the aim is to generate a solution which
is fair according to all the agents. Since the Choquet integral can model fair-
ness operators like the max-min operator, the ordered weighted averaging and
the weighted ordered weighted averaging operators, we can first compute all the
potentially Choquet optimal solutions of these multiagent problems in order to
generate a first set of candidate solutions.

The last application of the method is in multiobjective combinatorial opti-
mization (MOCO) problems, which model situations where a decision-maker
has to optimize several objectives simultaneously. These situations often come
from a problem with a combinatorial number of solutions, for example span-
ning tree, shortest path, knapsack, traveling salesman tour, etc. [11]. To solve a
MOCO problem, three different approaches are usually followed. In the a pos-
teriori approach, all the Pareto optimal solutions are first generated. Once this
has been done, the decision-maker is free to choose among all solutions the one
that corresponds the best to his/her preferences. Another possibility, called the
a priori approach, is to first ask the decision-maker what are his/her preferences
among all the objectives and to compute an aggregation function [3] with spec-
ified parameters. The aggregation function is then optimized and at the end,
only one solution is generally proposed to the decision-maker. A last possibility
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is to interact with the decision-maker along the process of generation of the so-
lutions [12]. In this interactive approach, we ask the decision-maker to establish
his/her preferences among different solutions, in order to guide the search, and
to finally obtain a solution that suits him/her.

We propose here a new approach, between the a posteriori approach and the
a priori approach, that consists in trying to find the set of solutions that are
potentially optimal for at least one set of parameters of an aggregation function,
and more specifically in this paper the Choquet integral.

Some papers already deal with the optimization of the Choquet integral of
MOCO problems [13–15] but only when the Choquet integral is completely de-
fined by the decision-maker. To our knowledge, the development of a method to
generate the whole set of Choquet optimal solutions has not yet been studied,
except the recent work of [16], where Lust and Rolland study the particular case
of biobjective combinatorial optimization problems. They characterize the Cho-
quet optimal solutions through a property and they define a method to generate
all the Choquet optimal solutions. They apply the method to the biobjective
knapsack problem and the biobjective minimum spanning tree.

We focus here on the general problem where the number of criteria can be more
than two. We present a new property that characterizes the Choquet optimal set
and develop a method based on this property to generate the Choquet optimal
set, containing the solutions that are optimal solutions of Choquet integrals. We
analyze the computational property of the method and we propose results for
Pareto non-dominated sets. We will show that the Choquet integral becomes
more expressive (can attain more Pareto optimal solutions) than the weighted
sum, especially if the number of objectives increase.

The paper is placed in the context of MOCO problems and is organized as
follows. In the next section, we first recall the definition of a MOCO problem
and the Choquet integral. In section 3 we expose a property that characterizes
the Choquet optimal set. In Section 4, we experiment the method on different
instances of the multiobjective knapsack problem.

2 Aggregation Operators

In this section, we first introduce the formalism of a MOCO problem, and then
present the weighted sum as it is the most popular aggregation operator. We
then introduce the Choquet integral.

2.1 Multiobjective Combinatorial Optimization Problems

A multiobjective (linear) combinatorial optimization (MOCO) problem is gen-
erally defined as follows:

“max
x

”f(x) = Cx = (f1(x), f2(x), . . . , fp(x))

subject to Ax ≤ b

x ∈ {0, 1}n
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x ∈ {0, 1}n −→ n variables, i = 1, . . . , n
C ∈ R

p×n −→ p objective functions, k = 1, . . . , p
A ∈ R

r×n and b ∈ R
r×1 −→ r constraints, j = 1, . . . , r

A feasible solution x is a vector of n variables, having to satisfy the r con-
straints of the problem. Therefore, the feasible set in decision space is given
by X = {x ∈ {0, 1}n : Ax ≤ b}. The image of the feasible set is given by
Y = f(X ) = {f(x) : x ∈ X} ⊂ R

p. An element of the set Y is called a cost-
vector or a point.

Let us recall the concept of Pareto efficiency. We consider that all the objec-
tives have to be maximized and we design by P the set of objectives {1, . . . , p}.

Definition 1. The Pareto dominance relation (P -dominance for short) is de-
fined, for all y1, y2 ∈ R

p, by:

y1 �P y2 ⇐⇒ [∀k ∈ P , y1k ≥ y2k and y1 �= y2]

Definition 2. The strict Pareto dominance relation (sP -dominance for short)
is defined as follows:

y1 �sP y2 ⇐⇒ [∀k ∈ P , y1k > y2k]

Within a feasible set X , any element x1 is said to be P -dominated when
f(x2) �P f(x1) for some x2 in X , P -optimal (or P -efficient) if there is no
x2 ∈ X such that f(x2) �P f(x1) and weakly P -optimal if there is no x2 ∈ X
such that f(x2) �sP f(x1). The P -optimal set denoted by XP contains all the P -
optimal solutions. The image f(x) in the objective space of a P -optimal solution
x is called a P -non-dominated point. The image of the P -optimal set in Y, equal
to f(XP ), is called the Pareto front, and is denoted by YP .

2.2 Weighted Sum

The most popular aggregation operator is the weighted sum (WS), where non-
negative importance weights λi(i = 1, . . . , p) are allocated to the objectives.

Definition 3. Given a vector y ∈ R
p and a weight set λ ∈ R

p (with λi ≥ 0 and∑p
i=1 λi = 1), the WS fws

λ (y) of y is equal to:

fws
λ (y) =

p∑
i=1

λiyi

Note that there exist P -optimal solutions that do not optimize a WS, and
they are generally called non-supported P -optimal solutions [11].

2.3 Choquet Integral

The Choquet integral has been introduced by Choquet [1] in 1953 and has been
intensively studied, especially in the field of multicriteria decision analysis, by
several authors (see [7, 2, 3] for a brief review).

We first define the notion of capacity, on which the Choquet integral is based.
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Definition 4. A capacity is a set function v: 2P → [0, 1] such that:

– v(∅) = 0, v(P) = 1 (boundary conditions)
– ∀A,B ∈ 2P such that A ⊆ B, v(A) ≤ v(B) (monotonicity conditions)

Therefore, for each subset of objectives A ⊆ P , v(A) represents the impor-
tance of the coalition A.

Definition 5. The Choquet integral of a vector y ∈ R
p with respect to a capacity

v is defined by:

fC
v (y) =

p∑
i=1

(
v(Y ↑

i )− v(Y ↑
i+1)

)
y↑i

=

p∑
i=1

(y↑i − y↑i−1)v(Y
↑
i )

where y↑ = (y↑1 , . . . , y
↑
p) is a permutation of the components of y such that 0 =

y↑0 ≤ y↑1 ≤ . . . ≤ y↑p and Y ↑
i = {j ∈ P , yj ≥ y↑i } = {i↑, (i + 1)↑, . . . , p↑} for i ≤ p

and Y ↑
(p+1) = ∅.

We can notice that the Choquet integral is an increasing function of its
arguments.

We can also define the Choquet integral through the Möbius representa-
tion [17] of the capacity. Any set function v: 2P → [0, 1] can be uniquely ex-
pressed in terms of its Möbius representation by:

v(A) =
∑
B⊆A

mv(B) ∀A ⊆ P

where the set function mv : 2P → R is called the Möbius transform or Möbius
representation of v and is given by

mv(A) =
∑
B⊆A

(−1)(a−b)v(B) ∀A ⊆ P

where a and b are the cardinals of A and B.
A set of 2p coefficients mv(A) (A ⊆ P) corresponds to a capacity if it satisfies

the boundary and monotonicity conditions [18]:

1. mv(∅) = 0,
∑
A⊆P

mv(A) = 1

2.
∑

B⊆A, i∈B
mv(B) ≥ 0 ∀A ⊆ P , i ∈ P

We can now write the Choquet integral with the use of Möbius coefficients.
The Choquet integral of a vector y ∈ R

p with respect to a capacity v is defined
as follows:

fC
v (y) =

∑
A⊆P

mv(A)min
i∈A

yi
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3 Characterization of Choquet Optimal Solutions

We present in this section a characterization of the Choquet optimal solutions
based on WS-optimal solutions, that is solutions that optimize a weighted sum.
The set of Choquet optimal solutions of a MOCO problem with p objectives is
called XC , and contains at least one solution x ∈ X optimal for each possible
Choquet integral, that is ∀v ∈ V , ∃xc ∈ XC | fC

v (f(xc)) ≥ fC
v (f(x)) ∀x ∈ X ,

where V represents the set of capacity functions defined over p objectives. Note
that each Choquet optimal solution is at least weakly P -optimal [16].

In [16], Lust and Rolland studied the particular case of two objectives and
they showed that XC could be obtained by generating all WS-optimal solutions
in each subspace of the objectives separated by the bisector (f1(x) ≥ f2(x)
or f2(x) ≥ f1(x)), and by adding a particular point M with M1 = M2 =
max
x∈X

min(f1(x), f2(x)). We show here how this property can be generalized to

more than two objectives.
We will work with the image of XC in the objective space, YC , equal to f(XC).

To each point yc ∈ YC corresponds thus at least one solution xc in XC .
Let σ be a permutation on P . Let Oσ be the subset of points y ∈ R

p such
that y ∈ Oσ ⇐⇒ yσ1 ≥ yσ2 ≥ . . . ≥ yσp .

Let pOσ be the following application:

pOσ : Rp → R
p, (pOσ (y))σi = (min(yσ1 , . . . , yσi)), ∀i ∈ P

For example, if p = 3, for the permutation (2,3,1), we have:

pOσ (y) =
(
min(y2, y3, y1),min(y2),min(y2, y3)

)
We denote by POσ the set containing the points obtained by applying the

application pOσ (y) to all the points y ∈ Y. As (pOσ (y))σ1 ≥ (pOσ (y))σ2 ≥ . . . ≥
(pOσ (y))σp , we have POσ ⊆ Oσ.

3.1 Characterization Theorem

We propose a new characterization of the Choquet optimal set.

Theorem 1
YC ∩Oσ = Y ∩WS(POσ )

where WS(POσ ) designs the set of WS-optimal points of the set POσ .
This theorem characterizes the solutions which can be Choquet optimal in

the set of feasible solutions as being, in each subspace of the objective space Y
where yσ1 ≥ yσ2 ≥ . . . ≥ yσp , the solutions that have an image corresponding
to a WS-optimal point in the space composed of the original subspace plus the
projection of all the other points following the application pOσ .
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Proof

In the following, we will denote Oσ as simply O for the sake of simplicity, and
we will consider, without loss of generality, that the permutation σ is equal to
(1, 2, . . . , p), that is y ∈ O ⇔ y1 ≥ y2 ≥ · · · ≥ yp.

We know that YC ⊆ Y and then YC ∩ O ⊆ Y ∩ O. We also know that
WS(PO) ⊆ O and then YC ∩WS(PO) ⊆ Y ∩O. Let y be in YC ∩O.

– [y ∈ YC ∩O ⇒ y ∈ Y ∩WS(PO)]
Let us write the Choquet integral of y ∈ O related to a capacity v, with
Yi = {1, . . . , i} and Y0 = ∅:

fC
v (y) =

p∑
i=1

(
v(Yi)− v(Yi−1)

)
yi

=

p∑
i=1

λiyi

As v is monotonic for the inclusion, λi = v(Yi)− v(Yi−1) is always positive.

We have also

p∑
i=1

λi =

p∑
i=1

(v(Yi)− v(Yi−1)) = v(P)− v(∅) = 1.

Let z ∈ Y. As y ∈ YC , we have fC
v (y) ≥ fC

v (z). We also have ∀i ∈ P , zi ≥
min{z1, z2, . . . , zi} = (pO(z))i, and as the Choquet integral is an increasing
function of its arguments, we have fC

v (z) ≥ fC
v (pO(z)). And since pO(z) ∈ O,

we have fC
v (pO(z)) =

p∑
i=1

λipO(z)i. Therefore we have ∀z ∈ Y:

∑
i∈P

λiyi = fC
v (y) ≥ fC

v (z) ≥ fC
v (pO(z)) =

∑
i∈P

λipO(z)i

where λi ≥ 0 ∀i ∈ P and

p∑
i=1

λi = 1. So y ∈ WS(PO) and as y ∈ Y,

y ∈ Y ∩WS(PO).

– [y ∈WS(PO) ∩ Y ⇒ y ∈ YC ∩O]

Let y ∈ WS(PO) ∩ Y. Then there are λ1, . . . , λp ≥ 0 such that

p∑
i=1

λi = 1

and

∀z ∈ Y,
∑
i∈P

λiyi ≥
∑
i∈P

λipO(z)i

By definition, (pO(z))i = min(z1, . . . , zi), ∀i ∈ P .
Let A ⊆ P . Let us define a set function m such that m(A) = λi if A =
{1, . . . , i} and m(A) = 0 if not.
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Then ∑
i∈P

λi(pO(z))i =
∑
i∈P

λi min(z1, . . . , zi)

=
∑
A⊆P

m(A)min
i∈A

zi

Let us remind that the set function m corresponds to a capacity if:

1. m(∅) = 0,
∑
A⊆P

m(A) = 1

2.
∑

B⊆A, i∈B
m(B) ≥ 0 ∀A ⊆ P , i ∈ P

All these conditions are satisfied:

• m(∅) = 0 by definition

•
∑
A⊆P

m(A) =

p∑
i=1

λi = 1

• all m(B) are non-negative as λi ≥ 0

So we have a set of Möbius coefficients such that ∀z ∈ Y,

fC
v (y) =

∑
A⊆P

m(A)min
i∈A

yi

=
∑
i∈P

λiyi

≥
∑
i∈P

λipO(z)i

≥
∑
A⊆P

m(A)min
i∈A

zi

≥ fC
v (z)

�

4 Generation of Choquet Optimal Solutions

4.1 Algorithm for Generating XC

We present in this section an algorithm to generate the set XC containing all
the Choquet optimal solutions of a MOCO problem. The algorithm straightly
follows from Theorem 1.

For all the permutations σ on P , we have to:

1. Determine the projections with the application pOσ

2. Solve a WS problem
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The projections are defined with the application

(pOσ (y))σi = (min(yσ1 , . . . , yσi)), ∀i ∈ P

for each y ∈ Y.
However, among these projections, only the P -non-dominated points are inter-

esting (since if a point is P -dominated, its WS is inferior to the WS of at least
another point). Therefore, to determine the projections, the following MOCO
problem (called Pσ) has to be solved:

“max ”p(x) = “max ”
x∈X\Xσ

(fσ1(x),min(fσ1(x), fσ2(x)), . . . ,min(fσ1(x), fσ2(x), . . . , fσp(x)))

where Xσ is the set such that x ∈ Xσ ⇐⇒ fσ1(x) ≥ fσ2(x) ≥ . . . ≥ fσp(x).
Once the projections have been defined, a WS problem has to be solved, in

Xσ, and by adding the P -non-dominated points obtained from Pσ.
We give the main lines of the method in Algorithm 1.

Algorithm 1. Generation of XC

Parameters ↓: a MOCO problem
Parameters ↑: the set XC

Let σ be a permutation on P, and Σ the set of permutations
Let Xσ be the set such that x ∈ Xσ ⇐⇒ fσ1(x) ≥ fσ2(x) ≥ . . . ≥ fσp (x)

XC ← {}
for all σ ∈ Σ do

- -| Determination of the projections:
Solve the following MOCO problem, called Pσ , in x ∈ X\Xσ:
“max ”p(x) = “max ”

x∈X\Xσ
(fσ1(x),min(fσ1 (x), fσ2 (x)), . . . ,min(fσ1(x), fσ2 (x), . . . , fσp (x)))

Let YPσ the Pareto non-dominated points obtained from solving (Pσ)
Solve the WS problem (called WSσ) max

x∈Xσ
fws
λ (f(x)) with the additional points of YPσ .

Let Xwsσ the solutions obtained from (WSσ)
XC ← XC ∪ Xwsσ

end for

4.2 Experiments

We present results for defined Pareto fronts, that is, a Pareto front is given,
and the aim is to determine, among the P -non-dominated points, the Choquet
optimal points.

To generate Pareto fronts with different numbers of objectives, we have applied
a heuristic to several multiobjective knapsack instances. We have used knapsack
instances with random profits. The heuristic is an adaptation of the one presented
in [19]. Note that the aim is not to generate the best possible approximation of
the Pareto front of these instances, but only to generate a set of P -non-dominated
points. The results are given in Table 1, for p = 2, . . . , 7, and for 3000 points.

We respectively indicate the number of criteria, the number of WS-optimal
points, the number of Choquet optimal points, the proportion of WS-optimal
points under the total number of points, the proportion of Choquet optimal



140 T. Lust and A. Rolland

Table 1. Random multiobjective knapsack instances (3000 points)

# Crit # WS # C % WS % C % C not WS

2 123 128 4.10 4.27 3.91
3 184 240 6.13 8.00 23.33
4 240 380 8.00 12.67 36.84
5 282 485 9.40 16.17 41.86
6 408 676 13.6 22.53 39.64
7 528 1016 17.6 33.87 48.03

points under the total number of points and the proportion of Choquet optimal
points that are not WS-optimal.

We see that if the number of Choquet optimal points and the number of
Choquet optimal points that are not WS-optimal points are very small for p = 2,
these number grows rapidly with the number of criteria: for p = 7, we have
that 33.87% of the P -non-dominated points are Choquet optimal points, and
48.03% of them are not WS-optimal. We see thus that when the number of
criteria increases, the Choquet integral allows to attain considerably more P -
non-dominated points than the WS.

In table 2, we indicate the CPU times needed to generate the Choquet optimal
points of these sets (on a Intel Core i7-3820 at 3.6GHz). We see that if the CPU
times are reasonable for p ≤ 5, they become rapidly high for p = 6 (more than 4
minutes) or p = 7 (more than 1 hour). We also compare the CPU times obtained
with the Algorithm 1 with a method based on a linear program: for each point
of the Pareto front, we check if there exists a capacity v such that the Choquet
integral of this point is better that all the other points. We see that this method
is more effective once p ≥ 6.

Table 2. CPU Random multiobjective knapsack instances (3000 points)

# Crit CPU(s) Algorithm 1 CPU(s) LP

2 19.91 46.32
3 12.26 32.22
4 19.89 44.76
5 33.43 66.80
6 291.58 88.78
7 4694.23 110.56

In table 3, we compare the CPU times obtained by both methods, for p = 5,
according to the number of solutions (between 100 and 3000). We see that until
the number of solutions is equal to 2000, the method based on the linear program
is more effective. It is only for sets with at least 2000 solutions that the method
based on the Algorithm 1 becomes faster, since it is only for high size sets that
we can take the most of enumerating all the permutations.
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Table 3. CPU Random multiobjective knapsack instances (5 criteria)

# Sol CPU (s) LP CPU (s) Algorithm 1

100 0.54 3.11
250 0.85 3.49
500 2.01 5.34
1000 6.78 9.95
2000 24.72 20.57
3000 73.65 33.43

5 Conclusion

We have introduced in this paper a new characterization of the Choquet optimal
solutions in multicriteria decision contexts, and more specifically for multiobjec-
tive combinatorial optimization problems. We have also presented an algorithm
to obtain these solutions based on this characterization. The experimentations
showed that increasing the number of objectives increase the expressiveness of
the Choquet integral comparing to the WS (more P -non-dominated points can
be attained). This work about generating all Choquet-optimal solutions opens
many new perspectives:

– Following [20], it will be interesting to study and to define what brings
exactly and concretely (for a decision maker) the Choquet optimal solutions
that are not WS optimal solutions, given that they are harder to compute.

– We have shown that it can be very time-consuming to apply the general
method developed in this paper due to the increase of parameters of the
Choquet integral. Therefore, dedicated methods to compute all the Choquet
optimal solutions of specific problems could be studied.

– It will be interesting to study if we can adapt the characterization of the
Choquet optimal solutions to more restrictive set of capacities, such that
k-additive capacities [21].
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Abstract. Decision-theoretic rough sets (DTRS) can be seen as a kind
of misclassification cost-sensitive learning model. In DTRS, attribute re-
duction is the process of minimizing misclassification costs. However in
parctice, data are not free, and there are test costs to obtain feature
values of objects. Hence, the process of attribute reduction should help
minimizing both of misclassification costs and test costs. In this paper,
the minimal test cost attribute reduct (MTCAR) problem is defined in
DTRS. The objective of attribute reduction is to minimize misclassifica-
tion costs and test costs. A genetic algorithm (GA) is used to solve this
problem. Experiments on UCI data sets are performed to validate the
effectiveness of GA to solve MTCAR problem.

Keywords: Decision-theoretic rough sets, misclassification costs, test
costs, attribute reduct, cost-sensitive.

1 Introduction

The rough set theory first described by Pawlak [11] is a valid mathematical tool
to handle imprecise, uncertain and vague information. Rough set-based data
analysis methods have been successfully applied in bioinformatics, knowledge
discovery, mechine learning, web and data mining, signal and image processing,
cluster analysis, and so on [12].

Pawlaks rough set models assume the classification must be fully correct or
certain. Hence, it cannot effectively deal with data sets which have noisy data
and latent useful knowledge. Various probabilistic rough sets (PRS) have been
presented in order to solve the problem [2,6,13,19]. Decision-theoretic rough
set (DTRS) proposed by Yao [16] is a typical probabilistic extension of rough
set, which is based on Bayesian decision procedure to calculate probabilistic
thresholds by minimizing the loss. Many PRS can be explicitly derived from
DTRS by considering various classes of loss functions [16].

Attribute reduction is the key problem in rough set theory [3,15]. In PRS,
attribute reduction can be seen as minimal subset of attributes preserving a
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particular property of the given information table [17]. For example, Nguyen
and Slezak [10] defined the notions of α reduct and α relative reduct for decision
tables. Mi et al. [7] proposed the concept of β lower distribution reduct and
β upper distribution reduct based on the variable precision rough set model.
Li et al. [5] investigated the monotonicity of the positive region, and presented
a definition of the attribute reduct based on positive region expanding. Zhao
et al. [18] examined the definition of the attribute reduct and pointed out three
problems of the existing definition for the attribute reduct. We may regard these
methods as cost-insensitive attribute reduct methods.

However, in many real world applications, many problems, such as medical
diagnosis, credit card fraud, intrusion detection, are often cost-sensitive. In cost-
sensitive learning model, misclassification costs and test costs are the most active
and important research areas [14]. Misclassification costs are the loss incurred for
taking incorrectness action. Test costs are what we pay for collecting data items
[8]. The process of attribute reduction should help in minimizing misclassification
costs and test costs.

In fact, DTRS can be seen as a kind of cost-sensitive learning model [4].
In DTRS, decision costs is a very imporant concept, attribute reduction can
be interpreted as selecting the minimal attribute sets that can minimize the
decision cost [4]. Hence, Jia et al. [4] presented minimum cost attribute reduct.
However, they concern only on misclassification costs, and does not consider
test costs. Since data are not free in the real world, the objective of attribute
reduction should aim at finding the cheapest attribute subsets which minimize
the decision cost. Min et al. [8,9] defined the minimal test cost reduct problem,
which is to select a set of tests satisfying a minimal test cost criterion, but they
do not take into account misclassification costs.

In this paper, the minimal test cost attribute reduct (MTCAR) problem is
introduced into DTRS, both misclassification costs and test costs are considered.
The objective of attribution reduction is to select an attribute subset with a
minimal test cost as well as minimize decision cost. A genetic algorithm (GA)
to MTCAR problem is proposed. Experiment results on UCI data sets [1] shows
the effectiveness of the proposed GA.

2 Preliminary Knowledge

In this section, we recall the basic notions related to decision-theoretic rough set
models and minimum cost attribute reduction problem. [4,16].

2.1 Decision-Theoretic Rough Set Models

A decision system is a five-tuple S = (U,C,D, V, f), where U is a finite nonempty
set of objects called universe, C is a the set of conditional attributes, D is the
set of decision attributes, V =

⋃
a∈C∪D Va, where Va is a nonempty set of values

of attribute a ∈ C ∪ D, called the domain of a, f : U → Va is an information
function that maps an object in U to exactly one value in Va such as ∀a ∈ C∪D,
x ∈ U , f(x, a) ∈ Va.
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Each subset of attributes R ⊆ C ∪ D determines a binary indistinguishable
relation IND(R) as follows:

IND(R) = {(x, y) ∈ U × U |∀a ∈ R, f(x, a) = f(y, a)}. (1)

It can be easily shown that IND(R) is an equivalence relation on the set
U . For R ⊆ C ∪ D, the equivalence relation IND(R) partitions U into some
equivalence classes, which is denoted by U/IND(R) = {[x]R|u ∈ U}, for sim-
plicity, U/IND(R) will be replaced by U/R, where [x]R is an equivalence class
determined by x with respect to R, i.e., [x]R = {y ∈ U |(x, y) ∈ IND(R)}.

Let Ω = {X,¬X} denotes the set of states indicating that an object is in
X and not in X , respectively. Let A = {aP , aB, aN} be the set of actions,
where aP , aB, aN represent the three actions to classify an object into POS(X),
BND(X) and NEG(X), respectively. The loss function regarding the risk or
cost of actions in different states is given in Table 1:

Table 1. Loss function matrix

aP aB aN

X λPP λBP λNP

¬X λPN λBN λNN

In Table 1, λPP , λBP and λNP denote the loss incurred for taking action aP ,
aB and aN , respectively, when an object belongs to X and λPN , λBN and λNN

denote the loss incurred for taking action aP , aB and aN when an object does
not belongs to X .

For an object with description [x]B, the expected loss associated with taking
the individual actions can be expressed as:

R(aP |[x]B) = λPP p(X |[x]B) + λPNp(¬X |[x]B);
R(aB|[x]B) = λBP p(X |[x]B) + λBNp(¬X |[x]B);
R(aN |[x]B) = λNP p(X |[x]B) + λNNp(¬X |[x]B). (2)

Consider a special kind of loss functions with:

(c0) λPP ≤ λBP < λNP ;

λNN ≤ λBN < λPN .

The Bayesian decision procedure leads to the following minimum-risk
decisions:

(p1) If p(X |[x]B) ≥ α, decide x ∈ POS(X);

(B1) If β < p(X |[x]B) < α, decide x ∈ BND(X);

(N1) If p(X |[x]B) ≤ β, decide x ∈ NEG(X).

where the parameters α, β, and γ are defined as:
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α =
(λPN − λBN )

(λPN − λBN ) + (λBP − λPP )
;

β =
(λBN − λNN )

(λBN − λNN ) + (λNP − λBP )
. (3)

By using the thresholds, the three regions of the partition πD are defined as
follows:

POS
(α,β)
B (πD) = {x ∈ U |p(Dmax([x]B)|[x]B) ≥ α};

BND
(α,β)
B (πD) = {x ∈ U |β < p(Dmax([x]B)|[x]B) < α};

NEG
(α,β)
B (πD) = {x ∈ U |p(Dmax([x]B)|[x]B) ≤ β}. (4)

where p(Dmax([x]B)) = argmaxDi∈πD{
|[x]B∩Di|

|[x]B | }.

2.2 Minimum Cost Attribute Reduction

In the decision-theoretic rough set model, based on the Bayesian decision pro-
cedure, the purpose of making decision is to minimize the decision cost. Hence,
decision cost is a very key concept. Jia et al. [4] proposed an optimization repre-
sentation of decision-theoretic rough set model by considering the minimization
of the decision cost.

Given a decision system S = (U,C,D, V, f), the decision cost of an attribute
set B ⊆ C is composed of the cost of the positive rules, the cost of the boundary
rules and the cost of the negative rules. Consider the special case where the cost
of the correct classification is zero, namely, λPP = λNN = 0, the decision cost
can be expressed as [4]:

COSTB =
∑

xi∈POS
(α,β)
B (D)

(1 − pi) · λPN

+
∑

xj∈BND
(α,β)
B (D)

(pj · λBP + (1− pj) · λBN )

+
∑

xk∈NEG
(α,β)
B (D)

pk · λNP . (5)

The decision-theoretic rough set model can be seen as a kind of cost-sensitive
learning model [4]. The objective of attribution reduction is to minimize the
decision cost. Hence, It is easily found that finding a reduct is actually the pro-
cedure of solving the above optimization problem. The minimum cost attribute
reduction is defined as follows.
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Definition 1. [4] Given a decision system S = (U,C,D, V, f), B ⊆ C is a min-
imum decision cost attribute reduct iff

(1) R = argminR⊆C{COSTR},
(2) ∀R′ ⊆ R, COSTR′ > COSTR.

In this definition, condition (1) is called jointly sufficient conditions and condition
(2) is called individually necessary conditions. Condition (1) guarantees that the
cost induced from the reduct is minimal, and condition (2) guarantees that the
reduct is minimal.

3 Test-Cost-Sensitive Attribute Reduction in DTRS

Minimum cost attribute reduction can be seen as a kind of misclassification-cost-
sensitive attribute reduction method. The objective of attribution reduction is to
minimize the misclassification cost, it does not consider test cost. However, data
are not free in the real world, we need to pay test cost for collecting a data item
of an object. Hence, the objective of attribution reduction should be to select an
attribute subset with a minimal test cost and preserve minimal decision cost in
order to save money, time, or other resources.

The test-cost-independent decision system is the simplest and general model
pertinent to the minimal test cost reduct problem, and is defined as follows.

Definition 2. [8] A test-cost-independent decision system S is the six-tuple:

S = (U,C,D, V, f, c) (6)

where U , C, D, V and f have the same meanings as decision system, and c :
C → R

+ ∪ {0} is an attribute cost function.

A minimal test cost reduct problem in DTRS can be defined as follows.

Definition 3. The minimal test cost attribute reduct (MTCAR) problem.
Input: S = (U,At = C ∪D), cost functions λPP , λBP , λNP , λPN , λBN , λNN ;
Output: R ⊆ C;
Optimization objective: (1) min COSTR; (2) min c(R).

It is worth reminding that two objectives are not equally important. They are
the primary and the secondary objectives, respectively. The second objective
is considered after the primary one is achieved. This definition can help us to
design swarm intelligent algorithm to the minimal test cost reduct problem.

In fact, in DTRS if all attributes have same test cost which equal to a con-
stant, then the minimal test cost reduct problem coincides to the minimum cost
attribute reduct problem.

When the costs of making the wrong decision are greater than zero, there are
some interesting results in DTRS in the following.

Theorem 1. Given a test-cost-independent decision system S=(U,C,D, V, f, c).
COSTC = 0 iff POSC(D) = U .
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Proof. Let U/C = {X1, X2, · · · , Xn}.

COSTC =
∑

xi∈POS
(α,β)
C

(D)

(1− pi) · λPN +
∑

xj∈BND
(α,β)
C

(D)

(pj · λBP + (1− pj) · λBN )

+
∑

xk∈NEG
(α,β)
C

(D)

pk · λNP

=
∑

Xi∈POS
(α,β)
C

(D)

(|Xi| − |Dmax(Xi)|) · λPN

+
∑

Xj∈BND
(α,β)
C

(D)

(|Dmax(Xj)| · λBP + (|Xj | − |Dmax(Xj)|) · λBN )

+
∑

Xk∈NEG
(α,β)
C (D)

|Dmax(Xk)| · λNP = 0.

⇔ ∀Xi ∈ POS
(α,β)
C (D), we have |Xi| = |Dmax(Xi)| and BND

(α,β)
C (D) = ∅ and

NEG
(α,β)
C (D) = ∅, namely, POSC(D) = U .

Thus, Theorem 1 holds.

According to Theorem 1, we have the following theorem.

Theorem 2. Given a test-cost-independent decision system S=(U,C,D, V, f, c).
If COSTC = 0, then R is a minimum decision cost attribute reduct iff R is a
decision-relative reduct, namely,

(1) POSR(D) = POSC(D),
(2) ∀a ∈ R,POSR−{a}(D) ⊂ POSC(D).

Proof. It is obvious according to Theorem 1 and the non-negative of decision
cost.

Theorem 2 shows that the minimal test cost reduct problem in DTRS is
equivalent to the minimal test cost reduct problem in the classical rough set [8],
when a test-cost-independent decision system is consistent one.

Note that loss functions and test costs are positive real numbers, but we can
always convert the positive real number into the positive integer. Hence, we
only consider loss functions and test cost are positive integers in the following
discussion.

4 The Algorithm

In this section, we develop genetic algorithm to test-cost-sensitive attribute re-
duction in DTRS.

In our algorithm, an attribute subset is represented as a chromosome by a
binary string of length |C|. A 1 in a gene represents the corresponding attribute
is present and a 0 in a gene represents the corresponding attribute is not present.
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It is generally known that the fitness function is one of the key factors of
success of genetic algorithm. According to Definition 3, the fitness function of a
chromosome R is defined as follow.

f(chR) = COSTmax −COSTR +
c(C)− c(R)

c(C)
(7)

where COSTmax = |U | · (λPN + λBP + λBN + λNP ).
The above fitness function can guarantee the optimality equivalence between

the MTCAR problem and the fitness maximization problem, which is proved as
follows.

Theorem 3. If R is an optimal solution to the fitness maximization problem,
then R is also an optimal solution to the MTCAR problem.

Proof. For ∀B ⊆ C satisfying f(chR) > f(chB). We must prove that COSTR <
COSTB or (COSTR = COSTB and c(B) > c(R)). The latter is obvious.
The former must be proven for all the three possible cases of c(B) < c(R),
c(B) = c(R), c(B) > c(R).

When c(B) < c(R), we have c(C)−c(B)
c(C) > c(C)−c(R)

c(C) . Since f(chR) > f(chB),

thenCOSTmax−COSTR > COSTmax−COSTB, namely,COSTR < COSTB.

When c(B) = c(R), we have c(C)−c(B)
c(C) = c(C)−c(R)

c(C) . Since f(chR) > f(chB),

thenCOSTmax−COSTR > COSTmax−COSTB, namely,COSTR < COSTB.

When c(B) > c(R), let U/C = {X1, X2, · · · , Xn}. Obviously, 0 ≤ c(C)−c(B)
c(C) ≤

1 and 0 ≤ c(C)−c(R)
c(C) ≤ 1. Since

COSTB =
∑

xi∈POSBC(α,β)(D)

(1− pi) · λPN +
∑

xj∈BND
(α,β)
B

(D)

(pj · λBP + (1− pj) · λBN )

+
∑

xk∈NEG
(α,β)
B

(D)

pk · λNP

=
∑

Xi∈POS
(α,β)
B (D)

(|Xi| − |Dmax(Xi)|) · λPN

+
∑

Xj∈BND
(α,β)
B (D)

(|Dmax(Xj)| · λBP + (|Xj | − |Dmax(Xj)|) · λBN )

+
∑

Xk∈NEG
(α,β)
B

(D)

|Dmax(Xk)| · λNP ,

apparently, we have COSTB ∈ N. Similarly, we have COSTR ∈ N, when N is
the set of natural numbers. Again since f(chR) > f(chB), then

COSTmax −COSTR +
c(C)− c(R)

c(C)
> COSTmax −COSTB +

c(C)− c(B)

c(C)
.

Hence COSTR < COSTB.
This completes the proof.
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Then roulette wheel selection is employed in the selection operation, chro-
mosomes which have larger fitness values have larger probability to select. The
uniform crossover and uniform mutation are used to breed next generation.

The genetic algorithm is described in Algorithm 1.

Algorithm 1. A genetic algorithm to minimal test cost attribution reduction.

Input:
A test-cost-independent decision system S = (U,C,D, V, f, c);

Output:
A minimal test cost reduct R.

1: Initialization: randomly initialize N individuals in a population, where N is popu-
lation size.

2: Evaluate population: evaluate the fitness of each individual.
3: while not terminate do
4: Selection: select M/2 pairs of individuals by roulette wheel selection, where M ≥

N .
5: Crossover: perform uniform crossover on the selected M/2 pairs of individuals

to generate M temporary individuals.
6: Mutate: perform uniform mutate on M temporary individuals.
7: Selection: select N individuals from M temporary individuals by roulette wheel

selection to generate next population.
8: Evaluate population: evaluate the fitness of each individual.
9: end while
10: output R that has the maximum fitness value from the current population.

5 Experimental Results

In this section, we present an experiments to verify the effectiveness of Algorithm
1 to the minimal test cost attribute reduction in DTRS, namely, we compare
test costs of reducts between the minimum cost attribute reduction that takes
into account test costs (Algorithm 1) and the minimum cost attribute reduction
that does not consider test costs (By GA in [4], denoted by Algorithm 2).

Eight data sets from the UCI Machine Learning Repository [1] are used in the
empirical study, where the missing values are filled with mean values for numer-
ical attributes and mode values for discrete attributes. All numerical attributes
are discretized using equal-frequency discretization techniques.

In the experiments, the loss function is presented in Table 2. For each data set,
10 different group of test costs are randomly generated by normal distribution
(parameter α = 8) [8]. Their values are integers ranging from 1 to 100. The
average value and standard deviation of test costs of reducts are recorded.

Genetic algorithm parameter settings are as follows:
• Population size: 100
• Number of generation: 100
• Probability of crossover: 0.7
• Probability of mutation: 0.3
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The experimental results are shown in Table 3, where |U | and |C| are the
cardinality of the universe and the conditional attribute set, respectively. TCAA
represents test costs of all attributes, TCAlgorithm-1 represents test costs of
reducts obtained by Algorithm 1 and TCAlgorithm-2 represents test costs of
reducts obtained by Algorithm 2.

Table 2. Loss function matrix for experiments

aP aB aN

X 0 10 30
¬X 60 30 0

Table 3. Results of the minimal test cost attribute reduction in DTRS

Data sets |U | |C| TCAA TCAlgorithm-1 TCAlgorithm-2

German 1000 20 1023.8 ± 47.4 637.7 ± 47.6 691.7 ± 76.8
Hill-Valley 1212 100 5037.6 ± 41.0 2143.9 ± 158.9 2372.1 ± 122.1
Horse-colic 386 22 918.0 ± 31.0 437.0 ± 41.8 452.5 ± 54.9
Ionosphere 351 34 1705.6 ± 57.8 614.8 ± 34.9 654.7 ± 54.0

Lymphography 148 18 918.0 ± 31.0 437.0 ± 41.8 452.5 ± 54.9
SPECTF Heart 267 44 2249.0 ± 49.7 621.7 ± 59.4 658.9 ± 37.5

Wdbc 569 30 1492.7 ± 30.5 503.2 ± 34.4 533.3 ± 30.1
Wine 178 13 645.8 ± 52.3 247.8 ± 29.5 276.4 ± 38.5

From the experimental results, we can see that two algorithms can reduce
significantly total test costs (TCAA). However, test costs of reducts derived by
Algorithm 1 are smaller than test costs of reducts derived by Algorithm 2 on all
data sets. This is because Algorithm 2 concerns on the length of reducts instead
of test costs of reducts, and Algorithm 1 focus on test costs of reducts. Thus in
DTRS, Algorithm 1 can solve MTCAR problem more effectively.

6 Conclusion

Attribute reduction plays a large role in data analysis. In DTRS, attribute reduc-
tion can be achieved by minimizing decision cost. Actually, DTRS is a misclassi-
fication cost-sensitive learning model. The minimum cost attribute reduct focus
only on misclassification costs, and does not consider test costs. However in the
real world, test cost is also a important type of cost, because data are not free. In
this paper, the minimal test cost attribute reduction problem is introduced into
DTRS. The purpose of attribute reduction is to select attribute subset which
can minimize misclassification costs and test costs. A GA to MTCAR problem
has been proposed. The experimental results show that the proposed GA is able
to deal with MTCAR problem effectively.
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13. Śl ↪ezak, D.: Rough sets and bayes factor. In: Peters, J.F., Skowron, A. (eds.) Trans-
actions on Rough Sets III. LNCS, vol. 3400, pp. 202–229. Springer, Heidelberg
(2005)

14. Turney, P.: Types of cost in inductive concept learning. In: Proceedings of the
ICML 2000 Workshop on Cost-Sensitive Learning, Stanford, CA, pp. 15–21 (2000)

15. Wu, W.Z.: Attribute reduction based on evidence theory in incomplete decision
systems. Information Sciences 178, 1355–1371 (2008)

16. Yao, Y.Y.: Decision-theoretic rough set models. In: Yao, J.T., Lingras, P., Wu,
W.-Z., Szczuka, M.S., Cercone, N.J., Ślȩzak, D. (eds.) RSKT 2007. LNCS (LNAI),
vol. 4481, pp. 1–12. Springer, Heidelberg (2007)

17. Yao, Y.Y., Zhao, Y.: Attribute reduction in decision-theoretic rough set model.
Information Sciences 178, 3356–3373 (2008)

18. Zhao, Y., Wong, S.K.M., Yao, Y.Y.: A note on attribute reduction in the decision-
theoretic rough set model. In: Chan, C.-C., Grzymala-Busse, J.W., Ziarko, W.P.
(eds.) RSCTC 2008. LNCS (LNAI), vol. 5306, pp. 61–70. Springer, Heidelberg
(2008)

19. Ziarko, W.: Probabilistic approach to rough sets. International Journal of Approx-
imate Reasoning 49, 272–284 (2008)

http://archive.ics.uci.edu/ml/


Spatial Anisotropic Interpolation Approach

for Text Removal from an Image

Morusupalli Raghava, Arun Agarwal, and Ch. Raghavendra Rao

School of Computer and Information Sciences, University of Hyderabad,
Hyderabad, Andhra Pradesh, India - 500046

raghava.m@cvr.ac.in, {aruncs,crrcs}@uohyd.ernet.in

Abstract. We propose a Spatial Anisotropic Interpolation (SAI) based,
Design and Analysis of Computer Experiment (DACE) model for in-
painting the gaps that are induced by the removal of text from images.
The spatial correlation among the design data points is exploited, lead-
ing to a model which produces estimates with zero variance at all design
points. Incorporating such a feature turns the model to serve as a sur-
rogate for predicting the response at desired points where experiment is
not carried out. This property has been tuned for the purpose of gap
filling in images also called as Image Inpainting, while treating the pixel
values as responses. The proposed methodology restores the structural as
well as textural characteristics of input image. Experiments are carried
out with this methodology and results are demonstrated using quality
metrics such as SSIM and PSNR.

Keywords: Random Field, Kriging, Anisotropic Interpolation, Spatial
Correlation.

1 Introduction

The low level computer vision problem, namely removal of inbuilt artifacts of
imaging systems such as ‘date in photographs’, ‘subtitles in movie frames’ and
‘location information in satellite images’ induces gaps as shown in Figure 1(b)
and hence results in discontinuities in the image. Such an image serves little
purpose in providing information for understanding. Therefore, it is essential to
fill these induced gaps (inpaint region) that gel with existing portions (source
region) of the image. Such a filling activity is referred to in literature as inpainting
- a challenging task for image processing community over the past decade.

This problem was attempted by many authors [1-8] visualizing it as a problem
of information flow, matching, total variation minimization, texture interpola-
tion and sparse representations. But, these existing models are complex in terms
of model design, costly with respect to associated numerical method and show
limited capabilities to mention a few. The approach presented in [1] can only pre-
serve linear structures but, cannot synthesize textures. The model in [5] cannot
handle structures but interpolates textures. An image is a composition of spatial
characteristics such as structures and periodic variations that represent textures.

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 153–164, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(a) (b)

Fig. 1. (a) Image with Text superposed. (b) Holes in Image after removing Text.

Hence the inpainting algorithm must possess potential to inherit structures and
interpolate the textures simultaneously [7, 8]. The classical image representa-
tion and analysis approaches, in general are based on edges or regions which
are realized by directional operators. This aspect suggests that the capability of
inpainting method is further enhanced if it accommodates anisotropy property.
Thus developing a spatial interpolating process for predicting pixels in inpaint
region, based on source region pixels with minimum variance, structure preserv-
ing and texture synthesizing capabilities is the focus of this paper. Further, this
paper addresses the following:

• In cases where inpaint region is uniformly spread across the image, then
the image is divided into non-overlapping tiles and inpainting is carried out
using the proposed model.

• When source region is considerably larger than inpaint region, an appropriate
scheme for sampling of source region is incorporated in the model to minimize
the computational costs.

Recently, surrogate models [18] have been widely used in literature as knowl-
edge representation metaphors for any stochastic process in engineering design.
Kriging is the most sought after surrogate used by geologists to handle such
spatial interpolation issues.

In this paper, we propose an adaptive surrogate model building methodol-
ogy through a proper framework called Design and Analysis of Computer Ex-
periments (DACE) that abet text removal, an instance of inpainting domain
problem. Experiments are conducted on a surrogate to predict the responses at
locations of inpaint regions. In order to accomplish the effective design, choosing
a proper design space and parameter learning are essential. We adopt Maximum
Likelihood Estimation (MLE) algorithm for initial parameter learning.

This paper is organized as follows: Section 2 presents the literature survey
on inpainting problem. Section 3 provides a brief overview of DACE model,
discusses its applicability and the proper customization to inpainting problem.
Section 4 develops Spatial Anisotropic Inpainting procedure (SAI). Section 5
provides illustrative analysis and the contrastive results accrued by the proposed
algorithm compared to existing algorithms. Section 6 gives the conclusions.
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2 The Inpainting Problem

At its simplest manifestation, inpainting is an image restoration problem [1]
wherein the underlying goal is to reconstruct or predict the missing regions
within an image in such a way that the changes carried out on an image are
not clearly noticeable to anyone who observes the modified image. In general,
inpainting algorithms divide the given image domain D into two disjoint sub-
regions, source region Φ denoting the set of all locations where the intensity value
u0 is known and inpaint region Ω(D − Φ) over which the intensity values need
to be estimated. Further, they attempt to fill Ω which is consistent with source
region. Several researchers proposed algorithms which are broadly categorized
as flow, variational, statistical and similarity based.

The operational principle involved in flow based models is to propagate the
Laplacian of intensity values that are available in neighboring source region
into inpaint region. This is carried out along the interpolated structures and is
governed by a higher order Partial Differential Equations (PDE). Hence, these
algorithms preserve structures. But, in many situations where the local informa-
tion does not entirely characterize the missing information, the resulting recon-
structed information in the inpaint region will not be visually consistent with
the rest of the image. Also, these methods can handle only linear structures and
give good results for narrow inpaint regions. To overcome these limitations the
pixel value estimation is done such that ‘total variation’(TV) is minimized [2].
These models are further improvised by incorporating the curvature term [3]
which has made the resulting model to reconstruct Non-linear structures also.
In recent works the TV minimization is implemented through application of
Split-Bregman methods [4] and applied for inpainting. It is clear to note that
the ‘Text’ is a composition of various strokes and hence contributes to structural
aspects. On the other hand, images also can have textures. In order to interpo-
late the texture effectively, algorithms rely on ‘texture interpolation techniques’
[5] either through synthesizing it from some other suitable image or by pick-
ing up the best matching patch within the same image. The results of these
methods are further enhanced by defining priority based filling order [6] so that
the structures also get propagated. The other category of algorithms [7, 8] tries
to combine both afore mentioned aspects to simultaneously recover the texture
and structure. These algorithms separate the texture and structure components
using filter banks, process each component individually in a different functional
space and try to combine the results obtained. Recently, Morphological Compo-
nent Analysis [9] based methods are developed to separate texture and cartoon
(smooth structure) components.

Another school of thought for solving inpainting problem is drawn from a set
of computer vision techniques namely, Graphical Models that couple probability
theory with graph theory. Markov Random Field [10-13] is an undirected graph-
ical model which provides a unified framework for representing pixel intensity as
a random variable on an efficient data structure and offers algorithms to assign
appropriate label to each node to solve the inference problem. In literature, such
inference algorithms are broadly classified into two categories, ‘message passing’
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algorithms and ‘move making’ algorithms. Prior to invoking these inference al-
gorithms, the initial parameters and neighborhood structure of the model are
learnt from the input data itself [14, 15] by employing expert agents (FoE).

3 Text Removal by Dace Model

A metamodel [16] combines the capabilities of numerical methods with a stochas-
tic process. It provides an abstraction of latent physical phenomenon. This
abstraction is realized either through interpolation or approximation. Such meta-
models include Response Surface, Spline, Radial Basis Functions, Kriging,
Neural Networks etc. The utility of a chosen metamodel is that it acts as a
surrogate to the underlying actual experiment. The immediate advantage is,
through proper surrogate models, it is not required to conduct the experiment
physically to get the responses at all design sites, but they can be predicted with
minimum error in Mean-Square sense.

3.1 Modeling and Prediction with DACE

DACE [17-18] offers a ‘surrogate computer model’ feature for any computer ex-
periment. This model is endowed with Kriging approximation, for data resulting
from computer experiment. Here, a computer experiment corresponds to a col-
lection of pairs. Each pair includes an input location and the associated response
from different runs of a computer model. Both the input and the response from
the computer model are likely to be in higher dimensions.

Consider an image I of size a × b having source region Φ and inpaint region
Ω. Then the source region pixel locations are represented as a set of design sites
S = [s1, ..., sm]T ; si ∈ Rn and the set of corresponding pixel values is represented

as Y = [y1, ..., ym]
T
; yi ∈ Rq. With regard to image inpainting problem we have

n = 2 and q = 1 (in case of gray image) or q = 3 (for color image). Then the
DACE fits a Kriging model to the design sites as

ŷ(x) = z(x) +

p∑
j=1

βjϕj (1)

The first term z(x), x ∈ Rn on the right hand side in Equation (1) is again a ran-
dom field which models the residual, with mean zero and covariance σ2R(θ, si, sl),
for i, l = 1...m and θ is the parameter of spatial correlation R. The latter term
denotes the trend which is modeled through a known basis function ϕ with
unknown coefficients βj . For example, if the known basis is a set of polynomi-
als, then the corresponding trend is a regression polynomial. Further, the trend
plays a vital role in selecting an appropriate kriging model for the interpolation
problem at hand.

Widely used kriging models are Simple, Ordinary and Universal. In case of
simple kriging, the trend has a constant mean throughout the design space.
In ordinary kriging the trend is constant (piecewise) within local neighborhood
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whereas in universal kriging it is modeled as a regression polynomial (it can be
of a higher order). For text removal inpainting problem the universal kriging is
selected. This aspect is substantiated in the upcoming discussions.

Now, the objective is to tune the unknown regression coefficients βj , such that
the minimum residual at an untried point, during prediction step is possible.
Thus kriging accommodates even the error term in the modeling process.

To simplify the discussion, consider only single response at a given site and
restrict the nature of predictor to be linear as, ŷ(x) = CTY with C ∈ Rm, q = 1.
Then, the error at the untried site x can be expressed in terms of MSE as

E[(ŷ(x) − y(x))2] (2)

In order to tune the predictor as Best Linear Unbiased (BLUP)[17], i.e. which
do not favor any design site x , it is required to impose a constraint on MSE as

E
[
CT (x)Y

]
= E [y(x)] (3)

Upon introducing the design matrix ϕ = {ϕ(s1)...ϕ(sm)}T , Correlation Matrix
between every pair of design sites as R = {R(si, sl)} for 1 ≤ i, l ≤ m and
Correlation Matrix between every design site s and an untried location x as
r(x) = [R(x, s1), ...R(x, sm)]T , now Equation (2) can be simplified to

MSE(ŷ(x)) = σ2(1 + CT (x)RC(x) − 2CT (x)r(x)) (4)

Subject to constraint in Equation (3).
Then the corresponding Lagrange equation of the minimization function with
constraint is expressed as

L(C, λ) = σ2(1 + CT (x)RC(x) − 2CT (x)r(x)) − λT (x)(ϕTC(x)− ϕ(x)) (5)

The minimization problem is solved by equating the gradient of Equation (5)
with respect to C, to zero which results in a system of equations[

0 ϕT

ϕ R

] [
λ
C

]
=

[
ϕ
r

]
(6)

The solution of Equation (6) for C(x) results in the predictor

ŷ(x) = ϕT β̂ + rTR−1(Y − ϕβ̂) (7)

with β̂ being the generalized Least-Square solution for the regression problem
ϕβ = Y with respect to R which is evaluated as

β̂ = (ϕTR−1ϕ)−1ϕTR−1Y (8)

3.2 Applicability of Kriging to Text Removal Problem

Text removal problem is fundamentally ill-posed and possesses certain features.
One of these features includes locality i.e. during inpainting it is sufficient to
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propagate the information that is available in the vicinity and preserve the trend
observed in the source region. Due to this property the Universal Kriging model
is suitable and is sufficient to develop it only on non-overlapping sub-images of
appropriate size but not on the entire image. Hence the proposed model is called
as adaptive DACE. The second important feature is anisotropy, which insists
that the information flowing into inpaint region should vary with the direction. It
is prudent to observe that the Kriging model building involves spatial correlation
for minimizing the ‘prediction error’ which is sensitive to distance. On the other
hand, correlation is also capable of describing the directional differences in spatial
domain which will fetch anisotropy property into the model.

4 Proposed Algorithm

4.1 Model Selection

DACE provides a wide range of correlation and regression models. Each corre-
lation model involves a certain number of parameters. For example, in case of
exponential correlation model

R(si, sl) = exp(−θ | si − sl |) (9)

has θ as its parameter. According to Equation (9) small value of θ implies that
even farther pixels could have high correlation among themselves and influence
the prediction at intermediate locations. If such a parameter is learned properly
then the correlation deteriorates appropriately and helps in getting better predic-
tions. In this paper parameter learning is accomplished through well-knownMLE
algorithm. This algorithm is invoked on Latin Hyper Cube Sample (LHS)[19]
which divides the design space into rows and columns and evenly samples the
design sites by accommodating every row and column of design space. The corre-
lation model can be extended to multi-dimensional data, by taking the product
of all correlation models, wherein each one is selected along a dimension in the
form Equation (9). Then the product model is expressed as

R(s, x) = Πn
d=1 exp(−θd | sd − xd |) (10)

In Equation (10) variable d represents the dimension number and n represents
the number of dimensions. The next step in model building is about modeling the
regression which captures the trend in the sub-image. In this paper a quadratic
polynomial is selected as the regression model.

Prior to fitting the DACE model, a correct design space should be chosen.
Though there are sophisticated sampling methods available in literature, they are
not suitable to inpainting problem. In this paper a precise sampling mechanism is
chosen. According to this method, the design space is modeled to span ‘uniformly
spaced grid points’ and the user can subsample the design sites at a selected scale
1, 1

2 ,
1
3 or 1

4 . Then the sampled locations are normalized to lie in the unit square

[0 1]
2
and maintained on a linear array.
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Another essential aspect of random field learning is related to learning its
structure. In this paper, to simplify this issue, 8-Neighborhood structure is con-
sidered. Final pertinent issue is, its memory requirement. Kriging is a memory
hungry algorithm as it involves computing the Inverse of Correlation Matrix. To
overcome this problem the input image and the corresponding mask are divided
into non-overlapping patches of size 50 × 50 and kriging model is constructed
for every patch. This tiling approach is justified as the inpainting process should
capture local trends to improve the quality of results. The size of the patch is
selected in a subjective manner.

4.2 Algorithm Design (SAI)

Let I be input image of size a×b and the corresponding mask is M in which each
inpaint region location is given the value 1 and source region location is assigned
a value 0. Then extract all non-overlapping sub-images of size k1 × k2 (in our
experiments 50×50) from image I, and corresponding sub-masks form the mask
M . Then Algorithm SAI is applied on each sub-image as listed below, which
involves only one index variable i so that the notations appear to be simple.

Algorithm: SAI
Input: Set of all tiles Ii and Mi extracted from I and M
Output: Inpainted image

1. Choose corresponding sub-images (size 50×50) Ii and Mi from I
and M respectively and extract the source region Φi and inpaint
region Ωi.

2. Subsample source region pixels by using LHS.

3. Choose appropriate correlation model R (exponential, in our ex-
periments)

4. Apply ML on samples of step 2 for correlation parameter (θ)
learning.

5. Select a regression model ϕ of interest (quadratic polynomial, in
our experiments).

6. Choose a subsample independent of step 2 from source region Φi

as defined in section 4.1.

7. Fit DACE model for chosen sub-sample, ϕ, R and θ.

8. Extract the inpaint locations, normalize them and put them on
a linear array.

9. Use DACE model to predict the responses at inpaint locations
maintained in step 8.

10. Retain the values obtained in step 9 into inpaint region of Ii.

11. Repeat steps 1 to 10 for each tile until all the tiles are inpainted.

The Algorithm SAI is applied on sub-images for which the ratio ρ between
the size of inpaint region and source region is within the range 0 ≤ ρ ≤ 0.4.
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5 Results and Discussion

Experiments are conducted on a wide set of images with structural and texture
elements on which text is imposed. Addition of text to original image in ex-
periment 2 and experiment 3 is achieved by using tools developed by [4]. The
proposed model has been exhaustively run while utilizing different correlation
kernels and regression polynomials of different orders. The results presented be-
low involve exponential correlation model and quadratic regression. In order to
compare the results, experiments are conducted by utilizing tools [4], [14].
Experiment: 1

(a) (b)

(c) (d)

(e) (f)

Fig. 2. (a) Presents the input image of size 297 X 438 with text overlaid. (b) Shows the
corresponding Mask (c) Gives the result of proposed SAI model. (d) Shows the result
of Bertalmio method[1]. (e) Presents result of Split-Bregman method [4]. (f) Presents
the output of FoE model [12].

The results presented here are compared through visual inspection. It is ev-
ident to notice that the proposed method SAI successfully preserves all linear
structures, (refer to Figure 2(c)) like poles and the window frames whereas all
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other methods fail to preserve these features. For demonstration purpose, such
broken structures are highlighted in Figure 2(d) within pale green ellipses. The
same disability is seen in results of [4] and [12] as shown in Figure 2(e) and
Figure 2(f). In this experiment, metrics are not derived as there is no access to
original image prior to overlaying text on it.

The results of this experiment establishes that even if the pole, a linear struc-
tural element in Figure 3(a) is totally obscured by characters ‘l’ and ‘w’ at
different locations, still SAI is able to perfectly preserve the pole ( Figure 3(d)).
In addition to this, SAI preserved the portion of the wheel (compare Figure
3(b) with Figure 3(e)) with Non-linear structures. Figure 3(c) and Figure 3(f)
presents the strength of SAI to retain the back of the knee and heel, even though
very little information is available.

(a) (b) (c)

(d) (e) (f)

Fig. 3. Presents a close look at results of Experiment 1

In the upcoming experiments the performance of SAI against algorithm [4] is
compared by deriving either Peak Signal to Noise Ratio (PSNR) or Structural
Similarity Index Measure (SSIM) [20], which ever is relevant to the content in the
input image. These metrics are regarded to be appropriate to inpainting problem
by image processing community. Image restoration algorithm is analyzed to be
effective if the resulting PSNR is between 30db and 50db where as SSIM is in
the range [0 1] and is effective if its value is very close to 1.

Experiment: 2 The input image in this experiment has Non-linear structures
as well as textures that are spread across the image. The result of SAI in Fig-
ure 4(d) speaks about its strength in terms of curvature preserving capability
at peaks of the mountain. The textures are interpolated perfectly even though
the inpainting is carried out on non-overlapping tiles. The results of SAI and
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a) Presents the original image of size 250 × 250. (b) Gives the input image.
(c) Gives the associated mask. (d) Demonstrates the result of SAI. (e) Shows result of
Bregman method. (f) Presents the result of FoE Method.

Bregman method are compared by extracting the PSNR, a texture related met-
ric. The PSNR realized by SAI is 38.87 db whereas Bregman method is 39.0 db.

Experiment: 3 In this experiment an image which has linear structures is taken
up. In Figure 5(a) both vertical and horizontal edges are obscured by the text.
A close look at the building appearing on the right hand side in Figure 5(d)
reveals that crossovers on it are perfectly retained by SAI. In addition to that,
the circular logo on the rear glass of parked vehicle is completely reconstructed as
shown in Figure 5(d), which is not possible in Bregman method or FoE method
(see Figures 5(e) and 5(f)). SSIM, a structure related metric is extracted from
the results of SAI and Bregman experiments. SAI achieved a distinguishable
SSIM 0.938 to that of Bregman method which achieved SSIM 0.918.
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. (a) Presents, the original image of size 213×163. (b) Presents the input image.
(c) Shows the associated mask. (d) Presents the result of SAI. (e) Shows the result of
Bregman method. (f) Shows the result of FoE Method.

6 Conclusions and Future Work

In this paper we have solved the problem of removing text from the image
by treating it as an instance of spatial interpolation and by utilizing adaptive
DACE. The anisotropy property which is associated with this problem is realized
by spatial correlation among the pixels of the image. The results suggest that
SAI not only interpolates the texture but also preserves the linear structure
effectively for smaller inpaint regions provided a proper design sampling is done
and model parameters are learnt. The future work aims at extending the random
field capabilities so that the resulting model becomes able to handle, even larger
inpaint regions to solve image completion problem.
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ing. In: Marques, J.S., Pérez de la Blanca, N., Pina, P. (eds.) IbPRIA 2005. LNCS,
vol. 3523, pp. 183–190. Springer, Heidelberg (2005)

6. Tauber Z., Li Z N., Drew.: Review and Preview: Disocclusion by inpainting for
image-based rendering. IEEE Trans. Systems, Man, and Cybernetics, Part C:
Applications and Reviews 37(4) (2007)

7. Bertalmio, M., Vesa, L., Sapiro, G., Osher, S.: Simultaneous structure and texture
image inpainting. IEEE Transactions on Image Processing 8, 882 (2003)

8. Bugeau, A., Bertalmio, M., Caselles, V., Sapiro, G.: A Comprehensive framework
for image inpainting. IEEE Trans. on Image Processing 19(10), 2634–2645 (2010)

9. Elad, M., Starck, J., Querre, P., Donoho, D.L.: Simultaneous cartoon and tex-
ture image inpainting using morphological component analysis (MCA). Applied
Computational Harmonic Analysis 19, 340–358 (2005)

10. Felzenszwalb, P.F., Huttenlocher, D.P.: Efficient belief propagation for early vision.
International Journal of Computer Vision 70(1), 41–54 (2006)

11. Chen, S., Tong, H., Wang, Z., Liu, S., Li, M., Zhang, B.: Improved generalized belief
propagation for vision processing. In: Mathematical Problems in Engineering.
Hindawi Publishing Corporation, 2011 (2010)

12. Komodakis, N., Georgios, T.: Image Completion Using Efficient Belief Propaga-
tion via Priority Scheduling and Dynamic Pruning. IEEE Trans. Image Process.,
2649–2661 (2007)

13. Richard, S.: A Comparative Study of Energy Minimization Methods for Markov
Random Fields with Smoothness-Based Priors. IEEE Transactions on Pattern
Analysis and Machine Intelligence 30 (June 2008)

14. Roth, S., Black, M.J.: Fields of experts. International Journal of Computer Vi-
sion 82(2), 205–209 (2009)

15. Wu, R., Srikant, R., Ni, J.: Learning graph structures in discrete Markov random
fields. In: INFOCOM Workshops, pp. 214–219 (2012)

16. Santner, T., Williams, B., Notz, W.: The Design and Analysis of Computer Ex-
periments. Springer (2003)

17. Lophaven, N., Nielsen, H.B., Jacob, S.: IMM. Informatics and Mathematical Mod-
eling. Technical University of Denmark. DACE A Matlab Kriging Toolbox (2002)

18. Sacks, J., William, J.W., Mitchell, T.J., Henry, P.W.: Design and Analysis of Com-
puter Experiments. H.P, Statistical Science 4(4), 409–423 (1989)

19. Martin, J., Simpson, T.: Use of kriging models to approximate deterministic com-
puter models. AIAA Journal 43(4), 853–863 (2005)

20. Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image quality assessment:
From error visibility to structural similarity. IEEE Transactions on Image Pro-
cessing 13(4), 600–612 (2004)



A Geometric Evaluation of Self-Organizing Map

and Application to City Data Analysis

Shigehiro Ohara, Keisuke Yamazaki, and Sumio Watanabe

Department of Computational Intelligence and Systems Science,
Tokyo Institute of Technology,

4259 Nagatsuta-chou, Midori-Ku, Yokohama, Kanagawa, Japan, 226-8502
{ohhara,k-yam}@math.dis.titech.ac.jp, swatanab@dis.titech.ac.jp

Abstract. Kohonen’s Self-Organizinig Map (SOM) is useful to make a
low dimensional manifold which is embedded into a high dimensional
data space, hence it is now being used in visualization, analysis, and
knowledge discovery of complex data. However, for a given set of train-
ing samples, a trained SOM is not uniquely determined because of many
local minima, resulting that we can not evaluate whether it is appropri-
ately embedded or not. In this paper, we propose a new method how to
evaluate a trained SOM from the viewpoint of geometric naturalness. The
new criterion is defined by the average correspondence gap between dif-
ferent trained SOMs. We show the effectiveness of the proposed method
by experimental results for artificial data, and then introduce its appli-
cation to a real-world problem, analysis of cities and villages in Japan.
keywordsSelf-Organizing Map, Corresponding Gap, Square error.

1 Introduction

Statistical learning machines such as multi-layer perceptrons, Boltzmann ma-
chines, and competitive winner-takes-all learning models are now being applied
to computational intelligence, bioinformatics, and data mining [7]. It was proved
that such machines have capability to attain high learning performance by adapt-
ing hidden parts to complex environments [2]. However, artificial neural networks
are statistically nonregular because the maps taking parameters to statistical
models are not one-to-one and their Fisher information matrices are singular.
A new mathematical method is necessary to evaluate such hierarchical learning
machines [9].

Kohonen’s Self-Organizing Map (SOM) [5], which is useful in visualization,
analysis, and knowledge discovery of high dimensional data, is also a nonregular
statistical model, because it contains hidden parts. To evaluate trained SOMs,
statistical tools and empirical studies such as bootstrap methods were proposed
[1][3], and estimating generalization error was studied [8]. Topographic idex using
an external measure was also introduced [4]. However, in SOM training, there
are many local minima which have globally different structures but almost same
training and generalization errors, resulting that evaluation of them has been
difficult.
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In this paper, in order to evaluate a trained SOM, we propose a new crite-
rion which measures the geometric naturalness of the embedded SOM in the
high dimensional data space. This criterion is defined as follows. Firstly, many
different trained SOMs are collected by changing initial conditions. Secondly,
the corresponding matrices [6] between all pairs in trained SOMs are calculated.
Then from the corresponding matrix, we define the correspondence gap. And
lastly, for a trained SOM, a new criterion is defined by the empirical average of
correspondence gaps between a trained SOM and all other collected SOMs.

The effectiveness of the proposed criterion is shown by experiments for ar-
tificial data and real world data for analysis of cities and villages in Japan. It
is experimentally shown that the proposed method can choose the more non-
twisted SOM than the square error criterion. Also it is shown that, by using the
proposed criterion, we can compare several SOM training algorithms.

This paper consists of 5 sections. In the second section, we introduce two
different training algorithms of SOM, both of which were developed by Kohonen
[5]. In the third section, we propose a new evaluation method of a SOM and
explain its geometric meaning. In the fourth section, experimental results about
artificial data and applications to city and village data analysis are reported.
And, in the last section, we discuss and conclude the paper.

2 Self-Organizing Map

2.1 SOM Learning Algorithms

Let R
M be the data space. We study a two-dimensional Self-Organizing Map

(SOM) which are embedded in R
M . In other words, a SOM is defined by a two-

dimensional manifold which is contained in R
M . The set of training samples is

denoted by
{xn ∈ R

M ;n = 1, 2, ..., N},
where N is the number of data. A SOM (K ×K) is represented by the set of its
node points,

{Y (j, k) ∈ R
M ; j, k = 1, 2, ...,K}.

For each (j, k), its neighborhood is necessary. For example, the set

{(j − 1, k), (j, k − 1), (j, k), (j + 1, k), (j, k + 1)}

is defined as a neighborhood of (j, k). In figures of the present paper, Fig.2,3,4,5,
two nodes in the neighborhood are connected by a line.

For a given training set, a SOM is optimized so that it can approximate
the lower dimensional manifold made of the training samples. The basic SOM
training algorithm is given by the following.

SOM Training Algorithm I. (T. Kohonen,[5])
(1) Initialize {Y (j, k)} randomly.
(2) The set S(j, k) is defined by

S(j, k) = {n; ‖xn − Y (j, k)‖ = min
(p,q)

‖xn − Y (p, q)‖}.
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By the definition, S(j, k) is the subset made of suffices {n} such that the closest
node point from xn is Y (j, k).
(3) For each S(j, k), the partition number of data Njk and the average vector
X(j, k) in S(j, k) are calculated, by the following equations,

Njk =
∑

n∈S(j,k)

1,

X(j, k) =
1

Njk

∑
n∈S(j,k)

xn.

Then, by the definition,
∑

j,k Njk = N .
(4) Let α > 0 is a positive constant value. Each node point Y (j, k) and its
neighborhood Y (p, q) are updated by the following equations respectively.

Y (j, k) := Y (j, k) + αNjk(X(j, k)− Y (j, k)), (1)

Y (p, q) := Y (p, q) + (α/2)Npq(X(j, k) − Y (p, q)).

Where 0 ≤ αN ≤ 1.
(5) The procedures (2),(3), and (4) are repeated.

This method is referred to as Algorithm I. By using this recursive procedure, a
trained SOM is obtained which strongly depends on the initial {Y (j, k)}. The
table which consists of the partion numbers {Njk} is called a partition matrix.

It is desirable that a trained SOM represents the manifold made of data.
However, some node points are often overfitted for an outlier datum, leading to
such a resulting that a trained SOM often becomes twisted. To prevent such a
phenomenon, Kohonen also gave an improved algorithm.

SOM Training Algorithm II. (T. Kohonen,[5])
This algorithm is the same as the basic Algorithm I, except that eq.(1) is replaced
by

Y (j, k) := Y (j, k) + αNjk

{
X(j, k) − Y (j, k)

−(1/4)
∑
p,q

(X(j, k)− Y (p, q))
}
.

This method is called the Algorithm II. By the effect of the additional term, it
is expected that a trained SOM by the Algorithm II becomes smoother. In this
paper, we study an evaluation criterion to compare these different algorithms.

2.2 Evaluation Criterion

In order to evaluate a trained SOM, the square error E is sometimes employed,

E =
1

2N

N∑
n=1

min
(j,k)

‖xn − Y (j, k)‖2.
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The smaller square error means that the SOM is fitted for the data. However,
the square error does not show the geometric naturalness of the SOM. Since this
value can be understood as the training error, the generalization error has been
proposed to evaluate the trained SOM for unseen data [8]. Even the generaliza-
tion error can not estimate whether the trained SOM is appropriately embedded
in the data space.

3 Proposed Method

In this chapter, we propose a new criterion which enables us to measure the
geometric naturalness of a trained SOM.

Let Y = {Y (j, k)} and Z = {Z(p, q)} be two different trained SOMs for
the same training data. The correspondence matrix {A(j, k)} is defined by the
following.
(1) {A(j, k)} is a matrix whose (j, k) component is a pair of natural numbers
(A1(j, k), A2(j, k)).
(2) Let Z(p, q) be the nearest node point to Y (j, k) in the set {Z(p, q)}. Then
A(j, k) is defined by

A(j, k) = (A1(j, k), A2(j, k)) = (p, q).

Note that A is defined by using a pair of two trained SOMs (Y, Z).
By using the correspondence matrix A, the correspondence gap G(Y, Z) is

defined by

G(Y, Z) =
1

K2

K−1∑
j=1

K−1∑
k=1

2∑
d=1

∣∣∣Ad(j + 1, k + 1)−Ad(j, k + 1)

−Ad(j + 1, k) +Ad(j, k)
∣∣∣2.

Then, G(Y, Z) = 0, if and only if, for d = 1, 2,

Ad(j + 1, k + 1)−Ad(j, k + 1) = Ad(j + 1, k)−Ad(j, k).

In other words, if the direction from (j, k + 1) to (j + 1, k + 1) is equal to that
from (j, k) to (j+1, k), then G(Y, Z) = 0. Therefore, the larger G(Y, Z) indicates
that the difference of ‖V (k + 1)− V (k)‖ is larger, where

V (k) = Ad(j + 1, k)−Ad(j, k).

From the mathematical point of view, this value G(Y, Z) calculates the difference
of affine connection, therefore, G(Y, Z) shows the geometric naturalness of the
correpondence matrix. For a given set of many trained SOMs Y1, Y2..., YL, the
average correspondence gap G for Z is defined by

G =
1

L

L∑
�=1

G(Y�, Z).

The small G shows that Z is geometrically naturally embedded into the data
space.



A Geometric Evaluation of SOM and Application to City Data Analysis 169

4 Experiments

4.1 Artificial Data

To clarify the effectiveness of the proposed method, we conducted an experiment
using artificial data. A uniform distribution on the positive subset of the sphere
is defined,

{(x, y, z) ; x2 + y2 + z2 = 1, x, y, z > 0}

and 1000 training samples are independently taken from this distribution. In
both algorithms, α = 0.00025 was used, and the number of iteration epoch was
25000. By using the same training samples, 100 trained SOMs were obtained by
using different initial values for both training Algorithms I and II.

In Fig.1, (1) and (2) respectively show the histograms of the square error E
and the corresponding gap G by the Algorithm I. In Fig.1, (3) and (4) those by
the Algorithm II. By the Algorithm I, E is made smaller than the Algorithm II,
but G becomes larger. By the Algorithm II, E is larger and G smaller. Note that
the variances of E and G by Algorithm I are larger than those by Algorithm II,
hence Algorithm II is more stable than I. If we would adopt the square error E

0.004 0.006 0.008 0.01 0.012 0.014 0.016
0

10

20

30

40

50

(1) Histogram of E in Algorithm I

0 2 4 6 8 10
0

20

40

60

80

100

(2) Histogram of G in Algorithm I

0.004 0.006 0.008 0.01 0.012 0.014 0.016
0

10

20

30

40

50

(3) Histogram of E in Algorithm II

0 2 4 6 8 10
0

20

40

60

80

100

(4) Histogram of G in Algorithm II

Fig. 1. Histograms of E and G for Algorithms I and II
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(1) Smallest for E (2) 24th for E (3) Largest for E

Fig. 2. Algorithm I: Smallest, 24th, and Largest for E

(1) Smallest for G (2) 24th for G (3) Largest for G

Fig. 3. Algorithm I: Smallest, 24th, and Largest for G

as the evaluation criterion of algorithms, then Algorithm I would be better than
II. However, by using the corresponding gap G, Algorithm II is better than I.

The trained 100 SOMs by Algorithm I were sorted according to E or G from
the smallest to the largest. In Fig.2, (1), (2), and (3) show respectively figures
of SOMs in 3-dimensional space about the smallest, the 24th, and the largest
E. In Fig.3, (1), (2), and (3) show respectively figures of SOMs in 3-dimensional
space about the smallest, the 24th, and the largest G. By sorting trained SOMs
by G, first 34 SOMs were nontwisted and the other 66 ones were twisted. On
the other hand, by sorting them by E, such geometrical natural order could not
be obtained. These results indicate that G is the better criterion than E for the
geometric naturalness of SOM.

Also the trained 100 different SOMs by Algorithm II were sorted according
to E or G from the smallest to the largest. In Fig.4, (1), (2), and (3) show
respectively the smallest, the 50th, and the largest according to E. In Fig.5, (1),
(2), and (3) show respectively the smallest, the 50th, and the largest according
to G. By Algorithm II, more than half of trained SOMs were nontwisted. By
comparing Fig.4 with Fig.2, and Fig.5 with Fig.3, it is shown that Algorithm II
is more stable than Algorithm I. However, it seems that the figure that has the
smallest E or G by Algorithm I is better than that by Algorithm II.
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(1) Smallest for E (2) 50th for E (3) Largest for E

Fig. 4. Algorithm II: Best, 50th, and Worst for E

(1) smallest for G (2) 50th for G (3) Largest for G

Fig. 5. Algorithm II: Best, 50th, and Worst for G

4.2 Data of Cities and Villages in Japan

A SOM was applied to analysis of cities and villages in Japan. The number of
training samples is 1700 and each datum is represented by the eleven-dimensional
vector, (1) population, (2) young population (younger than 15 years old), (3)
working population (15 - 65 years old), (4) older population (older than 65 years
old), (5) number of births, (6) number of fatalities, (7) number of moving-in, (8)
number of moving-out, (9) daytime population, (10) number of marriage, (11)
number of divorce.

Every datum was normalized and the average of each dimension was made
to be zero.

The 100 different trained SOMs made of 6×6 node points were constructed
by Algorithm II, and the SOM that made G smallest was chosen. The partition
matrices of the smallest E and G is respectively denoted by NE . and NG. They
were given as

NE =

⎛
⎜⎜⎜⎜⎜⎜⎝

81 36 44 61 38 61
21 47 60 37 30 35
75 80 68 54 45 40
89 78 67 36 30 47
71 83 55 47 27 26
114 49 44 48 13 33

⎞
⎟⎟⎟⎟⎟⎟⎠

, NG =

⎛
⎜⎜⎜⎜⎜⎜⎝

65 39 52 67 41 55
36 47 36 42 49 44
50 69 51 52 69 73
71 38 48 53 64 80
40 40 46 39 70 61
51 26 31 37 38 100

⎞
⎟⎟⎟⎟⎟⎟⎠

.
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Fig. 6. Trained SOM for Cities and Villages

The standard deviation of elements in NE is 21.9, whereas that in NG is 15.7.
Hence by minimization of the corresponding gap, we can choose the better
trained SOM than by minimization of the square error.

Fig.6 shows the SOM trained by Algorithm II that makes G smallest. In
Fig.6, (top, left) is a city where the number of people is larger than the average,
whereas (bottom, right) is a village where the number of old people is larger
than the average. In Fig.6, (top, right) is a city where the numbers of moving-
in and moving-out is very large. From the trained SOM, we can understand
that the map made of cities and villages in Japan can be characterized by the
two viewpoints, young-old and turn-in-out. One viewpoint is urban and rural,
another is busy and calm. In an urban city, the number of young and working
peple is large, whereas in a rural village, the number of old people is large. In a
busy city, the number of marriage and divorce is large, whereas in calm a city,
the number of marriage and divorce is nearly equal to the average.
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5 Discussion and Conclusion

5.1 Fluctuation of Ensemble

In this paper, we studied an evaluation criterion of trained SOMs based on geo-
metric naturalness. The proposed criterion needs an emsenble of local minima,
which were randomly generated by the fluctuation of the initial values of SOM
traning algorithm. Therefore the proposed criterion depends on the method how
to determine the initial values. To make the more objective criterion which is in-
dependent of initial values, the local minima should be chosen by some concrete
probability distribution such as a Boltzmann distribution with a Hamilton func-
tion, for which the error function E would be appropriate. The method how to
determine the inverse temperature of the Boltzmann distribution is the problem
for the future study.

5.2 Possible Hybrid Algorithm

We compared two basic SOM training algorithms proposed by Kohonen. Nowa-
days, several methods how to improve SOM training are being developed, which
can be also evaluated by the proposed criterion.

In experiments, it was shown that Algorithm II was more stable than Algo-
rithm I, whereas the best SOM by Algorithm I was better than that by Algorithm
II. In other words, there is a trade-off structure between stability and optimal-
ity. From this fact, a hybrid combination algorithm in which Algorithm I and II
are respectively used firstly and lastly would be the more appropriate for SOM
training. It is the future study how to apply a new evaluation criterion G to
controlling of the best combination of two algorithms.

5.3 Generalization to Higher Dimension

In this paper, we studied two-dimensional SOM which is embedded into a higher
dimensional Euclidean space. The method used in this paper can be generalized
for the higher dimensional SOMs. For example, for three-dimensional SOM con-
sists of points (i1, i2, i3), the correspondence {A(i1, i2, i3)} is represented by three
natural numbers (A1(i1, i2, i3), A2(i1, i2, i3), A3(i1, i2, i3)). Then the correspon-
dence gap improved as

G(Y, Z) =
1

K3

K−1∑
i1=1

K−1∑
i2=1

K−1∑
i3=1

3∑
d=1

gd(i1, i2, i3),

where

g1(i1, i2, i3) =
∣∣∣A1(i1 + 1, i2 + 1, i3)−A1(i1, i2 + 1, i3)

−A1(i1 + 1, i2, i3) +A1(i1, i2, i3)
∣∣∣2,
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g2(i1, i2, i3) =
∣∣∣A2(i1, i2 + 1, i3 + 1)−A2(i1, i2, i3 + 1)

−A2(i1, i2 + 1, i3) +A2(i1, i2, i3)
∣∣∣2,

g3(i1, i2, i3) =
∣∣∣A3(i1 + 1, i2, i3 + 1)−A3(i1 + 1, i2, i3)

−A3(i1, i2, i3 + 1) +A3(i1, i2, i3)
∣∣∣2.

5.4 Conclusion

In this paper, we proposed a new evaluation criterion for a Self-Organizing Map,
and showed its effectiveness by experimental results for artificial data and real-
world data about cities and villages in Japan. By using the proposed criterion, we
can compare trained SOMs according to the geometric naturalness. Moreover,
we can compare SOM training algorithms.
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Abstract. Many real world problems involve multiple criteria that
should be considered separately and optimized simultaneously. A Multi-
Objective Distributed Constraint Optimization Problem (MO-DCOP)
is the extension of a mono-objective Distributed Constraint Optimiza-
tion Problem (DCOP). A DCOP is a fundamental problem that can
formalize various applications related to multi-agent cooperation. This
problem consists of a set of agents, each of which needs to decide the
value assignment of its variables so that the sum of the resulting rewards
is maximized. An MO-DCOP is a DCOP which involves multiple crite-
ria. Most researches have focused on developing algorithms for solving
static problems. However, many real world problems are dynamic. In this
paper, we focus on a change of criteria/objectives and model a Dynamic
MO-DCOP (DMO-DCOP) which is defined by a sequence of static MO-
DCOPs. Furthermore, we develop a novel algorithm for DMO-DCOPs.
The characteristics of this algorithm are as follows: (i) it is a reused
algorithm which finds Pareto optimal solutions for all MO-DCOPs in
a sequence using the information of previous solutions, (ii) it utilizes
the Aggregate Objective Function (AOF) technique which is the widely
used classical method to find Pareto optimal solutions, and (iii) the com-
plexity of this algorithm is determined by the induced width of problem
instances.

1 Introduction

Many real world optimization problems involve multiple criteria that should
be considered separately and optimized simultaneously. A Multi-Objective Dis-
tributed Constraint Optimization Problem (MO-DCOP) [6, 12] is the extension of
a mono-objective Distributed Constraint Optimization Problem (DCOP) [14, 17]
which is a fundamental problem that can formalize various applications related to
multi-agent cooperation, e.g., distributed resource allocation problems including
sensor networks [8], meeting scheduling [10], and the synchronization of traffic
lights [7]. A DCOP consists of a set of agents, each of which needs to decide the
value assignment of its variables so that the sum of the resulting rewards is max-
imized. An MO-DCOP is a DCOP which involves multiple criteria/objectives.

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 175–186, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In MO-DCOPs, since trade-offs exist among objectives, there does not generally
exist an ideal assignment, which maximizes all objectives simultaneously. Thus,
the optimal solution of an MO-DCOP is characterized by using the concept of
Pareto optimality. Solving an MO-DCOP is to find the Pareto front. The Pareto
front is a set of reward vectors which are Pareto optimal solutions. An assign-
ment is a Pareto optimal solution, if there does not exist another assignment that
improves all of the criteria. An MO-DCOP can be represented using a constraint
graph, in which a node/an edge represents an agent/a constraint.

Solving an MO-DCOP is intractable for large-scale problem instances. The
size of the Pareto front of an MO-DCOP is exponential in the number of vari-
ables, i.e, in an MO-DCOP, all assignments are Pareto optimal solutions in the
worst case. Since finding all Pareto optimal solutions becomes easily intractable,
it is important to consider the following two approaches. The first approach is to
find a subset of Pareto front instead of finding all Pareto optimal solutions. The
second is to develop a fast but incomplete algorithm. In this paper, we consider
the first approach. For the second approach, there exists an incomplete algo-
rithm called the Bounded Multi-Objective Max-Sum algorithm (B-MOMS) [6]
which is the extension of the bounded max-sum algorithm for DCOPs. This is
the first and only existing incomplete MO-DCOP algorithm.

Most of previous works have focused on developing algorithms for solving
static DCOPs and MO-DCOPs. However, many real world problems are dy-
namic, i.e., problems change at runtime. There exists some works for Dynamic
DCOPs (DDCOPs) [1, 19]. Compared to previous works, there exists no work
on considering multiple criteria in a dynamic environment, as far as the authors
are aware. Let us introduce an example that can be formalized as Dynamic MO-
DCOPs. Consider a security problem among several corporations where there
exists an agent who acts as a secretary for each corporation [15]. When solv-
ing this problem with several criteria like security, privacy and reward in such
a corporation network, we can apply MO-DCOP techniques. Also, the number
of criteria changes at runtime, e.g., this week each agent tries to optimize the
security level and the cost, and next week they additionally consider the privacy
level. When we consider such problems, we can apply Dynamic MO-DCOP.

An Aggregate Objective Function (AOF) [5, 13] is the simplest and the most
widely used classical method to find the Pareto solutions of a Multi-Objective
Optimization Problem (MOOP). This method scalarizes the set of objective func-
tions into a weighted mono-objective function, and finds the corresponding op-
timal solution. It is well known that the optimal solution obtained by AOF is
a Pareto optimal solution of the original MOOP [13]. It is also guaranteed that
AOF can find all Pareto optimal solutions when the Pareto front is convex.
Otherwise, it cannot find all of them.

In this paper, we introduce a Dynamic Multi-Objective Distributed Constraint
Optimization Problem (DMO-DCOP) which is the extension of an MO-DCOP
and a DDCOP. A DMO-DCOP is defined by a sequence of static MO-DCOPs.
As an initial step forward developing an algorithm for solving a DMO-DCOP, we
focus on the change of criteria/objectives, i.e., we assume that only the number
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of objectives changes at runtime. However, the change is unpredictable, i.e., it
is not known in advance how many objectives will be added or removed in the
next problem in a sequence. This assumption requires a reactive approach. Fur-
thermore, we develop two novel algorithms called Dynamic Programming based
on AOF-technique (DP-AOF) and Dynamic Programming based on Reused-
technique (DPR). DP-AOF utilizes an AOF-technique and Dynamic Program-
ming (DP) and finds a subset of Pareto front of an MO-DCOP. DPR is the first
algorithm for solving a DMO-DCOP which is based on DP-AOF.

A distributed search method with bounded cost vectors [12] is a complete al-
gorithm which can guarantee to find all Pareto optimal solutions of MO-DCOPs.
This algorithm is a generalized ADOPT algorithm [14] that performs tree-search
and partial dynamic programming. Compared to this algorithm, DP-AOF com-
putes a subset of the Pareto front of MO-DCOPs, while it solves all Pareto
optimal solutions. Furthermore, DPR is an algorithm for solving a DMO-DCOP.

In a Multi-Objective Constraint Optimization Problem (MO-COP), various
algorithms have been developed [11, 16, 18]. Compared to these algorithms, DP-
AOF is for MO-DCOPs where variables and constraints are distributed among
agents. Also, DPR is for DMO-DCOPs. Compared to evolutionary algorithms [2,
3] for solving a Multi-Objective Optimization Problem (MOOP), the advantage
of our algorithms is that they can guarantee to find a Pareto optimal solution.

2 Preliminaries

In this section, we briefly describe the formalization of Distributed Constraint
Optimization Problems (DCOPs), Multi-Objective Distributed Constraint Opti-
mization Problems (MO-DCOPs), and introduce an Aggregate Objective Func-
tion (AOF), which is a widely used method to find a Pareto optimal solution.

2.1 Mono-Objective DCOP

A Distributed Constraint Optimization Problem (DCOP) [14, 17] is a fundamen-
tal problem that can formalize various applications for multi-agent cooperation.
Without loss of generality, we make the following assumptions for simplicity.
Relaxing these assumptions to general cases is relatively straightforward:

– Each agent has exactly one variable.
– All constraints are binary.
– Each agent knows all constraints related to its variable.
– All reward values are non-negative.

A DCOP is defined with a set of agents S, a set of variables X , a set of
constraint relations C, and a set of reward functions O. An agent i has its own
variable xi. A variable xi takes its value from a finite, discrete domain Di. A
constraint relation (i, j) means there exists a constraint relation between xi and
xj . For xi and xj , which have a constraint relation, the reward for an assignment
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Mono-objective DCOP.

Ai Aj o1

a a 1
a b 2
b a 3
b b 0

Bi-objective DCOP.

Ai Aj (o1, o2)

a a (1,0)
a b (2,3)
b a (3,2)
b b (0,1)

Fig. 1. Example of mono-objective and bi-objective DCOPs

{(xi, di), (xj , dj)} is defined by a reward function ri,j(di, dj) : Di × Dj → R
+.

For a value assignment to all variables A, let us denote

R(A) =
∑

(i,j)∈C,{(xi,di),(xj,dj)}⊆A

ri,j(di, dj), (1)

where di ∈ Di and dj ∈ Dj. Then, an optimal assignment A∗ is given as
argmaxA R(A), i.e., A∗ is an assignment that maximizes the sum of the value of
all reward functions. A DCOP can be represented using a constraint graph, in
which a node represents an agent/variable and an edge represents a constraint.

Example 1 (DCOP). Left table of Figure 1 shows a mono-objective DCOP with
four variables x1, x2, x3 and x4. o

1 is an objective function where i < j. Each
variable takes its value from a discrete domain {a, b}. The optimal solution of
this problem is {(x1, a), (x2, b), (x3, a), (x4, a)} and the optimal value is eight.

2.2 Multi-Objective DCOP

A Multi-Objective Distributed Constraint Optimization Problem (MO-DCOP)
[6] is the extension of a mono-objective DCOP. An MO-DCOP is defined with a
set of agents S, a set of variablesX , multi-objective constraintsC={C1, . . . , Cm},
i.e., a set of sets of constraint relations, and multi-objective functions O =
{O1, . . . , Om}, i.e., a set of sets of objective functions. For an objective l (1 ≤
l ≤ m), a reward function rli,j : Di × Dj → R

+, and a value assignment to all
variables A, let us denote

Rl(A) =
∑

(i,j)∈Cl,{(xi,di),(xj ,dj)}⊆A

rli,j(di, dj), (2)

where di ∈ Di and dj ∈ Dj . Then, the sum of the values of all reward functions
for m objectives is defined by a reward vector, denoted R(A) = (R1(A), . . .,
Rm(A)). Finding an assignment that maximizes all objective simultaneously is
ideal. However, in general, since trade-offs exist among objectives, there does
not exist such an ideal assignment. Thus, the optimal solution of an MO-DCOP
is characterized by using the concept of Pareto optimality. This problem can be
also represented using a constraint graph.
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Definition 1 (Dominance). For an MO-DCOP and two reward vectors R(A)
and R(A′) obtained by assignments A and A′, we call that R(A) dominates
R(A′), denoted by R(A′) ≺ R(A), iff R(A′) is partially less than R(A), i.e., (i)
it holds Rl(A′) ≤ Rl(A) for all objectives l, and (ii) there exists at least one
objective l′, such that Rl′(A′) < Rl′(A).

Definition 2 (Pareto optimal solution). For an MO-DCOP and an assign-
ment A, we call A is the Pareto optimal solution, iff there does not exist another
assignment A′, such that R(A) ≺ R(A′).

Definition 3 (Pareto Front). For an MO-DCOP, we call the set of all Pareto
optimal solutions to an MO-DCOP the Pareto front. Solving an MO-DCOP is
to find the Pareto front.

Example 2 (MO-DCOP). Right table of Figure 1 shows a bi-objective DCOP.
o1 and o2 represent objective functions. For example, when all agents take their
value a, the obtained rewards for o1 is 3, and 0 for o2. The Pareto optimal
solutions of this problem are {{(x1, b), (x2, a), (x3, b), (x4, b)}, {(x1, a), (x2, b),
(x3, a), (x4, a)}}, and Pareto front obtained by these solutions is {(7, 8), (8, 7)}.

2.3 Aggregate Objective Function

An Aggregate Objective Function (AOF) [5, 13] is the simplest and the most
widely used classical method to find the Pareto optimal solutions of an MOOP.
This method scalarizes the set of objective functions into a weighted mono-
objective function and find its optimal solution. For objective functions o1, . . . , om

of MOOPs, we define a weight denoted by α = (α1, . . . , αm), where
∑

1≤i≤m αi =

1, αi > 0. Next, we make a weighted mono-objective function α1o
1+ . . .+αmom,

and finds an optimal solution for it. It is well known that this method can guar-
antee to find Pareto optimal solution [13]. In this paper, we use this method to
find the Pareto optimal solutions of an MO-DCOP.

3 Dynamic MO-DCOP

In this section, we provide a model for a Dynamic MO-DCOP (DMO-DCOP).
Furthermore, we develop a novel algorithm called Dynamic Programming based
on AOF-technique (DP-AOF) for solving an MO-DCOP. Also, we introduce
a novel algorithm called Dynamic Programming based on Reused-technique
(DPR) for solving a DMO-DCOP. This algorithm utilizes DP-AOF and finds
Pareto optimal solutions using the information of a previous MO-DCOP in a se-
quence. Finally, we provide the complexity of theses two algorithms respectively.

3.1 Model

ADynamic Multi-Objective Distributed Constraint Optimization Problem (DMO-
DCOP) is defined by a sequence of static MO-DCOPs.

< MO-DCOP0,MO-DCOP1, ...,MO-DCOPk−1 > . (3)
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Solving a DMO-DCOP is to find a sequence of Pareto front

< PF0, PF1, ..., PFk−1 >, (4)

where PFi (0 ≤ i ≤ k − 1) is the Pareto front of MO-DCOPi. In this pa-
per, we assume that only the number of objective functions changes, i.e., each
MO-DCOP in a sequence has the same constraint graph structure. Since we do
not know how many objective functions will be removed or added in the next
problem, it requires to solve each MO-DCOP in a sequence one by one (reactive).

3.2 Algorithm

First, we propose a novel algorithm called Dynamic Programming based on
AOF-technique (DP-AOF) for solving an MO-DCOP. This algorithm has the
following two Phases:

– Phase 1: For each objective function, find an optimal solution.
– Phase 2: For a weighted mono-objective function, find its optimal solution.

Let us describe Phase 1. We use AOF-technique to find an optimal solution
for each objective function, respectively. Specifically, for m objective functions
of an MO-DCOP, we give the following m weights (1, 0, . . . , 0), (0, 1, 0, . . . , 0),
. . . , (0, . . . , 0, 1) and make the m weighted objective functions o1, . . . , om. Then,
we find an optimal solution for each weighted mono-objective function oi (1 ≤ i ≤
m), respectively, i.e., it is equivalent to solve m DCOP problems independently.
In this paper, we denote the obtained m optimal values as R1

max, . . . , R
m
max.

In Phase 2, for m objective functions of an MO-DCOP, we provide the fol-
lowing weights 1 and create a weighted mono-objective function,

α1 =
R1

max

R1
max + ...+Rm

max

, ..., αm =
Rm

max

R1
max + ...+Rm

max

(5)

and find Pareto optimal solution for it. This algorithm find at most (m+1)
Pareto optimal solutions, if there exists and Pareto front of an MO-DCOP is
convex, where m is the number of objectives. In this paper, we use a represen-
tative dynamic programming based DCOP algorithm called DPOP [17] to solve
problems in Phase 1 and 2.

Example 3 (DP-AOF).We show the execution of DP-AOF using the bi-objective
DCOP in example 2. In Phase 1, we solve the optimal solutions for objective
o1 and o2, independently. The optimal solution for o1 is {(x1, a), (x2, b), (x3, a),
(x4, a)} and the optimal value is 8 (=R1

max). For o2, we obtain the optimal
solution {(x1, b), (x2, a), (x3, b), (x4, b)} and the optimal value 8 (=R2

max). In
Phase 2, we create a mono-objective function using the following weights

α1 = α2 =
R1

max

R1
max +R2

max

=
8

8 + 8
=

1

2

1 Since we have no information about the weights in advance, we choose them where
each objective has the same weight.
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Algorithm 1. DPR

1 Given : <MO-DCOP0,...,MO-DCOPk−1 >, PF=∅
2 Solve initial MO-DCOP0 by DP-AOF
3 PF={PF0} // Pareto front of MO-DCOP0

4 for each i = 1, . . . , k − 1
5 if objectives are removed then
6 Remove the dominated solution from PFi−1

7 Add PFi in PF

8 else // new objectives are added
9 Solve MO-DCOPi by DP-AOF using PFi−1

10 Add PFi in PF

11 end if
12 end for

and compute the optimal solutions {{(x1, a), (x2, b), (x3, a), (x4, a)}, {(x1, b),
(x2, a), (x3, b), (x4, b)}} which are Pareto optimal solutions of the bi-objective
DCOP in example 2. The Pareto front obtained by DP-AOF is {(8, 7), (7, 8)}.

Next, we introduce a novel algorithm called Dynamic Programming based on
Reused-technique (DPR) for solving a DMO-DCOP. This algorithm utilizes DP-
AOF and can find Pareto optimal solutions using the information of a previous
MO-DCOP in a sequence. Algorithm 1 represents the pseudo-code of DPR. We
first solve an initial problem MO-DCOP0 using DP-AOF (line 2) and adds the
obtained Pareto front PF0 in PF (line 3). We start to solve MO-DCOPi one by
one in a sequence (line 4-12). For MO-DCOP1, we check whether some objectives
are removed (line 5) or added (line 8). In case some objectives are removed
from MO-DCOP0, for each reward vector in PF0, we ignore the values of these
removed objectives. Then, we remove the dominated reward vectors and add
a set of the remaining reward vectors in PF as PF1 (line 6 and 7). In case
some objectives are added to MO-DCOP0, we (i) find the optimal solutions
for newly added objectives using DP-AOF (Phase 1), (ii) use the Pareto optimal
solutions in PF0 and compute the corresponding reward vectors in MO-DCOP1,
(iii) create a weighted mono-objective function using the information of (i) and
(ii), i.e., compute the weights using the optimal values obtained in (i) and (ii),
and find its optimal solution (Phase 2 of DP-AOF) (line 9). We add a set of
Pareto optimal solutions obtained by (i)-(iii) in PF as PF1 (line 10). It continues
this process until i = k − 1. Since DPR reuses the information of a previous
problem, we can expect that it can efficiently solve a DMO-DCOP compared to
a naive way (restart) which solves MO-DCOPs in a sequence independently.

For a sequence <MO-DCOP0, MO-DCOP1, ... , MO-DCOPk−1 >, let mi−1

and mi be the number of objectives of MO-DCOPi−1 and MO-DCOPi (1 ≤ i ≤
k − 1). For simplicity, we assume | mi − mi−1 |= 1, i.e., MO-DCOPi is a prob-
lem where an objective is removed fromMO-DCOPi−1, or an objective is added to
MO-DCOPi−1. Let us describe in the case mi < mi−1. Assume that MO-DCOPi

is a problem where an objective oh is removed from MO-DCOPi−1. For an MO-
DCOPi−1 and its objective functions o

1, .., oh, ..., omi−1 , letPFi−1 = {(R1
max, 0 ,...,
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o2 is removed.

Ai Aj o1

a a 1
a b 2
b a 3
b b 0

o3 is added.

Ai Aj (o1, o2, o3)

a a (1,0,2)
a b (2,3,4)
b a (3,2,1)
b b (0,1,0)

Fig. 2. Example of a DMO-DCOP

0h, .., 0),...,(0, ..., 0, Rh
max, 0, ..., 0),...,(0, ..., 0

h, ..., R
mi−1
max ), (r1, ..., rh, ..., rmi−1)}be

the Pareto front of this problem, where ri > 0 (1 ≤ i ≤ mi−1), reward vectors
including Ri

max (1 ≤ i ≤ mi−1) are the reward vectors obtained by DP-AOF
(Phase 1), 0h is the reward (zero) for objective h, and (r1, ..., rh, ..., rmi−1 ) is the
reward vector obtained by DP-AOF (Phase 2). Then, PFi is a set of remaining
reward vectors in which the values for objective h of each reward vector in PFi−1

are ignored/removed.Consider the reward vector (0, ..., 0, Rh
max, 0, ..., 0) in PFi−1.

Then, this vector becomes a null vector and is dominated by another reward vec-
tors. Thus,PFi is {(R1

max, 0 ,..., 0
h−1, 0h+1 ,..., 0) ,..., (0 ,..., 0h−1, 0h+1 ,...,R

mi−1
max ),

(r1 ,..., rh−1, rh+1 ,..., rmi−1)}. Clearly, these reward vectors are not dominated by
another vector. In DPR, we compute the Pareto front PFi of MO-DCOPi remov-
ing the dominated reward vectors in PFi−1.

Example 4 (Removal). Let the example 2 be an initial problem (MO-DCOP0).
The Pareto optimal solutions of this bi-objective DCOP are {{(x1, a),
(x2, b), (x3, a), (x4, a)}, {(x1, b), (x2, a), (x3, b), (x4, b)}} and Pareto front is
{(8, 7), (7, 8)}. We assume that fig.2 table (left) represents a reward table for
MO-DCOP1, i.e., MO-DCOP1 is a problem where an objective o2 is removed
from MO-DCOP0. In DPR, for each reward vector in PF0, we remove the value
for an objective o2 and check the dominance, and compute the Pareto front
PF1={8} for MO-DCOP1.

Let us describe in the case mi > mi−1. Assume that MO-DCOPi is a prob-
lem where an objective omi is added to MO-DCOPi−1. For an MO-DCOPi−1,
let PFi−1 = {(R1

max, 0, ..., 0),..., (0, ..., R
mi−1
max ), (r1, ..., rmi−1)} be the Pareto

front of this problem. Let PFi = {(R1
max, 0, .., 0, q

mi
1 ),..., (0, ..., 0, R

mi−1
max , qmi

mi−1
),

(r1, ..., rmi−1 , rmi ), (0, ..., Rmi
max), (s

1, ..., smi)} be the Pareto front obtained by
DP-AOF, where si > 0 (1 ≤ i ≤ mi), (0, ..., R

mi
max) and (s1, ..., smi) represent re-

ward vectors obtained by Phase 1 and 2 in DP-AOF, and the values qmi
1 , ..., qmi

mi−1

and rmi represent rewards for objective mi obtained by Pareto optimal solutions
of MO-DCOPi−1. Clearly, reward vectors including one of R1

max, ..., R
mi
max are not

dominated by another reward vector. Also, (r1, ..., rmi−1 , rmi) and (s1, ..., smi)
are not dominated by another vector excepting (s1,...,smi) dominates (r1,...,
rmi−1 , rmi) vice versa. In DPR, we compute the Pareto front of MO-DCOPi

utilizing the information of PFi−1. In case mi = mi−1, MO-DCOPi−1 and MO-
DCOPi are same problems. Thus, PFi−1 and PFi are same.
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Example 5 (Addition). Let the example 2 be an initial problem (MO-DCOP0).
The Pareto front of this bi-objective DCOP is PF0 = {(8, 7), (7, 8)}. We as-
sume that fig.2 table (right) represents a reward table for MO-DCOP1, i.e., MO-
DCOP1 is a problem where an objective o3 is added to MO-DCOP0. In DPR,
we first find a Pareto optimal solution of objective function o3 using DP-AOF
(Phase 1) which is {{(x1, a), (x2, a), (x3, b), (x4, b)}, and compute the reward vec-
tor {(5, 6, 10)}. Next, we compute the reward vectors {(8, 7, 6), (7, 8, 9)} for MO-
DCOP1 using the Pareto optimal solutions of MO-DCOP0, i.e., {{(x1, a), (x2, b),
(x3, a), (x4, a)}, {(x1, b),(x2, a),(x3, b), (x4, b)}}. Finally, we find a Pareto opti-
mal solution {{(x1, b), (x2, a), (x3, b), (x4, b)} and its reward vector {(7, 8, 9)}
of a weighted mono-objective function using DP-AOF (Phase 2). The Pareto
optimal solutions of MO-DCOP1 are {{(x1, a), (x2, b), (x3, a), (x4, a)}, {(x1, b),
(x2, a), (x3, b), (x4, b)}, {(x1, a), (x2, a), (x3, b), (x4, b)}} and the Pareto front
PF1 obtained by these solutions is {(8, 7, 6), (7, 8, 9), (5, 6, 10)}.

3.3 Complexity

We provide the complexity of DP-AOF and DPR, respectively. The complexity of
DP-AOF is given by O((m+1)×|Dmax|w∗) where m is the number of objectives,
|Dmax| is the maximal domain size, and w∗ is the induced width [4] of a problem.
Induced width is a parameter that determines the complexity of many DCOP
algorithms. For example, if the induced width of a graph is one, it is a tree. Also,
the induced width of a complete graph with n variables is n− 1. In this paper,
we utilize DPOP [17] to solve a mono-objective DCOP and the complexity of
DPOP is given by O(|Dmax|w∗). Since we need to solve (m+1) mono-objective
DCOPs in DP-AOF (Phase 1 and 2), the complexity is O((m+ 1)× |Dmax|w∗).

We provide the complexities of DPR for removal and additional cases. Let
MO-DCOPi−1 be the current problem and MO-DCOPi be the next problem in
a sequence, and mi−1 and mi be the number of objectives of MO-DCOPi−1 and
MO-DCOPi. In case some objectives are removed from MO-DCOPi−1, we first
need to ignore/remove the values of removed objectives from the reward vectors
of PFi−1. Then, we check the dominance of remaining reward vectors of PFi−1.
Thus, the complexity of DPR to solve MO-DCOPi is given by O(|PFi−1| +
|PFi−1|2), where |PFi−1| is the size of Pareto front of MO-DCOPi−1.

In case some objectives are added to MO-DCOPi, we first compute reward
vectors for MO-DCOPi using the Pareto optimal solutions obtained in MO-
DCOPi−1. Then, we solve (mi − mi−1) mono-objective DCOPs by Phase 1
in DP-AOF, and create a weighted mono-objective DCOP and solve its opti-
mal solution by Phase 2 in DP-AOF. Thus, the complexity of DPR to solve
MO-DCOPi is given by O(|PFi−1|+ ((mi −mi−1) + 1)× |Dmax|w∗).

4 Evaluation

In this section, we evaluate the runtime of our algorithm for DMO-DCOPs and
compare it with the naive method which solves each MO-DCOP in a sequence
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independently. To evaluate our algorithm, we generate two different problem
instances, where objectives are added (DMO-DCOPadd) and removed (DMO-
DCOPremove). In this paper, we show only the results for DMO-DCOPadd

2. In
DMO-DCOPadd, we add only one new objective at a time. We chose the reward
values uniformly at random from the range [0,. . . ,100] for all objectives. The
domain size of each variable is three. Each data point in a graph represents an
average of 20 problem instances. We implemented our algorithms in Java and
carried out all experiments on 6 core running at 2.6GHz with 12GB of RAM.

Figure 3 represents the results for problems with 20 nodes and the induced
width is 6, varying the number of objectives. The results show the average of
the total runtime for solving a sequence with the first MO-DCOP having two
objectives and the last MO-DCOP having 20 objectives, i.e., each sequence con-
tains 19 MO-DCOPs. We can see that the average runtime of our algorithm is
almost constant, while the results of the naive method increases linearly. This is
because our algorithm reuses the information of previous solutions, i.e., we only
solve the added objective function, and not other objective functions which we
have already solved. For example, for the last MO-DCOP with 20 objectives, our
algorithm only solves the added objective function and a new created weighted
mono-objective function using DP-AOF, but not another 19 objective function
again, while the naive method solves 20 DCOPs independently as new problems.

Figure 4 shows the results for large-scale problem instances. We vary the
number of variables from 100 to 400 3. The results show the average of the total
runtime for solving a sequence of four MO-DCOPs, starting with 2 objectives
and finishing with 5. We can see that both runtime increases slightly but with
more variables, computing weight (solving a DCOP) becomes more difficult.
Thus, since the naive method requires solving more DCOPs than our method,
its runtime increases faster.

2 Our algorithm is much faster in DMO-DCOPremove compared to that in DMO-
DCOPadd, since this algorithm only checks the dominance among reward vectors in
previous solutions PFi−1 for removal case which can be done in O(|PFi−1|2).

3 For an incomplete algorithm introduced in [6], the authors experimented problem
instances with 100 nodes, and 25 nodes for a complete algorithm introduced in [12].
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5 Discussion

In this section, we propose the extension of DP-AOF 4. The advantage of our
algorithm is that it can solve an MO-DCOP faster compared to an algorithm
which finds all Pareto optimal solutions, since we solve a subset of Pareto front.
However, one might consider that the size of Pareto front obtained by our algo-
rithm is small, since it can find at most (m+1) Pareto optimal solutions.

We introduce an extended version of our algorithm which utilizes DP-AOF
iteratively. For simplicity, we explain using a bi-objective DCOP. In Phase 2 of
the original DP-AOF, we provide the following weights and create a weighted
mono-objective function π and find an optimal solution for it.

α1 =
R1

max

R1
max +R2

max

, α2 =
R2

max

R1
max + R2

max

(6)

Let p1 and p2 be the solution points obtained by Phase 1 in DP-AOF, where
p1 contains R1

max for objective o1 and p2 contains R2
max for objective o2. Also,

let p3 be the solution point obtained by Phase 2. In our extended algorithm,
we create additional weighted mono-objective functions utilizing the obtained
solution points. For example, we generate new weighted mono-objective functions
π1 and π2, where the weights for π1 is determined by the reward value of p1 and
p3, and the weights for π2 using p2 and p3. Intuitively, for each pair of solution
points, this algorithm finds a new solution point between them, if the Pareto
front is convex and there exists such solution points on Pareto surface. We can
continue this process and obtain at most 2t additional Pareto optimal solutions,
where t is the number of iterations. If we want all Pareto optimal solutions of
an MO-DCOP, we execute this process until it cannot find a new solution point.
For tri-objective DCOP, we create a two-dimensional weighted plane (which we
consider for further work). In case Pareto front is non-convex, it requires another
scalarization technique, e.g., Lp-norm method [5]. We will develop an algorithm
which can find solution points of the non-convex part on the Pareto surface.

6 Conclusion

In this paper, we introduced a Dynamic Multi-Objective Distributed Constraint
Optimization Problem (DMO-DCOP). Furthermore, we developed two novel al-
gorithms called DP-AOF and DPR. DP-AOF utilizes a AOF-technique and Dy-
namic Programming and finds a subset of Pareto front of an MO-DCOP. DPR
is the first algorithm for solving a DMO-DCOP which is based on DP-AOF. In
the experiments, we evaluated the runtime of our algorithm for DMO-DCOPs
and showed that our algorithm outperforms the naive method. Also, we showed
that it can efficiently solve large-scale problem instances. Finally, we proposed
the extension of DP-AOF (and also DPR) which provides several Pareto opti-
mal solutions for bi-objective MO-DCOPs. Our plans for future work include
developing algorithms based on other scalarization methods, e.g., ε-constraint
method [5] and weighted metrics methods [9] for solving an MOOP.

4 Since DPR is based on DP-AOF, the extended version can be used in DPR.
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Abstract. This paper is concerned with a problem of detecting rela-
tional changes. Many kinds of graph data including social networks are
increasing nowadays. In such a graph, the relationships among vertices
are changing day by day. Therefore, it would be worth investigating
a data mining method for detecting significant patterns informing us
about what changes. We present in this paper a general framework for
detecting relational changes over two graphs to be contrasted. Our target
pattern with relational change is defined as a set of vertices common in
both graphs in which the vertices are almost disconnected in one graph,
while densely connected in the other. We formalize such a target pattern
based on the notions ofmodularity and k-plex. A depth-first algorithm for
the mining task is designed as an extension of k-plex enumerators with
some pruning mechanisms. Our experimental results show usefulness of
the proposed method for two pairs of graphs representing actual reply-
communications among Twitter users and word co-occurrence relations
in Japanese news articles.

1 Introduction

In order to find interesting things that are hard to be realized when observing
only a single domain or a single data set, we can take a strategy of “compare
and contrast” as one of general and reasonable heuristics. This kind of strategy
has been also applied in the field of data mining. For instance, when the target
patterns are evaluated by frequency, probability and correlation, then the degree
of change can be defined as their ratio or difference. The definitions and their
corresponding methods have been investigated in the literature about Emerging
Pattern [4], Contrast Set [5] and Correlation Change [3], all of which are tar-
geting itemsets or variable sets whose evaluations increase from one transaction
database to another one. On the other hand, we discuss in this paper a general
method that can solve a problem of finding relational changes between two (undi-
rected) graphs. For example, communication-links (relationships) among Twitter
users at different time points might be represented as such a pair of graphs, as

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 187–198, 2013.
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will be discussed later. It is noted here that we do not assume any particular
restriction on graphs to be contrasted. Our framework can be applied to many
cases, e.g., relational changes at different time points, in different domains, in
different areas, and so forth.

We are given a pair of undirected graphs, G(0) and G(1). For the graphs, we
can observe four types of relational changes among the vertices common in both
graphs: a pair of vertices is

– 01-type: disconnected in G(0), while connected in G(1),
– 10-type: connected in G(0), while disconnected in G(1),
– 00-type: disconnected in G(0) and still disconnected in G(1), or
– 11-type: connected in G(0) and still connected in G(1).

In what follows, a vertex pair of its corresponding type is simply referred to as
a 01, 10, 00 or 11-pair, respectively.

G (0) G (1)

Fig. 1. From diverging indepen-
dent set to nearly-isolated clique

In our case of relational change, as a target,
we try to detect a set of vertices common in both
graphs that are densely connected in G(1), while
almost disconnected in G(0). That is, our target
would be a vertex set X in which most of the
vertex pairs are of 01-type. A typical example of
our target is shown in Figure 1.

As a simple and intuitive way to find
such a vertex set, one might suggest that a
visualization-based approach would be helpful. By visualizing a given graph [9],
we can easily recognize its structure. Therefore, comparing visualization results
of a given pair of graphs, we can identify our target vertex sets without any
difficulty. This simple approach will surely work well for small graphs. However,
if we try to detect our targets from larger graphs with several hundreds vertices
and edges, such an approach would be no longer useful for the task.

In order to extract our target vertex set, we utilize in this paper the notion
of modularity introduced in [6]. The notion of modularity has been commonly
used to evaluate a community (densely connected group of vertices) in graph
clustering/partitioning. On the other hand, we propose to use the same measure
to evaluate a relational change. More concretely, a vertex set X is evaluated
in each of G(0) and G(1), respectively, with the modularity measure, and then
we evaluate the relational change by the difference of their modularity values.
Particularly, to obtain a vertex set with denser connections in G(1), we evaluate
a vertex set X by subtraction of X ’s modularity in G(0) from that in G(1) and
prefer X with higher evaluation values. It should be noted here that from the
characteristics of modularity, our evaluation value of X becomes higher if X
forms an anti-community in G(0), while a community in G(1), where an anti-
community consists of almost-isolated vertices with larger degrees as has been
discussed in [6]. As a typical example, therefore, we can detect a vertex set shown
in Figure 1 as our target.

In [10], a formulation of a change detection problem in terms of modularity
difference has been discussed. Technically speaking, the modularity difference
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can be divided into two factors, positive and negative ones. Then, Li et al. have
designed in [10] a constrained miner for finding vertex sets satisfying constraints
for positive and negative factors so that the positive factors of the solution
vertex sets exceed a given lower bound and the negative ones are less than a
given upper bound. However, due to the huge number of very small modularity
difference values, their algorithm have not worked well for severe parameter
settings. The problem is now simply solved in this paper by introducing more
relaxed constraint that a limited number of exceptional values are allowed.

We first divide the whole vertex set into several connected components of
vertices showing higher positive modularity changes, and then apply the follow-
ing constrained search for each component. The revised constraint is based on
k-plexes [7] that are also used for Structure Change Detection [11] to find candi-
date vertex sets, while we make use of them to allow at most (k− 1) exceptional
difference values. The solution set is then defined as a k-plex with larger posi-
tive factors with a limited number of exceptions determined by the value of k.
We present an extension of standard k-plex enumerator enjoying branch-and-
bound pruning techniques specialized to the evaluation of positive difference in
addition to the standard pruning technique as in CLIQUES [1] or in parallel
maximal k-Plex generator [8]. We show usefulness of the algorithm for two pairs
of graphs representing actual reply-communications among Twitter users and
word co-occurrence relations in Japanese news articles.

2 Modularity and Its Change Problem

Given a vertex set and a number of edges to be spanned, if the trial of drawing
edges is statistically independent, and if the probability is uniform, then the
resulting random graph will be too much far from a real graph we actually have.
For this reason, in the notion of modularity [6], for each vertex, the sum of
expectation of edges spanned around the vertex is required to be equal to the
actual degree. As a result, the expectation of two vertices vi and vj to be linked

is derived as Pij =
kikj
2m

, where ki is the degree of vi in the graph G and m is

the number of edges in G. Then the modularity for two vertices is defined as the
difference Bij = wij − Pij , where wij = 1 if vi and vj are adjacent, and wij = 0
otherwise. Although the notion of modularity is normally used to find a graph
clustering/partitioning, we here use the measure to express the degree of change
for vertex sets, as we have discussed in Section 1.

Using an index � = 0, 1, graphs at different time points are denoted as G(0)

and G(1), respectively. Similarly, any expression exp(�) denotes the expression
exp at G(�). Under the notation, the measure for modularity change for common
vertices in both G(0) and G(1) is defined by subtracting modularity in G(0) from
modularity in G(1) as follows:

Dij = B
(1)
ij −B

(0)
ij =

(
w

(1)
ij − P

(1)
ij

)
−

(
w

(0)
ij − P

(0)
ij

)
, eval(X) =

∑
vi,vj∈X

Dij .

Then, a vertex set X with greater eval(X) is preferred.
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Applying the standard matrix decomposition, some approximation method to
find near optimal X would be possible. For instance, given a graph with edges
assigned positive and negative weights, as in the case of modularity difference
problem, a linear programming approach is proposed in [2]. Although such an
approach is adequate for finding a few near optimal solutions, we rather like to
enumerate possible solutions under some constraints. This is simply because, by
changing graphs, there would be various directions of changes some of which
may attract one’s attention while another one does not.

3 Observations on Modularity Difference

In order to reasonably formalize our problem of modularity change, we here
discuss characteristics of modularity observed in real data on Twitter users.

As we will see in Section 6, we have constructed a pair of undirected graphs,
G(0) and G(1), each of which represents actual communication links among Twit-
ter users in some time period. The number of vertices (users) common in both

graphs is 872. From characteristics of the communications, for each vertex v
(∗)
i ,

the degree of v
(∗)
i , k

(∗)
i , is sufficiently less than the total number of edges in G(∗),

m(∗), that is, k
(∗)
i � m(∗). Therefore, if a pair of vertices, v

(∗)
i and v

(∗)
j , are con-

nected, then the modularity for the vertices, B
(∗)
ij , tends to be a positive value

around 1.0. Conversely, if they are disconnected, then B
(∗)
ij tends to be negative

values around zero.
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Subtracting B
(0)
ij from B

(1)
ij for each pair of

common vertices vi and vj , we can observe the
distribution of modularity difference shown in
Figure 2. We can see three peaks at around−1.0,
0.0 and 1.0. In the distribution, 01-pairs give
D-values around 1.0, and those of 10 around
−1.0. The other 0-0 or 1-1-pairs are almost dis-
tributed around 0.0. It should be emphasized
that a huge number of vertex pairs, about 372K
of 379K in this case, intensively have D-values
around zero, implying that most of the ver-
tex connections are unchanged. How to cope with this phenomenon, called
CZN (Concentration to Zero Neighborhood), is the key for the combinatorial
approach, as we will discuss later.

Since we are interested in detecting change patterns typically shown in Fig-
ure 1, our attention must be paid mainly to 01-pairs of vertices. That is, we
basically try to extract a set of vertices X in which most of the vertex pairs are
those of 01. From the distribution of modularity differences, since those pairs
have large D-values around 1.0, eval(X) is expected to be a large positive. In
order to have such an X with larger eval(X), it would be reasonable to include
some vertex pairs with D-value near to zero as exceptions.
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4 Problem of Relational Change Pattern Mining

As has been mentioned, a method for finding some class of change patterns
basically based on the idea just above has been proposed in [10]. Although it
has been verified that some interesting patterns can be extracted based on the
method, examining combinations of vertices with D-values in the exceptional
range makes its computational efficiency worse due to CZN. In order to cope with
the issue, this paper presents a revised formulation of change pattern mining.

As is similar to the formulation in [10], for a threshold δ (> 0.0), we assume an
admissible range, (δ,∞), on D-values. Then, for a threshold ε (0.0 < ε ≤ δ), an
exceptional range is defined as [−ε, ε]. In addition, we regard the range (−∞,−ε)
as a prohibitive one. We call the remaining (ε, δ] a do-not-care range, because it
is not certain whether medium positive values are meaningful.

Here, let V be the set of common vertices in both G(0) and G(1). We consider
a graph Gδ = (V,E), where (xi, xj) ∈ E iff Dij > δ. In order to cope with a
huge number of combinations of vertices with D-values in the exceptional range,
we require our target pattern X to be a k-plex in Gδ.

The notion of k-plex has been first introduced in [7] as a relaxation model of
clique. A set of vertices X is called a k-plex if for each vertex v ∈ X , v is not
adjacent to at most k vertices in X . Thus, 1-plex is equivalent to a clique.

By requiring our target to be a k-plex in Gδ, we can obtain a vertex set
X in which most of the vertex pairs in X are expected to be those of 01. In
such an X , some limited number of pairs can have D-values in the exceptional,
prohibitive, or do-not-care range. Since vertex pairs in the prohibitive range are
probably those of 01 undesirable for us, we allow X to include vertex pairs with
D-values only in the exceptional or do-not-care range, where it is required the
sum of their D-values in the exceptional range must be less than ε. Note that
any vertex pair with D-value in the do-not-care range is not taken into account
for our evaluation of X . In addition to the constraints, we actually try to extract
a pattern X in which the sum of D-values in the admissible range is greater than
a threshold ζ. Our mining problem is now summarized as follows:

Definition 1. Let δ and ε be range parameters for modularity difference values
and ζ a threshold such that 0.0 < ε ≤ δ < ζ. For an integer k and a pair of
graphs G(0) and G(1), the problem of mining relational change patterns is to
enumerate every maximal set of vertices shared in both graphs, X , satisfying
the following constraints:

(1) X is a k-plex in Gδ,

(2) −ε ≤ Dij for any pair of vertices vi and vj in X such that i �= j,

(3) f(X) =
(∑

vi,vj∈X,i�=j,Dij>δ Dij

)
> ζ, and,

(4) g(X) =
(∑

vi,vj∈X,i�=j,0≤Dij≤εDij

)
−
(∑

vi,vj∈X,i�=j,−ε≤Dij<0 Dij

)
< ε.
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5 Extracting Relational Change Patterns

In this section, we present an algorithm for extracting our change patterns which is
an extension of a k-plex enumerator [8,1]. It is basically a depth-first tree expansion
procedure with some pruning mechanisms. Each search node of the tree is a set of
verticesX common in both G(0) and G(1) and forms a k-plex in Gδ satisfying the
constraints (2) and (4) in the problem definition. With the root node of ∅, a path
from the root to a leaf is a sequence ∅ = X0, . . . , Xn such that Xi+1 = Xi ∪ {x},
where x is called a candidate forXi and required to satisfy the constraints (2) and
(4) for X ∪ {x}. That is, the set of candidates for X is defined as

Cand(X) = { a vertex x /∈ X common in G(0) and G(1)|
Xx is a k-plex in Gδ satisfying the constraints (2) and (4) },

where Xx is an abbreviation ofX∪{x}. Similarly, for setsX and Y , XY denotes
X∪Y . Each tentative X on a path and each x ∈ Cand(X) keep the values f(X),
g(X), f(Xx) and g(Xx), respectively, as their internal information.

5.1 Branch-and-Bound Control

At each search node X , g(X) and f(X) are computed. If Cand(X) = ∅, there
exists no vertex to be added. This means that X is a maximal vertex set (k-
plex) satisfying the constraints (2) and (4). When f(X) for such a maximal X
is less than or equal to the bound ζ, X is never our solution and the path from
the root to X is meaningless. A branch-and-bound control tries to detect such
useless paths as earlier as possible.

For this aim, we compute f̃(X) = f(X∪Cand(X)). It is noted that X ⊆ Y ⊆
(X ∪ Cand(X)) holds for any maximal k-plex Y satisfying the two constraints
such that X ⊆ Y . Moreover, we always have f(X) ≤ f(X ′) for any X and X ′

such that X ⊆ X ′. Therefore, we can safely cut off X and the subtree rooted
with X whenever f̃(X) ≤ ζ, because we can never obtain our target satisfying
the constraint (1) on f -value by expanding X .

For the computation of f̃(X), we use the following equation:

f̃(X) = f(X) +
∑

x∈Cand(X)

(f(Xx)− f(X)) + f(Cand(X)).

Except f(Cand(X)), all the necessary values, f(X) and f(Xx), are stored at
X and x, respectively. On the other hand, f(Cand(X)) can be computed just
as the sum of Dij for any vertex pair, vi and vj (i �= j), in the subgraph of Gδ

induced by Cand(X).

5.2 Right Candidate Control

For a search node X , each candidate x ∈ Cand(X) gives a potential branch for
generating the next node of search tree. However, when our task is to generate
every maximal solution, some of the branches guiding to some maximal ones can
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be replaced with another branch in the sense that those maximal solutions can be
also obtained via another branch. In the case of maximal clique enumeration [1],
such an observation can be stated as follows.

For a clique X and its candidate u meaning that Xu is also a clique, consider
the set R of X ’s candidates adjacent to u. For any subset Q ⊆ R, if XQ is
a clique, then XQ is never maximal as XuQ is a clique. In other words, any
maximal clique including Xx for x ∈ R can be obtained as an expansion of Xu
or Xw such that w is another candidate of X not adjacent to u. As a result,
we do not need to examine any branch with x ∈ R and can safely prune all of
those branches without loosing our solutions. Although our current targets are
not defined as cliques, we can introduce a similar pruning mechanism as follows.

Assume we are at a search node X and have a candidate u ∈ Cand(X). We
consider the set of vertices R defined as R = NGδ

(u)∩Cand(X), where NGδ
(u)

is the set of vertices adjacent to u in Gδ. For any subset Q ⊆ R, if XQ is a
k-plex, then XuQ is also a k-plex in Gδ, that is, XQ can never be maximal.

Furthermore, we can identify another set of vertices, R′, we do not need to
examine. A vertex x ∈ Cand(X) not adjacent to u is included in R′ iff x is not
adjacent to any vertex in X . For any connected maximal k-plex Q such that
Xx ⊂ Q, there is a vertex v ∈ Cand(X) which is adjacent to some vertex in X
and there exists a path from x to v. Therefore, Q can be obtained through the
search branch with v and we do not need to examine the search branch with x.

We call the union R ∪R′ a right candidate set (RCS). Without violating the
completeness of generating every connected maximal k-plex, any candidate in
RCS has no need to be tried.

6 Experimental Results

This section presents our experimental results to verify usefulness of our method1.
We have tried to extract relational change patterns observed in Twitter user re-
lations and word co-occurrence relations in news articles.

Twitter User Relations: We have collected tweets including names of political
parties in JapanwithTwitter searchAPI available athttps://dev.twitter.com.
Fromthe collected tweets,we canconstructanundirectedgraph representing reply-
communications among users, where each vertex corresponds to a user and each
edge between x and y means that x sent a reply tweet to y or vice versa.

More concretely speaking, we have prepared a pair of Tweet collections, T (0)

and T (1), where T (0) consists of tweets in the period of 4th to 6th April in
2012 and T (1) those in the period of 13th to 15th in the same month. For

each collection T (i), we have created an undirected graph G
(i)
T representing

reply-communications among users in the corresponding period, where the num-

bers of vertices in G
(0)
T and G

(1)
T are 4150 and 3755, and those of edges 3380

(density:0.0004) and 3755 (density:0.0005), respectively.

1 Our system has been implemented in JAVA and executed on a PC with IntelR©

Core
TM

-i3 M380 (2.53GHz) CPU and 8GB main memory.
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Fig. 3. Relational Change Patterns

Word Co-occurrence Relations: We have also prepared a pair of collections
of news articles,M(0) andM(1), appeared in a Japanese newspaper “Mainichi”.
M(0) is a collection of articles in the category “Politics” in 1997 and M(1)

consists of those in 1998.
Table 1. Characteristics of G

(i)
M

G
(0)
M G

(1)
M

Number of vertices 3149 2648
α = 0.5% 38144 45314

Number of edges α = 0.8% 15527 19949
α = 1.0% 9631 12596
α = 0.5% 0.0077 0.0129

Density α = 0.8% 0.0031 0.0057
α = 1.0% 0.0019 0.0036

After applying a morphological
analysis and removing too rare and too
frequent words, we have selected re-
maining nouns as feature terms. Then,
for each M(i), we have created an

undirected graph G
(i)
M with feature

terms as vertices, where for a thresh-
old α, a pair of terms x and y are con-
nected by an edge if they co-occur in
at least α % articles in M(i). Since density of graphs directly depends on values
of α, we have created our graphs under several α values to observe computa-
tional performance of our system affected by graph density. Table 1 summarizes
characteristics of the graphs.

6.1 Examples of Extracted Relational Change Patterns

Relational Change Patterns for Twitter User Reply-Communications
Under the parameter setting 2, δ = 0.7, ε = 0.1, and ζ = 2.1, we have tried to
extract solution sets showing relational changes of twitter user-communications

observed in the pair of graphs, G
(0)
T and G

(1)
T . In the graphs, 872 users are

commonly appeared and actually used for finding solution patterns of users.
An example of extracted pattern is shown in Figure 3 (a). The pattern consists

of four twitter users, A, B, C and D. Their profiles tell us that A and B are members
of a Japanese major party, C and D are (ordinary) active users who are interested
in politics. In the former period, these four users are not communicated each
other. However, in the latter period, each ordinary user sends reply tweets to
the both members. This change can be explained as follows.

As a fact in Japan, the party X has supported Postal Privatization before.
However, on 12th April, a legislation for reversing steps towards Postal Privati-
zation has been approved in the House of Representatives. Particularly, most of

2 The setting has been based on our preliminary experimentation.
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the X ’s members of the House have actually agreed to reverse the progressing
steps. Therefore, many people had distrust of the party X . Thus, the ordinary
users sent some messages directly to the party members, e.g., “I expect you to
oppose the legislation in the House of Councilors.”

Relational Change Patterns for Word Co-occurrences
Under the parameter setting, δ = 0.7, ε = 0.1, ζ = 20.0 and k = 3, we have
tried to extract solution sets showing relational changes of word co-occurrences

observed in the pair of graphs, G
(0)
M and G

(1)
M . The number of common words

(vertices) appeared in both graphs is 2343. Some of them forms a solution pattern
representing a relational change in the graphs as is shown in Figure 3 (b).

An example of solution patterns actually extracted consists of eight words,
1:Public, 2:Management, 3:Ministry of Finance, 4:Disposal, 5:Bank, 6:Capital,
7:Failure and 8:Revitalization

For articles in 1997, we can observe there exists no pair of them co-occurred in
the same articles (with the minimum co-occurrence threshold α = 1.0%). That

is, the pattern is appeared as an independent set in G
(0)
M . On the contrary, for

articles in 1998, most of the word pairs co-occur in the same articles under the

threshold, that is, the pattern forms a nearly (pseudo) clique in G
(1)
M . Based on

the relational change pattern, we can guess something noticeable has happened
to the financial world in 1998.

After the collapse of the bubble economy in Japan, people in Japanwere hit by a
severe long-term economic recession. Every kind of business was greatly depressed
and particularly in 1997 to 1998, several big financial institutions went bankrupt.
In March 1998, especially, Long-TermCredit Bank of Japan (LTCB for short) was
reported prominently because they got public funds of 176 billion JPY by hiding
many of their bad debts. The bank, however, ultimately had a failure in October
1998 and then was temporarily nationalized.We can actually observe the words of
the relational change pattern in original news articles concerned with this matter.

6.2 Computational Performance

Comparison with Structural Change Pattern Miner
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Our system is compared with the k-plex-
based structural change pattern (SCP) miner
proposed in [11]. Particularly, under vari-
ous k-value settings, we observe their per-
formance for two pairs of graphs. One is

the pair of the graphs, G
(0)
T and G

(1)
T , with

872-common vertices already used to detect
relational change patterns for Twitter user
reply-communications. The other is a pair
of larger graphs similarly constructed from
a more number of Twitter users, where they
have 2109-common vertices.
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Fig. 5. Indirect Influence of Graph Density in “Politics” under α-Values

By adjusting parameter settings adequately, for each pair of graphs, both
systems have tried to examine k-plexes in the same Gδ. The main difference is
that k-plexes by SCP can include vertex-pairs with any type, whereas those by
ours can never have vertex-pairs of 10-type as prohibitive ones.

Figure 4 shows their computational behavior. “SCP:872” and “SCP:2109”
are performance curves of SCP for the graph pairs with 872 and 2109-common
vertices, respectively. “Ours:872” and “Ours:2109” are those of our system. As
we can see, as k-values become larger, computation time grows exponentially.
Particularly, the growth for SCP is quite fast and SCP fails to detect their targets
even for k = 5. On the other hand, our system can succeed to extract our targets
at least for k = 7. This computational advantage comes from the restriction that
our targets can never include any 10-pairs. Moreover, the results also show that
our branch-and-bound control can work effectively in our search.

Influence of Graph Density
We then try to observe influence of graph density on our computational perfor-
mance. The performance is affected by density of graphs in two senses. Since
the primary computation in our framework is to extract k-plexes in δ-graph
constructed from a given pair of graphs, the performance is directly affected by
the parameter δ. Moreover, it might also be indirectly affected by density of each
given graph itself. In case of word co-occurrence relations, density of given graphs
can be easily controlled by α, a minimum co-occurrence threshold. Therefore,
we present here our computational performance for word co-occurrence relations
under several settings of α and δ.

Figure 5 shows the total numbers of solutions as well as computation times

under several α-values for the graph pair, “G
(0)
M and G

(1)
M”.

We can see the computation time and the number of solutions grow exponen-
tially as α-values become lower (that is, the given graphs become denser). Since
a lower α-value can provide us a more number of solutions, our chance of finding
potentially interesting patterns would be enhanced under lower α-values. From
practical point of views, however, it seems adequate to take α-values around
0.8 or more. If we strongly require to have lower α-values, we may reasonably
assume k-values of three or less for our practical computation.



Relational Change Pattern Mining Based on Modularity Difference 197

 0.01

 0.1

 1

 10

 100

 1000

 10000

 100000

 1e+06

 0.7  0.8  0.9  1

C
om

pu
ta

tio
n 

 T
im

e 
[s

ec
]

δ: Minimum Co-Occurence Threshold 
 (higher density)                                 (lower density)

k = 7
k = 6
k = 5
k = 4
k = 3
k = 2
k = 1

 1

 10

 100

 1000

 10000

 100000

 1e+06

 1e+07

 0.7  0.8  0.9  1

N
um

be
r 

of
 S

ol
ut

io
n 

Pa
tte

rn
s

δ: Minimum Co-Occurence Threshold 
 (higher density)                                 (lower density)

k = 7
k = 6
k = 5
k = 4
k = 3
k = 2
k = 1

Fig. 6. Direct Influence of Graph Density in “Politics” under δ-Values

We now observe the total numbers of solutions as well as computation times
under several δ-values in order to observe “direct” influence of graph density.

Figure 6 shows the result for the graph pair, “G
(0)
M and G

(1)
M”.

As is similar to the previous figure, the computation time and the number of
solutions grow rapidly as δ-values become lower (that is, the δ-graphs become
denser). Although a lower δ-value can provide us a more number of solutions,
they often involve undesirable patterns because many edges with such lower D-
values might not always be 01-type we prefer. In this sense, it would be better to
take higher δ-values around 0.9 or more. Such δ settings with higher values are
also desirable from the viewpoint of practical computation. If we have a higher δ,
we can extract our target patterns with practical time even for k = 7. Otherwise,
k-values would be bounded by 5 or less. Thus, higher δ-values are adequate for
both quality of target patterns and practical computation.

As has been mentioned above, the parameter δ controls density of graphs
by which our computation is affected directly. In this sense, adjusting δ-values
would be easier than adjusting α-values to control graph density.

7 Concluding Remarks

Based on the characteristics about the distribution of modularity difference, we
have presented a method for finding relational change patterns observed in given
two graphs. Our target pattern is defined as a maximal set of vertices which is a
k-plex in Gδ satisfying some constraints on modularity difference. A branch-and-
bound algorithm with right candidate control has been designed as an extension
of a k-plex enumerator. In our experimentations with Twitter data and news
article data, we have verified that our method can efficiently detect interesting
relational change patterns including those never obtained by the framework of
structural change patterns [11].

Our method is not restricted to graphs at different time points. Since it is
a general framework, we can assume graphs constructed for different domains,
areas and so forth, as long as we have a set of vertices common in both graphs.
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In our current framework, all of the constraints imposed on our solution pat-
terns are based on structure of each given graph. Therefore, investigating ad-
ditional constraints from semantical point of views would be interesting and
valuable. In order to further verify usefulness of our k-plex-based method, we
need to compare our method with some graph clustering/partitioning methods
for the graph Gδ. It would be also worth verifying effectiveness of our method for
larger scale graphs. Particularly, if we are concerned with much denser graphs
and prefer target patterns with much higher k-values, the current framework
might not work very well. In such a case, we need to impose another adequate
constraints on our solution patterns. Moreover, another social media, e.g., Face-
book, would be interesting candidates to which our method can be applied.

Acknowledgments. The authors would like to thank the anonymous reviewers
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Abstract. This paper introduces sufficiently near points in pairs of digi-
tal image flow graphs (DIFGs). This work is an extension of earlier work
on a framework for layered perceptual flow graphs, where analysis of
such graphs was performed in terms of flow graph nodes, branches, and
paths using near set theory. A description-based method for determining
nearness between flow graphs is given in terms of a practical application
to digital image analysis.
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Introduction

This paper continues the work which was first reported in [1] where perceptual
flowgraphs were introduced to represent and reason about sufficiently near visual
points in images. In [2], a framework for extended layered perceptual flow graphs
was established, where analysis of such graphs was performed using near set
theory [3, 4]. In this paper, the framework has been extended to include set
of points between pairs of digital image flow graphs (DIGF). In a perceptual
flow graph induced by a perceptual system, a node in the graph is an object
in a perceptual system with normalized flows σ derived from probe functions.
A perceptual system is a specialised form of information system consisting of a
set of objects equipped with a family of probe functions. The probe functions
give rise to a number of perceptual relations between objects of a perceptual
system [5]. This approach is useful when decisions on nearness are made in the
context of a perceptual systems. This is especially important in image retrieval
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and applications such as robotics. Decision Tables have been represented as
flow graphs using Fuzzy Sets [6] as well as Rough Sets [7]. Rough set-based
flow graphs (also referred to as Pawlak flow graphs in this paper) represent a
model of information flow from a given data set. The branches of a Pawlak flow
graph can be represented as decision rules, while the entire flow graph can be
viewed as a learning structure. Recent work includes theoretical and algorithmic
aspects of Pawlak flow graphs [8–10]. A more thorough literature survey and an
in-depth discussion of mathematical aspects of flow graph approaches to data
analysis and connections to association rules can be also be found in [11]. This
paper is organized as follows: Basic defintions concerning near sets and ordered
perceptual system are given in Sec. 1. Details concerning Pawlak flow graphs are
given in Sec. 2 followed by concluding remarks.

1 Preliminaries

Underlying perceptual flow graphs, is the notion of an ordered perceptual system.
In this section, we give the basic definitions of near set theory, Pawlak flow graphs
and extended layered flow graphs.

1.1 Perceptual System

The basic structure which underlies near set theory is a perceptual system [12].

Definition 1. A perceptual system is a pair 〈O,F 〉, where O is a nonempty set
of perceptual objects and F is a countable set of probe functions φi : O → R.

An object description is defined by means of a tuple of probe function values Φ(x)
associatedwith an objectx ∈ X , whereX ⊆ O andΦ(x)=(φ1(x), φ2(x) . . . , φn(x))
[3] andwhereφi : O → R is a probe function of a single feature. In this paper, probe
functions are defined in terms of features of pixels in digital images (e.g., colour,
texture, edges, ridges, junctions, and corners). The standard distanceΔΦx,y is the
taxicab(cityblock) distance between feature vectors Φ(x), Φ(y), x, y ∈ X , i.e.,

ΔΦx,y =

n∑
i=1

|φi(x)− φi(y)|.

Definition 2. Let P ⊆ F be a given set of probe functions representing features
of sample objects O where |P | = |Φ| = n. Objects x, x′ ∈ O are minimally near
each other if, and only if there exists φi ∈ P , such that Δφi = 0.

Definition 3. Let X,X ′ ⊆ O, P ⊆ F . Set X is near X ′ if, and only if, there
exists x ∈ X, x′ ∈ X ′, such that ΔΦx,x′ = 0.
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1.2 Pawlak Flow Graphs

In this section, recent work on flow graphs is considered (see, e.g., [13, 9]).

Definition 4 ([7]). Let G = (N,B, ϕ) be a directed, acyclic, finite graph, where
N is a set of nodes, B ⊆ N ×N a set of directed branches, ϕ : B → R+ a flow
function and R+ denotes a set of non-negative real numbers.

Let G be a flow graph (introduced in Def.4). If (x, y) ∈ B then x is an
input of node y denoted by I(y) and y is an output of node x denoted by O(x).
Next, input and output of a flow graph G are defined respectively by I(G) =
{x ∈ N : I(x) = ∅} and O(G) = {x ∈ N : O(x) = ∅}. These inputs and outputs
of G are called external nodes of G whereas other nodes are called internal nodes
of G. If (x, y) ∈ B then we call (x, y) a throughflow from x to y. We will assume
in what follows that ϕ(x, y) �= 0 for every (x, y) ∈ B.

Definition 5. Let G = (N, B, ϕ, σ) be a normalized flow graph, where N is
a set of nodes, B ⊆ N × N a set of directed branches, ϕ : B → R+ and σ:
B → [0, 1] a normalized flow between nodes.

We now elaborate on normalized flow graphs (introduced in Def. 5) where

the normalized flow or strength of (x, y) is defined as σ(x, y) = ϕ(x,y)
ϕ(G) where

0 ≤ σ(x, y) ≤ 1 . With every node x of a normalized flow graph G, the associated
normalized inflows and outflows are defined as: σ+(x) =

ϕ+(x)
ϕ(G) =

∑
y∈I(x) σ(y, x)

and σ−(x) = ϕ−(x)
ϕ(G) =

∑
y∈O(x) σ(x, y). For any internal node x, it holds that

σ+(x) = σ−(x) = σ(x), where σ(x) is a normalized throughflow of x. Similarly,
normalized inflows and outflows for the flow graph G are defined as: σ+(G) =
ϕ+(G)
ϕ(G) =

∑
x∈I(G) σ−(x) and σ−(G) = ϕ−(G)

ϕ(G) =
∑

x∈O(G) σ+(x). It also holds

that σ+(G) = σ−(G) = σ(G) = 1. With every branch (x, y) of a normalized
flow graph G, the certainty and the coverage of (x, y) are defined respectively as:

cer(x, y) = σ(x,y)
σ(x) , and cov(x, y) = σ(x,y)

σ(y) , where σ(x), σ(y) �= 0.

In a normalized flow graph G, if we concentrate on relationships of a sequence
of nodes in a flow graph, we can find these relationships using the concept of
paths. A (directed) path from x to y (x �= y), denoted by [x . . . y], is a sequence of
nodes x1, . . . , xn such that x1 = x and xn = y and (xi, xi+1) ∈ B for every i, 1 ≤
i ≤ n− 1. The certainty, coverage and strength of the path [x1 . . . xn] are defined

as: cer[x1 . . . xn] =
∏n−1

i=1 cer(xi, xi+1), cov[x1 . . . xn] =
∏n−1

i=1 cov(xi, xi+1), and
σ[x1 . . . xn] = σ(x1)cer[x1...xn] = σ(xn)cov[x1 . . . xn]. If [x . . . y] is a path such
that x and y are input and output of the graph G, respectively, then [x . . . y] will
be referred to as a complete path.

2 Digital Image Flow Graphs

The basics of digital image flow graphs are briefly presented in this section. A
perceptual object, in this case, is a digital image viewed a set of picture elements
(pixels) that carry information for flowing between and into flow graph nodes.
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Definition 6 ( [2]). A digital image flow graph (denoted DIFG) that repre-
sents a perceptual information system is a directed, acyclic, finite graph GN =
(O,N ,B, ϕ, ψ), where

O = {x1, x2, x3, . . . , xn} is a non-empty set of objects in the graph,
N = {n|n is a node in GN } is a non-empty set of nodes,
B =

{
bni,nj

∣∣ bni,nj = (ni, nj) and (ni, nj) ∈ N ×N
}
is a non-empty set of di-

rected branches,
ϕ : B → P(O) is a flow function of branch to a collection of objects,
ψ : N → P(O) is a throughflow function of node to a collection of objects and

P(O) is a collection of all subsets of objects.

In combination, the functions representing object features provide a basis for
an object description Φ(x) = (Φ1(x), Φ2(x) . . . , Φn(x)), and equivalence classes
of feature Φi(x) are represented by nodes in ith layer. In other words, nodes with
the same features (e.g., pixel, colour and gradient) form a layer. In this paper,
nodes of the DIFG are depicted by circles labeled by nji

i such that node nji
i is a

jthi node in the ith layer, where 1 ≤ i ≤ n, 1 ≤ ji ≤ ki. ψ(n
ji
i ) is an ki equivalence

classes relative to one feature (feature Φi(x)). We say that the set of equivalence
classes of ψ form a partition of O such that every pair of distinct equivalence

classes has empty intersection (i.e.,
⋃ki

li=1 ψ(n
li
i ) = O and ψ(nli

i ) ∩ ψ(n
lj
j ) = ∅,

i �= j). Since a DIFG is arranged in several layers and in each layer, there is no
branch between nodes in that layer.

  {x2, x4, x7,  
x9, x13, x15,  
x17,x23  
  x24, x25} 

  

  

{x11, x22} 

 {x1, x6,  
 x10,x11,x14 
  ,x21,x22} 

{x8, x18 } 

{x2, x5, x8, x12,  

 x13, x15, x18, x23} 

{x3, x4, x7, x9,x16, 
x17, x19, x20, x24,x25} 

{x3, x4,x16, x19, x25} 

  {x2, x5,  
x7, x11,x12,  
x13, x15, x17, 
x22,x23} 

  {x9,x20,x24} 

   {x1,x8,x9, 
x14,x18,x20,x24} 

  {x3,x4,x6,x10, 
   x16,x19,x21,x25} 

    {x3,x4,x6, 
 x10,x16,x19} 

  {x1, x5, x8, x11, 
   x12, x14, x18, x22 } 

  

                  
                 
                 

                 
                 

     x6                  x7                     x8                 x9           x10 

     x11                  x12                 x13                x14               x15      

     x16                 x17                 x18                 x19                x20      

     x21                 x22                x23                 x24                 x25      

     (60,125,230)    (150,35,150)     (235,220,80)    (235,220,150)    (150,35,230)  

   (60,220,80)      (235,35,150)     (150,125,230)   (253,125,150)     (60,220,80)  

   (60,35,230)      (150,35,230)      (150,35,150)     (60,125,230)     (150,35,150)  

   (235,220,80)    (235,35,150)     (150,125,230)    (235,220,80)     (235,125,150)  

   (60,220,80)      (60,35,230)      (150,35,150)     (235,125,150)    (235,220,150)  

    x1                  x2                   x3                x4                  x5 

Fig. 1. A DIFG GN

  

  

 {x'5, x'8,  
 x'10,x'15, 
 x'17,x'22} 

 {x'8,x'15,x'22} 

 {x'1, x'2,x'6, 
  x'11,x'12,x'13, 
  x'14,x'18, 
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{x'3,x'4,x'7,x'9,x'16, 
 x'19,x'21,x‘24,x'25} 
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   {x'4,x'7, 
    x'8,x'11, 
x'12,x'14,x'15, 
x'16,x'22,x'24}  

{x'7,x'24} 

{x'1,x'6, 
x'13, x'18, 
 x'20,x'21, 
x'23,x'25} 

{x'1,x'13,x'23} 

{x'4, x'6,x'8,x'10,x'12, 
x'15,x'17, x'18,x'20,x'22} 

{x'2, x'3, x'5,x'9, 
 x'10,x'17 ,x‘19} 

{x'10,x'17 } 

      {x'1,x'3, 
x'11,x'13, x'14,  
x'16, x'19,x'23} 

 {x'2,x'5,  
x'7,x'9 ,x'21, 
x'22,x'24} 

  

                   
                  
                  

                  
                  

x'1                x'2                 x'3              x'4               x'5      

   x'6                 x'7                x'8                x'9          x'10      

   x'11              x'12               x'13             x'14             x'15      

x'16              x'17               x'18              x'19             x'20      

x'21              x'22             x'23              x'24               x'25      

 (150,125,150)    (150,220,80)    (235,220,150)   (235,35,230)     (60,220,80)  

 (150,125,230)    (235,35,80)      (60,35,220)     (235,125,80)      (60,220,230)  

 (150,35,150)    (150,35,230)      (150,125,150)   (150,35,150)      (60,35,230)  

(235,35,150)    (60,220,230)    (150,125,230)   (235,220,150)   (150,125,230)  

 (235,125,80)    (60,35,230)      (150,125,150)     (235,35,80)      (235,125,80)  

Fig. 2. A DIFG GN ′



Reasoning with Near Set-Based Digital Image Flow Graphs 203

Example. We illustrate the above definitions by means of a simple example.
Let 〈O,F 〉 be a perceptual system and X,X ′ ⊆ O where X = {x1, x2, x3,
. . . , x25}, X ′ = {x′

1, x
′
2, x

′
3, . . . , x

′
25} and the values of probe functions P =

{R(red), G(green), B(blue)}, where P ⊆ F .
A perceptual DIFG GN (X ⊆ O) results in indiscernibility relations such

as ∼R,∼G,∼B leading to the following partitions from the perceptual system
shown in Figure 1.
X/∼R

= {{x1, x6, x10, x11, x14, x21, x22} , {x2, x5, x8, x12, x13, x15, x18, x23} ,
{x3, x4, x7, x9, x16, x17, x19, x20, x24, x25}},

X/∼G
= {{x2, x5, x7, x11, x12, x13, x15, x17, x22, x23}, {x1, x8, x9, x14, x18, x20,

x24} , {x3, x4, x16, x10, x16, x21, x25}},
X/∼B

= {{x3, x4, x6, x10, x16, x19} , {x2, x4, x7, x9, x13, x15, x17, x23} ,
{x1, x5, x8, x11, x12, x14, x18, x22}}.

There are three layers (one for each probe function) in a DIFG GN as shown
in Figure 1. The first layer consists of nodes: n1

1, n
2
1 and n3

1, where objects at
node n1

1, n
2
1 and n3

1 form an equivalence classes relative to intensity value of red
is 60, 150 and 235, respectively. The second layer consists of nodes n1

2, n
2
2 and

n3
2, where objects at node n1

2, n
2
2 and n3

2 form an equivalence classes relative to
intensity value of green is 35, 125 and 220, respectively. The third layer consists
of nodes n1

3, n
2
3 and n3

3, where objects at node n
1
3, n

2
3 and n3

3 form an equivalence
classes relative to intensity value of blue is 80, 150 and 230, respectively.

Similarly, a perceptual DIFG GN ′ (X ′ ⊆ O) results in indiscernibility rela-
tions such as ∼R,∼G,∼B leading to the following partitions from the perceptual
system shown in Figure 2 where intensity values for red are: 60, 150 and 235,
intensity values for green are: 35, 125 and 220 and intensity values for blue are:
80, 150 and 230.

X ′
/∼R

= {{x′
5, x

′
8, x

′
10, x

′
15, x

′
17, x

′
22} , {x′

1, x
′
2, x

′
6, x

′
11, x

′
12, x

′
13, x

′
14, x

′
18, x

′
20, x

′
23} ,

{x′
3, x

′
4, x

′
7, x

′
9, x

′
16, x

′
19, x

′
21, x

′
24, x25}},

X ′
/∼G

= {{x′
4, x

′
7, x

′
8, x

′
11, x

′
12, x

′
14, x

′
16, x

′
22, x

′
24}, {x′

1, x
′
6, x

′
13, x

′
18, x

′
20, x

′
21, x

′
23

x′
25} , {x′

2, x
′
3, x

′
5, x

′
9, x

′
10, x

′
17, x

′
19}},

X ′
/∼B

= {{x′
2, x

′
5, x

′
7, x

′
9, x

′
21, x

′
22, x

′
24} , {x′

1, x
′
3, x

′
11, x

′
13, x

′
14, x

′
16, x

′
19, x

′
23} ,

{x′
4, x

′
6, x

′
8, x

′
10, x

′
12, x

′
15, x

′
17, x

′
18, x

′
20, x

′
22}}.

Next, if we consider relationship between node in ith and (i+ 1)
th

layers in
a DIFG (relationship of equivalence class between ith features and (i + 1)th

features e.g., between an equivalence classes relative to intensity value of red
and an equivalence classes relative to intensity value of green), then we create
a directed branch between that node. A non-empty set of objects which flow
through directed branches b

n
li
i ,n

li+1
i+1

that starts with node nli
i and ends with

node n
li+1

i+1 , is denoted by ϕ(b
n
li
i ,n

li+1
i+1

), and is equal to the intersection between

set of objects that flow through nodes of that directed branch b
n
li
i ,n

li+1
i+1

. Then

throughflow of directed branches b
n
li
i ,n

li+1
i+1

is defined as: ϕ(b
n
li
i ,n

li+1
i+1

) = ψ(nli
i )∩

ψ(n
li+1

i+1 ).
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Example. To illustrate how to find the throughflow of directed branches of the
DIFG GN (in Fig. 1), we present some examples: the set of objects that flow
through nodes n1

1 and n1
2 can be determined by ψ(n1

1) = {x1, x6, x10, x11, x14, x21

, x22} and ψ(n1
2) = {x2, x5, x7, x11, x12, x13, x15, x17, x22, x23}, respectively, then

the set of objects that flow through directed branches br1,g1 is given by ψ(n1
1) ∩

ψ(n1
2) = {x1, x6, x10, x11, x14, x21, x22} ∩ {x2, x5, x7, x11, x12, x13, x15, x17, x22,

x23} = {x11, x22}. �

In a DIFG, if we consider a sequence of nodes nl1
1 to nln

n in GN , then we
can use the concept of a directed path. A directed path from nl1

1 to nln
n in GN ,

denoted by [nl1
1 . . . nln

n ], is a sequence of nodes nl1
1 , . . . , n

ln
n where b

n
li
i ,n

li+1
i+1

∈ B

and
⋂n−1

i=1 ϕ(b
n
li
i ,n

li+1
i+1

) �= ∅, 1 ≤ i ≤ n− 1.

Example. To illustrate how to find the throughflow of objects in
a directed path of the DIFG GN (in Fig. 1), we present some ex-
amples: the set of objects that flow through directed path [n1

1n
1
2n

3
3]

can be determined by ψ(n1
1) = {x1, x6, x10, x11, x14, x21, x22}, ψ(n1

2)
= {x2, x5, x7, x11, x12, x13, x15, x17, x22, x23} and ψ(n3

3) = {x1, x5,
x8, x11, x12, x14, x18, x22}, respectively, then the set of objects that flow through
directed path [n1

1n
1
2n

3
3] is given by ψ(n1

1)∩ψ(n1
2)∩ψ(n3

3) = {x1, x6, x10, x11, x14,
x21, x22} ∩ {x2, x5, x7, x11, x12, x13, x15, x17, x22, x23} ∩ {x1, x5, x8, x11, x12, x14

, x18, x22} = {x11, x22}. �

Lemma 1. Let GN = (N ,B, δ, σ) be a DIFG with n layers and the ith layer
having ki nodes where 1 ≤ i ≤ n, 1 ≤ ji ≤ ki: n

1
i , n

2
i , . . . , n

ji
i , . . . , n

ki

i . Let GN ′

= (N ′,B′, δ′, σ′) be another DIFG with n′ layers and the i′ th layer having k′i
nodes: n′1

i , n
′2
i , . . . , n

′ji
i , . . . , n′ki

i , the following properties hold:

1. The objects in node nji
i ∈ N and the objects in node n′ji

i ∈ N ′ such that

nodes nji
i and node n′ji

i represent probe functions for the same feature are
minimally near each other.

2. The objects flow through b
n
ji
i ,n

ji+1
i+1

∈ B and the objects flow through b
n
′ji
i ,n

′ji+1
i+1

∈ B′ such that node nji
i ∈ N and node n′ji

i ∈ N ′ and node n
ji+1

i+1 ∈ N and

node n
′ji+1

i+1 ∈ N ′ represent probe functions for the same set of features are
minimally near each other.

3. The objects flow through complete path
[
nj1
1 . . . xjn

j1

]
in G and the objects

flow through complete path complete path
[
n′j1
1 . . . n′jn

j1

]
in G′ such that node

nji
i ∈ N and node n′ji

i ∈ N ′, 1 ≤ i ≤ n, represent probe functions for the
same set of features are near objects.

Proof. 1. Let x be a set of objects in node nji
i and x′ be a set of objects in

node n′ji
i and since nodes nji

i and node n′ji
i represent probe functions for the

same feature, implies that there exists φi ∈ P such that φi(x) = φi(x
′), then

Δφi = 0. By Definition 2, the objects stored in a node nji
i and node n′ji

i are
minimally near each other.
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2. Let x be a set of objects flowing through b
n
ji
i ,n

ji+1
i+1

and x′ be a set of objects

flowing through b
n
′ji
i ,n

′ji+1
i+1

such that node nji
i ∈ N and node n′ji

i ∈ N ′ and

node n
ji+1

i+1 ∈ N and node n
′ji+1

i+1 ∈ N ′ represent probe functions for the same
feature, implies that there exists at least for two features φi ∈ P such that
φi(x) = φi(x

′), then Δφi = 0. By Definition 2, the objects flowing through
b
n
ji
i ,n

ji+1
i+1

∈ B and the objects flowing through b
n
′ji
i ,n

′ji+1
i+1

∈ B′ are minimally

near each other.
3. Let x be set of objects flowing through complete path

[
nj1
1 . . . xjn

j1

]
in G and

x′ be a set of objects flowing through a complete path
[
n′j1
1 . . . n′jn

j1

]
in G′

such that node nji
i ∈ N and node n′ji

i ∈ N ′, 1 ≤ i ≤ n, represent probe
functions for the same feature, then Φ(x) = Φ(y). By definition 2, the objects

flowing through a complete path
[
nj1
1 . . . xjn

j1

]
in G and the objects flowing

through a complete path
[
n′j1
1 . . . n′jn

j1

]
in G′ are near objects.

Example. We illustrate the above lemma by means of a simple example.

– An object x1 flowing through node n1
1 in GN and an object x′

5 flowing
through node n′1

1 in GN ′ . Since node n1
1 and node n′1

1 represent same feature,
then by Lemma 1, we have x1 and x′

5 minimally near each other.
– An object x11 flowing through dn1

1,n
1
2
in GN and an object x′

8 flowing through

dn′1
1 ,n′1

2
in GN ′ . Since node n1

1 and node n′1
1 and n1

2 and node n′1
2 represent

same set of features, then by Lemma 1, we have x11 and x′
8 minimally near

each other.
– An object x22 flowing through [n1

1n
1
1n

1
3] in GN and an object x′

22 flowing
through [n′1

1 n
′1
1 n

′1
3 ] in GN ′ . Since node n1

1 and node n′1
1 , node n1

2 and node
n′1
2 and node n1

3 and node n′3
3 represent same set of features, then by Lemma

1, x22 and x′
22 are near objects. �

Definition 7 ( [2]). A normalized digital image of flow graph(denoted DINFG)
is a directed, acyclic, finite graph GN = (O,N ,B, δ, σ), where

O = {x1, x2, x3, . . . , xn} is a non-empty set of objects flowing in the graph,
N = {n|n is a node in GN } is a non-empty set of nodes,
B =

{
bni,nj

∣∣ bni,nj = (ni, nj) and (ni, nj) ∈ N ×N
}

is a non-empty set of
directed branches,

δ : N → [0, 1] is normalized throughflow function of node nli
i , where δ(nli

i ) =
ψ(n

li
i )

ψ(GN ) and

σ : B → [0, 1] is normalized flow function of b
n
li
i ,n

li+1
i+1

, where σ(b
n
li
i ,n

li+1
i+1

) =∣∣∣∣∣ϕ(b
n
li
i

,n
li+1
i+1

)

∣∣∣∣∣
|ψ(GN )| .

With every node nli
i of the DINFG, the associated normalized inflow and out-

flow are defined as: σ+(n
li
i ) =

ϕ+(n
li
i )

ϕ(G) =
∑

n
li−1
i−1 ∈I(n

li
i )

σ(d
n
li−1
i−1 ,n

li
i

) and σ−(n
li
i ) =
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ϕ−(n
li
i )

ϕ(G) =
∑

n
li+1
i+1 ∈O(n

li
i )

σ(d
n
li
i ,n

li+1
i+1

). For any internal node nli
i , it holds that

σ+(n
li
i ) = σ−(n

li
i ) = σ(nli

i ), where σ(n
li
i ) is a normalized throughflow of Φ. Simi-

larly, normalized inflow and outflow for the flow graph G are defined as: σ+(G) =
ϕ+(G)
ϕ(G) =

∑
n
li
i ∈I(G)

σ−(n
li−1

i−1 ) and σ−(G) = ϕ−(G)
ϕ(G) =

∑
n
li
i ∈O(Φ)

σ+(n
li+1

i+1 ). It also

holds that σ+(G) = σ−(G) = σ(G) = 1.

Definition 8. Let G be a DINFG, certainty and coverage of b
n
li
i ,n

li+1
i+1

define

respectively as, cer(b
n
li
i ,n

li+1
i+1

) =

∣∣∣∣∣ϕ(b
n
li
i

,n
li+1
i+1

)

∣∣∣∣∣
|ψ(n

li
i )|

and cov(b
n
li
i ,n

li+1
i+1

) =

∣∣∣∣∣ϕ(b
n
li
i

,n
li+1
i+1

)

∣∣∣∣∣
|ϕ(n

li+1
i+1 )|

.

The normalized flow graph of Figures. 1 and Figure. 2 is shown in Figure. 3 and
Figure. 4 respectively. The strength coefficient is calculated using definition 7
and certainity and coveragecoefficient are calculated using definition 8.
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Fig. 3. A DINFG GN
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Fig. 4. A DINFG GN ′

Definition 9. Let GN = (N ,B, δ, σ) be a DINFG with n layers and the ith layer
having ki nodes where 1 ≤ i ≤ n, 1 ≤ ji ≤ ki: n

1
i , n

2
i , . . . , n

ji
i , . . . , n

ki

i . Let G′
N

= (N′, B′,ϕ′, σ′) be a DINFG with n′ layers and the i′ th layer having k′i nodes:

n′1
i , n

′2
i , . . . , n

′ji
i , . . . , n′ki

i .

The distance between node nji
i in N and corresponding node x′ji

i in N′ such

that nodes nji
i and n′ji

i represent probe functions for the same feature (maximum
distance being 1), is defined as

ρn

(
n
lj
j , n

′lj
j

)
=

∣∣∣σ(nlj
i )−σ(n

′lj
j )

∣∣∣
max

{
σ(n

lj
j ),σ(n

′lj
j )

} ,
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The distance between branches b
n
ji
i ,n

ji+1
i+1

in B and the corresponding branches

b
n
′ji
i ,n

′ji+1
i+1

in B′ such that node nji
i in G and node n′ji

i in G′ and n
ji+1

i+1 in G and

node n
′ji+1

i+1 in G′ represent probe functions for the same set of features (maximum
distance being 1), is defined as

ρb

(
b
n
lj
j ,n

lj+1
j+1

, b
n
′lj
j ,n

′lj+1
j+1

)
=

∣∣∣∣∣σ(bnlj
i

,n
lj+1
j+1

)−σ(b
n
′lj
j

,n
′lj+1
j+1

)

∣∣∣∣∣
max

{
σ(b

n
lj
j

,n
lj+1
j+1 ),σ(b

n
′lj
j

,n
′lj+1
j+1

)

} ,

The distance between path
[
nj1
1 . . . njn

j1

]
in GN and path

[
n′j1
1 . . . n′jn

j1

]
in G′

N such

that node nji
i in GN and node n′ji

i in G′
N , 1 ≤ i ≤ n, represent probe functions

for the same set of features ((maximum distance being 1), is defined as

ρp

([
nl1
1 . . . nln

n

]
,
[
n′l1
1 . . . n′ln

n

])
=

∣∣∣σ[nl1
1 ...nln

n

]
−σ

[
n
′l1
1 ...n′ln

n

]∣∣∣
max

{
σ
[
n
l1
1 ...nln

n

]
,σ

[
n
′l1
1 ...n′ln

n

]} ,

Lemma 2. Let GN = (N ,B, δ, σ) be a DIFG with n layers and the ith layer
having ki nodes where 1 ≤ i ≤ n, 1 ≤ ji ≤ ki: n1

i , n
2
i , . . . , n

ji
i , . . . , n

ki

i . Let
G′

N ′ = (N ′,B′, δ′, σ′) be a DIFG with n′ layers and the i′ th layer having k′i
nodes: n′1

i , n
′2
i , . . . , n

′ji
i , . . . , n′ki

i , we can calculate distance between two nodes,
two branches and two paths of GN and G′

N , respectively as:

ρb

(
n
lj
j , n

′lj
j

)
=

∣∣∣|ϕ(G′)|·
∣∣∣ϕ(n

lj
j )

∣∣∣−|ϕ(G)|·
∣∣∣ϕ(n

′lj
j )

∣∣∣∣∣∣
max

{
|ϕ(G′)|·

∣∣∣ϕ(n
lj
j )

∣∣∣,|ϕ(G)|·
∣∣∣ϕ(n

′lj
j ))

∣∣∣} ,

ρb

(
b
n
lj
j ,n

lj+1
j+1

, b
n
′lj
j ,n

′lj+1
j+1

)
=

∣∣∣|ϕ(G′)|·
∣∣∣ϕ(n

lj
j )∩ϕ(n

lj+1
j+1 )

∣∣∣−|ϕ(G)|·
∣∣∣ϕ(n

′lj
j )∩ϕ(n

′lj+1
j+1 )

∣∣∣∣∣∣
max

{
|ϕ(G′)|·

∣∣∣ϕ(n
lj
j )∩ϕ(n

lj+1
j+1 )

∣∣∣,|ϕ(G)|·
∣∣∣ϕ(n

′lj
j )∩ϕ(n

′lj+1
j+1 )

∣∣∣} ,
and

ρp

([
nl1
1 . . .n

ln
n

]
,
[
n′l1
1 . . .n′ln

n

])
=

∣∣∣|ϕ(G′)|·
∣∣∣ϕ(n

l1
1 )∩...∩ϕ(nln

n )
∣∣∣−|ϕ(G)|·

∣∣∣ϕ(n
′l1
1 )∩...∩ϕ(n′ln

n )
∣∣∣∣∣∣

max
{
|ϕ(G′)|·

∣∣∣ϕ(n
l1
1 )∩...∩ϕ(nln

n )
∣∣∣,|ϕ(G)|·

∣∣∣ϕ(n
′l1
1 )∩ϕ(n′ln

n )
∣∣∣} .

Proof. From Definitions 7 and 9, we have

ρn

(
n
lj
j , n

′lj
j

)

=

∣∣∣σ(nlj
i )−σ(n

′lj
j )

∣∣∣
max

{
σ(n

lj
j ),σ(n

′lj
j )

} =

∣∣∣∣∣∣
|ϕ(n

lj
i

)|
|ψ(G)| −

|ϕ(n
′lj
j

)|
|ψ(G′)|

∣∣∣∣∣∣
max

⎧⎨
⎩ |ϕ(n

lj
i

)|
|ψ(G)| ,

|ϕ(n
′lj
j

)|
|ψ(G′)|

⎫⎬
⎭

=

∣∣∣∣∣∣
|ψ(G′)||ϕ(n

lj
i

)|−|ψ(G)||ϕ(n
′lj
j

)|
|ϕ(G)||ϕ(G′)|

∣∣∣∣∣∣
max

⎧⎨
⎩ |ϕ(n

lj
i

)|
|ψ(G)| ,

|ϕ(n
′lj
j

)|
|ψ(G′)|

⎫⎬
⎭

=

∣∣∣|ψ(G′)||ϕ(n
lj
i )|−|ψ(G)||ϕ(n

′lj
j |)

∣∣∣
|ψ(G)||ψ(G′)|max

⎧⎨
⎩ |ϕ(n

lj
i

)|
|ψ(G)| ,

|ϕ(n
′lj
j

)|
|ψ(G′)|

⎫⎬
⎭

=

∣∣∣|ψ(G′)|·
∣∣∣ϕ(n

lj
j )

∣∣∣−|ψ(G)|·
∣∣∣ϕ(n

′lj
j )

∣∣∣∣∣∣
max

{
|ψ(G′)|·

∣∣∣ϕ(n
lj
j )

∣∣∣,|ψ(G)|·
∣∣∣ϕ(n

′lj
j ))

∣∣∣} .

ρb

(
b
n
lj
j ,n

lj+1
j+1

, b
n
′lj
j ,n

′lj+1
j+1

)
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=

∣∣∣∣∣σ(bnlj
i

,n
lj+1
j+1

)−σ(b
n
′lj
j

,n
′lj+1
j+1

)

∣∣∣∣∣
max

{
σ(b

n
lj
j

,n
lj+1
j+1 ),σ(b

n
′lj
j

,n
′lj+1
j+1

)

} =

∣∣∣∣∣∣
|ϕ(b

n
lj
i

,n
lj+1
j+1

)|

|ψ(G)| −
|ϕ(b

n
′lj
j

,n
′lj+1
j+1

)|

|ψ(G′)|

∣∣∣∣∣∣
max

⎧⎨
⎩

|ϕ(b
n
lj
i

,n
lj+1
j+1

)|

|ψ(G)| ,

|ϕ(b
n
′lj
i

,n
′lj+1
j+1

)|

|ψ(G′)|

⎫⎬
⎭

=

∣∣∣∣∣∣
|ϕ(n

lj
i

)∩ϕ(n
lj+1
j+1

)|
|ψ(G)| −

|ϕ(n
′lj
i

)∩ϕ(n
′lj+1
j+1

)|
|ψ(G′)|

∣∣∣∣∣∣
max

⎧⎨
⎩ |ϕ(n

lj
i

)∩ϕ(n
lj+1
j+1

)|
|ψ(G)| ,

|ϕ(n
′lj
i

)∩ϕ(n
′lj+1
j+1

)|
|ψ(G′)|

⎫⎬
⎭

=

∣∣∣|ψ(G′)||ϕ(n
lj
i )∩ϕ(n

lj+1
j+1 )|−|ϕ(G)||ϕ(n

′lj
i )∩ϕ(n

′lj+1
j+1 )|

∣∣∣
|ψ(G)||ψ(G′)|max

⎧⎨
⎩ |ϕ(n

lj
i

)∩ϕ(n
lj+1
j+1

)|
|ψ(G)| ,

|ϕ(n
′lj
i

)∩ϕ(n
′lj+1
j+1

)|
|ψ(G′)|

⎫⎬
⎭

=

∣∣∣|ϕ(G′)|·
∣∣∣ϕ(n

lj
j )∩ϕ(n

lj+1
j+1 )

∣∣∣−|ϕ(G)|·
∣∣∣ϕ(n

′lj
j )∩ϕ(n

′lj+1
j+1 )

∣∣∣∣∣∣
max

{
|ϕ(G′)|·

∣∣∣ϕ(n
lj
j )∩ϕ(n

lj+1
j+1 )

∣∣∣,|ϕ(G)|·
∣∣∣ϕ(n

′lj
j )∩ϕ(n

′lj+1
j+1 )

∣∣∣} .
Similary, ρp

([
nl1
1 . . .n

ln
n

]
,
[
n′l1
1 . . .n′ln

n

])
=

∣∣∣|ϕ(G′)|·
∣∣∣ϕ(n

l1
1 )∩...∩ϕ(nln

n )
∣∣∣−|ϕ(G)|·

∣∣∣ϕ(n
′l1
1 )∩...∩ϕ(n′ln

n )
∣∣∣∣∣∣

max
{
|ϕ(G′)|·

∣∣∣ϕ(n
l1
1 )∩...∩ϕ(nln

n )
∣∣∣,|ϕ(G)|·

∣∣∣ϕ(n
′l1
1 )∩ϕ(n′ln

n )
∣∣∣} .

Definition 10. Let GN = (N ,B, δ, σ) be a DIFG with n layers and the ith layer
having ki nodes where 1 ≤ i ≤ n, 1 ≤ ji ≤ ki: n

1
i , n

2
i , . . . , n

ji
i , . . . , n

ki

i . Let G′
N ′

= (N ′,B′, δ′, σ′) be a DIFG with n′ layers and the i′ th layer having k′i nodes:

n′1
i , n

′2
i , . . . , n

′ji
i , . . . , n′ki

i ,
The distance between set of nodes of two DINFGs is defined by

Dρb(GN ,GN′) =

{
inf

{
ρb

(
nl
jl
, n′l

jl

)
: nl

jl
∈ N , n′l

jl
∈ N ′}; if N �= ∅ and N ′ �= ∅,

∞ ; if N = ∅ or N ′ = ∅,

where N and N ′ denote set of all nodes in GN and GN ′ , respectively.
The distance between set of branches of two DINFGs is defined by
Dρb(GN ,GN′) =⎧⎪⎨

⎪⎩
inf

{
ρb

(
bnl

jl
,nm

jm
, bn′l

jl
,n′m

jm

)
: bnl

jl
,nm

jm
∈ B, bn′l

jl
,n′m

jm
∈ B′

}
;

if B �= ∅ and B′ �= ∅,
∞; if B = ∅ or B′ = ∅,

where BGN and BGN′ denote set of all branches in GN and GN ′ , respectively.
The distance between set of paths of two DINFGs is defined by

Dρp(GN ,GN′) =

⎧⎪⎨
⎪⎩

inf
{
ρp

([
nl1
1 . . . nln

n

]
,
[
n′l1
1 . . . n

′ln′
n′

])
:
[
nl1
1 . . . nlL

L

]
∈ PGN ,

[
n′l1
1 . . . n

′ln′
n′

]
∈ PGN′

}
;

if PGN = ∅ or PGN′ = ∅,
∞; if PGN = ∅ or PGN′ = ∅,

where PG and PG′ denote set of all paths in GN and GN ′ , respectively.

Definition 11. A DINFG GNand GN ′are minimally near each other if and only
if Dρn(GN ,GN ′) = 0 or Dρb

(GN ,GN ′) = 0.



Reasoning with Near Set-Based Digital Image Flow Graphs 209

Lemma 3. DINFGs GN and GN ′are minimally near each other if and only if
there is nl

jl
∈ N and n′l

jl
∈ N ′ that have same strength coefficient or bnl

jl
,nm

jm
∈

BG and bn′l
jl
,n′m

jm
∈ BG ′ have same strength coefficient.

Proof. From Definitions 9, 10 and 11.

Definition 12. DINFGs GN and GN ′are near each other if and only if Dρp(GN ,
GN ′) = 0.

Lemma 4. A DINFG GN and GN ′ are near each other if and only if there is[
nl1
1 . . . nln

n

]
∈ PGN and

[
n′l1
1 . . . n

′ln′
n′

]
∈ PGN′ have same strength coefficient.

Proof. From Definition 9 and 12.

Definition 13. A DINFG GN and GN ′ are sufficiently near each other if and
only if Dρ(GN ,GN ′) ≤ ε and far each other if and only if Dρ(GN ,GN ′) > ε, where
ε ∈ [0,∞].

Example. We illustrate the above ideas by means of a simple example, from
the example in Figures 3 and 4,

if we consider the distance between nodes, by definition 9, we have

ρn
(
n1
1, n

′1
1

)
=

|σ(n1
1)−σ(n′1

1 )|
max{σ(n1

1),σ(n
′1
1 )} = |0.28−0.24|

max{0.28,0.24} = 0.1429,
...
ρn

(
n3
3, n

′3
3

)
=

|σ(n3
3)−σ(n′3

3 )|
max{σ(n3

3),σ(n
′3
3 )} = |0.32−0.40|

max{0.32,0.40} = 0.2000,

then by using Definition 10, distance between set of nodes N and N ′,
Dρn(GN ,GN ′) = inf

{
ρ
(
n1
1, n

′1
1

)
, ρ

(
n2
1, n

′2
1

)
, . . . , ρ

(
n3
3, n

′3
3

)}
= inf {0.1429, 0.2000, 0.1000, 0, 0.1000, 0.2222, 0.1250,

0.2857, 0.1429, 0.2727, 0.2000} = 0,
if we consider the distance between branches, by definition 9, we have

ρb

(
dn1

1,n
1
2
, dn′1

1 ,n′1
2

)
=

∣∣∣σ(dn1
1
,n1

2
)−σ(d

n′1
1

,n′1
2
)
∣∣∣

max
{
σ(d

n1
1,n1

2
),σ(d

n′1
1 ,n′1

2
)
} = |0.08−0.12|

max{0.08,0.12} = 0.3333,

...
ρb

(
dn3

2,n
2
3
, dn′3

2 ,n′2
3

)
=

∣∣∣σ(dn3
2
,n2

3
)−σ(d

n′3
2

,n′2
3
)
∣∣∣

max
{
σ(d

n3
2,n2

3
),σ(d

n′3
2 ,n′2

3
)
} = |0.08−0.08|

max{0.08,0.08} = 1.000,

then by using Definition 10, distance between set of branches B and B′,

Dρb
(GN ,GN ′) = inf

{
ρ
(
dn1

1,n
1
2
, dn′1

1 ,n′1
2

)
, . . . , ρ

(
dn2

2,n
2
2
, dn′2

2 ,n′2
2

)}
= inf {0.333, 0.0000, 0.500, 0.6667, . . . , 0.0000} = 0.0000,

if we consider the distance directed path, by definition 9, we have

ρp
(
[n1

1n
1
2n

3
3], [n

′1
1 n

′1
2 n

′3
3 ]

)
=

|σ([n1
1n

1
2n

3
3])−σ([n′1

1 n′1
2 n′3

3 ])|
max{σ([n1

1n
1
2n

3
3]),σ([n

′1
1 n′1

2 n′3
3 ])} = 0.0278,

...
ρp

(
[n3

1n
3
2n

2
3], [n

′3
1 n

′3
2 n

′2
3 ]

)
=

|σ([n3
1n

3
2n

2
3])−σ([n′3

1 n′3
2 n′2

3 ])|
max{σ([n3

1n
3
2n

2
3]),σ([n

′3
1 n′3

2 n′2
3 ])} = 0.0278,

then by using Definition 10, distance between set of directed path PG and
PG′ ,

Dρb
(GN ,GN ′) = inf

{
ρ
(
dn1

1,n
1
2
, dn′1

1 ,n′1
2

)
, . . . , ρ

(
dn2

2,n
2
2
, dn′2

2 ,n′2
2

)}



210 J.F. Peters, D. Chitcharoen, and S. Ramanna

= inf {0.0278, 0.0278, 0.0556 . . . , 0.0278} = 0.0278.
Since Dρn(GN ,GN ′) = 0 and Dρb

(GN ,GN ′) = 0, then by Definition 3, DINFG
GN and GN ′ are minimally near each other. Recall that the determination of near
and far depends on the value of ε. If we assume ε > 0.0278 (e.g., ε = 0.028), then
graphs G and G′ are sufficiently near (by definition 13), but if we assume that
the value of ε < 0.0278 (e.g., ε = 0.027), then graphs G and G′ are far. �

3 Conclusion

The contribution of this paper is the introduction of a formal framework for
sufficient nearness of pairs of flowgraphs in general, and of digital image flow
graphs in particular. Future work includes a proximal view of flow graphs in
which the sets of points in a flow graph is endowed with a proximity relation.
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Abstract. In this paper, we introduce an interval-based approach to
mining frequent patterns in a time series database. As compared to
frequent patterns in the existing approaches, frequent patterns in our
approach are more informative with explicit time gaps automatically
discovered along with the temporal relationships between the compo-
nents in each pattern. In addition, our interval-based frequent pattern
mining algorithm on time series databases, called IFPATS, is more effi-
cient with a single database scan and a looking-ahead mechanism for a
reduction in non-potential candidates for frequent patterns. Experimen-
tal results have been conducted and have confirmed that our IFPATS
algorithm outperforms both the existing interval-based algorithm on se-
quential databases and the straightforward approach with post process-
ing for explicit time gaps in the temporal relationships of the resulting
patterns. Especially as a time series database gets larger and time series
get longer in a higher dimensional space, our approach is much more
efficient.

Keywords: Time Series, Frequent Pattern, Time Series Mining, Interval-
based Temporal Data Mining, ARMADA, Support.

1 Introduction

Frequent pattern mining is one of the famous mining tasks to discover interesting
patterns based on how frequent they are in the database. They are knowledge
useful for users to get more understanding about the objects and phenomena
of interest. In 1990s, some works in [1, 6, 9] were defined for frequent pattern
mining on point-based sequential datasets. Several works in [10, 13, 14] were
later proposed on interval-based sequential datasets. Recently, frequent pattern
mining on time series databases has been investigated in [3–5, 7, 8, 11, 12].

In this paper, our work is dedicated to mining frequent patterns in a database
of multiple time series as time series mining is one of the most challenging prob-
lems in data mining research pointed out in [15]. Among the related works on
interval-based datasets, we use an existing interval-based approach in [13] be-
cause of its good idea of prefix spanning and index sets to generate frequent
patterns at a higher level from frequent patterns at a lower level. Besides, it is
stressed that [13] used memory-based indexing to record the first positions of a
pattern in the database. However, [13] was not originally proposed on time series
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databases. Therefore, we had to adapt such an idea to mining frequent patterns
in a time series database. In comparison with the approach in [13], our result-
ing approach is an efficient interval-based approach with a single database scan
and a looking-ahead mechanism to early abandon non-potential candidates for
frequent patterns. As a result and contribution of our work, an efficient interval-
based frequent pattern mining algorithm on a time series database, called IF-
PATS algorithm, is proposed for discovering frequent patterns with explicit time
gaps in the temporal relationships between their elements. The reason for our
approach is that comparison between a proposed work with its previous related
works is present rarely in frequent pattern mining in time series databases. In-
deed, there was no experimental comparison with the related works in [13]. This
situation is understandable because there were different datasets and algorithms
with different intended purposes in the related works and thus, data and imple-
mentation bias could exist in experimental comparison. Differently, in our work,
the proposed IFPATS algorithm is designed with theoretical improvements and
examined with experimental results for confirmation of its efficiency. Above all,
our resulting frequent patterns are informative and valuable knowledge to enable
us get fascinating insights into the relationships and properties of the objects of
interest in many various domains rich of time series such as finance, medicine,
geology, meteorology, and so on.

2 Related Works

In the most basic form, motifs can be considered as primitive frequent patterns
in time series mining. There exist many approaches to finding motifs in time
series named a few as [8, 11, 12]. Our work is different from those because the
scope of our algorithm does not include the phase of finding primitive patterns
with a motif discovery algorithm. We suppose that those primitive patterns are
available to our work in terms of a list of subsequences of interest.

As for more complex patterns from a time series database, we examine several
related works in [3–5, 7]. First, [4] has introduced a notion of perception-based
pattern in time series mining with a so-called methodology of computing with
words and perceptions. Also towards perception-based time series mining, [5]
presented a duration-based linguistic trend summarization of time series using
a few features such as the slope of the line, the fairness of the approximation
of the original data points by line segments and the length of a period of time
comprising the trend. Differently, we concentrate on discovering relationships
among primitive patterns. It is worth noting that primitive patterns are given
to our algorithm. Moreover, [3] has recently focused on discovering recent tem-
poral patterns from interval-based sequences of temporal abstractions with two
temporal relationships: before and co-occur. Mining recent temporal patterns in
[3] is one step in learning a classification model for event detection problems.
Different from [3], our work discovers each frequent pattern along with explicit
time gaps in the temporal relationships between its elements. Besides, our work
belongs to the time series rule mining task. For more applications, such patterns
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can be used in other time series mining tasks such as clustering, classification,
and prediction in time series. Based on the temporal concepts of duration, coin-
cidence, and partial order in interval time series, [7] defined pattern types from
multivariate time series as Tone, Chord, and Phrase. Tones representing dura-
tions are labeled time intervals, which are basic primitives. Chords representing
coincidence are formed by simultaneously occurring Tones. Phrases are formed
by several Chords connected with a partial order which is actually the temporal
relationship ”before” in Allen’s terms. As compared to [7], our work supports
more informative frequent patterns with explicit time automatically discovered
with the temporal relationships.

To the best of our knowledge, frequent patterns with explicit time gaps in
the temporal relationships between their elements defined in our work have not
yet been received much consideration from the existing works in such a way
that these time gaps are all automatically discovered from the database. In this
paper, we propose an interval-based approach and the IFPATS algorithm which
is efficiently designed and outperforms the existing ARMADA algorithm.

3 Problem Definition

3.1 Fundamental Concepts

Definition 1. (time series database (DB)) Given a time series database DB =
{ts1, . . . , tsn}, each element tsi is a times series composed of a sequence of values
recorded regularly over the time and all time series have the same size for i =
1. . . n. |DB| is the number of time series in the database DB.

Definition 2. (subsequence (s)) Let S be a set of all subsequences in DB, s ∈
S denotes a subsequence in S. For simplicity, s in this work is predefined by 3
characters which are from {D, I, U} where D means decrease, I means increase,
and U means unchanged. We further use [tsi, start-time, s, end-time] to represent
a subsequence s in time series tsi where the start time of s is start-time and its
end time is end-time.

Example 1: For the rest of the paper, a time series DB is given as a running
example composed of three time series ts0, ts1, and ts2 with the same length
17. These time series are encoded with letters D, I, and U as follows: ts0 =
(I,D,D,U,D,U,U,D,U,I,U,U,I,I,U,I,U), ts1 = (D,D,D,D,U,I,D,U,D,I,D,D,U, D, U,
U, I), and ts2 = (D,U,I,I,U,D,D,U,I,I,U,D,U,D,U,U,I). A subsequence s1 of these
time series is DUI whose shape includes decrease, then unchanged, and then
increase while a subsequence s2 which is DDU has a decrease-decrease-unchanged
shape. Further, s1 from point 3 to 5 in ts1 is represented as [1, 3, DUI, 5].

Definition 3. (k-pattern (p)) A pattern p is defined as a collection of several
subsequences which are sequentially connected to each other by an Allen’s tem-
poral relationship in [2] with a specific time gap. For simplicity, our current work
considers only the ”before” relationship. A k-pattern is a pattern that consists
of k subsequences for k ≥ 1 which do not overlap each other in a single time
series ts. Especially, each single subsequence in S is a 1-pattern denoted as (s).
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To represent a k-pattern for k > 1, we use a k x k matrix M whose elements
M[i,j] for i = 1. . . k and j = 1. . . k are ”before” relationships with explicit time
gaps between subsequence si and subsequence sj included in the pattern. Each
pattern is associated with its own interestingness measured by a well-known
measure support to show how often the pattern appears in the database DB as
regards how many time series in DB contain the pattern. Support of a pattern p

is defined as σ(p)=
|TSp|
|DB| , where |TSp| is the number of time series that support,

i.e. contain, the pattern p, and |DB| is the number of time series in DB.

Example 2: Given a 3-pattern p =

⎛
⎜⎜⎜⎜⎜⎝

DDU UDU UUI
= b2 b6
* = b1
* * =

⎞
⎟⎟⎟⎟⎟⎠

σ=0.6 , let us explain the
content of this 3-pattern. The pattern p contains 3 subsequences DDU, UDU,
and UUI which are connected to each other via ”before” temporal relationships
such that with b2, DDU occurs before UDU with a time gap 2; with b1, UDU
before UUI with a time gap 1; and with b6, DDU before UUI with a time gap
6. Support of p is σ(p) = 0.6. In the representation of a k-pattern, we use ”=”
to denote a relationship between a subsequence and itself and ”*” to denote a
relationship between two subsequences that has been listed in the matrix.

Definition 4. (subpattern) A pattern p is a subpattern of pattern p’ if p can be
obtained by removing some subsequences from pattern p’.

Definition 5. (instance of pattern) An instance of pattern p is an appearance
of subsequences in the pattern with respect to their relationships denoted in p.

Definition 6. (frequent pattern) Given a minimum support minsup, a pattern p
is a frequent pattern if its support σ is greater than or equal to minsup. In other
words, a pattern is frequent if |TSp|, the number of time series in the database
DB that contain or support p, is greater than or equal to |DB|xminsup.

Definition 7. (index set (p-idx)) Based on a similar notion in [13], an index set
p-idx defined for a pattern p is a set that records every instance of p as entries
(or rows) in itself. An entry in an index set p-idx includes four fields: field ts
that records the index of time series to which subsequences belong; field list
of subsequences that records all subsequences in the instance of pattern p with
theirs locations [start-time, s, end-time] with respect to their relationships in p;
field pos that records the end time of the last subsequence in p; and field maxgap
that records the possibly maximum time gap between the last subsequences in
p with other subsequences in the same time series. Table 1 is an example of an
index set with respect to the given database DB.

Definition 8. (stem) A stem is a subsequence which is added to a frequent
k-pattern p to form a frequent [k+1]-pattern p’. That is, [k+1]-pattern p’ = k-
pattern p + stem.

For details with the given database DB, in ts0, subsequence [ts0, 0, IDD, 2] oc-
curs one time unit before subsequence [ts0, 4, DUU, 6]. We use<IDD>b1<DUU>
to show the relationship between these two subsequences. Similarly, in ts1,
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subsequence [ts1, 10, DDU, 12] occurs one time unit before subsequence [ts1,
14, UUI, 16] and that relationship is denoted as <DDU>b1<UUI>. Note that
the relationship between subsequence [ts1, 2, DDU, 4] and subsequence [ts1, 14,
UUI, 16] is not valid as their combination for a 2-pattern overlaps an instance of
a 1-pattern (DDU) at 10.

3.2 A Problem Definition of Mining Frequent Patterns in a Time
Series Database

In this work, we aim at mining frequent patterns in a time series database with
an efficient interval-based approach. Given a time series database DB and a spe-
cific minimum support minsup, the purpose is to discover all frequent patterns
whose supports are greater than or equal to minsup. As compared to the prob-
lem of [13] in the context of interval-based data mining, our problem defined
in a time series mining area is more challenging to automatically determine ex-
plicit time gaps inherently associated with the ”before” temporal relationships
between subsequences in discovered frequent patterns. The input and output of
our problem are elaborated as follows:

– Input includes a time series database whose time series have the same length
and a minimum support minsup. For demonstration, the input also includes
a set of subsequences of interest on which our segementation of time series
is based to obtain a set of interval-based subsequences for each time series.

– Output is a set of all frequent patterns with explicit time gaps in ”before”
temporal relationships. These explicit time gaps are automatically discovered
along with before temporal relationships from a time series database.

With the time series database DB in Example 1, a user-specified minimum sup-
port minsup = 0.5, and a list lstInterestSS of all interesting subsequences which
have the same length 3, all the discovered frequent patterns with explicit time
gaps in the ”before” temporal relationships are shown in Fig. 1. The arrows
display the connections between a frequent pattern and its next-level patterns.
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Fig. 1. Frequent patterns with explicit time gaps in the ”before” temporal relationships



216 P.T. Bao Tran, V.T. Ngoc Chau, and D.T. Anh

4 An Efficient Interval-Based Approach to Mining
Frequent Patterns in a Time Series Database

In order to resolve the problem described above, we propose an efficient interval-
based approach to mining frequent patterns in a time series database by means
of an interval-based frequent pattern mining algorithm on a time series database,
called IFPATS, taking the input and producing the output defined in section 3.

4.1 An Interval-Based Frequent Pattern Mining Algorithm on a
Time Series Database - IFPATS

IFPATS is based on the main idea using index sets that record the positions of
instances of a pattern to continue mining next-level patterns. This idea was em-
ployed from ARMADA in [13] for time series instead of interval-based temporal
data. It is emphasized that ARMADA is unable to discover frequent patterns
defined in Definitions 3 and 6. However, there is an interesting question ”Is
it possible for us to use the output of ARMADA on a time series database and
then further process the original frequent patterns in that output to add more
time information for each temporal relationship in each frequent pattern?” We
believe that it is possible for us to do that; unfortunately, algorithm design of
ARMADA is not originally dedicated to time series and might lead to an in-
efficient solution. Thus, the problem in this paper is challenging and needs an
efficient approach for time series databases.

In our approach, the proposed IFPATS algorithm has two phases as follows:

Phase 1 aims to identify the frequent 1-patterns. Each interesting subsequence
ss[i] becomes a potential 1-pattern <ss[i]>. Support of ss[i] is the support of
the potential pattern <ss[i]>. Potential 1-pattern <ss[i]> becomes a frequent
1-pattern if its support is greater than or equal to minsup. All positions of ap-
pearance of ss[i] in the database will be recorded as entries in a corresponding
index set <ss[i]>-idx for discovering next-level patterns.

Phase 2 is responsible for mining [k+1]-frequent patterns p’ from k-patterns p
and p-idx. Each frequent subsequence ss[i] becomes a potential stem to combine
with a k-pattern p to form a potential [k+1]-frequent pattern p’. Support of the
potential stem ss[i] is the support of the potential pattern p’. Each potential
[k+1]-pattern p’ becomes a frequent pattern if its support is greater than or
equal to minsup. The position of each instance of ss[i] in a data range will be
recorded as an entry in a corresponding index set p’-idx for mining next-level
patterns from just-found p’ and p’-idx.
For space saving, the pseudo code of IFPATS is excluded. Its details are below:
(a) Phase 1-Discovering frequent 1-patterns.

The algorithm starts to discover frequent patterns with a null pattern < >-
pattern. Each subsequence ss[i] becomes a potential stem of < >-pattern to form
a potential 1-pattern <ss[i]>-idx.

First, the algorithm scans each time series by using a sliding window to detect
all appearances of each subsequence ss[i] and updates the number of time series
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that contain ss[i]. Each ss[i] becomes a potential 1-pattern <ss[i]>. Each posi-
tion of appearance of the subsequence ss[i] is recorded as an entry or a row in
the index set, respectively. As presented in Definition 7, each index set entry
contains 4 fields: ts, list of subsequences, pos, and maxgap.

For example of (DDU)-idx in Table 1, the algorithm found the subsequence
DDU in three time series ts0, ts1, and ts2. In ts0, DDU is found, at location
[1, DDU, 3]; therefore, ts = ts0, list of sequences = [1, DDU, 3], the end-time
of the last subsequence [1, DDU, 3] is 3, thus pos = 3, the maximum time gap
between this subsequence [1, DDU, 3] with other subsequence equals the gap
between [1, DDU, 3] and [14, UIU, 16] and equals 14-3-1 = 10; thus, maxgap
= 10. In ts1, DDU is found at location [2, DDU, 4]; therefore, ts = ts1, list of
sequences = [2, DDU, 4], the end-time of the last subsequence [2, DDU, 4] is
4; thus, pos = 4, the maximum time gap between this subsequence [2, DDU, 4]
with other subsequence equals the gap between [2, DDU, 4] and [7, UDI, 9] and
equals 7–4–1 = 2; so, maxgap = 2. In ts1, DUU is found again at location [10,
DDU, 12]; therefore, ts = ts1, list of sequences = [10, DDU, 12], the end-time of
the last subsequence [10, DDU, 12] is 12; thus, pos = 12, the maximum time gap
between this subsequence [10, DDU, 12] with other subsequence equals the gap
between [10, DDU, 12] and [14, UUI, 16] and equals 14–12–1 = 1; thus, maxgap
= 1. It is similarly done for DUU in ts2.

Table 1. Example of (DDU)-idx

ts List of subsequences pos maxgap

ts0 [1, DDU, 3] 3 10

ts1 [2, DDU, 4] 4 2

ts1 [10, DDU, 12] 12 1

ts2 [5, DDU, 7] 7 6

Table 2. Example of an index set⎛
⎝DDU UDU

= b2
* =

⎞
⎠-idx

ts List of subsequences pos maxgap

ts0 [1, DDU, 3], [6, UDU, 8] 8 5

ts2 [5, DDU, 7], [11, UDU, 12] 12 1

Whenever finishing scanning a time series in DB to update the number |TSp|of
time series that contain subsequence ss[i], IFPATS always looks ahead in the fol-
lowing way: let |LeftTS| denote the number of the remaining time series which
have not yet been scanned for the subsequence ss[i], suppose that all LeftTS
remaining time series contain the subsequence ss[i], if the total sum of |TSp|
and |LeftTS| does not satisfy minsup, then we remove ss[i], remove its corre-
sponding index set, and stop searching for ss[i]. This action helps reducing the
computational cost of the algorithm. A condition of minsup for looking ahead is
formulated as: (|TSp| + |LeftTS|)/|DB| < minsup.

After scanning all time series in DB, the algorithm obtains only the frequent
1-patterns pi and the corresponding index sets pi-idx. Both pi and pi-idx are used
to find next-level frequent patterns by invoking a procedure Mining(pi, pi-idx).

From the database in Example 1, the algorithm finds frequent 1-patterns as
follows: (DDU) (σ = 0.67), (DII) (σ = 0.67), (DUD) (σ = 1), (DUI) (σ = 0.67),
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(DUU) (σ = 1), (IIU) (σ = 1), (IUI) (σ = 0.67), (UDU) (σ = 1), (UII) (σ = 1),
(UIU) (σ = 0.67), (UUD) (σ = 1). Each frequent 1-pattern will become prefix
of next-level patterns.
(b) Phase 2-Mining [k+1]-patterns from a k-pattern and its index set.

The purpose of this phase is to continue discovering all frequent [k+1]-patterns
p’ from a frequent k-pattern p and its corresponding index set p-idx. The algo-
rithm considers any frequent subsequence whose start-time is greater than the
value of pos as a potential stem with respect to p in order to form a potential
[k+1]-pattern p’. The support of a potential stem is also the support of a potential
frequent pattern. The pseudo code of the procedure Mining(p, p-idx) for mining
all next-level frequent patterns p’ from a frequent pattern p and its index set
p-idx is omitted for space limitation.

First, the procedure defines the list of potential stems lstPtnStem correspond-
ing to the pattern p. lstPtnStem should include all items in the list of interesting
subsequence lstInterestSS but not in the pattern, i.e. lstPtnStem = lstInterestSS
list of subsequences in the pattern. Second, it defines the maximum time gap
maxgap of each entry in the index set and then defines the maximum time gap
MaxGap of the whole index set. The maximum time gap MaxGap of the index
set is the maximum of all maxgaps. For example of Mining(<DDU>, <DDU>-
idx) in Table 1, maxgaps of entries in the index set are 10, 2, 1, 6. Therefore,
MaxGap of the index set is 10. After that, the procedure checks each time gap
gap[j] present in the index set from 0 to MaxGap. For each gap[j], the procedure
finds out all stems to form all patterns p’ with an explicit time equal to gap[j].
Each entry in p-idx has its own maxgap and the procedure only needs to deal
with the entries whose maxgaps are greater than or equal to gap[j]. By each
suitable entry, the procedure checks the appearance of ss[i] at position pos + 1
+ gap[j] in the time series in field ts and update the support of ss[i].

Continuing with the example of mining an index set (DDU)-idx in Table 1
by calling the procedure Mining((DDU), (DDU)-idx), each step is explained as
follows. MaxGap of the index set <DDU>-idx is 10. So, the procedure examines
all time gaps gap[j] for j=0. . . 10. For instance, it checks gap[j] = 2 and the first
entry p-idx[0]. We have a corresponding time series ts0, pos = 3, gap[j] = 2,
maxgap = 10, and a potential stem <UDU> present at [ts0, 6, UDU, 8]. So, the
procedure increases |TSp| of <UDU> by 1 and inserts a new entry into the index
set p’-idx with the following content: ts=ts0, list of subsequences updated with an
insertion of [6, UDU, 8], pos = 8, maxgap = 5. If |LeftTS| = 2 and these two time
series contain <UDU>, and if (ss[i].|TSp| +|LeftTS|)/|DB| = (1+ 2)/3 = 1 ≥
minsup = 0.5, then <UDU> might be a stem. Otherwise, the procedure does not
need to examine the remaining time series for gap[j] = 2 with the potential stem
<UDU> anymore. The resulting index set from Mining(<DDU>, <DDU>-idx)
with an explicit time gap = 2 is shown in Table 2.

4.2 Improvements in the Design of the IFPATS Algorithm

In order to efficiently discover frequent patterns from a time series database
with explicit time gaps in the relationships of their components, we adopted
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and adapted the ARMADA algorithm in [13] for time series instead of interval-
based temporal data. Our resulting IFPATS algorithm is designed with two key
improvements to deal with a time series database in a higher dimensional space:
reducing the number of database scans and reducing the number of candidates
for frequent patterns. These improvements make our approach more efficient.

In [13], ARMADA needs two database scans to determine a set of frequent
1-patterns and their corresponding index sets. It is realized that we can use just
one database scan by computing support of each interesting subsequence and
recording their occurrences in each time series for its index set at the same time.
Later, if any interesting subsequence has support greater or equal to minsup, this
subsequence becomes a frequent 1-pattern. Otherwise, we remove it and destroy
its index set. This approach helps us save processing time for database scans but
asks us for more memory. Thus, we define the second improvement.

As for the second one, while examing each time series in a database scan to
compute support of an interesting subsequence, our algorithm looks ahead and
see if support of the subsequence is able to meet the condition ofminsup. Suppose
all the remaining time series which have not yet been examined contain the
subsequence, if the total number of those time series and the time series examined
so far which contain the subsequence is not large enough for the subsequence
to have a support satisfying minsup, it is obvious that the subsequence is not a
frequent 1-pattern. So, our algorithm stops checking the subsequence and then
stops building its corresponding index set. By looking ahead in that manner, our
algorithm reduces the number of candidates for frequent patterns. Consequently,
we can save both time and memory.

5 Experiments and Discussion

5.1 Experiment Setting

To evaluate the effect of the proposed algorithm IFPATS on a time series database,
we conducted three sets of experiments with varying the values of a minimum sup-
port, the numbers of time series, and time series lengths on the synthetic database.
The synthetic database was generated randomly from three letters D, I and U.
Generation parameters are the number |DB| of time series and the length |TS| of
time series. The rationale behind the use of synthetic datasets in our work is that
there is neither standardized definition of the frequent pattern mining problem
on time series nor data benchmarking for this problem. In each experiment, we
recorded the processing time in millisecond and the number of resulting frequent
patterns with explicit time gaps in their ”before” relationships. All programs were
programmed using Visual C# on a 1.66 GHz Intel Core 2 PC with 2GB RAM.

In this paper, we compared our proposed IFPATS algorithm with another
straightforward approach based on the original interval-based ARMADA algo-
rithm with post processing for explicit time gaps in the ”before” temporal re-
lationships. We also examined our improvements on the original interval-based
ARMADA algorithm whose results are associated with no explicit time gaps. All
the experiments were conducted on the above synthetic time series database.
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– Time1: The processing time in millisecond of IFPATS for explicit time gaps.
– Time2: The processing time in millisecond of the ARMADA-based algo-

rithm with no explicit time gaps. Its output is not the same as the one from
our algorithm and from the straightforward ARMADA-based approach with
post processing. Actually, its output is a preliminary set which needs to be
further processed to derive explicit time gaps in the resulting frequent pat-
terns. Nevertheless, our work has a significant improvement on the adopted
ARMADA algorithm so that time series can be its input instead of interval-
based temporal data. For more clarity, after mining on a time series database
in Example 1 with the ARMADA-based algorithm, we got a frequent pattern⎛
⎝DDU UDU

= b
* =

⎞
⎠, but after post processing, we obtained

⎛
⎝DDU UDU

= b2
* =

⎞
⎠, a

frequent pattern with an explicit 2-point time gap in the ”before” temporal
relationship between DDU and UDU.

– Time3: The processing time in millisecond of the ARMADA-based algo-
rithm with post processing for explicit time gaps. Its output is exactly the
same as the one from our algorithm. The pseudo code of the post processing
procedure is omitted for space limitation. In our resulting reports, Time3 is
the sum of Time2 and the processsing time of the post processing phase.

5.2 Experimental Results

In each experiment, we reported the number #FPattern of the resulting frequent
patterns from our proposed IFPATS algorithm. Ratio T2/T1 of Time2 to Time1
and ratio T3/T1 of Time3 to Time1 are also recorded.

With the improvements made in subsection 4.3, in almost all the cases, IF-
PATS performs better than the straightforward ARMADA-based approach with
post processing. Even without post processing, IFPATS is more efficient than the
interval-based ARMADA algorithm on a time series database. As database size
|DB| is small, e.g. 20, time series length |TS| is small, e.g. 20, a larger minimum
support minsup, e.g. 0.2 to 0.3, the two approaches are quite equivalent. This
can be explained in such a way that the larger minsup, the smaller number of
candidates, and thus, the smaller number of frequent patterns. At that moment,
a little computation is required and how well each algorithm performs is hard
to determine. However, as database size |DB| is large, e.g. 70, time series length
|TS| is large, e.g. 50, a smaller minimum support, e.g. 0.1, IFPATS is about 112
times better than the interval-based ARMADA algorithm and 198 times more
efficient than the ARMADA-based algorithm with post processing for frequent
patterns with explicit time gaps in their temporal relationships.

Particularly in Table 3.(a), the processing time of IFPATS keeps increasing
slowly as a minimum support gets smaller while the others increase faster to
process a larger number of candidates for frequent patterns with two database
scans. In Table 3.(b), it is very clear to realize that IFPATS outperforms the
others very much as the database gets larger. Previously reasoned, IFPATS has
reduced the number of database scans as compared to the adopted ARMADA
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algorithm on a time series database so that the number of database scans in our
work is minimum, one. This is a significant im-provement when we examine how
frequent a pattern is in a very large time series database. Similarly, in Table 3.(c),
as time series in the database get longer, i.e. the time series will be in a higher
dimensional space, IFPATS is very efficient to examine the relationships between
subsequences in frequent patterns and automatically discover their associated
time gaps. In contrast, the others are a few times up to about two hundred times
less efficient. Such results confirm the efficiency of IFPATS and how appropriate
our approach is for minning frequent patterns in a time series database.

Table 3. Epxerimental results by varying (a).minsup, (b).|DB|, and (c).|TS|

Varying |DB| |TS| minsup #FPattern Time1 Time2 Time3 T2/T1 T3/T1

(a).
minsup

20 20 0.1 177 57 178 287 3.1 5
20 20 0.15 46 40 69 101 1.7 2.5
20 20 0.2 30 37 42 58 1.1 1.6
20 20 0.25 27 37 31 40 0.8 1.1
20 20 0.3 26 35 13 21 0.4 0.6

(b).|DB|

30 20 0.1 69 62 145 221 2.3 3.6
40 20 0.1 43 78 175 259 2.2 3.3
50 20 0.1 33 95 175 255 1.8 2.7
60 20 0.1 28 110 184 260 1.7 2.4
70 20 0.1 27 130 221 321 1.7 2.5

(c).|TS|

70 30 0.1 30 330 1828 2918 5.5 8.8
70 35 0.1 79 533 7478 12227 14 22.9
70 40 0.1 130 832 17981 30080 21.6 36.2
70 45 0.1 193 1085 62544 109839 57.6 101.2
70 50 0.1 262 1449 162604 286970 112.2 198

6 Conclusion

In this paper, we introduced an effective interval-based approach to mining fre-
quent patterns in a database of multiple time series. Our main contribution is an
interval-based frequent pattern mining algorithm on time series databases, IF-
PATS, for more informative frequent patterns with automatically discovered time
gaps in the ”before” temporal relationships between their subsequences. Through
algorithm design and experiments, IFPATS can discover frequent patterns with
explicit time gaps in the ”before” temporal relationships more efficiently than
the ARMADA algorithm on time series databases with no explicit time gaps and
also more efficiently than the straightforward ARMADA-based algorithm with
post processing for explicit time gaps. This is because IFPATS performed only
one database scan and looked ahead to early remove non-potential candidates
for frequent patterns. Such an approach enables our work to mine a larger time
series database in a higher dimensional space.
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Nonetheless, we plan to extend IFPATS in the future to support the other
Allen’s temporal relationships. Besides, the algorithm will be enabled to find
frequent cross-section patterns whose subsequences can belong to different time
series. Also, the scalability of IFPATS needs checking with more experiments.

References

1. Agrawal, R., Srikant, R.: Mining Sequential Patterns. In: Proc. ICDE (1995)
2. Allen, J.F.: Maintaining Knowledge about Temporal Intervals. Communications of

the ACM 26, 832–843 (1983)
3. Batal, I., Fradkin, D., Harrison, J., Mörchen, F., Hauskrecht, M.: Mining Recent
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Abstract. The use of social networks has grown exponentially in recent
years, and these social networks continue to have an ever-increasing im-
pact on human lives. There are many concerns regarding the privacy of
users in these environments, such as how trustworthy the social network
operators are, in addition to the external adversaries. In this paper we
propose a new architecture for online social networking, based on dis-
tributed cloud-based datacenters and using secret sharing as the method
of encrypting user profile data, for enhanced privacy and availability.
This proposed architecture is theoretically analyzed for its security and
performance along with some experimental analysis. We show that the
proposed architecture is highly secure at an acceptable level of time com-
plexity overhead in comparison to existing online social networks, as well
as the models proposed in previous studies targeting the same research
problem.

Keywords: Online Social Networks, Security, Privacy, Secret Sharing,
Cloud Computing.

1 Introduction

One important fact that online social network (OSN) users overlook is the poten-
tial of the social network operator (SNO) itself becoming an adversary to their
privacy. It is observed that most OSN users place absolute faith in SNOs. SNOs
are mostly profit-oriented entities. As a profit-creating mechanism, these SNOs
might share user information with third parties. Furthermore, it is a known fact
that SNOs share user information with third party application developers to
build applications within their OSNs. Even the SNO might not be able to guar-
antee the privacy of users when such information is shared with third parties.
Privacy is a subjective measure and it can be difficult to be defined, particularly
in an OSN environment. But at a minimum we can assume that the users expect
their data being observed by intended parties only. There have also been certain
concerns that SNOs may keep user data even after users delete them from their
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accounts (or delete the accounts themselves), and the SNO may provide a false
assurance to the user about the deletion of the posted data.

To overcome this challenge of securing the data and maintaining the privacy
of users of an OSN from SNOs and other adversaries while providing high avail-
ability, we propose a decentralized architecture for online social networking. The
core idea behind our method is using cryptographic secret sharing schemes for
multimedia, along with private user data storage in cloud based commercial dat-
acenters. We use secret sharing in the proposed architecture mainly due to the
following two reasons: first, the flexibility of secret sharing in supporting dynamic
networks, and second, the high level of security provided by secret sharing.

The above justifications will be discussed in detail in Sections 3 and 4. We also
provide a comprehensive security analysis of the proposed architecture followed
by performance feasibility. Section 2 discusses other related works on online
social networking privacy. Section 3 describes the proposed method. Section 4
presents the security analysis of the proposed solution and section 5 presents
some experimental analyses of the proposed architecture. Sections 6 and 7 pro-
vide limitations and conclude the paper with a discussion of future works.

2 Related Works and Preliminaries

Lucas and Borisov [1] have come up with an approach for protecting informa-
tion published on Facebook through encryption. The authors have built a pro-
totype Facebook application named “flyByNight” to implement the proposed
idea through proxy cryptography. However, the implemented prototype applica-
tion was unable to achieve the encryption of images that can be highly sensitive
when it comes to user privacy. In another work, Anderson et al. [3] proposed an
architecture for OSNs that builds an OSN out of smart clients and an untrusted
central server. The server resides as a hub. It is not trustworthy, and it provides
only the availability of data. Alternatively, the clients must be smart and are
responsible for their own confidentiality and integrity. There is still the vulnera-
bility of carrying out traffic analysis at the central server. Similarly, Shakimov et
al. [4] presented Vis-‘a-Vis, a decentralized framework for online social networks
based on a virtual individual server (VIS), a personal virtual machine running in
a paid compute utility. In Vis-‘a-Vis, a person stores his/her data on his/her own
VIS, which arbitrates access to that data by others. Still, user data is visible to
the vendor who is providing the VIS service. Baden et al. [5] presented “Persona”,
a decentralized OSN that hides personal information from aggregators and hides
personal information from colleagues as is appropriate. It gives more control to
users over their data.Users can decide where to store their data. Rather than
trusting the data storage provider it relies on cryptographic techniques to protect
user privacy. Cutillo et al. [6] proposed an OSN that builds upon peer-to-peer
networks in order to remove the need for a potentially untrusted central entity.
In this work, the challenge is to maintain continuous availability via distributed
peers.
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Recently, Atrey [2] proposed a secret-sharing-based key management scheme
for encrypting user data. Secret-sharing-based key management is argued to be
unconditionally secure, and also to be computationally efficient. The transfer of
all messages and key shares takes place through the SNO in the encrypted form.
Both of these models have the advantage of integrating with existing OSNs.
However, they might face the challenge of gaining the required support from
today’s SNOs.

After the inception of the concept of secret sharing [7], the concept has been
used in many studies on protecting different multimedia data types [8], [9]. It
involves creating multiple shares (n) of the data to be kept secret, where of n
shares, at least k (k ≤ n) shares are required to reconstruct the original secret. A
number of shares less than k (even k -1 shares) would not reveal any information
about the original secret [7].

To the best of our knowledge, this is the first study to propose and assess
the feasibility of using secret sharing in the online social networking domain to
benefit from the high level of security provided by secret sharing, and to ensure
security and privacy against network infrastructure providers and eavesdroppers.

3 Proposed Work

The proposed architecture attempts to achieve security and privacy along with
high availability at an affordable cost to users. It requires storing user data in
highly available commercial cloud-based datacenters of their choice. The ap-
proach presented in this paper is an alternative to the existing freely available
centralized OSN architectures, but with higher security and privacy.

Fig. 1. An abstract view of the proposed architecture

This approach proposes storing data in the encrypted form at the datacenters
using secret sharing. This creates the requirement to have multiple (at least two)
cloud-based datacenters to hold the data of a particular user. Figure 1 shows
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an abstract view of this architecture. The next challenge is building a friend
network for a particular user. To address this we introduce a central server (or
multiple servers, theoretically) to maintain a database (DB) of users who have
subscribed to the OSN, named the “Advertiser”. This is depicted in Figure 1.

A user must present his/her name and email address to register with the
Advertiser. Other information such as a profile photo, date of birth, current
city, education related information, etc., which can be used as search filters,
are optional. The email address is not publicly displayed to other users. It is
only used for communication purposes between the Advertiser and the user, in
scenarios such as adding friends, which is explained later.

Before going into further detail, it is important to establish some terminology
to avoid possible ambiguities.

– The Advertiser is an online server, as explained above, that contains users’
public profiles that can be searched and viewed by other users.

– A user profile refers to all the information and images that a user intends
to share with his/her friends.

– The public profile has the information (e.g. name, profile picture, etc.)
that a user intends to share publicly.

– A user refers to the owner of a particular user profile, while a friend refers
to another user who can access profile information of the user.

– A pre-assigned computer is named the access computer.
– The client application is termed the OSN application in the rest of the

discussion.

This architecture assumes a secret sharing scheme of (k, n). While k is a
design parameter, users are free to decide the n value (n ≥ 2).

Presently, the proposed OSN supports the following operations: User regis-
tration, Uploading user profiles, Accessing/reading one’s own profile, Updating
one’s own profile, Adding and removing friends, and Accessing friends’ profiles.

3.1 Creating Shares of User Profiles

Profiles are a hierarchy of web pages representing different levels and types of
information. All users must have a home page. It may contain a profile photo and
a list of summarized information. The home page provides navigation to other
pages that contain further information and shared multimedia. This essentially
results in a tree structure for the user profile having different html files as its
nodes. It can be unique for a user, but for all users, the home page lies at the
root of the tree.

f(x) = (a0 + a1x+ a2x
2 + . . .+ ak−1x

k−1) mod p (1)

The encryption of a user profile means encrypting a sequence of web pages.
Secret sharing of a web page can be implemented by secret sharing the text
content of the html file [9]. All of the embedded images are separately secret
shared [8] and stored in the same directories as referenced by the original html
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file. In a (k, n) secret sharing scheme, shares are created for different values of
x as per (1). The first coefficient a0 is taken to be the secret number that needs
to be protected. The remaining coefficients, i.e. a1, a2, a3, . . . , ak−1, are chosen
randomly. In (1), p is a prime number higher than the secret number. The secret
can be reconstructed by any k shares using Lagrange interpolation for the k
number of pairs of points as per (2).

g(x) = [

k∑
j=1

(yj ×
k∏

i=1,i�=j

x− xi

xj − xi
)] mod p (2)

3.2 Accessing One’s Own Profile

In the user registration phase with the datacenters, users must receive neces-
sary access information from the datacenters, i.e. a publicly accessible IP address,
and a unique authentication code generated by the datacenter. Only the user
has “write” accessibility for his data. A database that can be accessed by the
OSN application is maintained within the access computer.

3.3 Updating One’s Own Profile

Profile data shares stored at multiple cloud datacenters need to be updated only
when a user decides to update his/her profile. Updating a profile involves one
of the following operations: adding new profile information, modifying existing
profile information, or deleting existing profile information.

A profile update can involve any combination of text, images, and video.
The OSN application ensures that only the html files affected by the update
get updated at the cloud datacenters. This may involve changes in multiple
leaf nodes, intermediary nodes and even in the root of the user profile tree. Even
though a share update at cloud datacenters is required only when a user updates
his/her profile, as a security measure users may decide to periodically update
the shares at cloud datacenters without a profile update.

3.4 Accessing Friends’ Profiles

A separate database is maintained at the access computer, keeping the required
information to access friends’ profiles. Let Dij be the jth friend’s ith datacenter,
the primary key, which consists of the friend’s email address and the sub-index
of the datacenter. The authentication codes in this database give only “read”
access.

3.5 Adding and Removing Friends

The addition of friends to the OSN of a user is done via the Advertiser. It in-
volves a public-key cryptographic algorithm, RSA. The OSN application creates
a pair consisting of a public key and a private key. The user then registers with
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Fig. 2. The handshake protocol of adding a friend

the Advertiser by providing his/her name, email address and the public key. The
user (U) accesses the Advertiser using the OSN application and searches for a
particular friend (F). Once F is found, U sends a friend request via the Adver-
tiser. This involves a two-way handshake, as shown in Figure 2. The steps are
as follows: 1) U communicates his/her intention of adding F as his/her friend
to the Advertiser. 2) The Advertiser sends the public key of F (pub key F). 3)
The user header file (HU) is encrypted using the pub key F and is sent to the
Advertiser. It is kept at the Advertiser for the time being. 4) The Advertiser
informs F about the friend request from U. 5) F accepts the friend request and
communicates his/her intention to the Advertiser. 6) The Advertiser sends the
public key of U (pub key U) to F. 7) F’s header file (HF) is encrypted using the
pub key U and is sent to the Advertiser. 8) and 9) The Advertiser exchanges the
two encrypted header files between U and F. 10) and 11) The OSN applications
of U and F read the respective header files and update the database of friends.

The authentication code generated by a datacenter for the new friend is unique
from others. This facilitates the removal of a friend from a user’s OSN. It simply
involves blocking access to user profile shares at all the cloud datacenters with
particular authentication codes unique to the friend who needs to be removed.
This is one of the major strengths of the proposed architecture when compared
to the previous works. It is also one of the main advantages of adopting secret
sharing over traditional key-based cryptographic schemes like AES, DES, etc.
Key-based encryption schemes involve the additional overhead of changing the
encryption key, notifying this change and distributing the new key to other
existing friends.

4 Analysis for Security and Privacy

Below is a vulnerability assessment of the proposed architecture, considering
different possible threat agents, along with its availability.
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4.1 Unrelated Attackers and Non-friend OSN Users

In the OSN, there is no way for the third party attackers to know the contact list
of a user. Even a friend does not have access to that information. A user will only
have the information of friends up to one tier, i.e., his own friends. In addition,
a third party lacks any information with regard to the datacenters where the
user keeps his shares, other required information to reveal the secret, and the
authentication codes to retrieve shares from the cloud datacenters. Furthermore,
knowing the above information for a single datacenter is not sufficient to reveal
the secrets and find a user’s profile information. Therefore, the user profile can
be considered to be immune against third party attacks, both in privacy and in
integrity.

4.2 The Advertiser

A risk associated with the Advertiser is the ability to carry a man-in-the-middle
attack. This is a significant risk since this architecture assumes the Advertiser
to be untrustworthy. To combat this attack it is necessary to decouple the Ad-
vertiser and the public key storage. This requires another party (or possible
multiple parties) to store users’ public keys. This gives the extra flexibility of
using the same public key for multiple applications, not just for the OSN. Ex-
changing header messages and/or public keys out-of-band also gives the extra
level of protection from man-in-the-middle attacks by the Advertiser.

4.3 Cloud Datacenters

The cloud datacenters will have only the shares of user profiles that do not
reveal any information about the user profiles. In addition, the cloud datacenter
has no information about other datacenters where the user has stored his data.
Therefore, it is safe to assume that user privacy is immune to any attacks from
the cloud datacenter.

4.4 Network Infrastructure Provider and Eavesdroppers

When revealing secrets, in addition to the share, an index associated with that
share is required for all shares. This corresponds to the x value used to create
that share (from a polynomial view of secret sharing). This x value is also stored
with each share and must be communicated to the friend to successfully reveal
the secret.

So rather than encrypting all the shares resulting from secret sharing, it is
efficient to pass only the x values in encrypted form to all the datacenters. This
way, any eavesdropper between the user and the datacenters who can get access
to all the shares of a secret, is still unable to reveal the secret successfully. Also,
rather than relying on a symmetric key, the user and the datacenter can adopt
the Diffie-Hellman key exchange protocol for each session of communication.
It will remove the extra burden at key management from the user. Figure 3
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Fig. 3. Share uploading protocol

depicts this share uploading protocol. The steps involved in this protocol are
as follows: 1) An authenticated user communicates his intention to upload a
share of a secret. 2) The datacenter requests the user’s public key (PU U) while
sending the datacenter’s public key (PU DC). 3) The user sends PU U to the
datacenter. The user and the datacenter can now derive the session key to be
used, using the exchanged public keys. 4) The datacenter requests that the user
send his/her unique authentication code (assigned during the initial registration)
and the x value corresponding to the share to be uploaded. 5) The user encrypts
both the authentication code and the x value using the derived session key
(Esecret key(auth code) and Esecret key(x ), respectively) and sends them to the
datacenter. 6) The datacenter stores the x value and requests that the user send
data in context to the share to be uploaded. 7) The user uploads share data to
the datacenter as it is.

Table 1. Trust relationships in different OSN architectures

Architecture
External
Adver-
saries

Other
OSN
Users
(Non-

Friends)

SNO

Network
Infras-
tructure
Provider

and
Eaves-

droppers

Data
Storage
Provider

Friends

Conventional
OSNs

Yes and
No

Yes and
No

Yes Yes Yes Yes

Anderson et al. [3] No No No Yes No Yes

Shakimov et al. -
Vis-‘a-Vis [4]

No No
Not

Applicable
Yes Yes Yes

Baden et al. -
Persona [5]

No No
Not

Applicable
Yes No Yes

Cutillo et al. -
Safebook [6]

No No
Not

Applicable
Yes Yes Yes

Proposed
Architecture

No No
Not Ap-
plicable

No No Yes
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Table 2. Vulnerability of the proposed architecture against known attacks

Attack Proposed Architecture

Plain impersonation Vulnerable.

Profile cloning
Vulnerable. But the attacker cannot rely on the
OSN itself to create the cloned profile.

Profile hijacking
Secure, as the user profiles are not visible to ex-
ternal parties.

Profile porting Vulnerable.

Profiling Secure.

Fake requests
Vulnerable, since accepting (or rejecting) a fake
request is a user’s decision.

Crawling and harvesting Secure.

Image retrieval and analysis Secure, assuming that friends are trusted.

Communication tracking Secure.

Fake profiles and Sybil attacks Vulnerable

Censorship Secure

Table 1 compares the proposed architecture to conventional OSNs and other
architectures proposed by different scholars, in context of the faith placed on
different entities involved in an OSN. It is noted as “Not Applicable” for ar-
chitectures that do not have a centralized SNO and/or an external data storage
provider. The proposed architecture provides the highest level of security in that
sense. Some conventional OSNs (e.g. Facebook) provide certain privacy settings
to be protected against external adversaries and non-friend OSN users. These
settings, however, are effective only if a user opts to use them. Due to this, they
are represented as ‘Yes and No’ in Table 1. It is evident that the proposed archi-
tecture is more secure as it has minimized the vulnerabilities and threat agents
in the architecture itself.

The authors in [10] presented an attack spectrum in the context of OSN envi-
ronments. Table 2 is an analysis of the proposed system’s vulnerability against
different types of attacks as presented in [10]. It shows that the proposed archi-
tecture is resilient against many attacks where the existing popular OSNs such
as Facebook and LinkedIn are not. Also since user profile will only be shared at
user discretion, the risk imposed by third party data users in the context of a
conventional OSN is not present in the proposed architecture.

4.5 Functional and Performance Analyses

The supported functionality of an OSN varies from one SNO to another. There-
fore, it is not possible to pinpoint a universally accepted comprehensive list of
functions that should be supported by a particular OSN. However, by studying
several OSNs we present some functions that are supported by different OSNs
today, and whether these functions are supported in the proposed architecture
(or are intended to be supported in future works) is presented in Table 3. While
the proposed system currently fails to provide some functionality it still securely
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Table 3. Functionality analysis of the proposed architecture

OSN Application/Functionality Level of Support

Information sharing with
trusted parties

Textual data and images are supported. Com-
pressed videos are not supported. This is a future
research direction.

User interactions on shared
data (e.g. tagging, endors-
ing, commenting)

Supported.

User status updates Supported

Communication (Messag-
ing)

Supported.

Notifications
Notifications about friend requests are facilitated
by emails and/or notifications at the Advertiser.

Connectivity expansion

Looking for friends and adding them securely is
supported through the Advertiser and the public-
key infrastructure. However, suggesting friends is
not supported and is a future research direction.

Location based services Not supported.

Advertising user profiles Supported at the Advertiser.

Clustering friends and dis-
playing relationships.

The proposed architecture so far supports only a
single tier of connections at the same level of trust
as friends.

supports most of the principal functions that are required for effective online
interactions among different individuals in an OSN environment.

Assuming link bandwidths, the time taken for data pre-processing (e.g. image
compression, image resizing, etc.) remains the same for the proposed architecture
when compared to existing OSNs. The only time performance constraints in
the proposed architecture are the time taken to create shares and time taken
to reconstruct the original data. Experimental results in Section 5 provide an
estimation about this overhead time complexity.

5 Experimental Results

A performance feasibility analysis of the proposed architecture was also carried
out to ensure that it meets performance levels at an acceptable level with the
extra burden on performance of higher security. We began our analysis by first
recording the time it took to produce secret shares of a 175 kB bitmap image
(Table 4). This image size was selected because most of the user-posted images
(compressed) on popular OSNs like Facebook range between 50-200 kB. Next, we
recorded the time it took to upload these shares to two different clouds (Table 4).
The SN application was built in Java with a Java Server Faces (JSF) framework.
It is backed by MySQL database for local DBs. The Advertiser is a restful
web service built in java. For analysis purposes, and to achieve a general cloud
average, we uploaded five shares to Google Drive, and five shares to Dropbox to
determine an average time it would take to upload a share to any cloud service.
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It should be noted that upload times may vary from one user to another based on
internet connection speed and other third-party factors. The results recorded in
this experiment were obtained with a 20Mbps download speed, and a 0.5 Mbps
upload speed. The average share generation time for an image of size 175 kB
was approximately 39.2 ms.

We found from our results that the average cloud upload time for an average
image share size (50-200 kB) was approximately 5082.70 ms, or 5.0827 seconds
per share. We gathered the same time measurements for an html file as well, and
recorded the time it took to produce secret shares of a 175 byte html file (Table
4) and recorded how long it took to upload those shares to the two clouds. For
the above observations it takes a total time of approximately 5.8018 seconds to
produce shares for a user’s profile home page (which included an image and an
html file) and upload those shares to the corresponding cloud datacenters, which
is at an acceptable level.

Table 4. Secret sharing and reconstruction times

Data Time (ms)
File Share 1 Share 2 Share 3 Share 4 Reconstruction

Image (175 kB) 29.890 29.559 22.965 22.817 54.222
html file (175 B) 0.528 0.346 0.373 0.396 2.540

6 Limitations

This architecture exhibits the conventional tradeoff between user friendliness and
information security. It is obvious that certain operations like adding friends to
a user’s OSN are not straightforward. Also, updating and viewing profiles may
take slightly more time than for the existing OSNs. The user must be restricted
to a single computing device when accessing the OSN. These limitations give rise
to a lack of user friendliness in the proposed architecture when achieving higher
user security and privacy. Video, especially in the compressed domain, is one of
the major multimedia types being used extensively in mainstream OSNs. The
proposed architecture, which is built upon secret sharing, lacks the support for
compressed video for the time being. This is because studies on secret sharing
schemes for compressed videos are still in early stages and are not yet sufficiently
comprehensive to be considered in an application like this. As such, we did not
try to address secret sharing of compressed videos, since it is outside of the scope
of this study. Also, as mentioned above, the higher level of security and privacy,
and availability of the proposed OSN may come at a certain cost to its users.
The cost associated with data storage in cloud datacenters can be minimized by
adopting computational secret sharing rather than perfect secret sharing.
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7 Conclusions and Future Work

In this paper we have proposed and outlined a novel, decentralized architec-
ture to build more private and secure social networks. This approach leverages
the security and availability provided by secret sharing and the emerging global
business model of cloud-based datacenters. The proposed architecture is an alter-
native to today’s centralized OSNs. It addresses a requirement for highly secure
and privacy-concerned online social networking.

This is the first step toward a more comprehensive architecture. There are
multiple future enhancements that can be built upon the current work. Some
suggestions for future research directions are provided in Table 3 in line with
improving the functionality of the proposed architecture.
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Abstract. In this paper, we have presented a hybrid image watermarking tech-
nique and developed an algorithm based on the three most popular trans form 
techniques which are discrete wavelet transforms (DWT), discrete cosine trans-
forms (DCT), and singular value decomposition (SVD) against signal 
processing attacks. However, the experimental results demonstrate that this al-
gorithm combines the advantages and remove the disadvantages of these three 
transform. This proposed hybrid algorithm provides better imperceptibility and 
robustness against various attacks such as Gaussian noise, salt and pepper noise, 
motion blur, speckle noise, and Poisson noise etc. 

Keywords: mage watermarking, steganography, discrete wavelet transforms, 
discrete cosine transforms, singular value decomposition.  

1 Introduction 

Recently, with the explosive growth of information and communication technologies 
(ICT), various new opportunities emerged for the creation and delivery of content in 
the digital form which includes applications such as real time video and audio deli-
very, electronic advertising, digital libraries, telemedicine, e-commerce, e-
governance, media forensics and web publishing [1]. However, these advantages have 
the consequent risks of data piracy, which motivate for the development of new pro-
tection mechanisms. One such effort that has been attracting interest is based on the 
digital watermarking techniques, which is a technique for inserting information into 
an image and later extracted or detected for variety of purposes including identifica-
tion and authentication. With this technique, we can recognize the source, owner, 
distributor or creator of a document or an image. Simmons [2] has demonstrated a 
sample scenario where watermarking can be thought of in terms of the "Prisoner’s 
problem". The data hiding technique in which the message signal is hidden in the 
cover signal without any perceptual distortion is a form of communication that de-
pend on the channel used to transfer the host content. It is classified in to two catego-
ries: 1) steganography and 2) digital watermarking [3]. However, the former refers to 
hiding of a secret message inside another message in order to avoid the detection 
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and/or decoding it by others. It is used for spying in corporate and intelligence indus-
tries like for copyright purposes in entertainment industry [4]. On the other hand in 
later technique, a watermark signal is embedded into a host signal (image, audio, 
video or a text document) robustly and invisibly at the same time [5]. However, the 
watermarking techniques based on the type of document have been divided into  
the several categories such as text, image, audio and video watermarking [6]. Further, 
the image watermarking techniques are divided into two domain methods: spatial 
domain method and transform domain method [7]. In the spatial domain methods [8, 
9], the data is embedded directly by manipulating the pixel values and bit stream or 
code values of the cover image. These methods are less complex, very simple and 
computationally straightforward, however, they are not robust against signal 
processing attacks, whereas on the transform domain watermarking techniques are 
more robust. In this method, the data has been embedded by modulating the wavelet 
coefficients of the image in transform domain such as DCT, DFT and DWT [10]. The 
wavelet transforms provides excellent spatial-frequency localization properties as 
discussed in detail in [11-13].  

Jiansheng et al. [14] proposed an algorithm for the digital image watermarking 
based on two transform method (DCT and DWT).  In embedding process, the host 
image is decomposed into 3rd level wavelet transform and the watermark information 
is embedding only in high frequency band information of DWT image. However, it 
has been DCT transformed before embed the watermark information. This algorithm 
has strong capability of embedding signal and anti-attack but the computing speed is 
lower. Lai and Tsai [15] proposed a watermarking scheme based on DWT and SVD. 
In embedding process, the cover image is decomposed into four subband and the SVD 
is applied to diagonally (H and V subband) only. After dividing the watermark image 
into two parts, singular values in H and V sub-band are modified with the half of the 
watermark image and then apply SVD to them, respectively.  

Ahire and Kshirsagar [16] proposed a blind watermarking algorithm based on DCT 
and DWT that embeds a binary image into the gray image. In embedding process, 
DWT first applied to the cover image and it decomposed into 3rd level and DCT is 
applied on four selected subband of DWT. Now, the watermark information is em-
bedded in all four selected DWT sub-band, where all four selected sub-band has been 
DCT. Umaamaheshvari and Thanushkodi [17] proposed a frequency domain water-
marking method to check the integrity and authenticity of the medical images. In the 
embedding process, DCT first applied to original image to generate a resultant trans-
formed matrix and a hybrid transformed image is obtained when Daubechies 4 wave-
let transform applied on the resultant transformed matrix. The Daubechies 4 wavelet 
transform are useful for local analysis but it has higher computational overhead and is 
more complex.  

2 Theoretical Background 

The proposed work based on DWT, DCT, and SVD, which required certain theoreti-
cal considerations related to their application in image processing. Hence, a brief 
description of these concepts is discussed as follows. 
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2.1 Discrete Wavelet Transform (DWT) 

Discrete wavelet transform is a system of filters that decomposes an image into a set 
of four sub bands that are non-overlapping multi-resolution [18], A (approxima-
tion/lower frequency sub-band), H (horizontal sub-band), V (vertical sub-band) and D 
(diagonal sub-band). The process can be repeated to obtain multiple scale wavelet 
decomposition. 

2.2 Discrete Cosine Transform (DCT) 

The discrete cosine transform (DCT) works by separating image into parts of different 
frequencies, low, high and middle frequency coefficients [19],  makes it much easier 
to embed the watermark information into middle frequency band that provide an addi-
tional resistance to the lossy compression techniques, while avoiding significant mod-
ification of the cover image.  The DCT has a very good energy compaction property. 
For the input image, I, of size N x N the DCT coefficients for the transformed output 
image, D, are computed using Equation (1). The intensity of image is denoted as I  
(x, y), where the pixel in row x and column y of the image. The DCT coefficient is  
denoted as D (i, j) where i and j represent the row and column of the DCT matrix. , √ ∑ ∑ ,         (1) 

, √   , 0    ,   , 1,2, … … . 1 

2.3 Singular Value Decomposition (SVD) 

The singular value decomposition of a rectangular matrix A is as follows:  

                                            (2) 

where A is an  matrix, U and V are the orthonormal matrices. S is  
a diagonal matrix which consists of singular values of A. The singular values 
s1≥s2≥………≥sn≥0 appear in the descending order along with the main diagonal of 
S. However, these singular values have been obtained by taking the square root of the 
eigenvalues of AAT and ATA. These singular values are unique, however the matrices 
U and V are not unique. The  SVD  has two main properties from the viewpoint of 
image processing applications are: 1) the singular values  of an image have very good 
stability, when a small perturbation is added to an image, its singular values do not 
change significantly, and 2) singular values represent the intrinsic algebraic image 
properties [20]. 

3 Performance Measures 

However, the performance of the watermarking algorithm has been evaluated on the 
basis of its robustness and imperceptibility. A larger Peak Signal to Noise Ratio 
(PSNR) indicate that the watermarked image more closely resembles the original 
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image meaning that the watermark more imperceptible. In general, the watermarked 
image with PSNR value greater than 28 is acceptable [21]. The PSNR is defined as: 

                            10 log                              (3) 

where the Mean Square Error (MSE) is defined as: 

       ∑ ∑                      (4) 

where  is a pixel of the original image of size X Y and  is a pixel of the wa-

termarked image of size X Y. The robustness of the algorithm is determined in term 

of correlation factor. However, the similarity and differences between the original 
watermark and extracted watermark is measured by the Normalized Correlation (NC). 
It value is generally 0 to 1. However, ideally its should be 1 but the value 0.7 is ac-
ceptable [21].   

 ∑ ∑   / ∑ ∑        (5) 
 

where   is a pixel of the original watermark of size  and   is a pixel of the recovered watermark of size . 

4 Proposed Algorithm 

In this paper, we have proposed a hybrid image watermarking algorithm, where 
second level DWT is performed on the cover image and first level DWT on water-
mark image. The two level DWT results in decomposition of the host image into four 
sub-bands , , ,  . However, among these four sub-bands, the  
sub-bands are chosen for watermark embedding. The decomposition of the watermark 
image into four sub-bands , , ,  . Now, with the help of DCT and 
SVD, the singular value of the  is embedded into the singular value of . The 
watermark extraction process is same as the embedding process but in reverse order.   
The proposed algorithm has two parts, one is the watermark embedding and other is 
watermark extraction method as follows: 

4.1 Watermark Embedding Algorithm 

start: 
STEP 1: Variable Declaration 
Medical Image(Thorax): cover image 
Leena: watermark image 
C_w:  read the cover image  
W_w:  read the watermark image  
α : scale factor 
DWT, DCT and SVD:  Transform Domain Techniques 
Wavelet filters:  Haar 
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, ,    : First level DWT coefficients for cover image  , ,   : Second level DWT coefficients for cover image  , ,   : First level DWT coefficients for watermark image 
: DCT coefficients matrix for  
: DCT coefficients matrix for     : orthonormal matrices for  

: diagonal matrix for     : orthonormal matrices for  
: diagonal matrix for    
: modified value of    : orthonormal matrices for   
:  diagonal matrix for  

: Modified DWT coefficient 
: InverseDCT coefficients matrix 

: Watermarked Image 

STEP 2: Read the Images 
C_w  Thorax.bmp (Cover image of size 512*512) 
W_w   Leena.bmp (Watermark image of size 256*256) 

STEP 3: Perform DWT on Cover and Watermark image 
Apply second level DWT on cover image and first level DWT on Watermark image  , , ,   DWT (C_w, wavelet filter); , , ,  DWT ( , wavelet filter); , , ,     DWT (W_w, wavelet filter); 
 
STEP 4: Choice of subands in Cover and Watermark image and obtain the DCT 

coefficients for the same  
//Choose subband from cover image and  from watermark image 
if (DCT on )then  

 DCT ( ); 
endif; 
if (DCT on  )then 

 DCT ( ); 
endif; 
 
STEP 5: Compute the singular values of DCT coefficients for Cover and Water-

mark image 
if (SVD on )then     
endif; 
if (SVD on  then    
endif; 
STEP 6: Watermark Embedding 
for 1: 5 

; 
 end; 
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STEP 7: Compute the singular values for  and obtain the modified DWT 

coefficients 
if    then  

 
endif; 
//modified DWT coefficient 

 
Step 8: Obtain the Watermarked Image 

;  
//Apply InverseDWT to , , ,   with modified coefficient   , ,  ,  ; 
//Apply InverseDWT to , , ,   with modified coefficient  , , , ,  ; 
end: 

4.2 Watermark Extraction Algorithm 

start: 
STEP 1: Variable Declaration 
α : scale factor , ,   : subbands for watermarked image 

: DCT coefficients matrix for     : orthonormal matrices for  
: diagonal matrix for  
: diagonal matrix for DCT coefficients of cover image  
: modified values   :  orthonormal matrices for  
: diagonal matrix for  

: modified DWT coefficients 
: InverseDCT coefficients matrix 
: Extracted watermark image 

STEP 2: Perform DWT on Watermarked image (possibly distorted) , , ,    DWT ( , wavelet filter); 

STEP 3: obtain the DCT coefficients for   
if (DCT on  )then  

 DCT ( ); 
endif; 
STEP 4: Compute the singular values for   

 
end; 

STEP 5: Perform the operation and then apply SVD  
for  :  

 

end; 
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STEP 6: Compute modified DWT coefficients 
 

 
 

STEP 7: Extract the watermark image 
 

; , , , ,  ; 
 
end: 

5 Experimental Results 

We have discussed the performance of the combined DWT-DCT-SVD watermarking 
algorithm. The gray–level images “Medical image (Thorax)” and “Lena” of size 256

256  are used as cover and watermark image as shown in figure 1(a) and 1(b), re-

spectively. We have evaluated the quality of watermarked image (as shown in figure 
1(c)) and robustness of the proposed algorithm by the parameter PSNR and Norma-
lized Correlation (NC) respectively. Also, we have compared the performance of the 
proposed algorithm with reported techniques by Jiansheng et al. [14], Lai et al. [15] 
and Nidhi et al. [22] against various kinds of attacks. The hybrid of DWT, DCT and 
SVD give the better results (see Table 1). However, our method needs less SVD com-
putation than other methods. The effects of the attacks are shown in fig 2 to fig. 11.  
In the experiments, the value of the scale factor (α) are carried out from 1 to 5 and 
taking the average value of the PSNR and Normalized Correlation (NC), and the re-
sults are illustrated in Table 1. Without any noise attack the average PSNR obtained is 
38.61dB and the NC value is 1. We found that the larger the scale factor, stronger the 
robustness and smaller the scale factor, better the image quality.  

       

                   (a)                       (b)                      (c) 

Fig. 1. (a) Cover Image (b) Watermark Image(c) Watermarked Image 
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(a) (b) 

Fig. 4. (a) Motion Blurred on Watermarked Image (b) Recovered Watermark Image from  
Motion Blurred 

 

(a) (b) 

Fig. 5. (a) Low pass filter on Watermarked Image (b) Recovered Watermark Image from Low 
pass filter 

 

(a) (b) 

Fig. 6. (a) Median filter on Watermarked Image (b) Recovered Watermark Image from Median 
filter 

 
(a) (b) 

Fig. 7. (a) Speckle Attack on Watermarked Image (b) Recovered Watermark Image from 
Speckle Attack 
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6 Conclusion 

The three important parameters such as robustness, imperceptibility and capacity 
measure the quality of watermarking method, which need to be considered in the 
methods. There is some tradeoff between the imperceptibility, robustness and capaci-
ty, so there must be some balance among these requirements according to the  
applications.  

The performance of watermarking methods depends on the overall watermarking 
method as well as embedding and detection techniques. In the transform domain, sever-
al efficient image watermarking techniques based on DFT, DCT, DWT and SVD have 
been developed. However, they do not have the directional information such as direc-
tional edges of the image. The discrete contourlet transform [23] is capable of capturing 
the directional information with multi-resolution representation. It makes use of Lapla-
cian Pyramid for multi-resolution representation of the image followed by a directional 
decomposition on every band pass image using directional filters. However, this pro-
posed hybrid scheme is robust and keeps the image quality very well. We would like 
improve the performance, which will be reported in future communication.  
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Abstract. In this paper we propose and evaluate a method of Hindi word sense 
disambiguation that computes similarity based on the semantics.  We adapt an 
existing measure for semantic relatedness between two lexically expressed con-
cepts of Hindi WordNet. This measure is based on the length of paths between 
noun concepts in an is-a hierarchy. Instead of relying on direct overlap the algo-
rithm uses Hindi WordNet hierarchy to learn semantics of words and exploits it 
in the disambiguation process. Evaluation is performed on a sense tagged data-
set consisting of 20 polysemous Hindi nouns. We obtained an overall average 
accuracy of 60.65% using this measure.  

Keywords: Hindi Word Sense Disambiguation, Semantic Relatedness,  
Semantic Similarity, Semantic Distance.  

1 Introduction 

Polysemy is inherent to natural languages. Every natural language has a large number 
of words carrying multiple meanings. For instance, the English noun bark can mean 
sound made by a dog, a type of sailing vessel with three or more masts or the outer-
most layers of stems and roots of woody plants; similarly the Hindi word हल  (hal) 
can mean  (an instrument used to plough field) or 

 (solution). Human beings are fairly apt in determining the correct 
sense of the word. But for machines this is a very difficult task. The task of computa-
tional identification of the correct sense of a word in a given context is called Word 
Sense Disambiguation (WSD). One of the widely used approaches in automatic WSD 
is to measure similarity between the textual context of an ambiguous word and dictio-
nary definition of its senses and assigning appropriate sense based on the similarity 
value. However, this method requires an exact match of content words and fails to 
take into account semantic or conceptual similarity.   

In this paper, we describe a method of word sense disambiguation based on the 
semantics. Our algorithm uses Leacock-Chodorow semantic relatedness measure [7] 
to compute semantic similarity between two lexically expressed concepts. It uses 
Hindi WordNet [2] hierarchy to compute distance between the two concepts.  Instead 
of relying on direct overlap the algorithm uses Hindi WordNet hierarchy to learn  

जमीन जोतने का एक उपकरण 
समाधान/ नबटारा 
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semantics of words and exploits it in the disambiguation process. The algorithm does 
not require any training corpus and can disambiguate any ambiguous word that is 
found in Hindi WordNet. The performance of semantic similarity based WSD algo-
rithm is compared with Lesk-like direct overlap method [11].   

A number of earlier work reports on the use of semantic similarity measures for 
WSD and other NLP task. Budanitsky and Hirst [3] evaluated five measures of se-
mantic relatedness using WordNet. They compared the performance of these meas-
ures in detecting and correcting real world spelling errors. They found information 
content based measure proposed by Jiang and Conrath superior to those proposed by 
Hirst and St-Onge [4], Leacock and Chodorow [7], Lin [8], and Resnik [10]. Reddy et 
al. [9] evaluated and compared six semantic relatedness measures for Hindi semantic 
category labeling. They reported that adapted Lesk performed better than other meas-
ures. Sinha and Mihalcea [13] proposed an unsupervised graph-based WSD algorithm 
and reported results using six different measures on SENSEVAl-2 and SENSEVAL-3 
dataset. Torres and Gelbukh [14] compared Lesk algorithm for original Lesk algo-
rithm. They evaluated Jiang–Conrath, Lesk and combination of similarity measures 
using random sense and most frequent sense as a back-off procedure on senseval-2, 
Senseval-3, Semeval and Semcor corpus. The experimental results show that different 
measures performed better on different corpus and using different back-off procedure. 
In general, combination of similarity measures was more accurate than each measure 
separately. However, Lesk measure performs better for Senseval-3, Semval and Sem-
cor corpus when back-off is random sense while Jiang–Conrath [5] measure shows 
good results with most frequent sense back-off is used. However, these results can not 
be generalized for Hindi. The work presented in this paper is an attempt to investigate 
the usefulness of existing semantic similarity measures for Hindi WSD task.  To the 
best of our knowledge this kind of work is not reported earlier for Hindi WSD.   

Other work on Indian languages includes [6, 9, 11, 12].  Sinha et al. [12] used an 
extended Lesk-like algorithm and performed contextual overlapping for Hindi WSD 
task. They explored extended sense definitions derived from Hindi WordNet and 
context of target polysemous word to perform contextual overlap between them. 
Winner sense is assigned as one which maximized the overlap. Khapra et al. [6] per-
formed their study on domain specific WSD for nouns, adjectives and adverbs in a 
trilingual setting of English, Hindi and Marathi. Dominant senses of words in specific 
domains were used for performing disambiguation. Singh and Siddiqui [11] evaluated 
the effects of stemming, stop word removal and context window size on a Lesk like 
overlap based algorithm for Hindi WSD. They reported an improvement of 9.24% in 
precision after stop word removal and stemming over baseline. 

The rest of the paper is organized as follows: In Section 2, an overview of semantic 
similarity is given and Leacock-Chodorow measure of semantic relatedness is dis-
cussed. Section 3 discusses the proposed algorithm. Details of the dataset and experi-
ments conducted are provided in Section 4. Results are discussed in Section 5 and 
finally conclusions are drawn in Section 6. 
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2 Overview of Semantic Similarity 

Semantic similarity is a kind of relatedness between two words. Semantic relatedness 
includes relationships between concepts including semantic similarity and other rela-
tions such as is-a-kind-of, is-a-part-of, is-a-specific-example-of, is-the-opposite-of, 
etc. A number of measures of semantic relatedness have been proposed [4, 5, 7, 8, 
10]. The relatedness measure by Hirst and St-Onge [4] considers many other relations 
in WordNet and is not restricted to nouns. This measure assigns a relatedness score 
for word types rather than concepts.  Jiang and Conrath [5] used information content 
proposed by Resnik [10]. They augmented it with a notion of path length between 
concepts. Resnik[10] introduced a measure of relatedness based on the information 
content. The information content is assigned to each concept in a hierarchy based on 
evidence found in the corpus. In Lin measure [8] of semantic relatedness, similarity 
between two concepts is measured by the ratio of the amount of information needed 
to state the commonalty of two concepts to the amount of information needed to de-
scribe them. In this work, we use the Leacock-Chodorow measure [7] of semantic 
relatedness to disambiguate a polysemous word. Relatedness is measured by compu-
ting the length of the shortest path between two concepts. We have used only nouns in 
this work. The underlying assumption is that the concepts of nearby nouns of target 
word are better indicator of the correct sense of target polysemous noun. The Lea-
cock-Chodorow measure [7] of semantic relatedness is based on the length of paths 
between noun concepts in an is-a hierarchy. The shortest path between two concepts 
is the path having least number of intermediate nodes. The shortest path is scaled by 
the depth of the hierarchy. Depth is the length of the longest path from a leaf node to 
the root node of the hierarchy. The relatedness between two concepts c1 and c2 is 
computed as: 

 
relatednesslch (c1, c2) = [- log (ShortestLength (c1, c2) / (2*D)] 

 
ShortestLength (c1, c2) is the shortest path length between two concepts and D is the 
maximum depth of the taxonomy. A hypothetical root node is created to join all the 
noun hierarchies. The maximum depth of Hindi WordNet is 12. 

3 WSD Algorithm 

We extend the idea of direct overlap method for performing disambiguation using the 
Leacock-Chodorow measure of semantic relatedness. Firstly, stop words are removed 
from test instances.  A test instance is a context containing an ambiguous word. Then 
we extract all the nouns from the test instances irrespective of their usage in the con-
text. The test instance is represented as a vector of words appearing in a window con-
taining two nouns on either side of the target word. The sense definitions are also 
represented as a vector comprising of words appearing in the sense definitions. The 
similarity between these two vectors is computed. Instead of using a keyword-based 
similarity the Hindi WordNet hierarchy is utilized to get meaning-based similarity. 
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The algorithm takes as input synset id’s of various senses of an ambiguous word and 
synset id’s of nouns appearing in the test instance. For example, for Hindi noun  

 (sona), there are 3 senses listed in Hindi WordNet as shown in Fig. 1. The syn-
sets pertaining to these 3 senses in Hindi WordNet along with their synset id are 
shown in Fig. 2. 

 

Fig. 1. Senses of  in Hindi WordNet 

 

Fig. 2. Synset id’s of in Hindi WordNet 

For our dataset, we have considered two senses of , pertaining to gold and 
sleep sense. This consists of sense1 and 2 from Hindi WordNet. Thus, the synset id’s 
of the target word  pertaining to sense 1 and 2 are {3045, 8042}. This constitutes 
the input sysnet id’s of target word ( ) used in this experiment. 

The synset id’s of the words in the test instance vector, excluding target word are 
computed. This forms output synset id’s. For each synset id of the target word, se-
mantic relatedness is computed for all output synset id’s using the measure of Lea-
cock Chodorow. Currently, we are not discriminating the senses of nouns appearing 
in the nearby context. The overall score for each sense is computed by summing the 
pair-wise semantic similarity between each of its senses. The sense pertaining to the 
synset id which maximizes the score is assigned as the winner sense. The steps in 
WSD algorithm are shown in fig. 3. 

सोना 

1. सोना, वण, कंचन, हेम, कनक, सुवरन, कांचन, सुवण, अ , हर य, वरवण, शातकंुभ, शातकु भ, शातक भ, 

शातकौ भ, शु , ने , चामीकर, पु द, ज़र, व ण, अह, अव भं, अव मभ्, ीम कंुभ, ीम कु भ, रस वरोधक, 

रंजन, मनोहर, शतकंुभ, शतकु भ, शतक भ, शतक भक, शतखडं, शतख ड, भ , अ मकर, अ ापद, म त,् द , 

आ नेय, वसु, गा ड़, तामरस, ता य;  एक बहुमू य पील  धात ु िजसके गहन ेआ द बनत ेह ; "आज कल 
सोन ेका भाव आसमान छू रहा है/ चतै य महापु ष के शर र से वण जैसी आभा नकलती थी" 

2. शयन, सोना, सयन;  सोन ेक  या; "शयन के लए ह रा त बनायी गयी है" 

3. सोनापाठा, योनाक, टटू, सोना, सोनापाढ़ा, वणव कल, नसोथ, नसतृा, नसौत, या ादनी, पू तप , 

पू तवृ , मतृ, मतृा, शुक, शुकनास, प ोण, अरलु, वेला, भूतपु प, धौतकोषज, पथृु शबं, पथृु श ब, भू मपु ;  

एक कार का ऊँचा पेड़; "सोना पाठा के बीज, छाल और फल दवा के प म काम आत ेह" 

सोना 

3045 - NOUN - [सोना, वण, कंचन, हेम, कनक, सुवरन, कांचन, सुवण, अ , हर य, वरवण, 

शातकंुभ, शातकु भ, शातक भ, शातकौ भ, शु , ने , चामीकर, पु द, ज़र, व ण, अह, अव भं, 

अव भ, ीम कंुभ, ीम कु भ, रस वरोधक, रंजन, मनोहर, शतकंुभ, शतकु भ, शतक भ, 

शतक भक, शतखडं, शतख ड, भ , अ मकर, अ ापद, म त,् द , आ नेय, वसु, गा ड़, तामरस, 

ता य] 

8042 - NOUN - [शयन, सोना, सयन] 

18571 - NOUN - [सोनापाठा, योनाक, टटू, सोना, सोनापाढ़ा, वणव कल, नसोथ, नसतृा, 
नसौत, या ादनी, पू तप , पू तवृ , मतृ, मतृा, शुक, शुकनास, प ोण, अरल,ु वेला, 
भूतपु प, धौतकोषज, पथृु शबं, पथृु श ब, भू मपु ] 

सोना 

सोना 

सोना 
सोना 
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WSD Algorithm  
1. Remove stop words from the test instances, extract all the nouns and then create context vector 

by extracting all the nouns to the left and right of the target word in the proximity of 2 words  
2. Extract input synset id’s of target word (Syn-input) 
3. Extract output synset id’s of the nouns in context vector, excluding target word (Syn-output)  
4. For i = 1 to number of Syn-input do 
         Scorei similarity (Syn-inputi, Syn-output)     
5.   Return Syn-inputi for which score is maximum.  
 
Computing score: 

similarity (Syn-inputi,, Syn-output) // Syn-inputi is the synset-id of the ith sense of target word and 
Syn-output is the  synset id’s of all nouns , excluding target words in context vector // 
sense_score 0 
      For each synset id a in Syn-output 
relatednesslch (Syn-inputi, a) = [ - log (ShortestLength (Syn-inputi, a) / (2*D)] 
 // D is maximum depth of Hindi WordNet (12) // 
sense_scoresense_score + relatednesslch (Syn-inputi, a) 

  return sense_score 

Fig. 3. WSD algorithm 

4 Data Set and Experiment 

4.1 Data Set 

We evaluate our algorithm on a test dataset consisting of 20 Hindi polysemous nouns 
(Table 1). Sense inventory is derived from Hindi WordNet. Some of the senses having 
fine-grained sense distinctions are merged. Some of the senses for which instances 
were not easily available have been deleted. Instances were collected from Hindi Cor-
pus [1] created by Centre for Indian Language Technology (CFILT), IIT Bombay. 
Instances were also collected from www.khoj.com and www.google.com by firing 
queries derived from sense definitions. Instances are from varying domains including 
news, literature, medical, sports, etc. Our dataset has a total of 710 instances. The 
average number of instances per word is 35.5. The average number of instances per 
sense is 14.48. The average number of senses per word is 2.45. The detail of the data-
set is given in Table A1 in Appendix. The translation and transliteration of the dataset 
is given in Table A2 in Appendix. The performance evaluation is done in terms of 
precision and recall. Precision is defined as the ratio of the correctly answered in-
stances and the total number of test instances answered for the target word. Recall is 
defined as the ratio of the correctly answered instances and the total number of test 
instances to be answered for the target word. 

Table 1. Dataset  

 

No of 
Senses 

                                   Words (Nouns) 

2 कोटा, गु , चदंा, जेठ, डाक, तान, तीर, दाम, माँग, व ध, सोना, हल, हार 
3 उ र, कंुभ, फल, वचन, सं मण, संबंध 
4 मूल 
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4.2 Experiment 

For evaluating the proposed algorithm test run for each target word is conducted on 
fixed window size of two. Precision and recall for 20 ambiguous Hindi words are 
shown in Table 2.We also conducted a test run using direct overlap method. The di-
rect overlap method used for comparison is adapted from WSD algorithm after stop 
word removal from sense definitions and test instances (Case III) as given in [11].The 
precision and recall values averaged over a window size of 5, 10, 15, 20, 25 for direct 
overlap method are shown in Table 2. Table 3 summarizes the results of comparison.  

Table 2. Precision and recall  

 

Word Semantic relatedness (Leacock-
Chodorow Measure) 

Direct Overlap Measure 

Precision Recall Precision Recall 
उ र 0.9030 0.8898 0.7888 0.7772 
कंुभ 0.5701 0.5701 0.6490 0.6490 
कोटा 0.6416 0.6416 0.1940 0.1940 
गु  0.6782 0.6782 0.5881 0.5881 
चदंा 0.5687 0.4409 0.8265 0.7276 
जेठ 0.6666 0.6666 0.2428 0.2428 
डाक 0.5000 0.5000 0.1336 0.1336 
तान 0.4166 0.4166 0.3500 0.3000 
तीर 0.7500 0.7500 0.5615 0.5615 
दाम 0.7368 0.7368 0.4798 0.4798 
फल 0.6526 0.6288 0.4985 0.4737 
माँग 0.6363 0.6363 0.3999 0.3999 
मूल 0.9019 0.9019 0.4359 0.4272 
वचन 0.3809 0.3809 0.2559 0.2559 
व ध 0.5909 0.4090 0.3811 0.3681 
सं मण 0.1809 0.1809 0.3919 0.3919 
संबंध 0.3888 0.3055 0.6499 0.6499 
सोना 0.7500 0.4732 0.4916 0.3196 
हल 0.6114 0.6114 0.5070 0.5070 
हार 0.6052 0.6052 0.3263 0.3263 
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Table 3. Comparision of Precision  and recall  

Method Overall average 
Precision (over 

20 words) 

Overall average 
Recall (over 20 

words) 
Semantic relatedness 
(Leacock-Chodorow 
Measure) 

 
0.6065 

 
0.5711 

Direct Overlap 
Measure 

0.4576 
 

0.4386 
 

5 Results and Discussion 

As shown in Table 3, the average precision and recall using WSD algorithm based on 
Leacock-Chodorow measure over 20 words is 60.65% and 57.11%.We obtained high-
est precision of 0.9030 for word . The lowest precision of 0.1809 was observed 
for the word . A comparison of the proposed algorithm with Lesk like direct 
overlap method is shown in Table 3. For Direct Overlap method results were taken on 
window size of 5, 10, 15, 20 and 25 after stop word removal for every target word and 
then average is computed. The average precision over 20 words using direct overlap 
method is 45.76% as shown in Table 3.We obtained higher precision for many words 
using Leacock-Chodorow measure than direct overlap measure. The direct overlap 
method showed better precision than Leacock-Chodorow measure for words   

 and . This is due the availability of better content words in dictionary de-
finitions for which contextual match is possible in the test instances. The use of se-
mantic similarity measure results in an improvement of 32.53%.  This is mainly due 
to the use of WordNet hierarchy in identifying similarity between the test instance and 
the sense definitions. 

6 Conclusions and Future Work 

In this paper, we proposed and evaluated Hindi Word Sense Disambiguation using 
Leacock-Chodorow measure of semantic relatedness. The experimental results dem-
onstrate that the use of semantics increases the accuracy of disambiguation. A com-
parison with the direct overlap method yields an improvement of 32.53%.  One of the 
drawbacks of our algorithm is that it does not consider part of speech other than noun. 
If words have multiple syntactic categories then the algorithm utilizes only the seman-
tic similarity arising out of noun category of matching words.   
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Appendix 

Table. A1. Statistics of Dataset 

 

दाम 2 19 6   

फल 3 30 25 5  
माँग 3 4 11   
मूल 4 3 17 12 12 
वचन 3 7 9 8  
व ध 2 22 22   

सं मण 3 10 19 7  

संबंध 3 8 12 3  
सोना 2 21 8   
हल 2 8 23   
हार 2 10 19   

 Word No. of 
Senses 

Instances 
Sense1       Sense 2     Sense 3      Sense 4     

उ र 3 10 23 12  

कंुभ 3 22 21 19  
कोटा 2 20 21   
गु  2 31 19   
चदंा 2 25 22   
जेठ 2 3 7   
डाक 2 19 20   
तान 2 6 7   

तीर 2 30 13   
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Table. A2. Dataset – Translation& Transliteration 

 

मूल (mul) 4 root of plant Basic reason, funda-
mental 

Time for a type  of 
star 

Capi-
tal/Principal 
money 

वचन (vachan) 3 whatever one speaks 
or says, saying 

Promise, commit-
ment 

Agent in Hindi 
grammar to denote 
singular or plural 

 

व ध (vidhi) 2 Way or process of 
doing something 

law   

सं मण (san-

kraman) 

3 Process of sun’s 
transition from one 
star-sign to another 

Process of disease 
infection 

Process of transition 
from one place or 
state to another place 
or state 

 

संबंध 

(sambandh) 

3 relation Agent in Hindi 
grammar that shows 
relation between two 
words 

marriage  

सोना (sona) 2 gold  sleep   
हल (hal) 2 solution Instrument used to 

plough 
  

हार (har) 2 defeat necklace, garland   

Word No 
of 
Sens
es 

 
 
         Sense1             Sense2                         Sense3                        Sense4                      

उ र (uttar) 3 Answer North direction A person’s name  
कंुभ (kumbh) 3 Waterpot made of 

mud 
A Sun Sign (Aqua-
rius) in Hindi 

A Holy event hap-
ping every 12 years 
in India 

 

कोटा (kota) 2 Reservation, quota Name of a district in 
Rajasthan in India 

  

गु  (guru) 2 teacher Jupiter (name of a 
planet) 

  

चदंा (chanda) 2 moon Financial contribu-
tion, subscription 

  

जेठ (jeth) 2 Name of a month in 
Hindi 

Husband’s elder 
brother, brother in 
law 

  

डाक (dak) 2 Bid, bidding Post, postal service   
तान (taan) 2 Process of stretching Music tone   
तीर (teer) 2 arrow shore of river or sea   

दाम (dam) 2 Cost, price Type of strategy or 
policy 

  

फल (phal) 3 fruit result Front sharp part of 
arrow or spear 

 

माँग (maang) 2 Requirement, need,  Parting of hairs on 
head where married 
Hindu woman put 
vermilion as a sign 
of marriage 
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Abstract. This paper presents our experimental work to design a
content-based recommendation system for eBook readers. The system
automatically identifies a set of relevant eResources for a reader, reading
a particular eBook, and presents them to the user through an integrated
interface. The system involves two different phases. In the first phase, we
parse the textual content of the eBook currently read by the user to iden-
tify learning concepts being pursued. This requires analysing the text of
relevant part(s) of the eBook to extract concepts and subsequently filter
them to identify learning concepts of interest to Computer Science do-
main. In the second phase, we identify a set of relevant eResources from
theWorld WideWeb. This involves invoking publicly available APIs from
Slideshare, LinkedIn, YouTube etc. to retrieve relevant eResources for
the learning concepts identified in the first part. The system is evaluated
through a multi-faceted process involving tasks like sentiment analysis
of user reviews of the retrieved set of eResources for recommendations.
We strive to obtain an additional wisdom-of-crowd kind of evaluation of
our system by hosting it on a public Web platform.

Keywords: Concept Extraction, Learning Concepts, RDF, Recommender
System, Semantic Annotation.

1 Introduction

With newer forms of digital storage devices, large screen readers and fast In-
ternet access; eBooks are becoming a popular alternative to traditional printed
books. The ease of creation and dissemination of content over electronic media
and the World Wide Web (Web) is making eBooks more and more popular.
The impact can also be understood from the fact that now publishers are trans-
forming their popular books into eBooks and promoting their distribution. An
important observation pertinent to our work, however, is that the eBooks are
delivered and used in an electronic form over a eBook reader (like Kindle) or a

� This work is partly supported by an Indo-Mexican project funded jointly by DST,
India and CONACYT, Mexico.

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 257–268, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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personal computer. This mode of usage of eBooks allow us to improve and enrich
the learning environment of the readers. Imagine that while reading some section
of an eBook (which describes some learning concept, say Topic Modeling), you
are provided with some video tutorials and slides about the learning concept.
Or perhaps a set of articles and names (and social profiles) of experts in that
area. You can now pursue the additional learning resources for a better under-
standing and can also contact related experts through social media systems, in
case of clarifications or doubts. This would no doubt improve both, the learning
environment as well as learning outcome.

In this paper, we describe our experimental work on design of such a rec-
ommendation system, which can effectively improve the learning outcome by
augmenting the learning environment with additional set of knowledge resources
for the particular set of concepts described in that part of eBook. We call our
system a content-based recommender system because it uses a text analytics
approach to automatically identify learning concepts being pursued by a user,
reading an eBook. The system designed has two identifiable components, which
work in phases. In the first phase, a text analytics based formulation parses the
text of the eBook section being read by the reader and extracts concepts. The
extracted concepts are filtered and ranked, which then feeds as input to the sec-
ond phase. In the second phase, different APIs are called and a set of eResources
are identified and a ranked list is presented to the user. The recommended eRe-
sources include videos, slides, documents, web articles, twitter and linkedin ids
of professionals working in the area. The figure 1 presents a block diagram of
the proposed system, illustrating the system architecture, its components and
an overview of its functioning.

The rest of the paper is organized as follows. Section 2 describes the pro-
cess of parsing the eBook content, extraction of concepts from different sections,
ranking the concepts by importance, and populating the RDF schema designed
for eBooks. Section 3 explains the recommendation generation process, including
identifying eResources from the Web and selection of relevant ones for presenting
to the reader. Section 4 presents the dataset and experimental results. Section 5
presents evaluation of the the proposed system. The paper concludes with a short
summary of usefulness of this work and future extension. A recent work which
uses a similar concept extraction process used by us, though for the purpose of
qualitative evaluation of eBooks, can be found in [1], [2]. We have used quali-
tative scores proposed in this work for ranking related eBook recommendation
results.

2 Concept Extraction from eBook

The first phase of our recommendation system extracts learning concepts de-
scribed a particular part of the eBook. This requires a number of tasks ranging
from POS tagging to concept filtering. First of all we parse the textual con-
tents of an eBook part and then use knowledge from linguistics to identify pat-
terns that can represent concepts. The concepts so identified are subjected to a
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Fig. 1. Architectural Block Diagram of the System

filtering process for identifying Computer Science (CS) domain concepts. The CS
domain concepts present in a section are then ranked in order of importance for
use by the recommendation generation phase. For concept extraction, we had to
first do multitude of text extractions from the eBook, that included extracting
Table of Contents, Chapter and section texts. This was followed by POS tagging
and terminological noun phrase identification.

2.1 Concept Extraction

We extracted concepts using the terminological noun phrase identification, a
set of three kind of patterns known to represent important noun-phrase based
concepts, based on the idea proposed in [3],[4].

P1 = C∗N (1)

P2 = (C∗NP )?(C∗N) (2)

P3 = A∗N+ (3)

where, N refers to a noun, P a preposition, A an adjective, and C = A or N.
The pattern P1 represents a sequence of zero or more adjectives or nouns which
ends with a noun. The pattern P2 is a relaxation of P1 that allows two such
patterns separated by a preposition. Examples of the pattern P1 may include
“probability density function”, “fiscal policy”, and “thermal energy”. Examples
of the pattern P2 may include “radiation of energy” and “Kingdom of Ashoka”.
The pattern P3 corresponds to a sequence of zero or more adjectives, followed
by one or more nouns. In P3, an adjective occurring between two nouns is not
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allowed that means it is a restricted version of P1. It would be pertinent to
mention here that symbol ∗ provides for maximal pattern matches i.e., there is
no chance to get “density function” as an extracted pattern if the actual concept
mentioned is “probability density function”.

Identifying terminological noun phrase patterns from the text require a num-
ber of text analytics steps. First of all we have to extract various parts (sections)
of the eBook. Then we apply POS tagging on each section extracted. We used
Stanford POS tagger 1 for this purpose. This paves the way for identifying termi-
nological noun phrases. The terminological noun phrases so identified are noun
phrase based concepts described in a section. A section may contain many such
concepts. We have to do two things to proceed further. First, we need to dis-
tinguish CS domain concepts from other concepts. Secondly, we need to identify
most important concept(s) for a section.

2.2 Identifying CS Domain Concepts

The terminological noun phrases extracted represent generic noun-phrase based
concepts. Not all of them represent concepts belonging to CS domain. In order
to identify relevant eResources to recommend, we need to know precisely what
CS domain concepts are described in an eBook section. We have therefore tried
to filter out the concepts not in the CS domain. For this, we have used a filtering
list containing key concepts in CS domain. We understand that this list could
not be an exhaustive list of CS domain concepts. This may result in loosing
some CS domain concepts, however, the list is appropriate enough to identify
key concepts in different subjects of study in CS domain. We have used ACM
Computing Curricular Framework document (ACM CCF)2 as our base CS do-
main concept list. We have augmented this list by incorporating in it terms from
IEEE Computer Society Taxonomy3 and ACM Computing Classification Sys-
tem4. The augmenting process involved merging the two later documents into
the first one, while preserving the 14 categories it is divided into. The combined
list is thus a set of 14 different sets of CS domain knowledge areas, each knowl-
edge area containing key concepts (the important ones) worth learning in that
area. We use this list of concepts as our filtering list.

Every concept identified through the terminological noun phrase identifica-
tion process, is subject to this filtering. However, we can not do an exact term
matching. For example, two terms ”algorithm complexity” and ”complexity of
algorithm” will not be a match, if we go for exact matching scheme. Therefore,
we have used Jackard similarity measure, which allows two concept phrases to
result in a match even when the word order in the two are different, or there

1 http://nlp.stanford.edu/software/tagger.shtml
2 http://ai.stanford.edu/users/sahami/CS2013/

ironman-draft/cs2013-ironman-v1.0.pdf
3 http://www.computer.org/portal/web/publications/acmtaxonomy
4 http://www.acm.org/about/class/2012

http://nlp.stanford.edu/software/tagger.shtml
http://ai.stanford.edu/users/sahami/CS2013/ironman-draft/cs2013-ironman-v1.0.pdf
http://ai.stanford.edu/users/sahami/CS2013/ironman-draft/cs2013-ironman-v1.0.pdf
http://www.computer.org/portal/web/publications/acmtaxonomy
http://www.acm.org/about/class/2012
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is an impartial match. The Jackard similarity equation is given in the equation
below:

Similarity (A,B) =
|A ∩B|
|A ∪B| (4)

where A and B stand for the two phrases. Here, A ∩ B is the set of common
words in both phrases, A ∪ B is the set of union of words in both phrases and
|S| stands for the number of elements in the set S. We have to set a threshold
value for deciding whether phrase A and B constitute a match. We empirically
found a threshold between 0.5 and 0.6, works best for identifying CS domain
concepts. A simple example could help in understanding the suitability of this
threshold. Consider, a phrase A= “methods of numerical analysis” is an identi-
fied terminological noun phrase and a phrase B=“numerical analysis methods”
is a concept in the CS domain concept list. In this case we get the similarity
score = 0.75, greater than threshold and confirming that A is a valid CS domain
concept. Thus, we use the reference list and similarity scores for deciding about
every terminological noun phrase extracted from an eBook for being a valid CS
domain concept.

2.3 Ranking Concepts by Importance

Our implementation tells us that a typical section in an eBook may have oc-
currences of several valid CS domain concepts. Since, we have to recommend
eResources for eBook reader pursuing a particular set of concepts, we need to
select only the most important concepts as the input for generating recommen-
dations. This means that if an eBook section results in 10 valid CS domain
concepts, we can simply not generate recommendation of eResources for all the
10 concepts, since it would make the recommendations ineffective. We have to,
therefore, restrict the list of concepts to be used as input for the process of rec-
ommendation generation. This is equivalent to try identifying most important
concept(s) in a section. An ideal position will be if we have a scheme to figure
out semantically the learning concept(s), a section is about. But, in the absence
of such a scheme to identify semantic tags about concepts described in a section,
the only option is to use statistical evidence about the concept importance in a
section. We have used statistical measures of term occurrence in the concerned
section and the entire eBook to rank the concept(s) in order of importance. The
rank score (section-rank)of a concept Ci belonging to a particular section Sj is
computed as follows:

RankScore (Ci, Sj) = Freq (Ci, Sj) + log

(
NOC

GRank (Ci)

)
(5)

where, Freq() gives the number of occurrences of a particular concept in a given
section, NOC refers to the total number of CS domain concepts extracted from
the eBook and GRank is the rank of a concept in the entire eBook (with highest
occurring concept getting the rank 1). Thus, we have two ranks for each concept
C, a section-rank and a global-rank. The equation makes it clear that we compute
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section-rank of a concept by combining its occurrence measures in the section
and the entire eBook. If the concept Ci refers to the highest ranking concept
(rank 1), the Freq(Ci,Sj) value is incremented substantially by addition of log
normalized measure of its importance in the entire eBook. On the other hand,
if the concept Ci refers to the a concept with lowest global rank (rank=no. of
concepts), its log normalized measure value becomes zero (since rank is equal
to the number of concepts in eBook) and the section-rank of this concept is
only a measure of its occurrence in the concerned section. In this manner, we
are able to compute importance of a concept in a given section (measured as
section-rank). This is in a sense equivalent to attempting to find the key section
(most important) for a concept [5].

2.4 Populating the RDF

The JAVA program designed to extract concepts, their ranks etc. produces a
lot of other useful information from eBooks. We have designed an RDF (Re-
source Description Framework) schema to store the information produced for
each eBook. All this information is generated and written automatically (through
our program) in the RDF schema. The RDF schema contains rdfs:resources for
the eBook metadata, concepts in a section and chapter, concept relations and
eBook reviews obtained by crawling the Web. The eBook metadata comprises of
eBook title, author, number of chapters, number of pages, eBook price, eBook
rating, its main and two related categories as determined from augmented ACM
CCF, coverage score, readability score and consolidated sentiment score profile.
For each chapter node in the RDF, the entry consists of section and chapter titles,
top concepts with ranks, and relations extracted for the chapter. The populated
RDF structure contains a lot of other information for eBooks. We have used
only some of this information for our recommendation generator component.
The other information can be used for a number of purposes like querying about
relevant information for the eBook, designing a concept locator in the eBook or
designing a semantic annotation environment.

A sample example of RDF representation of eBook metadata is as follows:

<rdf:RDF

xmlns:rdf=http://www.w3.org/1999/02/22-rdf-syntax-ns#

xmlns:book="http://www.textanalytics.in/ebooks/

Data_Mining_Concepts_and_Techniques_Third_Edition#" >

<rdf:Description rdf:about="http://www.textanalytics.in/ebooks/

Data_Mining_Concepts_and_Techniques_Third_Edition#metadata">

<book:btitle>Data Mining Concepts and Techniques Third Edition

</book:btitle>

<book:author>JiaweiHan,MichelineKamber,Jian Pei</book:author>

<book:no_of_chapters>13</book:no_of_chapters>

<book:no_of_pages>740</book:no_of_pages>

<book:bconcepts>rule based classication, resolution, support vector

machines,machine learning,...</book:bconcepts>

<book:main_category>Intelligent Systems</book:main_category>
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<book:main_cat_coverage_score>0.051107325</book:main_cat_coverage_score>

<book:related_category>Programming fundamen-tals</book:related_category>

<book:related_category>Information Management</book:related_category>

<book:googleRating>User Rating: **** (3 rating(s))</book:googleRating>

<book:readability_score>56 (Fairly Difficult)

</book:readability_score>

</rdf:Description>

In this representation, the category and related category refers to the two
closest of the 14 classes defined in ACM CCF. Similarly, other important infor-
mation include readability score, author(s), number of pages etc. The figure 2
shows the RDF Graph for a part of the eBook metadata.

Fig. 2. RDF Graph For Book Metadata

The second key part of the information represented include information about
concepts and their relations in the Chapter node of the RDF schema. A detailed
discussion of the RDF schema and relation networks is available in [6].

3 Generating eResource Recommendations

After identifying important learning concepts presented in a section of eBook,
we move to second phase of the system, which is to generate recommendations
for relevant eResources for the learning concepts being pursued. While a sec-
tion is being pursued by a reader, we have the key concepts in that section
identified and ranked. The top three concepts then form input for the recom-
mendation generation process. The design of the second part is fairly simple.
First of all, we explored about what useful eResources may be readily available.
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Thereafter, we wrote a JAVA code to invoke search APIs available for this pur-
pose and integrate the results obtained. Our system returns a number of eRe-
sources, slides from Slideshare5, web articles from Google Web Search6, videos
from YouTube7, microblog posts in the area from Twitter8, details of profession-
als working in the area from LinkedIn9 and related documents from DocStoc10.

The main objective of designing the recommender system for us was to identify
and recommend additional set of eResources for eBook readers. While a reader
is reading a particular section of an eBook, we want to provide him with addi-
tional learning resources as well as the set of professionals working in that area.
While the first is aimed at improving the learning quality and pace; second is to
provide an opportunity to the reader to connect to related professionals in the
area. For learning concepts pursued by a reader, we generate a set of eResource
recommendations. We have designed a web-based interface for this purpose. One
important issue is to rank the recommendations based on their relevance to the
learning concepts being pursued by the reader. The inherent ranking provided
by the APIs invoked is one way to associate relevance to the learning concepts.
These APIs use a sophisticated set of algorithms to retrieve only the most rel-
evant results for a search query. We have, therefore, not attempted to rank the
retrieved eResources afresh, except while recommending related eBooks (where
we do rank the recommendations list). Our system design is thus a content-based
recommendation system approach [7], [8].

4 Experimental Results

4.1 Dataset

We have performed our experimental evaluation on a moderate sized dataset
collected on our own. We collected about 30 eBooks in CS domain from different
sources. The text corresponding to various parts of a PDF eBook is extracted us-
ing the iText API11 and programmatically reading the bookmarks. The different
parts of an eBook are then parsed at a sentence level, starting with POS tagging
and culminating in identification of learning concepts (denoted by terminological
noun phrases).

4.2 Results

In the following paragraphs we present snapshot of some results produced at vari-
ous stages of processing by our system. The snapshot of results shown correspond

5 http://www.slideshare.net/about
6 http://www.google.com
7 http://www.youtube.com
8 http://www.twitter.com
9 http://www.linkedin.com

10 http://www.docstoc.com/about/
11 http://www.api.itextpdf.com

http://www.slideshare.net/about
http://www.google.com
http://www.youtube.com
http://www.twitter.com
http://www.linkedin.com
http://www.docstoc.com/about/
http://www.api.itextpdf.com
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to a popular eBook on ”Data Mining” that describes concepts and techniques of
data mining and is a recommended eBook for graduate and research students.
During phase 1 of system operation, we extract all probable learning concepts
(measured as terminological noun phrases) from a section of the eBook. Then
these concepts are filtered using the augmented ACM CCF reference document.
For example, from the first chapter of the eBook having title ”Introduction”, we
obtained 1443 concepts before filtering, out of which 96 concepts refer explicitly
to the CS domain. Some example CS domain concepts from beginning portion
of this chapter are:

business intelligence, knowledge management, entity relationship

models,information technology, database management system

After obtaining the filtered list of CS domain concepts in a section of the eBook,
we rank them in order of importance. This required that both local (concept
occurrence frequencies in the section) and global knowledge (concept ranking
for the entire eBook) are available. Thus, we parse the entire dataset of eBooks,
identify learning concepts in them and rank them in order of importance (as-
suming whole eBook as unit), beforehand. The concept occurrence frequencies
in the currently accessed section are computed at the time of their actual use by
the eBook reader. As stated earlier, all the information extracted is also written
in an RDF schemea for future retrieval.

The second phase involves generation of recommendations for eresources rel-
evant to the most significant learning concepts being pursued by the reader.
Our recommendations list contain eResources of various kinds. The recommen-
dation list generated by us include videos from YouTube, slides form Slideshare,
documents from DocStoc, Web articles from Google Web search, profile ids of
professionals working in the area from LinkedIn and some others. We present
below a sample results for a concept ”Data mining” from the first chapter of the
eBook used as an example demonstration.
An example of recommended videos from YouTube for the concept are as follows:

Result for Concept: Data Mining

1. Thumbnail: http://i.ytimg.com/vi/UzxYlbK2c7E/hqdefault.jpg

URL: http://www.youtube.com/watch?v=UzxYlbK2c7E

2. Thumbnail: http://i.ytimg.com/vi/EUzsy3W4I0g/hqdefault.jpg

URL: http://www.youtube.com/watch?v=EUzsy3W4I0g

An example snapshot of recommended slides from SlideShare for the concept
are as follows:

Result for Concept: Data Mining

1. Title:The Secrets of Building Realtime Big Data Systems

URL:http://www.slideshare.net/nathanmarz/

the-secrets-of-building-realtime-big-data-systems

2. Title:Big Data with Not Only SQL

URL:http://www.slideshare.net/PhilippeJulio/big-data-architecture



266 V.K. Singh et al.

A sample of recommended documents from DocStoc for the concept are as
follows:

Result for Concept: Data Mining

1. Title: Data Mining

URL: http://www.docstoc.com/docs/10961467/Data-Mining

2. Title: Data Mining Introduction

URL: http://www.docstoc.com/docs/10719897/Data-Mining-Introduction

A snapshot of a part of recommended LinkedIn profiles for the concepts are
as follows:

Result for Concept: Data Mining

1. Name: Peter Norvig

URL: http://www.linkedin.com/in/pnorvig?trk=skills

2. Name: Daphne Koller

URL: http://www.linkedin.com/pub/daphne-koller/20/3a8/405?trk=skills

It would be important to mention here that the results displayed are a very
small part of the actual results obtained. More results can be seen at our text
analytics portal12. Through a similar process of API invocation, we have also
generated recommendations for top web links from Google Web Search and top
profiles of persons writing on the topic on microblogging site Twitter. We have
thus generated recommendations for a comprehensive set of eResources (in addi-
tion to identifying the most relevant eBook and its chapter) for a concept being
pursued by a learner.

For a given important concept in a section, we also recommend related eBooks
(ranked in order of their relevance). The recommended list of related eBooks are
at present generated from our dataset collection itself. However, it is not a lim-
itation and we can generate a list of related eBooks (related on the important
learning concepts under consideration) from the Web. The list of related eBooks
is ranked based on a computed sentiment score of their reviews obtained from
Google book reviews and from Amazon. It was necessary to rank eBooks since
the recommendation list of eBooks is not generated by an API having inherent
ranking scheme, but by a concept-bases matching calculation. We want that the
most popular eBooks (measured through wisdom-of-crowds) should be ranked at
top and recommended. For this, we have collected user reviews of all the eBooks
in the dataset by a selective crawling of Google Book review and Amazon sites.
The textual reviews obtained for each eBook are then labeled as ’positive’ or
’negative’ through a sentiment analysis program designed by us [9], [10]. Thus
for each candidate eBook, we compute sentiment labels and strengths of its re-
views (between 10-50 reviews), normalize the strength score (by dividing with
number of ’positive’ or ’negative’ reviews) and use it to rank the eBooks in or-
der of their popularity. The figure 3 shows an example recommendation for the
related eBooks recommended for concept ”Data Mining”.

12 http://www.textanalytics.in

http://www.textanalytics.in
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Fig. 3. Recommended eBooks for Concept: Data Mining

5 Conclusion and Future Work

We have presented our experimental work on design of concept-based eResource
recommendation system. The system takes as input an eBook being currently
read by a user and provides him with additional learning resources for the learn-
ing concepts being pursued by him. The system uses a text analytics approach
and works in two phases. In first phase, it identifies the main learning concepts
that a user is trying to understand. In the second phase, it generates a set of
eResource recommendations that are relevant to the learning concept and pro-
vide the user with additional learning material on the concept in concern. The
recommender system design proposed and demonstrated by us, appears to be
useful for learners.

Evaluation of recommendations is a key parameter of study for recommen-
dation system design. Here, we have used Web APIs for collecting and recom-
mending eResources. These APIs are inherently known to retrieve most relevant
results for an information need. There is no such previous system or benchmark
against which we can evaluate our system. While the first phase of the system
is tested to work appropriately, the results of second phase need some more
evaluations for relevance. Our preliminary observation shows that the retrieved
and recommended eResources for a learning concept are the most relevant and
authoritative ones. We are, however, working towards a wisdom-of-crowd kind
of evaluation of the relevance of the recommendation results. Since it is largely
a manual effort, it will take some more time to collect user feedbacks from the
system hosted on a in-house web portal and being used by volunteers.

There are some possible improvements and extensions of the current work.
One of them is to work on a large dataset and explore our system’s applicability
on open source eBooks from the Web not only for CS but other domains as well.
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Secondly, we are still working on an appropriate evaluation scheme for ascertain-
ing the quality of recommendations generated. Though, wisdom-of-crowds seem
the most natural way, other ways of evaluation may be explored. Thirdly, we wish
to extend the system to a full-blown web-based learning resource recommenda-
tion system, which can automatically identify users information needs. Fourth,
behavioural and user-based modeling studies may be carried out to evaluate use-
fulness of the system and to deduce lessons for information need modeling of IR
systems. And lastly, the linguistics-based formulations for concept identification,
refinement still have possibility of improvement.
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Abstract. Markov decision processes (MDP) have become one of the
standard models for decision-theoretic planning problems under uncer-
tainty. In its standard form, rewards are assumed to be numerical ad-
ditive scalars. In this paper, we propose a generalization of this model
allowing rewards to be functional. The value of a history is recursively
computed by composing the reward functions. We show that several vari-
ants of MDPs presented in the literature can be instantiated in this set-
ting. We then identify sufficient conditions on these reward functions
for dynamic programming to be valid. In order to show the potential of
our framework, we conclude the paper by presenting several illustrative
examples.

1 Introduction

In sequential decision-making under uncertainty, Markov Decision Processes
(MDPs) have received much attention as a natural framework both for model-
ing and solving complex structured decision problems [1–5]. In standard MDPs,
scalar rewards – assumed to be additive – are granted along the process, and a
policy is evaluated according to the probabilistic expectation of the cumulated
rewards. Yet, it often happens that some of those assumptions have to be re-
laxed, as in the following cases already highlighted in the literature: rewards are
not static, in the sense that they do not only depend on the current state and the
action carried out: this is the case for instance in MDPs where rewards represent
durations, and these durations vary over time (think about public transporta-
tion: the travel time depends on which bus you catch); rewards are not known
with certainty: the determination of precise rewards remains a bottleneck in
the specification of an MDP, and it is often advantageous to use imprecise or
stochastic rewards; the evaluation of a policy is not performed via probabilistic
expectation: this is the case for instance in high-stake planning situations, where
one wishes to take the level of risk into consideration by using expected utility
instead of probabilistic expectation. Each of these observations have encouraged
researchers to provide different extensions of MDPs, together with dedicated so-
lution procedures: Time-dependent MDPs [3], MDPs with imprecise rewards [5],
MDPs with one-switch utility functions [4].
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c© Springer-Verlag Berlin Heidelberg 2013
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In this article, we propose a general framework called MDP with functional
rewards (abbreviated by FRMDP in the sequel) to handle most features of such
variants, and we show how to recast them in our setting. Our approach is based
on the use of functional rewards instead of scalar ones. This can be seen as
a generalization of the work of Serafini [6], who searched for preferred paths in
graphs with functional costs, and of the work of Liu and Koenig [4] who proposed
functional value iteration in MDPs with scalar rewards. In FRMDPs, the value
of a policy in a state can be defined in two ways: a recursive definition based on a
functional version of the Bellman equations [7, 8] and an explicit definition based
on the expectation of cumulated rewards. We first exhibit general conditions for
which the backward induction procedure returns an optimal policy according to
the recursive definition. We however emphasize that in some cases the optimal
policy according to this recursive definition can differ from that according to
the explicit definition. We then exhibit the condition under which both notions
of optimality coincide. For the sake of simplicity, we only consider the finite
horizon case in this paper, although the results could be extended in infinite
horizon MDPs with goal states for instance.

2 Preliminaries and Motivating Example

A Markov Decision Process (MDP) can be defined as a collection of objects {S,
A, pass′ , r

a
s , gs, h} where S is a finite set of states, A is a finite set of actions, pass′

is the probability of reaching state s′ after taking action a in state s, ras is the
immediate reward gained after taking action a in state s, gs is the final reward
received when the process stops at state s and h ∈ IN is a finite horizon.

A history starting from state sh ∈ S corresponds to a sequence: (sh, ah,
sh−1, ah−1, . . . , a1, s0) where ∀i = 1, . . . , h, (ai, si−1) ∈ A × S. A decision rule
δ : S → A is a mapping from states to actions. By abuse of notation, tran-

sition probability p
δ(s)
ss′ is denoted by pδss′ and reward r

δ(s)
s by rδs . The set of

all decision rules is denoted by Δ. A policy π is a sequence of decision rules:
π = (δh, δh−1, . . . , δ1) where ∀t = 1, . . . , h, δt ∈ Δ is the decision rule applied at
the tth-to-last step.

The value function vπ(s) of a policy π = (δh, δh, . . . , δ1) in a state s, defined
as the expected cumulated reward obtained by executing policy π from state s,
can be computed iteratively by using the Bellman equations:

vπ0 (s) = 0 (1)

vπt (s) = rδts +
∑
s′∈S

pδtss′v
π
t−1(s

′) ∀t ≤ h

A policy π is preferred to a policy π′ if and only if ∀s ∈ S, vπ(s) ≥ vπ
′
(s).

An optimal policy is a policy that is preferred to any other policy. The value
function v∗t of an optimal policy satisfies the Bellman optimality equations:

v∗0(s) = 0 (2)

v∗t (s) = max
a∈A

ras +
∑
s′∈S

pass′v
∗
t−1(s

′) ∀t ≤ h
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1: ∀s ∈ S, v∗0(s) ← 0; t ← 0
2: repeat
3: t ← t+ 1
4: for all s ∈ S do
5: for all a ∈ A do
6: qt(s, a) ← ras +

∑
s′∈S pass′v

∗
t−1(s

′)
7: end for
8: v∗t (s) ← maxa∈A qt(s, a)
9: end for
10: until t = h

Fig. 1. Backward Induction

This problem can be solved using the backward induction algorithm (Fig. 1).

A Coffee Robot Example. As a motivating example for our new framework,
we present an adaptation of a shortest path problem in a deterministic graph,
proposed by Serafini [6], to the coffee robot environment [9]. Consider a mo-
bile robot whose task is to bring a coffee to a sleepy researcher. For simplicity,
assume that the laboratory map can be seen as a 3x3 grid. Each cell of this
grid corresponds to an area of the laboratory. The coffee machine is located at
cell (1, 1) and the researcher waits for her coffee at cell (3, 3), where coordinates
(nr, nc) stand for the row and the column of a cell. As the robot can bump into
walls, furniture or people, it could spill the cup of coffee. Spilling the coffee has
not the same cost according to the place where it happens: for instance, it is
more damaging in offices (where there are carpets) than in corridors (where the
floor is covered by lino). In Figure 2, the left (resp. middle) grid corresponds to
the cost (resp. probability) of spilling the coffee according to the location of the
robot. Four actions are available for the robot, which simply consists in decid-
ing in which direction to go: (N)orth, (S)outh, (E)ast or (W)est. Due to faulty
connections in its circuits, the robot has a tendency to drift to the left of the
expected direction (once in ten): for instance, instruction “East” at cell (2, 2)
sometimes leads to cell (1, 3) instead of (2, 3). The robot stops as soon as the
coffee is delivered or spilled. The aim is to determine a policy minimizing the
expected cost of spilling the coffee.

The formalism of MDPs seems well-suited for this problem of sequential de-
cision making under uncertainty. It can be formalized as follows: S = {(nr, nc) :
nr ∈ {1, 2, 3}, nc ∈ {1, 2, 3}}; A = {N,S,E,W} (the possible directions); pass′ =
0.1if s′ = failurea(s) or 0.9if s′ = successa(s) where state s equal (nr, nc) and
state successa(s) (resp. failurea(s)) is the state reached if action a succeeds
(resp. fails, drift to the left of the expected direction) in state s; when action
a brings the robot to the wall, we assume that successa(s) = failurea(s) = s,
meaning that the robot does not move; gs = 0, ∀s ∈ S;

It now remains to define the rewards from the matrices of Figure 2. We assume
that cost rs (resp. probability Ps) of spilling the coffee when performing an action
in state s is equal to the value indicated at cell s in the left (resp. middle) matrix.
Note that in the general case, those costs and probabilities may depend on the
action and the destination state. The subtlety here is that a cost is incurred only
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Fig. 2. The Coffee Example: costs (left) and probabilities (center) of spilling coffee,
first decision rule (right) of π

if a spilling occurs, which does not seem to naturally fit the usual assumptions
of MDPs. The most natural expression of vπt from vπt−1 writes indeed, for any
horizon h and π = (δh, δh−1, . . . , δ1):

vπ0 (s) = 0

vπt (s) = Psrs + (1− Ps)
∑
s′∈S

pδtss′v
π
t−1(s

′) ∀t ≤ h

by explicitly taking into account the fact that once the coffee is spilled the
robot stops (and therefore no more cost is incurred in this case). For instance,
vπt (2, 2) = 0.04(−3) + 0.96(0.9vπt−1(2, 3) + 0.1vπt−1(1, 3)) for policy π whose first
decision rule is indicated on the right of Figure 2. This is not the usual form of
the Bellman equations due to Ps. In order to recover this usual form, one needs to
redefine rewards as cs = Psrs and transition probabilities as qass′ = (1−Ps)p

a
ss′ :

vπ0 (s) = 0

vπt (s) = cs +
∑
s′∈S

qδtss′v
π
t−1(s

′) ∀t ≤ h

We now show that MDPs with functional rewards provide a more intuitive
setting for this problem, and encompass a wide class of MDP variants.

3 MDP with Functional Rewards

An MDP with functional rewards (FRMDP) is an MDP where each reward rass′
is replaced by a function fa

ss′ : R → R where R is a valuation space with a
binary operator maxR that defines a (not necessarily complete) order relation
�R: ∀x, y ∈ R, x �R y ⇔ ∃z ∈ R, x = maxR(y, z). Furthermore, each final
reward gs ∈ IR is replaced by a value in R. Function fa

ss′(x) measures the value
of executing action a in state s, moving to state s′, and assuming that x ∈ R
has already been received. Such functions are called reward update functions. By

abuse of notation, for any decision rule δ, function f
δ(s)
ss′ is denoted f δ

ss′ .
In order to value a policy from an initial state, we assume that set R is

endowed with a mixture operation m that assigns an element m(p, x, y) = px
+ (1 − p)y in R to each p in [0, 1] and each ordered pair (x, y) in R × R. Pair
(R,m) is assumed to be a mixture set [10], i.e., the following properties hold:

M1. 1x+ 0x = x,
M2. p1x+ (1 − p1)y = (1 − p1)y + p1x,
M3. p1[p2x+ (1 − p2)y] + (1− p1)y = (p1p2)x + (1− p1p2)y,



Markov Decision Processes with Functional Rewards 273

for all x, y in R and p1, p2 in [0, 1]. Note that the mixture of more than two
elements, i.e.,

∑
i pixi, is defined by inductive application of property M3. More-

over, we impose the following independence condition:

I. x �R y ⇔ px+ (1 − p)z �R py + (1− p)z

for all x, y, z in R and p in [0, 1]. This condition well-known in decision the-
ory [11] states that when comparing two elements, only the differing parts are
important in choosing the preferred ones.

As mentioned in the introduction, preferences over policies can be defined
in two ways, as the value function of a policy can be given two definitions:
a recursive one and an explicit one. We present those two definitions in the
following two subsections. We show that the recursive definition allows the use
of dynamic programming under some conditions that we will specify. We then
reveal which property the reward update functions have to satisfy in order for
the explicit definition and the recursive definition to be equivalent.

Recursive Definition. The value function of a policy π = (δh, δh−1, . . . , δ1) in
a state s can be defined recursively with the functional version of the Bellman
equations:

vπ0 (s) = gs (3)

vπt (s) =
∑
s′∈S

pδtss′f
δt
ss′

(
vπt−1(s

′)
)

∀t ≤ h

A policy π is preferred to a policy π′ in state s at step t, denoted by π �s,t π
′,

if and only if vπt (s) �R vπ
′

t (s). Note that preference relation �s,t may be partial
as �R is not necessarily complete.

Usually, valuation space R is simply taken as the real line IR. The mixture
operation (resp. maxR) is then the usual convex combination between reals
(resp. the usual max operator). For instance, this is the case of standard MDPs,
which are FRMDPs where fa

ss′ is defined from rass′ by fa
ss′(x) = rass′ + x. The

coffee robot example can also be casted in this framework, by setting fa
ss′(x) =

Psr
a
ss′ + (1− Ps)x and gs = 0.
Besides, FRMDPs include many previously proposed variants of MDPs as

special instances when R �= IR. We detail here two examples:

Time-dependent MDPs [3]. FRMDPs can model problems where the rewards
depend on time. For instance, consider a navigation problem where one wants to
minimize the arrival time. The duration dass′ (t) of a transition following action
a from state s to s′ depends on the departure time t at state s. The value of a
history or a policy from a state s, interpreted here as the arrival time, is thus a
function of the departure time. This situation can be modeled with R = IRIR,
which denotes the set of real functions. For any f ∈ R, if the value f(t) repre-
sents the expected final arrival time with t being the departure time from some
state s′, then fa

ss′
(
f
)
(t) = f

(
dass′(t)+t

)
represents the expected final arrival time

when executing action a at time t from state s and arriving in state s′ (at time
dass′(t) + t). Function gs is set to the identity function Id. The choice for gs will
become clear when we present the solving method. For two functions f, g ∈ R,
maxR(f, g) = h where ∀x ∈ IR, h(x) = max(f(x), g(x)). Then, clearly, f �R g
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if and only if ∀x ∈ IR, f(x) ≥ g(x). Here, note that R is only partially ordered
by �R. The mixture operation is simply the convex combination of functions.
Note that, contrarily to the dedicated framework provided by [3], FRMDPs can-
not accommodate problems where the transition function also depends on the
departure time.

Risk-sensitive MDPs [12, 4]: In standard MDPs, the decision criterion for com-
paring policies in a state is simply the mathematical expectation. However, it is
insufficient when one wants to take into account risk aversion for instance. In that
aim, one can use expected utility (EU) instead. For a discrete random variable X
(total reward) whose possible realizations are x1, . . . , xk in R, with probabilities

p1, . . . , pk respectively, it is formulated as follows:
∑k

i=1 piu(xi), where u is the
utility function. An MDP using EU as a decision criterion is an FRMDP with
R = IRIR, ∀f ∈ R, ∀x ∈ IR, fa

ss′
(
f
)
(x) = f

(
rass′ + x

)
and gs = u, where rass′ is

the immediate reward of the initial MDP. Here, again, the value function vπ of
policy π in a state s is a real function. Its interpretation is the following: vπ(s)(x)
represents the expected utility of the total reward obtained by following policy
π from state s, assuming that cumulated reward x has already been received. At
the last time step, clearly the value function of any policy in a state s is gs = u,
which can then be applied on the cumulated rewards received before reaching
the final time step. Operator maxR, relation �R and the mixture operation are
defined as in the previous example.

In a close framework with R = IR, Kreps and Porteus [7] axiomatically justi-
fied a preference system defined recursively for taking into account preferences
on temporal resolution of uncertainty. They identified under which conditions
preferences over policies can be represented by functions fa

ss′ and showed that
fa
ss′ ’s have to be strictly increasing functions. In their framework, Kreps and
Porteus [8] showed that backward induction can be used to determine an opti-
mal policy in finite horizon. Those general results can naturally and easily be
extended to FRMDPs1.

Proposition 1. If Condition I holds and the functions fa
ss′ ’s are strictly in-

creasing, then an optimal value function v∗h can be computed recursively with a
functional version of the Bellman optimality equations:

v∗0(s) = gs (4)

v∗t (s) = max
a∈A

R
∑
s′∈S

pass′f
a
ss′

(
v∗t−1(s

′)
)

∀t ≤ h

Note the importance of the existence of the operator maxR as it entails the
unicity of the optimal value function, even if R may be partially ordered (as
whenR = IRIR for instance). The conditions of Proposition 1 hold for all previous
examples. When R = IRIR, it is obvious from the fact that �R is nothing but the
pointwise dominance relation between functions. From now on, we will assume
that the validity conditions of Proposition 1 hold. Then, Prop. 1 implies that
the functional backward induction (Fig. 3) can be used to find an optimal policy.

1 For lack of space, we omit the proofs. They are available on a longer version of this
paper at http://www-desir.lip6.fr/~weng/pub/miwai2013-1.pdf

http://www-desir.lip6.fr/~weng/pub/miwai2013-1.pdf
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1: ∀s ∈ S, v∗0(s) ← gs; t ← 0
2: repeat
3: t ← t+ 1
4: for all s ∈ S do
5: for all a ∈ A do
6: qt(s, a) ← ∑

s′∈S pass′f
a
ss′

(
v∗t−1(s

′)
)

7: end for
8: v∗t (s) ← max

a∈A

Rqt(s, a)

9: end for
10: until t = h

Fig. 3. Functional Backward Induction

Explicit Definition. Another natural way for constructing preferences over
policies in FRMDPs is as follows. First, we define the value of a history γ = (sh,
ah, sh−1, . . ., a1, s0) by r(γ) = fah

shsh−1
◦ f

ah−1
sh−1sh−2 ◦ . . . ◦ fa1

s1s0 ◦ gs0 where ◦
denotes the function composition operator. Note that r(γ) is in R. Then, as the
application of a policy π in a state s induces a probability distribution, denoted
P π
s , over histories, the value of π in state s can be defined by:

vπh(s) =
∑
γ

P π
s (γ)r(γ) (5)

Using these value functions, we can compare policies. A policy π is preferred
to a policy π′ in state s at horizon h if and only if vπh(s) �R vπ

′
h (s). Then, the

value function of optimal policies in s at horizon h can be found as follows:

v∗h(s) = max
π

Rvπh(s) (6)

Unfortunately, when one only assumes that fa
ss′ is strictly increasing, (3) and

(5) do not define the same functions in general, that is we do not have vπh (s) =
vπh(s) for all policy π and all state s. Thus, optimal policies can be different in the
two preference systems, which may be problematic. A linearity requirement on
those reward update functions has to be enforced for the two preference systems
to be equivalent. A function f : R→ R is said to be linear (with respect to the
mixture set) if and only if ∀x, y ∈ R, ∀p ∈ [0, 1]:

f(px+ (1− p)y) = pf(x) + (1 − p)f(y)

The following proposition formally states this result:

Proposition 2. If all reward update functions are linear functions, then:
(i) With (3), (5) can be computed recursively , i.e., vπt (s) = vπt (s) ∀π, ∀s, ∀t
If moreover Condition I holds and all reward update functions are strictly

increasing, then:
(ii) With (4), (6) can be computed recursively, i.e., v∗t (s) = v∗t (s) ∀s, ∀t

For the previous examples, the linearity condition is satisfied. This is obvious for
the coffee robot problem. When R = IRIR, for instance for risk-sensitive MDPs,
we can check that ∀f, g ∈ R, ∀p ∈ [0, 1], ∀x ∈ IR,

fa
ss′

(
pf + (1− p)g

)
(x) =

(
pf + (1− p)g

)
(rass′ + x)

= pf
(
rass′ + x

)
+ (1− p)g

(
rass′ + x

)
= pfa

ss′
(
f
)
(x) + (1− p)fa

ss′
(
g
)
(x)
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1: ∀s ∈ S, V ∗
0 (s) ← {gs}; t ← 0

2: repeat
3: t ← t+ 1
4: for all s ∈ S do
5: for all a ∈ A do
6: Qt(s, a) ← max�R

v∈V ∗
t−1

∑
s′∈S pass′f

a
ss′

(
v(s′)

)
7: end for
8: V ∗

t (s) ← max
a∈A

�RQt(s, a)

9: end for
10: until t = h

Fig. 4. Generalized Functional Backward Induction

Generalization When maxR Does Not Exist. In this section, we relax the
requirements imposed on R. We do not assume anymore that there exists an
operator maxR. The only assumption that we make on R is that it is partially
ordered by an order relation �R. For instance, in this setting, one can think of
multicriteria problems with R = IRk (where k is the number of criteria) and �R
the Pareto dominance2. Clearly, in such an example, maxR is not defined.

In this generalized framework, propositions similar to the previous ones can
be proved. We first give a few notations. The set of maximal elements of a
set with respect to an order relation �R is denoted ∀Y ⊆ R,max�R(Y ) =
{y ∈ Y : ∀z ∈ Y, not(z �R y)}. Furthermore, we denote by P∗(R,�R) the
set {Y ⊆ R : Y = max�R(Y )}. max�R can be seen as a binary operator, i.e.
∀X,Y ∈ P∗(R,�R), max�R(X,Y ) = max�R(X ∪ Y ). Besides, for any function
f : R→ R, for any Y ⊆ R, f(Y ) = {f(y) : y ∈ Y } ⊆ R.

All the propositions that we have presented previously can now be written by
replacing R by space P∗(R,�R) which is endowed with max�R seen as a binary
operator. We just write the equations for finding the maximal value functions,
which are elements of the following sets:

V ∗
0 (s) = {gs}

V ∗
t (s) = maxa∈A

�R{
∑

s′∈S pass′f
a
ss′

(
v(s′)

)
: v ∈ V ∗

t−1}
where V ∗

t−1 = {v ∈ RS : ∀s ∈ S, v(s) ∈ V ∗
t−1(s)}. In this more general setting,

one can then formulate a generalized functional backward induction (Fig. 4)

Discussion. As noted before, FRMDPs may be reformulated as MDPs by state
augmentation. However, this may not be a natural way for representing pref-
erences in the sequential decision-making problem at hand. We argue that the
general FRMDP framework is more suitable when preferences become a bit so-
phisticated. First, it allows more flexibility into the modeling of preferences by
allowing functional rewards. Moreover, it clearly uncouples, when modeling a
problem, the dynamic of the system and the preference structure.

In practice, for being able to apply efficiently the functional backward induc-
tion or the functional value iteration, one exploits specific properties of set R,
together with the nature of operator maxR (or relation �R). For instance, if R
2 (x1, . . . , xk) 
R (y1, . . . , yk) ⇔ ∀i = 1, . . . , k, xi ≥ yi.



Markov Decision Processes with Functional Rewards 277

is the set of piecewise-linear real functions and maxR is the pointwise maximum
operation, Boyan and Littman [3] (in the setting of time-dependent MDPs) dis-
cuss the restrictions needed for exact computations, and suggest efficient data
structures to represent and manipulate the subsequent (piecewise-linear) value
functions. More generally, if R is the set of real functions, these real functions
may be approximated by piecewise-linear functions, and algorithms dedicated
to this latter type of functions can be applied to find approximate solutions by
adapting the work of Liu and Koenig [13].

Interestingly, note that the class of piecewise linear functions is not the only
one for which efficient algorithms can be designed. Consider a certain class C
of real functions such that C is a real space vector. A real function f is called
piecewise-C if the real line can be partitioned into intervals such that f re-
stricted on each interval is in C, i.e., ∃n ∈ IN∗, ∃f1, . . . , fn ∈ C, ∃w0, . . . , wn ∈
IR ∪ {−∞,+∞}, w0 < . . . < wn, ∀i = 1, . . . , n, ∀x ∈]wi−1, wi], f(x) = fi(x).
Obviously, any function in C is piecewise-C. Let PWC denote the set of real
functions that are piecewise-C.

If we take R = PWC, value functions are elements of PWCS, the set of
functions from S to PWC. We define operator L from PWCS to PWCS by:

(Lv)(s) = maxa∈A
R ∑

s′∈S pass′f
a
ss′(v)

where v ∈ PWCS and s ∈ S. With this operator, (4) can simply be rewritten:

v∗0(s) = gs
v∗t (s) = L(v∗t−1)(s) ∀t ≤ h

It is then easy to see that the real space vector PWCS is closed under operator
L, i.e., Lv ∈ PWCS for any v ∈ PWCS.

This framework is a generalization of piecewise-linear functions. Other classes
of functions may be convenient for efficient computations, e.g., the class of
piecewise-linex function3 [13]. Another interesting class is C = P2, the set of
polynomials of degree 2, as the application of operator L on functions in PWP2

can be computed efficiently. We detail how to proceed in the next first example.

4 Illustrative Examples

Our framework is very general as it encompasses many previously proposed mod-
els. We now present three new examples to illustrate the usefulness of our results.
In standard MDPs, one wants to find a policy that maximizes the expected cu-
mulated rewards. However, in high-stake planning situations, it is sensible to
take also into account the variability of the total reward received from the initial
state. A way to tackle this issue is to compute a policy optimizing the expected
utility (EU) of the total reward. Expected utility is very popular in decision
theory, as it enables to simply model risk aversion by concavity of the utility
function (λu(x) + (1−λ)u(x′) ≤ u(λx+ (1− λ)x′) for λ ∈ [0, 1]). If utility func-
tion u is quadratic, i.e., u(x) = bx2 + cx+ d, risk aversion is therefore modeled
by setting coefficient b to a negative value.

3 A linex function is the sum of a linear function and an exponential function.
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Deterministic Rewards. In this first example, we show how one can op-
timize EU with a quadratic utility function and deterministic rewards. Let
P2 = {f(x) = bx2 + cx + d : b, c, d ∈ IR} be the set of polynomials of degree at
most 2. Let PWP2 be the set of functions that are piecewise-P2.

In order to operationally implement operator L, three primitives are required:
one primitive implementing function fa

s,s′ , one for the linear combination of
functions in PWP2, and one for the pointwise maximum of functions in PWP2.

For any states s, s′ and any action a, function fa
ss′ is defined here by ∀v ∈

PWP2, ∀x ∈ IR, fa
ss′

(
v
)
(x) = v(rass′+x). By definition, any piecewise-P2 function

v is defined by a sequence (wi, bi, ci, di) for i = 1, . . . , n where ∀x ∈ IR, ∃j =
1, . . . , n, x ∈]wj−1, wj ], v(x) = bjx

2 + cjx+ dj . Function fa
ss′(v) is given by the

following sequence for i = 1, . . . , n, (wi− rass′ , bi, 2bir
a
ss′ + ci, bir

a
ss′

2+ cir
a
ss′ +di).

To obtain linear combinations of piecewise-quadratic functions, one first finds
an interval partition of the real line such that on each interval, each PWP2

function is in P2, then computes linear combinations of coefficients bi, ci, di.
We now present how to compute the pointwise max of two functions in PWP2.

The case of more than two functions is obtained by induction. We present the
computation in the general case, but this computation could be slightly simplified
by using the fact that the functions are all increasing since they represent utility
functions. Let v, v′ ∈ PWP2. We can assume that both functions are defined
on the same interval partition, otherwise just take a finer interval partition. On
each interval ]w,w′], four cases can occur:

1. v− v′ has no root in ]w,w′[, then the max on ]w,w′] is v if v− v′ is positive
in ]w,w′[ and v′ otherwise.

2. v − v′ has one root r in ]w,w′[, then we obtain two P2 functions (possibly
identical), one defined on ]w, r], the other on ]r, w′], equal to v or v′ depending
on the sign of v − v′ on these two intervals.

3. v − v′ has two roots r1 < r2 in ]w,w′[, then we obtain three P2 functions
on the following three intervals ]w, r1], ]r1, r2] and ]r2, w

′] equal to v or v′

depending on the sign of v − v′ in those intervals.
4. v − v′ = 0, then the max on ]w,w′] is simply v.

Note that the computation of the roots is of course very simple since it amounts
to solve quadratic equations by using discriminants.

For this setting, we implemented the functional value iteration with piecewise-
quadratic functions. On the classic problem of navigation of an autonomous
agent in a grid, our experiments show that the functional value iteration is
between 10% to 50% slower than standard value iteration, depending on the size
of the problem and the quadratic utility function. This experimental observation
indicates that functional value iteration could be reasonably exploited when a
suitable class of functions is chosen.

Random Rewards. The second problem we present is a generalization of an
optimal path problem in graphs with stochastic weights investigated by Loui
[14]. The difference here is that the consequences of actions are stochastic. More
specifically, this problem corresponds to an MDP where rewards are not known
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precisely. For illustration, consider a stochastic shortest problem where the du-
ration of an action is not known with certainty. In this setting, one could model
the durations with independent random variables. If we were optimizing the
expected duration time, one could replace the random variables by their mean
and solve the problem as a standard MDP. However, if instead, we optimize the
expected utility of the total duration time, in order to take into account risk
attitude, the problem does not boil down to a standard MDP anymore.

Such a problem can be formalized in the setting of FRMDP as follows: R is
the set of real random variables; fa

ss′(X) = Ra
ss′ + X where Ra

ss′ ∈ R; gs = 0
where 0 is the null random variable.

Without any assumption on the random variables, the determination of a pol-
icy optimizing EU in this setting can be hard in the general case. We assume
from now on that all rewards are independent Gaussian random variables. This
property has nice consequences from the computational viewpoint: the Gaus-
sian distribution N (μ, σ2) is completely characterized by its mean μ and its
variance σ2, and furthermore λ1X1 + λ2X2 ∼ N (λ1μ1 + λ2μ2, λ

2
1σ

2
1 + λ2

2σ
2
2)

for two independent random variables X1 ∼ N (μ1, σ
2
1) and X2 ∼ N (μ2, σ

2
2).

Consequently, the sum of rewards obtained along a history and therefore the
total reward obtained by applying a given policy are both Gaussian random
variables. As underlined by [14], the expected utility of a Gaussian distribution
N (μ, σ2) is equal to d + cμ + bμ2 + bσ2 if the utility function u is quadratic,
i.e., u(x) = bx2 + cx + d. As u is a utility function, we restrict its domain of
definition to an interval on which it is increasing. Then, on that interval, the
function u′ : IR2 → IR defined by u′(x, y) = d+ cx+ bx2 + by is increasing in its
first argument. For risk aversion, b is negative, which means that u′ is decreas-
ing on its second argument. Consequently, for two Gaussian defined respectively
by (μ, σ2) and (μ′, σ′2), whenever μ ≥ μ′ and σ2 ≤ σ′2, one can conclude that
the Gaussian defined by (μ, σ2) is preferred. This observation suggests to use
the following approach. The sequential decision-making problem can be formal-
ized in the setting of FRMDPs as follows: R = {(μ, σ2) : μ ∈ IR, σ2 ∈ IR∗

+};
fa
ss′(μ, σ

2) = (μa
ss′ + μ, σa

ss′
2 + σ2) where Ra

ss′ ∼ N (μa
ss′ , σ

a
ss′

2); gs = (0, 0).
We define �R as follows (μ, σ2) �R (μ′, σ′2) ⇔ (μ ≥ μ′ and σ2 ≤ σ′2). Note
that this order relation is partial. The mixture set on R is defined as follows:
p(μ, σ2) + (1 − p)(μ′, σ′2) = (pμ + (1 − p)μ′, p2σ2 + (1 − p)2σ′2). Condition I
holds in this context and one can easily check that functions fa

ss′ ’s are linear
and strictly increasing. Since order relation �R is partial, applying the Bellman
optimality equations yields a set of maximal value functions. Finally, the value
function that is optimal with respect to EU can be found by scanning this set.

Time-Dependent Rewards. As a final example, we simply note that various
features of different previously proposed extensions of MDPs can be mixed and
take into account simultaneously in FRMDPS. For instance, the optimization of
expected utility in problems where rewards are time-dependent can naturally be
expressed in our framework. However, to the best of our knowledge, no previous
framework can model this kind of setting.
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5 Conclusion

In this paper, we have proposed FRMDPs as a new general framework for mod-
eling sequential decision-making problems under uncertainty when preferences
are sophisticated. It generalizes many previously known propositions and en-
compasses new problems. We made explicit the conditions that allow the use
of a functional backward induction algorithm. We showed in this paper that in
some situations an FRMDP could be solved directly and efficiently. To illustrate
our proposition, we showed its exploitation on three new problems that previous
frameworks could not tackle.
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Abstract. Gestures provide a rich, intuitive and natural form of in-
teraction between human and other devices. In this paper an automatic
hand gesture segmentation technique from the complex color-texture Im-
age is developed for segmentation of hand gesture with less false positive
rate(FPR). In this approach we propose a model for Skin Color Charac-
terization and define a Potential of a Pixel (PoP) which are then used to
segment the hand gesture. This new skin segmentation technique takes
into account both the color-texture features for efficient segmentation. It
is observed that the classifier is robust with respect to usage of hand and
mode of hands like front or back side of hand. To evaluate the system
the hand gesture images have been acquired from set of students under
various complex background. The gesture segmentation technique has
false positive rate of nearly 5.7% and true positive rate near to 98.93%.

Keywords: Human-Device Interaction (HDI), Hand gesture, Segmen-
tation, Feature Extraction, Classification.

1 Introduction

One of the attractive methods for providing natural human-computer interaction
is the use of the body movements as an input device rather than the cumber-
some devices such as keyboards and mice, which need the user to be located
at a specific location to use these devices. Visual-based automatic body ges-
ture recognition has acquired much attention. In this context strong efforts have
been carried out to develop intelligent and natural interfaces between users and
computer system based on body movements. The control of the robot is one of
the most important research fields. Gesture recognition is a topic in computer
science and language technology with the goal of interpreting human gestures
via mathematical algorithms.

Human-Device Interaction (HDI) can be considered as one of the most impor-
tant Computer Vision domains. It has many applications in a variety of fields
such as: search and rescue, military battle, mine and bomb detection, scientific
exploration, law enforcement, entertainment and hospital care. HDI is the study
of interactions between people and Devices (example robots). Gestures are a
powerful means of communication among humans. In fact, gesturing is so deeply

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 281–292, 2013.
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rooted in our communication that people often continue gesturing when speak-
ing on the telephone. Hand gestures provide a separate complementary modality
to speech for expressing ones ideas. Information associated with hand gestures
in a conversation is degree, discourse structure, spatial and temporal structure.
So, a natural interaction between humans and devices can be achieved by using
for example: hand gestures for communication between them. Hand gesture seg-
mentation is very important and difficult task from the complex color-texture
background image. For the accurate gesture recognition, gesture segment result
should be good since segmentation result directly effect the recognition result.
This paper proposed a hand gesture segmentation technique from the complex
color-texture background image based on the skin detection[14].

There are various factors that affect the skin segmentation result like different
type of skin color, luminance sensitivity of various color space, and object like
skin color, different lighting condition etc. For reducing luminance sensitivity
we have to select the color space that has less sensitivity for the luminance and
lighting condition [1]. Jons and Rehg [2] shows that there is a significant overlap
between skin and non skin pixel that reduce the classification accuracy. Tradi-
tional method used skin color detection for the Gesture segmentation in static
image [5], color is the most robust and important cues for skin detection and also
fast in the processing of the skin pattern, some other cues are shape, texture,
geometry can be used for gesture segmentation. Zhao,Song and Li proposed a
novel approach for the hand gesture contour segmentation based on the skin
color elliptical model and GVF Snake model [3] it is showing excellent result
in case of simple image it is showing high true positive rate. Another approach
for skin Segmentation is Multi-pixel colour Clustering model, this method shows
high true positive rate in the case of varying lighting condition and different
type of skin, but drawback is that in the presence of similar object like skin,
non-skin pixel also classified as skin pixel it has high false positive rate in the
case of complex image [4]. Skin color detection model is also proposed based on
the Neural Network, network may be symmetric or asymmetric classifiers. The
asymmetric classifiers has two separate NN in output one for skin and other for
non-skin pixel. In this approach first we have to train the NN by large no of skin
pixel and non-skin pixel from the diverse race image, once NN is trained we can
easily classify the skin and non-skin pixel [8].

In the video streaming for the hand gesture segmentation, Background Sub-
traction Technique(BST) is most widely used. In this model the major task is to
build an explicit model for the background. Calculating the difference between
current frame and previous frame we can extract the foreground and background
of image and segmentation is easily performed[7][9]. BST are of two type Recur-
sive and Non recursive. Recursive techniques include Running Gaussian average
(RGA), Gaussian Mixture Model (GMM), Adaptive GMM (AGMM), Approx-
imated median filtering (AMF)[10]. Another approach Histogram of Oriented
Gradient and force field method are used for segmentation of gesture in video
streaming. Locally normalise Histogram of Oriented Gradients shows excellent
performance for the Gesture Segmentation. There are various type of color space
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they have there own advantage in different case but for the skin segmentation
RGB, Normalise RGB, HSV,YCbCr,TSL, HSI and perceptually uniform color
space like CIELAB and CIELUV color space are used. Most of the researcher
believe that HSV and YCbCr color space are most appropriate color space for
skin segmentation.

2 Skin Color Elliptical Model

Jain A K et al.[12] proposed a method that skin color distribution can be rep-
resented using elliptical model in the Cb’Cr’ region by converting YCbCr color
space to the non linear YCb’Cr’ space and they proposed a method for face de-
tection this shows good result for skin detection but for the complex background
image this approach has high FPR. In the color space there is always a certain
degree of non-linear dependency between the color and luminance value Y, so
they proposed a method of non linear transform to eliminate the dependence.
After a non linear fragmented color transformation, the color space is repre-
sented by YCb’Cr’. For making YCbCr color space to YCb’Cr’ color space the
conversion formula is given as follows:

C′
i =

⎧⎨
⎩

(Ci(Y )− Ci(Y )) Wci
Wci(Y ) + Ci(Y ) if Y /∈ [Kl,Kh]

Ci if Y ∈ [Kl,Kh]

(1)

Where Kl = 125 and Kh = 128
And Wci(Y ) and Ci(Y ) defined as follows...

Wci(Y ) =

⎧⎪⎨
⎪⎩

WLci +
(Y−Ymin)(Wci−WLci)

Kl−Ymin
if Y < Kl

WHci +
(Ymax−Y )(Wci−WHci)

Ymax−Kh
if Y > Kh

(2)

Cb(Y ) =

⎧⎪⎨
⎪⎩

108 + (Kl−Y )(118−108)
Kl−Ymin

if Y < Kl

108 + (Y −Kh)(118−108)
Ymin−Kh

if Y > Kh

(3)

Cr(Y ) =

⎧⎪⎨
⎪⎩

154 + (Kl−Y )(154−144)
Kl−Ymin

if Y < Kl

154 + (Y−Kh)(154−144)
Ymin−Kh

if Y > Kh

(4)

In the formula Ci present Cb and Cr, Ymin = 16 Ymax = 235 (the minimum
and maximum in color cluster region of the component Y), Wcb = 46.97 and
Wcr = 38.76
WLcb = 23 and WHcb = 14
WLcr = 20 and WHcr = 10
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(to gather statistics, Jain A.K. selected 137 image from the image library of
Heinrlch-Hertz-Institute.)

In the transformed Cb’Cr’ region, the color distribution was described using
the elliptical model the elliptical formula can be expressed as follows:[

x
y

]
= SM ×

[
C ‘

b − cx
C ‘

r − cy

]
(5)

(x− ecx)
2

a2
+

(y − ecy)
2

b2
≤ 1 (6)

where SM is a skin matrix.
Values for cx = 109.38, cy = 152.02, ecx = 1.60 and ecy = 2.41 are taken from
[12].

After transforming YCb’Cr’ color space, the Cb’ and Cr’ of each pixel is
substituted in equation 5 to calculate [x, y]t. We then substitute the value of
[x, y]t in elliptical model 6, to check if pixel is within the ellipse. If it is then the
pixel is the skin pixel otherwise it is non-skin pixel.

Retain the skin pixel (in the original RGB image as I ′) wherein non skin
pixel are set to zero. In this way we can eliminate all the non skin pixels. It may
happen that similar object with skin like color can also get classified as a skin
pixel, which may lead to degradation in the recognition accuracy. For removing
this type of non skin pixel we propose a new method called Potential of Pixel
(PoP), explained in the section 4.

3 Estimation of a, b and SM

This section discusses methodology for estimating the values of a, b and SM to
reflect the Indian skin properties. For this we have done several experiments on
different samples of Indian skin. The experiment is conducted by acquiring sam-
ples from several students under different lighting conditions and background.
Methodology followed is described below:

– Transform the RGB image to Cb’Cr’ image. Take skin pixels in Cb’Cr’ image
for training

– Map the Cb’Cr’ image to Cb’Cr’ Cartesian space
– Initialize a, b and SM to value given in [12]
– Check if training skin pixels are getting mapped within the assumed ellipse.

If no then modify the value of SM and re-estimate a and b. Repeat this till
all the training skin pixels are correctly mapped into the assumed ellipse.

Graphical approach can also be adopted to estimate a, b and SM. In conclusion,
it is seen that if we define the value of a and b tightly then some skin pixels may
get classified as non-skin pixel. Therefore, we define these values within some
tolerance so that such a situation can be avoided. The resultant values for SM ,
a and b after the above experimentation are:

SM =

[
−0.6990 0.8870
−0.8990 0.7905

]
and a = 56.55 and b = 31.37 (7)
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4 Potential of Pixel: A New Approach

After several experiments we found that Lab color space is suitable for next stage
of skin segmentation (i.e. Region based approach) as compared to other color
spaces (for example HSV, TSL, YIQ etc). Therefore we transform the image I ′

into the Lab Color space image defined as I ′′. Lab color space has three plane
L, a and b. L gives the gray value of the image this is much sensitive to lighting
condition a and b gives the chromaticity value of the color space. So for making
our approach less sensitive to lighting condition we taken only a and b value.

Let I ′′(i, j) be defined as a central pixel of a region R. We now calculate (PoP)
of I ′′(i, j) which is defined as follows:

PoP =
I ′′(i, j) ∗ I ′′(k, l)

r2
(8)

here we assume pixel region R to be of size 5× 5 and I ′′(k, l) �= I ′′(i, j) and
∀ I ′′(k, l) ∈ R. Value of r is computed using euclidean distance metric. Total
potential of central pixel by its neighbour are defined as follows:

PoPtotal =
∑
∀(k,l)

I ′′(k, l) ∗ I ′′(i, j)
r2k,l

(9)

Apply Potential equation 9 on the transformed plane a and b. Let us call them
as aPoP , bPoP . Define cPoP as (bPoP − aPoP ). The plane passing through
aPoP(i,j), bPoP(i,j) and cPoP(i,j) for every (i, j) is given as:

aPoP (i, j)x+ bPoP (i, j)y + cPoP (i, j)z = d ∀(i, j) (10)

aPoP(i,j), bPoP(i,j) and cPoP(i,j) are the normal vector to the plan whereas x,y
and z are the coordinate perpendicular to each other, and d is perpendicular
drawn to from origin to the plane

The reflection of a point through plane 10 is given by Householder transfor-
mation [13]. The transformation matrix can be represented as:

HM =

⎡
⎣ 1 − 2aPoP 2(i, j) −2aPoP (i, j)bPoP (i, j) −2aPoP (i, j)cPoP (i, j)
−2aPoP (i, j)bPoP (i, j) 1 − 2bPoP 2(i, j) −2bPoP (i, j)cPoP (i, j)
−2aPoP (i, j)cPoP (i, j) −2bPoP (i, j)cPoP (i, j) 1 − 2cPoP 2(i, j)

⎤
⎦ (11)

We convert the Equation 11 into a scalar value by using the equation 12. This
will speed up the classification of pixel into skin or non-skin class by appropriate
selection of the threshold value. Let V (i, j) is the projection of the reflection
matrix as a single point. V (i, j) is defined as follows:

V (i, j) =

⎡
⎣aPoP (i, j)
bPoP (i, j)
cPoP (i, j)

⎤
⎦
t

HM

⎡
⎣ cos θ
− sin θ

1

⎤
⎦ (12)

Here θ = 0.34 which was experimentally determined.
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Hand gesture segmentation is divided in to four step process pre-processing,
skin detection based on pixel based approach, skin detection based on texture
based approach and post-processing. The block diagram for hand gesture seg-
mentation based on two model given in figure 1.

Fig. 1. Block Diagram for skin segmentation

5 Binarization

Binarization classifies each pixel into two classes: skin pixel or non-skin pixel. For
a good binarization we have to choose a proper threshold value such that mis-
classification is minimum. It is very difficult task for choosing proper threshold
value. Many algorithms are proposed for defining good threshold like histogram
based thresholding, optimal thresholding etc, but in the case of skin segmen-
tation it is very difficult task to choose a proper thresholding algorithm, since
there are various kind of skins like black, white, mixed etc and it is affected by
varying lighting condition etc.

Our binarization is given by equation 13.

I ′′′(i, j) =

{
1 if V (i, j) ∈ [th1, th2]
0 otherwise

(13)

Where th1 and th2 are limits of the threshold band. One need to choose these
threshold values aptly. The proposed approach was applied on several images.
Under controlled lighting condition and on mixed skin samples the threshold
range is found to be between 20 and 80.

6 Proposed Algorithm for Gesture Segmentation

Proposed algorithm is robust for skin segmentation in the case of complex
background images. Following are the step of the proposed algorithm for skin
segmentation:
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Algorithm for Hand Gesture Segmentation

1. Convert the image into YCbCr color space, then using equation 1, 2, 3 and 4
convert into YCb’Cr’ space.

2. Using the Cb’ and Cr’ value of the pixel, map it to the elliptical model using
equation 5 and 6. If it is inside the ellipse retain the original RGB value of the
pixel (also called skin pixel) otherwise make it zero.

3. The image obtained in step-2, convert the skin pixel in to Lab color space.
4. On the a-plane and b-plane apply PoP model (equation 9 and 10) and calculate

aPoP and bPoP. Now adjust the mean value of aPoP and bPoP such that mean of
aPoP is 4.60 and mean of bPoP is 6.20 and calculate value cPoP=(bPoP-aPoP).

5. Apply equation 11 for finding reflection of a point of plane passing through aPoP,
bPoP and cPoP, convert reflection matrix into one dimension using equation 12.

6. Apply threshold equation 13 and put skin pixel as one(1) and non skin pixel as
zero(0).

7. Apply post-processing step on image to get the segmented hand gesture image.

7 Post-processing

Post-processing is another important step for hand gesture segmentation to in-
crease the classification accuracy. In this final step for the gesture segmentation
we eliminate small region sizes. This is accomplished (after binarization) by cal-
culating the size of each connected component and taking the biggest connected
component (MBR) as a hand gesture.

Algorithm for Post-processing:

1. Apply median filter (5 x 5) on binary image. This will eliminate randomly dis-
tributed noisy pixels and thin lines that exist after binarization step.

2. Find connected components and retain the largest component, i.e. the ”Hand
Gesture”.

3. If required small holes within the segmented hand gesture can be filled using a
standard function available in MatLab.

8 Experimental Result and Discussion

This section discusses results of our new approach for gesture segmentation from
color-texture background images. To demonstrate the efficacy of our method
several images with varying complex backgrounds are considered. Figures shown
below are the result of our proposed new hand gesture segmentation method.
Fig 2, 3, 4, 5, 6 and 7 shows the results of different steps of the hand gesture
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Fig. 2. Gesture Image 1

Fig. 3. Gesture Image 2

segmentation as was discussed in the previous section: a: Original Image (Input),
b:Output of Elliptical Color Model, c: Image obtained after application of PoP
method, d:Binarization of the PoP image, e:Post processing the binarized image
using median filter and f:Final image of the segmented hand gesture.

For the quantitative analysis of skin classifier we use the following measures:
False Positive Rate(FPR) and True Positive Rate(TPR). These are calculated
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Fig. 4. Gesture Image 3

Fig. 5. Gesture Image 4

using pixel by pixel comparison of perfectly segmented image(ground truth im-
age) with their respective segmented image using equation 14 and 15:

FPR =
No. of non-skin pixel classified as skin

Total no. of non-skin pixel
(14)

TPR =
No. of skin pixel correctly classified

Total no. of skin pixel
(15)



290 V.K. Verma et al.

Fig. 6. Gesture Image 5

Fig. 7. Gesture Image 6

Quantitative Analysis of Image in terms of TPR and FPR is given in table 1.
To automate gesture segmentation process, a new approach is proposed and

its quantitative measures such as False Positive Rate and True Positive Rate
are computed. The proposed segmentation approach has FPR 5.7% and TPR
98.93% for the images having complex color-texture background. The proposed
algorithm is showing excellent result on low variance of lighting condition. Ex-
periment is done on Indian skins and it is found that the proposed approach is
less sensitive for the different skin tones.
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Table 1. Quantitative analysis of the proposed approach

Image TPR(%) FPR(%)

1 99.17 4.91

2 99.03 4.84

3 99.21 6.56

4 99.02 5.97

5 98.57 5.82

6 98.69 0.88

9 Conclusions

An automatic hand gesture segmentation technique from the complex image is
developed for segmentation of hand gesture with less false positive rate. In this
approach we have proposed a model for Skin Color Characterization and defined
a Potential of a Pixel (PoP) which are then used to segment the hand gesture.
This new skin segmentation technique takes into account both the color-texture
features for efficient segmentation. It is observed that the classifier is robust with
respect to usage of hand and mode of hands like front or back side of hand.

The drawback of the proposed approach is that in the case of high varying
lighting condition and different type of skin color(black, white and mixed skin)
the threshold value varied, so in future we can develop a automatic threshold
selection method. To check the efficacy of the proposed segmentation method
a hand gesture recognition system can be developed for the recognition of the
hand gesture.
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Abstract. Processing a distributed query entails accessing data from multiple 
sites. The inter site communication cost, being the dominant cost, needs to be 
reduced in order to improve the query response time. This would require the 
query optimizer to devise a distributed query processing strategy that would, for 
a given distributed query, generate query plans involving fewer number of sites 
in order to reduce the inter site communication cost. In this paper, a distributed 
query plan generation algorithm, based on the honey bee mating optimization 
(HBMO) technique that generates query plans for a distributed query involving 
less number of sites and higher relation concentration in the participating sites, 
is presented. Further, experimental comparison of the proposed HBMO based 
DQPG algorithm with the GA based DQPG algorithm shows that the former is 
able to generate distributed query plans at a comparatively lesser total query 
processing cost, which in turn would lead to efficient processing of a distributed 
query.  

Keywords: Distributed Query Processing, Swarm Intelligence, Honey Bee 
Mating Optimization. 

1 Introduction 

The objective of distributed query processing is to transform a high level distributed 
query, posed to a distributed database system, into an efficient distributed query 
execution plan in a low level language [16]. Query optimization is an important part 
of query processing. Since more than one execution plan could be the correct 
transformation of the same high level query, the one that minimizes resource 
consumption should be chosen [18][19]. Resource consumption is measured as the 
total cost of processing a distributed query where the total cost is the sum of the time 
spent in processing the operators of the query at various sites and the time used for 
inter site communication [16][19]. Another measure of resource consumption is the 
response time of a query [2][7]. Since operations at different nodes can be executed in 
parallel, the response time for a query could be substantially less than its total cost 
[16]. In a distributed database system, CPU costs, I/O costs and communication costs 
constitute the total cost that need to be minimized [19]. The CPU cost is the amount 
of time used for performing operations in the main memory. The I/O cost is the time 
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required for disk access. Reducing the number of disk accesses will decrease this cost. 
The communication cost is the time spent in data transfers between sites hosting the 
involved relations or fragments [19]. In centralized DBMSs, the I/O cost and the CPU 
cost are the only costs used for measuring the total cost. The communication cost 
component is the most important and dominant cost factor in distributed database 
systems. Most of the early proposals considering the total cost of a DDBS, ignored 
the I/O and the CPU cost [19]. Henceforth, minimization of inter site communication 
cost has become the aim of distributed query optimization. Local optimization can 
then be done independently using the known methods for centralized database 
systems. Due to faster communication networks now available, recent researches have 
come up with a weighted total cost [20]. Nevertheless, the overhead cost for inter site 
communication (e.g., software protocols) still renders the communication cost to be a 
major cost factor [19]. In order to reduce this communication cost, appropriate sites 
for performing joins need to be selected by a distributed query optimizer in the query 
optimization phase [2][5][21]. This optimizer would generate query plans and 
evaluate the cost of these plans. The query plans consuming the least amount of 
resources for executing a distributed query are selected for distributed query 
processing.  This would require a trade-off between the query response time and the 
resource consumption.  

This paper addresses the problem regarding the generation of efficient distributed 
query processing plans for a distributed relational query. The number of possible 
query processing plans increases exponentially with increase in the number of 
relations in a user query [11]. It becomes impossible for the query optimizer to 
exhaustively search all the query plans including those with moderate number of 
relations. The complexity of the problem increases further because of data 
fragmentation and replication at multiple sites in the distributed database system. In 
such an expansive search space, it is computationally impossible to search for the best 
query plan having the least cost. This, being a combinatorial optimization problem, 
has been addressed by randomized optimization techniques [11][13][17][23]. But the 
efficiency of these techniques depreciates in many cases [12]. In this paper, an 
attempt to generate near optimal distributed query processing plans, using the “close 
property” of a query plan as defined in [24], has been made. The close property of a 
query plan is defined by the number of sites involved in a query plan and the number 
(concentration) of relations, accessed by the query, at the involved sites [24]. Lesser 
the number of sites involved in a query plan, and greater the number/concentration of 
relations in these sites, the closer would be the query plan [24]. A closer query plan 
would involve lesser inter site communication. In addition, it would have more local 
join operations [22]. This would significantly improve the efficiency of distributed 
query processing [22]. 

For example, consider relations R1, R2, R3, R4, R5, R6, R7 and R8 accessed by a 
user query. Let there be eight sites in a DDBS, namely S1, S2, S3, S4, S5, S6, S7 and 
S8. The relation-site matrix is given in Figure 1. In this matrix, the indices of the cells 
with value 1 represent the relation and its corresponding host site. 
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Consider the following distributed relational query: 

Select B1, B2, B3, B4 
From R1, R2, R3, R4, R5, R6, R7, R8 
Where R1.B1=R2.B1 and R3.B2=R4.B2 and 
            R5.B3=R6.B3 and R7.B4=R8.B4 

Some valid query plans for above query are given in Figure 2. 
 

 
 
 
 
 
 
 

The number of possible valid query plans is computed as (NS1×NS2×NS3…×NSn), 
where NSi is the number of sites where relation ‘i’ is residing [24]. Since there are 8 
relations distributed over 8 sites, the total number of possible query plans is 226800 
(5×7×3×6×3×4×5×6). The number of possible distributed query processing plans 
increases exponentially with increase in the number of relations in a user query. It 
becomes impossible for the query optimizer to exhaustively search all distributed 
query plans, even those with moderate number of relations. The complexity of the 
problem further increases, as the data is fragmented and replicated at multiple sites, in 
the distributed database system. In such an expansive search space, it is 
computationally impossible to search for the most ‘close’ distributed query plan 
having the least cost. This, being a combinatorial optimization problem, can be 
addressed by generating query plans that incur less query processing cost. Since the 
dominant cost in distributed query processing is the cost due to inter site 
communication, the aim would be to generate query plans involving lesser site-to-site 
communication cost. This cost, which is modeled as the query proximity cost (QPC) 
in [24], is used to define the ‘close’ query plan [24]. QPC is defined as given below: 
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Fig. 1. Relations with their sites 

Relations\Sites S1 S2 S3 S4 S5 S6 S7 S8

R1 0 0 1 1 1 0 1 1 
R2 1 1 1 1 1 1 1 0 
R3 0 0 0 0 1 0 1 1 
R4 0 1 1 1 1 0 1 1 
R5 0 0 0 1 1 0 0 1 
R6 1 0 1 0 1 0 1 0 
R7 1 1 0 1 1 0 1 0 
R8 0 1 1 1 1 1 0 1

Fig. 2. Valid Query Plans 

QueryPlanNo Relations Query Plans 
R1 R2 R3 R4 R5 R6 R7 R8 

1 Site 3 Site 1 Site 5 Site 2 Site 4 Site 1 Site 1 Site 2 [3,1,5,2,4,1,1,2] 
2 Site 4 Site 1 Site 7 Site 3 Site 5 Site 5 Site 2 Site 3 [4,1,7,3,5,5,2,3] 
3 Site 7 Site 5 Site 8 Site 4 Site 5 Site 5 Site 4 Site 4 [7,5,8,4,5,5,4,4] 
4 Site 8 Site 3 Site 7 Site 7 Site 8 Site 7 Site 7 Site 6 [8,3,7,7,8,7,7,6] 
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where M is the number of sites accessed by the query plan, NSi is the number of times 
the ith site is used in the query plan and N is the number of relations accessed by the 
query. 

Query plans having lower QPCs are more desirable than those with higher QPCs. 
The QPC [24] of the valid query plans, given in Figure 2, is computed whereafter the 
query plans are arranged in the increasing values of QPC as shown in Figure 3. 

 
 
 

 
 

The DQPG problem, discussed above, is a combinatorial optimization problem 
[24]. The size of the search space is large, as the number of possible query plans 
increases exponentially with increase in the number of relations accessed by the 
distributed query and also with the increase in the number of sites containing these 
relations [24].  The aim is to generate distributed query plans, from amongst all 
possible query plans, for a given distributed query at minimum QPC. This problem 
has been solved using the Genetic algorithm in [24]. This paper aims to solve this 
problem using the Honey Bee Mating Optimization (HBMO) [8][9], which is a meta-
heuristic swarm intelligence [4][14] technique, used to solve combinatorial 
optimization problems. Two types of behaviour of honey bees have been imitated to 
solve combinatorial optimization problems. These are the foraging behaviour [3][6] 
and the marriage behaviour [1][3]. The proposed HBMO [8][9] based DQPG 
algorithm for generating ‘close’ query plans [24] for a given distributed query is 
based on the marriage behaviour of honey bees. 

The paper is organized as follows: The HBMO based DQPG algorithm is discussed 
in section 2. Section 3 gives experimental results. The conclusion is given in section 4.  

2 DQPG Using HBMO 

As discussed above, the distributed query plan generation problem (DQPG) is a 
complex problem. In this paper, an attempt has been made to address this problem 
using HBMO [8][9]. An HBMO [8][9] based DQPG algorithm is presented that 
generates a query processing plan, for a given distributed query, which minimizes the 
QPC [24]. The HBMO [8][9] based DQPG algorithm is given in Figure 4. This 
algorithm generates distributed query plans based on the close property of a query 
plan, as defined in [24]. Inputs to the algorithm are the relation-site matrix, number of 
drone query plans, maximum initial speed of the queen query plan, minimum 
permissible speed of the queen query plan required to continue mating flights, the 
speed reduction scheme, size of the queen’s query plan spermatheca (number of query 
plans to be taken for improvement), number of mating flights (iterations) to be 
undertaken and the number of worker bees (solution improvement heuristics). In this 

Fig. 3. Query plans according to increasing value of QPC

QueryPlanNo Query Plan QPC
4 [8,3,7,7,8,7,7,6] 0.66
3 [7,5,8,4,5,5,4,4] 0.68
1 [3,1,5,2,4,1,1,2] 0.75
2 [4,1,7,3,5,5,2,3] 0.81
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approach an initial population of bees, representing the initial set of drone query plans 
is randomly generated. This initial population, which acts as the input, is sought to be 
improved by the HBMO based DQPG algorithm to obtain a superior quality 
population of query plans.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
The query proximity cost (QPC), given in [24], is used to measure the fitness of 

these query plans. Lesser the value of QPC of a bee query plan, fitter the bee query 
plan is; and larger the value of QPC of a bee query plan, less fit the bee query plan is 
[24]. The bee query plan in the population, having maximum fitness, is the queen bee. 
So, the fitness of each drone query plan is computed and the one with least QPC is 
chosen to be the queen query plan of the initial population. The queen query plan 
undertakes a number of mating flights [8]. During each such mating flight, the queen 
query plan probabilistically mates with a number of drone query plans and collects 

Input:    RS is Relation–Site Matrix, D is number of drone query plans, QS is Queen query plan 
speed, QSmax is maximum initial queen query plan speed, QSmin is Minimum permissible 
queen query plan speed, α is the speed reducing scheme, S is Size of queen’s query plan 
spermatheca, W is the number of worker bees heuristic and F is Number of mating flights  

Output: Top-K query plans 
Method:  
 Step 1: Generate  initial drone query plans D in accordance with RS 
 Step 2: Compute QPC of each drone query plan 
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Where M is the number of sites accessed by the query plan, NSi is the number of times the 
ith site is used in the query plan, N is the number of relations accessed by the query 

Step 3: Select the drone query plan with least QPC as the queen query plan ‘Q’ 
Step 4: Repeat  
                          Repeat // Bee mating phase //            

            Select a drone query plan ‘Di’ randomly from ‘D’ 
            Compute Δ(QPC)=|QPC(Q)-QPC(Di)|  
            Generate a random number ‘r’ 
            P(Di)=1/exp(Δ(QPC)/QS) 
            If (P(Di)) > ‘r’ then add Di to queen spermatheca S   
            Decrease QS, QS=α*QS //α is speed reducing scheme 
         Until S is full or QS≤QSmin   

                          Repeat // Egg fertilization phase // 
                Select a drone query ‘Si’ randomly from spermatheca S and use it to fertilize  
                queen’s query plan by applying crossover between Si and Q  
         Until all drone query plans in spermatheca are used 
          Mutate the newly generated fertilized queen query plans 
          // Brood generation phase //              

                           Employ any one of the two worker bees heuristics Iterative Improvement or  
                           Simulated Annealing to feed the new brood query plans 
                           If (the fittest brood query plan is fitter than the queen query plan) 
                             Replace queen query plan with this fittest brood query plan 
                           Else 
                             Retain the old queen query plan 
                          Generate new population of drone query plans by discarding the old one 
            Until all the mating flights F are completed 
            Return Top-K brood query plans as Top-K query plans

Fig. 4. HBMO [8][9] based DQPG Algorithm 
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their sperms (query plans) in her queen query plan spermatheca. This probability, as 
defined in [8] is given below: 

P(Di)=1/exp(Δ(QPC)/QS) 

Where P(Di) is the probability of adding the sperm of a drone query plan ‘Di’ to 
the queen’s spermatheca ‘S’, Δ(QPC) is the absolute difference between the QPC 
value of the drone query plan ‘Di’ and the queen query plan ‘Q’, and ‘QS’ is the speed 
of the queen query plan in a mating flight (iteration). Initially, the speed of the queen 
query plan is assigned with a maximum value QSmax. In every mating flight, the queen 
query plan spends her energy in attempting to mate, as a result of which her speed 
gets reduced by a speed reducing scheme α as given below [8]: 

QS=α*QS 

The mating process ends when the queen query plan spermatheca is full. The 
mating process also comes to a halt when the queen query plan reaches a speed less 
than the minimum permissible speed QSmin. In the presented approach the queen 
query plan has only one unique egg (i.e. the queen query plan). This queen’s query 
plan is repeatedly used to mix with the collected sperms (i.e. drone query plans) in her 
spermatheca [8]. Fertilization is imitated by the crossover operator, which is used to 
exchange portions of the queen query plan and the drone query plan. The crossover 
operator used in the proposed approach causes only the portions of the drone query 
plans to be exchanged, while the queen query plan remain intact [9]. Fertilization is 
completed when portions of all the collected drone query plans are replaced by 
portions of the queen query plan. A very small percentage of the fertilized eggs 
(fertilized query plans) are mutated. Mutation is carried out by randomly selecting 
very few of fertilized query plans and replacing portions of these query plans with 
some valid portions in a random manner. The resultant new born brood query plans 
survive only when they are cared for and fed. These brood query plans are fed by 
worker bees (improvement heuristics). In this approach two search improvement 
heuristics namely, the iterative improvement [11][17] and simulated annealing 
[13][11][10][15], have been considered. After employing one of the two heuristics, 
the fittest brood query plan of the population is compared with the queen query plan. 
If this brood query plan is fitter than the queen query plan, then this brood query plan 
becomes the new queen query plan, replacing the old queen query plan. Thereafter a 
new swarm of drone query plans are generated by discarding the present population of 
query plans, with which the new queen query plan can mate to further improve the 
population of query plans. In this way fitter brood query plans are generated with the 
birth of new fitter queen query plan. In the event of there being no fitter brood query 
plan to replace the existing queen query plan, the queen query plan continues to be the 
queen and a new population of drone query plans is generated to mate with it. This 
cycle of mating, fertilization and brood generation continues until all the mating 
flights are undertaken. Thereafter, the Top-K query plans are produced as output.   

An example that illustrates the use of the HBMO based DQPG algorithm to 
generate query plans for a distributed relational query is given next. 
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2.1 An Example  

Consider a distributed database system (DDBS) with eight sites S1, S2, S3, S4, S5, 
S6, S7, and S8. Consider the following distributed query accessing eight relations R1, 
R2, R3, R4, R5, R6, R7, and R8  

Select      A1, A2, A3, A4 
From       R1, R2, R3, R4, R5, R6, R7, R8 
Where     R1.A1=R2.A1 and R3.A2=R4.A2 and  
                R5.A3=R6.A3 and R7.A4=R8.A4 

Consider the relation-site matrix given in Figure 1. The objective is to generate the 
Top-5 distributed query plans, for the above distributed query, using the HBMO 
based DQPG algorithm given in Figure 4. 

Using this relation-site matrix given in Figure 1, a pre-specified population of 20 
drone query plans is randomly generated. These are shown in Figure 5(a). The fitness 
QPC[24], for each drone query plan is computed and is shown in Figure 5(a). The 8th 
drone query plan has the least QPC and thus is chosen as the queen query plan. The 
queen query plan then takes mating flights to probabilistically mate with the 
congregation of the drone query plans. After a successful mating the drone query plan 
is added to queen’s spermatheca and then this particular drone query plan is removed 
to prevent it from mating twice. The mating phase ceases either when the queen query 
plan speed becomes slower than the required minimum speed or when queen query 
plan spermatheca is full. The drone query plans collected in the queen’s spermatheca 
are shown in Figure 5(b). With the start of the fertilization phase, the queen query 
plan randomly selects a drone query plan from the spermatheca and uses it to fertilize 
the queen’s query plan. Fertilization is accomplished through the application of a 
single point crossover operator between the queen’s query plan and the drone’s query 
plan. The resultant collection of query plans after the fertilization phase is shown in 
Figure 5(c). This collection of fertilized query plans is mutated. Mutation is carried by 
randomly selecting a site and replacing it with another valid site. In this iteration, the 
20th query plan [4,1,7,7,5,5,5,6] is mutated to [4,5,7,7,5,5,5,6]. 

The newly hatched brood query plans are taken care of and fed by any of the two 
worker heuristics i.e. Iterative Improvement or Simulated Annealing. In this iteration, 
worker bee heuristic iterative improvement is selected and used to care for and feed 
the brood query plans. The population of brood query plans, after the application of 
iterative improvement, is shown Figure 6(a). Thereafter, a new fitter queen query plan 
is searched for, from amongst the generated brood query plans. If such a query plan is 
found, it replaces the old queen query plan. The fittest brood query plan (Bee 15) is 
fitter than the old queen query plan (Bee 8) and thus Bee 15, i.e. {8, 5, 5,5, 5, 5, 5, 8}, 
becomes the new queen query plan. The Top-5 query plans by the end of first 
iteration are shown in Figure 6(b). Thereafter, a new congregation of drone query 
plans is randomly generated. This continues for a pre-specified number of iterations. 
The Top-5 query plans, after 100 iterations, are shown in Figure 6(c). 
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3 Experimental Results 

The GA and HBMO based DQPG algorithms were implemented in MATLAB 7.7 in 
a Windows XP environment. Experiments, for comparing the two algorithms, were 
carried out on an Intel based 2 GHz PC having 1 GB RAM. The comparisons were 
carried out on parameters like average QPC, the number of iterations and the Top-K 
query plans. 

Fig. 6. 

Bee Query Plan QPC
Bee11 [5,5,5,5,5,5,5,6] 0.21
Bee20 [5,5,7,5,5,5,5,6] 0.40
Bee13 [4,5,5,4,5,5,5,4] 0.46
Bee 4 [4,5,5,3,5,5,5,4] 0.53
Bee 5 [7,7,7,7,5,5,5,6] 0.59
(c) Query Plans after 100th Iteration 

Bee Query Plan QPC
Bee1 [3,5,5,2,5,5,5,6] 0.56
Bee 2 [4,5,7,5,5,5,5,6] 0.56
Bee 3 [7,5,7,4,5,5,5,6] 0.65
Bee 5 [7,1,7,7,5,5,5,6] 0.68
Bee 7 [7,5,5,5,5,5,5,6] 0.40
Bee 9 [4,6,5,5,5,5,5,6] 0.53
Bee 11 [5,6,5,2,5,5,5,6] 0.53
Bee 12 [8,6,8,8,5,5,5,6] 0.66
Bee 15 [8,5,5,5,5,5,5,8] 0.37
Bee 20 [8,5,7,7,5,5,5,6] 0.66
(a) Brood Query Plans generated 
after applying Iterative Improvement 

Bee Query Plan QPC
Bee 8 [4,5,5,5,5,5,5,6] 0.40
Bee 7 [7,5,5,5,5,5,5,6] 0.40
Bee 9 [4,6,5,5,5,5,5,6] 0.53
Bee1 [3,5,5,2,5,5,5,6] 0.56
Bee 2 [8,6,8,8,5,5,5,6] 0.56
(b) Query Plans after First Iteration 

Fig. 5. 

Bee Query Plan QPC 
Bee 1 [3,1,5,2,5,5,5,6] 0.69
Bee 2 [4,1,7,3,5,5,5,6] 0.78
Bee 3 [7,5,8,4,5,5,5,6] 0.68
Bee 5 [8,1,7,7,5,5,5,6] 0.75
Bee 7 [7,6,5,5,5,5,5,6] 0.53
Bee 9 [4,3,5,4,5,5,5,6] 0.66
Bee 11 [7,1,5,2,5,5,5,6] 0.69
Bee 12 [7,6,8,8,5,5,5,6] 0.72
Bee 15 [8,5,5,5,5,5,5,6] 0.41
Bee 20 [4,1,7,7,5,5,5,6] 0.75

(c) Query Plans after Fertilization 

Bee Query Plan QPC 
Bee 1 [3,1,5,2,4,1,1,2] 0.75
Bee 2 [4,1,7,3,5,5,2,3]  0.81
Bee 3 [7,5,8,4,5,5,4,4]  0.68
Bee 4 [8,3,7,7,8,7,7,6]  0.66
Bee 5 [8,1,7,7,8,1,7,8]  0.66
Bee 6 [4,6,5,2,8,5,1,2]  0.66
Bee 7 [7,6,5,5,4,7,7,4]  0.72
Bee 8 [4,5,5,5,5,5,5,6]  0.40
Bee 9 [4,3,5,4,4,6,4,4]  0.56
Bee 10 [8,6,8,8,8,7,7,8]  0.53
Bee 11 [7,1,5,2,4,1,1,2] 0.75
Bee 12 [7,6,8,8,8,7,7,8] 0.59
Bee 13 [7,3,5,4,4,6,4,4] 0.69
Bee 14 [7,5,5,5,5,5,5,6] 0.41
Bee 15 [8,5,5,5,5,5,5,6] 0.41
Bee 16 [8,6,5,2,8,5,1,2] 0.78
Bee 17 [3,6,5,2,8,5,1,2] 0.81
Bee 18 [3,1,7,3,5,5,2,3] 0.75
Bee 19 [4,1,7,3,5,5,2,3] 0.81
Bee 20 [4,1,7,7,8,1,7,8] 0.72
(a) Initial Population of Query Plans 

Bee Query Plan QPC 
Bee1 [3,1,5,2,4,1,1,2] 0.75 
Bee2 [4,1,7,3,5,5,2,3] 0.81 
Bee3 [7,5,8,4,5,5,4,4] 0.68 
Bee5 [8,1,7,7,8,1,7,8] 0.66 
Bee7 [7,6,5,5,4,7,7,4] 0.72 
Bee9 [4,3,5,4,4,6,4,4] 0.56 
Bee11 [7,1,5,2,4,1,1,2] 0.75 
Bee12 [7,6,8,8,8,7,7,8] 0.59 
Bee15 [8,5,5,5,5,5,5,6] 0.41 
Bee20 [4,1,7,7,8,1,7,8] 0.72 

(b)Query Plans in Queen’s Spermatheca 
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First, line graphs were plotted to compare the HBMO and the GA based DQPG 
algorithm on the average QPC against the number of iterations for selecting the Top-
10 query plans. These graphs for 4, 8, 12 and 16 relations are shown in Figure 7. 
These graphs were plotted by varying the queen’s spermatheca size (S = 10, 20) and 
the queen’s speed (QS= 10, 20), represented as HBMO(QS, S). These graphs were 
compared with the observed crossover and mutation probabilities of the GA based 
DQPG algorithm (GA (Pc, Pm)), i.e. for observed values GA(0.6, 0.05) and GA(0.8, 
0.1) given in [24].  

It can be observed from the graphs that the HBMO based DQPG algorithm, in 
comparison to the GA based DQPG algorithm, is able to generate query plans having 
a significantly lower average QPC in each iteration for 4, 8, 12 and 16 relations. The 
HBMO algorithm performs best for the queen speed of QS=10 and spermatheca size 
of S=10 i.e. HBMO(10, 10).    

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. DQPG–HBMO Vs. GA (AQPC Vs. Iterations)–Top-10 Query Plans–4, 8, 12, 16 
Relations 

Next, in order to ascertain the average QPC of the Top-K query plans over 400 
iterations, line graphs were plotted for 4, 8, 12 and 16 relations and are shown in 
Figure 8. It can be observed from the graphs that the HBMO based DQPG algorithm, 
is able to generate Top-K query plans having significantly lower average QPC when 
compared with those generated by the GA based DQPG algorithm. This difference in 
average QPC is significant for higher number of relations accessed in the query. 
HBMO based DQPG algorithm again performed best for the queen speed QS=10 and 
the spermatheca size S=10 i.e. HBMO(10, 10).    
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It can, thus, be inferred from above graphs that the HBMO based DQPG algorithm 

performs comparatively better than the GA based DQPG algorithm and the 
performance difference is significant for higher number of relations and the observed 
queen speed QS=10 and spermatheca size S=10. 

4 Conclusion 

This paper presents a HBMO based DQPG algorithm that generates close query plans, 
as defined in [24], for a given distributed query. This proposed algorithm formulates 
the DQPG problem as a single objective optimization problem with the objective of 
minimizing the QPC, as defined in [24]. The query plans so generated involve lesser 
number of sites, and higher concentration of relations, in the participating sites. 
Consequently, the query processing cost would be less, which in turn would lead to 
reduction in the response time of distributed queries.  

Experiment based comparison of the HBMO based DQPG algorithm with the GA 
based DQPG algorithm shows that  the former is able to generate Top-K query plans 
that have significantly lower average QPCs than those produced by the latter. This 
difference is significant when more relations are accessed in a distributed query. As a 
result, the query processing of a distributed query is faster, leading to reduced query 
response time. This in turn would facilitate the decision making process. 
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Abstract. The aim of this paper is to provide a unifying axiomatic jus-
tification for a class of qualitative decision models comprising among oth-
ers optimistic/pessimistic qualitative utilities, binary possibilistic utility,
likelihood-based utility, Spohn’s disbelief function-based utility. All those
criteria that are instances of Algebraic Expected Utility have been shown
to be counterparts of Expected Utility thanks to a unifying axiomatiza-
tion in a von Neumann-Morgenstern setting when non probabilistic de-
composable uncertainty measures are used. Those criteria are based on
(⊕,⊗) operators, counterpart of (+,×) used by Expected Utility, where
⊕ is an idempotent operator and ⊗ is a triangular norm. The axiomati-
zation is lead in the Savage setting which is a more general setting than
that of von Neumann-Morgenstern as here we do not assume that the
uncertainty representation of the decision-maker is known.

1 Introduction

The study of decision models is an important and necessary step in the task of
building autonomous agents and support systems. Indeed, in automatic decision-
making, an agent has to act “rationally” while in human assistance systems, to be
able to help, an agent has to model human preferences. For both cases, decision
theory can answer the critical question of which decision model to implement.

Decision models are generally axiomatically studied. An axiomatization re-
veals the exact properties of a decision model and shows what kind of prefer-
ences it can or can not describe. For instance, the axiomatization of Expected
Utility [1] allowed its limitations to be shown [2,3]. This axiomatic work can be
lead in two different settings. In a von Neumann-Morgenstern (vNM) setting,
the uncertainty representation is assumed to be known while in a Savage setting,
this assumption is relaxed. The second one is thus more general and interest-
ingly, in this setting, the uncertainty representation can be revealed from the
decision-maker’s preferences.

Although Expected Utility (EU) is used in many applications, this quan-
titative model is sometimes difficult to implement as one needs to elicit pre-
cise utilities and probabilities. When this information is not available or when
it is too costly to elicit, more qualitative decision models can be preferred.

� Funded by the French National Research Agency under grant ANR-10-BLAN-0215.
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Besides as previously underlined by [4], probability is not always convenient
to represent situations of partial ignorance. Possibility Theory can be consid-
ered in those situations and it is particularly justified in case of representing
human beliefs as shown in psychological experiments lead by [5].

In this paper, we propose axiomatizations in a Savage setting for a class
of decision models using possibilistic uncertainty representations: Generalized
Qualitative Utilities, which have been proposed by [6]. Instances of this class are
among others optimistic/pessimistic utilities [7], binary possibilistic utility [8],
likelihood-based utility [9], Spohn disbelief function-based utility [10]. All those
models have been axiomatized in a vNM setting and some of them have been
axiomatized in a Savage framework [11,12].

This work allows us to justify axiomatically previously proposed models in
a very general way and to unify them under a new decision model, generalized
Sugeno integral. This unifying approach shows the similarities and the differences
of all models belonging to the class of generalized qualitative utilities. This paper
builds on the axiomatization proposed by [11].

In the next section, we give the used notations and recall the definitions
of the many utilities that we work on. In section 3, we introduce generalized
Sugeno integral and give its axiomatization. Building from this, we are then
able to propose representation theorems of generalized qualitative utility and
optimistic/pessimistic versions of likelihood based-utility. In section 4, we ex-
tend our results to binary utilities allowing us to provide an axiomatization of
(binary) likelihood based-utility. Finally we conclude in the last section and show
graphically how all those models are related to each other.

2 Decision Models

2.1 Definitions and Notations

In a problem of decision under uncertainty, a decision-maker has to choose an
action, named act in the Savage setting, whose consequence is not known pre-
cisely. The decision problem can be formalized by defining: S a set of states;
X = {x1, . . . , xn} a finite set of decreasingly ordered consequences (Elements
0X = x1 and 1X = xn denote respectively the worst and the best consequences),
F a finite set of acts, i.e., functions from the set of states to the set of conse-
quences (F = XS). A state (or state of nature) describes a possible configuration
of the environment. Uncertainty is defined as uncertainty about the actual state
of nature. As the decision-maker does not know exactly in which state he is, he
is uncertain about the consequences of his actions.

The decision maker’s preference relation (which is simply a binary relation)
over acts F is denoted by �F , which reads “at least as good as”. For any relation
�, � and ∼ denote respectively the asymmetric and the symmetric part of �.

For two acts f and g, an event A, fAg denotes the conditional act consisting in
doing f if event A occurs and doing g otherwise, i.e., ∀s ∈ A, fAg(s) = f(s) and
∀s ∈ A, fAg(s) = g(s). The constant act equal to x ∈ X everywhere is denoted
in bold x. Relation �F restricted to constant acts induces a preference relation
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over consequences, denoted �X . Events, which are simply sets of states form a
sigma-algebra, denoted by E. For an event A, binary act 1XA0X is an act giving
the best consequence 1X when A occurs and the worst outcome 0X otherwise.
Preference relation �F restricted on those binary acts defines a plausibility rela-
tion over events, �S . Indeed for two events A and B, 1XA0X�F1XB0X means
the decision-maker judges A at least as plausible as B. This is written A�SB.
The complement of an event A ∈ E is denoted A.

The scale on which uncertainty (and sometimes preference) is measured is
denoted by L which is totally ordered by ≥L. Its lowest and greatest elements
are denoted respectively by 0L and 1L. Operators max and min on scale L are
respectively written ∨ and ∧. The order reversing involution in L is denoted by
n, i.e., n(0L) = 1L, n(1L) = 0L and ∀λ, λ′ ∈ L, λ≥Lλ

′ ⇒ n(λ)≤Ln(λ
′). A capac-

ity σ : E → L is a very general uncertainty representation. It is a measure that
satisfies: σ(∅) = 0L, σ(S) = 1L and ∀A,B ∈ E,A ⊆ B ⇒ σ(A)≤Lσ(B). Proba-
bility, possibility, belief functions, kappa rankings and plausibility measures are
all examples of capacities. We recall the definition of a possibility distribution.
A capacity is a possibility distribution (denoted π) iff it additionally satisfies
∀A ∈ E, π(A) =

∨
s∈A π(s). Distribution π can be viewed as an encoding of

the ranking of the states in terms of plausibility. It can be interpreted as fol-
lows: π(s) = 0L means that state s is impossible, π(s) = 1L means that s is
totally possible, when 0L<Lπ(s)<L1L, s is only possible to some extent, i.e.,
there are states more possible than s. We assume that there exists at least one
state of possibility 1L and of course, there could be several ones. A basic utility
assignment which represents the decision-maker’s preferences on consequences
is a mapping that associates a value in a scale to each consequence in X . When
scale L is used, a basic utility assignment is denoted μ : X → L. For clarity, we
will change notations when the scale is different.

2.2 Qualitative Utilities

Optimistic/Pessimistic Utilities. We now present optimistic and pessimistic
utilities, which have already been axiomatized in a vNM and a Savage settings
[7,11]. For these criteria, uncertainty is assumed to be represented by a possibility
distribution. Those qualitative utilities are functions from F to L. Optimistic
utility U+ and pessimistic utility U− are defined by:

U+(f) =
∨

s∈S

(
π(s) ∧ μ(f(s))

)
U−(f) =

∧
s∈S

(
n(π(s)) ∨ μ(f(s))

)
They are generalizations of respectively the maximax and the maximin criteria,
which have been axiomatized by [13]. Using order reversing function n : X → X ,
let n ◦ f be the act that is defined by ∀s ∈ S, (n ◦ f)(s) = n(f(s)). Then the

dual of a preference relation �F over F , denoted �F
T , is defined by f�F

T g ⇔
n◦g�Fn◦f . Obviously the dual of the dual of a preference relation is the relation
itself. By extension, we say that a decision model is the dual of another one if
the preference relation defined by the former decision model is the dual of the
relation defined by the latter. Pessimistic utility is the dual of optimistic utility.
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Binary Possibilistic Utility. Binary1 possibilistic utility (PU) introduced
by [8] unifies the two previous qualitative decision models. It takes values in a
particular scale L2, which is a binary scale defined by the following set:

L2 = {〈λ, μ〉 : λ, μ ∈ L, λ ∨ μ = 1L}.

The scale is binary in the sense that a value of this scale is either in interval
[〈1L, 0L〉, 〈1L, 1L〉] or in interval [〈0L, 1L〉, 〈1L, 1L〉]. A pair in L2 can be inter-
preted as a binary possibility distribution over two consequences : the best and
the worst ones. The first element of the pair would be the possibility to get
the best consequence and the second would be the possibility to get the worst
consequence. Then a natural order relation can be defined on L2:

〈λ, μ〉≥L2〈λ′, μ′〉 ⇐⇒ (λ≥Lλ
′ and μ≤Lμ

′).

Indeed, the decision maker naturally prefers higher possibility of getting the best
outcome and lower possibility of getting the worst one. As the order on scale L2

is total, L2 is in fact monodimensional.
Here, the basic utility assignment which takes values in binary scale L2 is

denoted by u : X → L2. Operator ∨ is extended as an operator on L2 × L2:

〈λ, μ〉 ∨ 〈λ′, μ′〉 = 〈λ ∨ λ′, μ′ ∨ μ′〉.

Note this operator is not operator max on L2 (computed as max(〈λ, μ〉, 〈λ′, μ′〉) =
〈λ ∨ λ′, μ ∧ μ′〉). Operator ∧ is extended as an operator on L× L2:

λ′ ∧ 〈λ, μ〉 = 〈λ′ ∧ λ, λ′ ∧ μ〉.

In the same way as operator max, operator min on L2 is given by min(〈λ, μ〉,
〈λ′, μ′〉) = 〈λ ∧ λ′, μ ∨ μ′〉. PU is defined as a utility function from F to L2:

PU(f) =
∨
s∈S

(
π(s) ∧ u(f(s))

)
. (1)

As noted by [8], when the basic utility has the following restricted form: ∀x ∈
X, ∃λ ∈ L, u(x) = 〈λ, 1L〉 then PU is an optimistic utility. Dually when we have
∀x ∈ X, ∃μ ∈ L, u(x) = 〈1L, μ〉, PU is a pessimistic utility. These remarks imply
that optimistic and pessimistic utilities exploit only half of scale L2.

PU is said to be autodual as it is its own dual. This property is shared by EU .
Intuitively, it means that the decision model when stating a preference between
two acts looks at how well and how bad these two acts do.

Sugeno Integral. We now present the Sugeno integral, which can be thought
of as a very general decision criterion where uncertainty is assumed to be mod-
eled by a capacity. It can be seen as the qualitative counterpart of Choquet

1 This particular framework should not be confused with the bipolar one as stated by
[14] for example. Here only one possibility distribution is used while in the bipolar
setting two possibility distributions are exploited.
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Expected Utility (CEU) [15,16], which is a generalization of EU . CEU has a
higher descriptive power than that of EU . Being qualitative counterparts of EU ,
optimistic and pessimistic utilities are special cases of Sugeno integrals when the
capacity is taken as respectively a possibility and a necessity distributions.

The utility of an act described by a Sugeno integral writes:

SU(f) =
∨
x∈X

(
μ(x) ∧ σ(Fx)

)
(2)

where Fx = {s ∈ S : f(s)�Xx}. While the quantitative models (CEU or EU)
compute a weighted average, the Sugeno integral SU(f) is the median of the
utilities and uncertainty values in the following set [17]: {μ(x) : x ∈ X}∪{σ(Fx) :
x ∈ X, x�X0X}.

2.3 Axiomatizations of Qualitative Utilities

Sugeno Integral. [11] axiomatized this criterion using the following axioms:

Sav1 Preference relation �F over F is a total preorder.
WS3 x�Xy ⇒ ∀A ∈ E, ∀h ∈ F , xAh�FyAh
Sav5 ∃x, x′ ∈ X, x�Xx′

RCD ∀f, g ∈ F , ∀x ∈ X, g�Ff and x�Ff ⇒ g ∧ x�Ff
RDD ∀f, g ∈ F , ∀x ∈ X, f�Fg and f�Fx ⇒ f�Fg ∨ x

Axiom Sav1 states that any two acts can be compared and the preference
relation is transitive. Axiom WS3 declares that when there is a preference be-
tween two consequences, this preference can not reverse if considering two acts
giving these consequences on a certain event and the same consequences on the
complementary event. Axiom Sav5 is enforced in order to avoid triviality. Ax-
iom RCD states that lowering the consequences of an act f , which is preferred
to an act g, to a constant consequence that is also preferred to g still yields a
better act than g. Finally axiom RDD is the dual of RCD. It says that an act
f is preferred to an act g even if the worst consequences of g are improved to a
constant consequence that is less preferred than f . As a side note, EU verifies
neither RCD nor RDD [11]. Sugeno integrals have been characterized by [11]:

Theorem 1. If �F , a preorder over F , satisfies Sav1, WS3, Sav5, RCD and
RDD then there are a qualitative scale (L,≥L), a basic utility assignment μ :
X → L and a capacity σ : E → L such that f�Ff

′ ⇔ SU(f)≥LSU(f ′).

Optimistic and Pessimistic Utilities. To enforce the optimistic utility, ax-
iom RDD needs to be replaced by a stronger axiom:

OPT. ∀f, g ∈ F , ∀A ∈ E, f�FfAg ⇒ gAf�Ff
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This axiom says that if an act can be strictly downgraded in a certain event,
this event is judged plausible enough to attract all the attention of the decision
maker and what happens on the complementary event is not relevant.

The representation theorem for the optimistic utility as stated by [11]:

Theorem 2. If �F , a preorder over F , satisfies Sav1, WS3, Sav5, RCD and
OPT then there are a qualitative scale (L,≥L), a basic utility assignment v :
X → L and a possibility distribution π : E → L s.t. f�Ff

′ ⇔ U+(f)≥LU
+(f ′).

For the pessimistic utility, RCD is to be replaced by:

PES. ∀f, g ∈ F , ∀A ∈ E, fAg�Ff ⇒ f�FgAf

This axiom, which is the dual of OPT states that if an act is strictly improved
in a certain event then it can not be strictly improved in the complementary
event. And the pessimistic utility [11] is characterized by:

Theorem 3. If �F , a preorder over F , satisfies Sav1, WS3, Sav5, RDD and
PES then there are a qualitative scale (L,≥L), a basic utility assignment v :
X → L and a possibility distribution π : E → L s. t. f�Ff

′ ⇔ U−(f)≥LU
−(f ′).

Binary Possibilistic Utility. PU is a Sugeno integral [12] with uncertainty
modeled by autodual possibilistic measures, i.e., couples 〈π(A), π(A)〉.

For any act h ∈ F , h≺F denotes the set of acts {f ∈ F : f≺Fh} and h�F =
{f ∈ F : f�Fh}. They are respectively the set of acts that are less preferred than
h and its complement. The following axioms are required to state our theorem:

AD. Preference relation �F over F is autodual
OPT’. ∃h ∈ F , 1X�Fh�S0X s.t. ∀f, g ∈ h�F , ∀A ∈ E, f�FfAg ⇒ gAf�Ff

Axiom AD states that the preferences of the decision-maker is autodual. Axiom
OPT ′ states that the set of acts can be divided into two parts, where the set of
less preferred acts satisfies axiom OPT .

Theorem 4. If �F , a preorder over F , satisfies Sav1, WS3, Sav5, RCD,
OPT ′ and AD then there are a qualitative scale (L,≥L), a basic utility as-
signment u : X → L2 and a possibilistic distribution π : E → L such that f�Ff

′

⇔ PU(f)≥L2PU(f ′).

2.4 Semi-qualitative Utilities

Binary Likelihood-Based Utility. Consider the statistical problem described
by (Y,Θ, Pθ∈Θ) where Y is a random variable whose probability distribution is
unknown, Θ is a parameter set and Pθ∈Θ is a family of probability distributions.
The real probability distribution of Y is assumed to be one of Pθ∈Θ. When
observing a new data Y = y, one can compute the likelihood of a parameter θ
by Pθ(Y = y). Thus one can define a likelihood function valued on L = [0, 1]
by l(θ) = Pθ(Y = y). As noted by [9], likelihood can be viewed as a possibility
measure. So from now on, we will denote likelihood l simply by π.
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When using a likelihood function as a uncertainty representation, [9] justified
axiomatically binary likelihood-based utility (LU) in a vNM setting.

LU is then defined as a utility function from F to L2:
LU(f) =

∨
s∈S

(
π(s)u(f(s))

)
where u : X → L2 is a basic utility assignment.

This criterion can be considered as an intermediate model between qualitative
model such as PU and quantitative model such as EU . To the best of our
knowledge, it has not yet received a Savagean axiomatization. One of the aims
of this paper is to fill this gap.

Spohn’s Disbelief Function-Based Utility. A Spohn’s disbelief function
that is a uncertainty representation is defined by a set function κ : E → IN∪{∞}
satisfying κ(S) = 0, for event A �= ∅, κ(A) = mins∈A κ({s}) and κ(∅) =∞. The
value of κ measures the surprise of the decision-maker.

Here scale (L,≥L) can be defined by (IN∪ {∞},≤). Note that as the order is
reversed, ∨ and ∧ are exchanged. Spohn’s disbelief function-based utility (κU)
has been axiomatically justified in a vNM setting by [10]. κU is then defined as
a utility function from F to L2:

κU(f) =
∨
s∈S

(
κ(s) + u(f(s))

)
. (3)

where u : X → L2 is a basic utility assignment.
This criterion is related to other decision models. It can be obtained from

EU when using orders of magnitude of probabilities and utilities [10]. Besides
it is isomorphic to a binary likelihood-based utility when equivalence classes of
consequences and equivalence classes of events are countable.

2.5 Generalized Qualitative Utility

[7] have axiomatized, in a vNM setting, generalized qualitative utility (GU),
which is a class of decision models that use a possibilistic uncertainty represen-
tation. GU generalizes optimistic and pessimistic qualitative utilities.

Before presenting GU , let us recall the definition of a it triangular norm or t-
norm, denoted ", which are operators defined on [0, 1]×[0, 1] into [0, 1]. Operator
" is a t-norm iff for all x, y, z ∈ [0, 1]:

T1 Commutativity: x"y = y"x
T2 Associativity: x"(y"z)) = (x"y)"z
T3 Monotony: x"y ≥ x"z if y ≥ z
T4 Limit condition: x"1 = x

min, × are two classic examples of t-norms. For a given t-norm ", one can
define a triangular conorm or t-conorm, denoted ⊥, which are operators defined
on [0, 1]× [0, 1] into [0, 1] by x⊥y = 1−

(
(1 − x)"(1− y)

)
. Thus, operator ⊥ is

a t-conorm iff it satisfies T 1 to T 3 and for all x ∈ [0, 1]:
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S4 Limit condition: x⊥0 = x

Two examples of t-conorms are max and probabilistic sum defined by x⊥y =
x + y − xy. GU takes its value on the same scale as the possibility scale and
thus has two versions: generalized optimistic and generalized pessimistic utilities,
which are functions from F to [0, 1]. Generalized optimistic utility GU+ and
generalized pessimistic utility GU− write for any t-norm " and its associated
t-conorm ⊥:

GU+(f) =
∨

s∈S

(
π(s)"v(f(s))

)
GU−(f) =

∧
s∈S

(
n(π(s))⊥v(f(s))

)
It is easy to see that those criteria are generalizations of U+ and U− when " = ∧
and generalizations of LU+ and LU− when " = ×.

While optimistic/pessimistic utilities (and binary possibilistic utility) are spe-
cial cases of Sugeno integrals, the last two criteria GU+ and GU− can be viewed
as instances of a generalized Sugeno integral that we introduce now.

3 Proposed Axiomatizations

Generalized Sugeno Integrals. A utility function defined as a generalized
Sugeno integral (GSU) is a function from F to L:

GSU(f) =
∨
x∈X

(
μ(x)"σ(Fx)

)
(4)

where " is a t-norm2 on L, Fx = {s ∈ S : f(s)�Xx} and σ : E → L is a
monotone set function representing the belief of the decision-maker. Note that
we do not define GSU as a function taking values in [0, 1] as we want to be
general and because it is needed afterwards. Thus GSU could be defined on
various scales, L2 for example.

We now present the axiom that we will use in the axiomatization of GSU .

EX
(
xA0X∼F1XB0X and yA0X∼F1XC0X

)
⇒ xC0X∼FyB0X

Assume that x�Xy. We say that binary act 1XB0X is preferred to 1XC0X with
a premium defined by the couple (x, y). This axiom states that if a binary act is
preferred to another one with a certain premium (x, y), this preference can be
cancelled by switching the two consequences (x, y).

We also use axiom WS4 introduced by [18].

WS4 xAx′ � xBx′ ⇒ yAy′ � yBy′

where x ≥P y >P y′ >P x′, A,B ⊆ S. This axiom entails some coherence in
the preferences between binary acts. Changing to less extreme consequences in
equivalent binary acts keep those acts equivalent. This axiom is not needed in
the previous axiomatizations as it is implied by the set of axioms used in the

2 To simplify the exposition, we call an operator on L a t-norm iff it satisfies T1 to
T4 expressed on L. The same convention will be taken for t-conorm.
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representation theorems. However, here as we work in a relaxed framework, this
axiom has to be specified.

Thanks to these axioms, we can characterized3 generalized Sugeno integrals:

Theorem 5. If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX
and RDD then there are a totally ordered scale L equipped with a t-norm ", a
basic utility assignment μ : X → L and a capacity σ : E → L such that f�Ff

′

⇔ GSU(f)≥LGSU(f ′).

Generalized Qualitative Utility. We can now axiomatize GU+ as it is a
generalized Sugeno integral when using a possibility distribution by enforcing
OPT instead of RDD. To better understand OPT , we prove a result that shows
how strong it is as it imposes that only one pair of consequence and event is
important in determining the value of an act.

Proposition 1. If �F satisfies Sav1, WS3 and OPT then for any act f ∈ F ,
which can be written f = x1A1x2A2 . . . xnAn, f∼F maxi=1,...,n xiAi0X .

The representation theorems for the optimistic and the pessimistic cases can
be written as follows:

Theorem 6. If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX
and OPT then there are a basic utility assignment μ : X → [0, 1] and a possibility
distribution π : E → [0, 1] such that f�Ff

′ ⇔ GU+(f) ≥ GU+(f ′).
If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX and PES

then there are a basic utility assignment μ : X → [0, 1] and a possibility distri-
bution π : E → [0, 1] such that f�Ff

′ ⇔ GU−(f) ≥ GU−(f ′).

To obtain instances of the class of generalized qualitative utilities, one needs
to enforce more restrictive axioms. Doing so, the differences of two instances can
be highlighted by comparing their two sets of axioms. In the following section,
we propose extra axioms to be added to get likelihood-based utilities.

Optimistic/Pessimistic Likelihood-Based Utilities. Likelihood-based util-
ity as presented in section 2.4 is a binary utility. One can restrict it to its opti-
mistic and pessimistic versions. If basic utility assignment u only takes values in
{〈λ, 1L〉 : λ ∈ L} then LU can be said to be an optimistic utility. Dually when u
only takes values in {〈1L, μ〉 : μ ∈ L} then LU can be qualified pessimistic. The
two thus defined criteria would be counterparts of optimistic and pessimistic
qualitative utilities (Section 2.2).

For a generalized optimistic qualitative utility to be an optimistic likelihood-
based utility, one has to enforce this extra axiom that implies that the t-norm
used in GU+ is a strict t-norm:

ST A�SA
′ ⇒ ∀x �= 0X , xA0X�FxA

′0X
C1 ∀n ∈ IN, xAn0X�Ff ⇒ x(limn→∞ A)0X�Ff
C2 ∀n ∈ IN, xnA0X�Ff ⇒ (limn→∞ xn)A0X�Ff

3 For lack of space, we omit the proofs. They are available on a longer version of this
paper at http://www-desir.lip6.fr/~weng/pub/miwai2013-2.pdf.

http://www-desir.lip6.fr/~weng/pub/miwai2013-2.pdf
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Axiom ST has a natural interpretation: Binary acts that gives with stronger
belief the better outcome are strictly preferred. Axioms C1 and C2 are two
continuity conditions. The representation theorems for the optimistic and pes-
simistic cases can then be stated as follows:

Theorem 7. If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX,
OPT , ST , C1 and C2 then there are a basic utility assignment μ : X → [0, 1] and
a possibility distribution π : E → [0, 1] such that f�Ff

′ ⇔ LU+(f) ≥ LU+(f ′).
If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX, PES,

ST , C1 and C2 then there are a basic utility assignment μ : X → [0, 1] and a
possibility distribution π : E → [0, 1] such that f�Ff

′ ⇔ LU−(f) ≥ LU−(f ′).

4 Extension to Binary Utilities

Generalized Binary Qualitative Utility. Generalized optimistic/pessimistic
qualitative utilities can be easily unified in the same fashion as optimistic and
pessimistic utilities with binary possibilistic utility. We now present this quick
development and call the unifying criterion the generalized binary qualitative
utility (GPU).

In this section, scale L is taken as [0, 1] on which a t-norm " is defined.
T-norm " is extended as an operator on L× L2: λ

′"〈λ, μ〉 = 〈λ′"λ, λ′"μ〉.
GPU is then defined as a function from F to L2:

GPU(f) =
∨
s∈S

(
π(s)"u(f(s))

)
. (5)

When the basic utility assignment has the following restricted form: ∀x ∈ X, ∃λ ∈
L, u(x) = 〈λ, 1L〉 then GPU becomes GU+. Dually when we have ∀x ∈ X, ∃μ ∈
L, u(x) = 〈1L, μ〉, GPU becomes GU−.

[19] has proposed an axiomatization for GPU in a vNM setting as GPU is in
fact an instance of algebraic expected utility. But no Savagean axiomatization
for this criterion has been proposed yet. We now propose such an axiomatization:

Theorem 8. If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX,
OPT ′ and AD then there are a basic utility assignment μ : X → L2 and a
possibility distribution π : E → L such that f�Ff

′ ⇔ GPU(f)≥LGPU(f ′).

Binary Likelihood-based Utility. Finally with the help of the previous re-
sults, a representation theorem is stated for binary likelihood-based utility.

Theorem 9. If �F , a preorder over F , satisfies Sav1, WS3, WS4, Sav5, EX,
OPT ′, ST , C1, C2 and AD then there are a basic utility assignment μ : X → L2

and a possibility distribution π : E → L such that f�Ff
′ ⇔ LU(f)≥LLU(f ′).

As a side note, one can check easily that Spohn’s disbelief function-based
utility satisfies all the axioms and in the construction of LU+ and LU−, one can
use the additive generator of the t-norm [20] to build that criterion. However one
extra technical axiom needs to be added to ensure that the scale is countable.
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Fig. 1. Generalized Qualitative Utilities

5 Conclusion

In this paper, we have proposed axiomatizations in a Savage framework for
previous proposed decision models that are instances of generalized qualitative
models. Doing so, a better picture of how those criteria relate to each other can
be drawn (Fig. 1). Models represented in a frame are general classes of decision
models. An arrow can be read as “is an instance of”. Except for those general
models, decision criteria on the left hand-side are more qualitative in the sense
that they require less information to be implemented whereas as we move on
the right, models become more quantitative. Models on the bottom of the figure
use a uncertainty representation that is decomposable while on the top, we have
more general models that relax the hypothesis of decomposability.

Our work reveals the common properties that all those decision models share
and in the same time underlines their differences from a decision-theoretic point
of view. Besides the proposed axioms can be used to test if a decision-maker
uses such qualitative utilities as decision criteria and represents his beliefs with
possibility measures, likelihood functions or Spohn’s disbelief functions. Finally
as a by-product, during the process of axiomatizing those utilities, we introduced
a generalization of Sugeno Integrals.
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Abstract. Spreading activation is a common method for searching se-
mantic or neural networks, it iteratively propagates activation for one
or more sources through a network – a process that is computation-
ally intensive. Spectral association is a recent technique to approximate
spreading activation in one go, and therefore provides very fast compu-
tation of activation levels. In this paper we evaluate the characteristics
of spectral association as replacement for classic spreading activation in
the domain of ontology learning. The evaluation focuses on run-time per-
formance measures of our implementation of both methods for various
network sizes. Furthermore, we investigate differences in output, i.e. the
resulting ontologies, between spreading activation and spectral associa-
tion. The experiments confirm an excessive speedup in the computation
of activation levels, and also a fast calculation of the spectral association
operator if using a variant we called brute force. The paper concludes
with pros and cons and usage recommendations for the methods.

Keywords: spreading activation, spectral association, ontology learning.

1 Introduction

Ontologies are the vocabulary and thereby the backbone of the Semantic Web.
Constructing ontologies manually is an expensive and cumbersome process, and
relies on highly specialized human labor [7]. (Semi-)automatic ontology learning
from sources such as text supports the ontology engineer in his or her work.

Spreading activation is a method to search semantic networks, which can be
used in ontology learning for example for finding semantically related concept
candidates for existing concepts [14]. In the ontology learning system used as
the foundation and test bed of this paper spreading activation is an essential
tool used for the selection of domain-relevant concept candidates from a big
semantic network as well as for positioning the new concepts in the ontology [16].
Spreading activation helps us to pick the most relevant concepts and associations
from a vast number of evidence (candidate concepts and relations) generated
from heterogeneous input sources.

S. Ramanna et al. (Eds.): MIWAI 2013, LNCS 8271, pp. 317–328, 2013.
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In highly dynamic domains, and especially if the evolution of ontologies is of
interest, new versions or updates of ontologies need to be generated in regular
intervals. This makes the run-time performance for the ontology learning algo-
rithms an important factor. Spreading activation is an iterative process and can
be time-consuming to calculate, therefore Havasi et al. suggest a method called
spectral association to compute the resulting activation levels after a number of
steps of spreading activation in one step [11]. Spectral association approximates
spreading activation using spectral decomposition of the concept matrix C, for
details see Section 3.

This paper compares the two methods, i.e. the iterative spreading activa-
tion method and spectral association, in a specific environment for learning
lightweight domain ontologies. We evaluate various aspects, including the run-
time performance of both techniques and the impact on relevance of the resulting
ontologies, discuss the implementation, and provide a general reflection of pros
and cons of the methods observed as well as hints on when to apply which tech-
nique. The datasets used or domain is not important for the runtime of the
evaluated algorithms – only the size of the semantic network.

Section 2 provides an overview of related work. The methods of spreading
activation and spectral association are described in detail in Section 3. Section 4
introduces the ontology learning framework which applies the methods. Section 5
evaluates the run-time performance and other characteristics of the methods
described earlier, and finally Section 6 summarizes the findings and gives an
outlook on future work.

2 Related Work

This section starts with a presentation of a few selected ontology learning sys-
tems with respect to the question how evidence from algorithms or sources is
integrated into the ontology. Text2Onto [3] uses a Probabilistic Ontology Model
(POM) to aggregate results and represent the ontology. The results from various
algorithms generate requests for changes of the POM; compared to the system
for learning lightweight ontologies which this work is based on, Text2Onto aims
at learning ontologies which are more expressive. Abraxas [18] takes quite a dif-
ferent approach, which is iterative and open-ended. The system identifies terms
from a seed corpus and extracts ontological knowledge in the form of triples
using lexico-syntactic patterns. Then it detects gaps in the collected ontological
knowledge and tries to cover those with the help of external repositories such as
the Web. KnowItAll [8] is not exactly an ontology learning system, but rather
a system for the large scale extraction of facts. KnowItAll tests the plausibility
of the candidate facts using pointwise mutual information (PMI) statistics com-
puted by treating the Web as a massive corpus of text and thereby associates
a probability with every fact. In their presentation of a generic architecture for
ontology learning, Cimiano et al. stress the importance of methods of evidence
integration especially when multiple and heterogeneous sources are combined,
and state that a lot of further research is needed in that direction [2].



Comparing Spreading Activation and Spectral Association 319

Spreading activation was first introduced by Collins et al. as a theory of human
semantic processing [4]. Spreading activation is frequently used in information
retrieval, Crestani provides a survey of spreading activation techniques on se-
mantic networks in associative information retrieval [5]. The conclusions of the
survey are positive, spreading activation is capable of providing good results.

Hasan proposes a system to apply spreading activation for information access
within organizations [9]. The system integrates (i) documents, (ii) statistically
derived information such as terms and entities extracted from those documents
and (iii) a precise knowledge in form of an organizational ontology into a spread-
ing activation network. User feedback on relevance of query results adapts the
weights in the spreading activation network (learning).

Katifori et al. outline a framework which applies spreading activation over
personal ontologies in the context of a personal interaction management sys-
tem [13]. The goal of spreading activation is context inference depending on the
users’ recent actions and a populated personal information ontology to support
user actions, for example generating suggestions when filling a Web form. The
method is extended by augmenting the personal ontology with cached data from
external repositories [6]. The selection of external data relates to the (spreading)
activation level of entities already in the personal ontology or cached data.

Spectral association is an approximation technique for spreading activation
networks, first presented in [11]. The paper describes the Colorizer application,
which hypothesizes color values that represent given words and sentences. The
common sense reasoning application determines the colors depending on physical
descriptions of objects and emotional connotations. Spectral association inter-
polates colors for unknown concepts based on semantic relatedness to (in terms
of color) known concepts. To ease computational complexity, Colorizer uses the
spectral association approximation as a measure of semantic relatedness.

Spectral association is a variant of the AnalogySpace representation [15].
AnalogySpace addresses the problem of reasoning over large common sense
knowledge bases with the characteristics of noisy and subjective data. The goal
is to find rough conclusions based on similarities and tendencies, as traditional
proof procedures are not feasible in such an environment. AnalogySpace forms
analogical closures of a semantic network through dimensionality reduction.

A number of tools already utilize spectral association. Sentic Corner [1] is
an application that dynamically collects audio, video, images and text related
to and suitable for a user’s current mood and displays this content on a multi-
faceted classification Website. The system detects user mood via the analysis of
semantics and sentics on the user’s microblog (e.g. Twitter) postings. Spectral
association is one of the fundamental methods used in the system, it generates
semantically related concepts from the descriptions of music, films, images and
text itself.

The Glass Infrastructure [10] allows the discovery of latent connections be-
tween people, projects, and ideas in an organisation. The system uses spec-
tral association to generate a “semantic space” from project information, where
closeness in the space signifies similarity of people, projects and ideas.
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3 Methods

As this paper focuses on comparing spreading activation and spectral association,
this section will describe them in some detail.

Spreading activation is a technique for searching associative, neural and se-
mantic networks. The method requires a network structure with numeric or
discrete relations between the network nodes. In the beginning the activation
level of all nodes in the network is set to zero. The process starts by labeling
source nodes, that is setting the activation level of one or more nodes to a value
higher than the firing threshold (F). Every unfired node with an activation level
> F fires to all its connected nodes, the energy propagated results from a mul-
tiplication of the energy of the source, the weight of the connection, and the
decay factor D. In further iterations unfired nodes that received activation in
the previous step will fire to their neighbors. The lower the decay factor D, the
less activation is spread to nodes further away from the original source nodes.
The process terminates when no more unfired nodes (with activation above the
firing threshold F) exist in the network. As a result of the process, the activa-
tion levels of all nodes in the network give measures of association to the source
nodes, i.e. the higher the activation level of a node in the network at the end,
the stronger the association to the source node(s).

Equation 1 outlines the activation level adaption of a single node Aj when
receiving energy from node Ai via a connection with weight Wi,j , reduced by the
static decay factor D. Obviously, this energy accumulation is applied for every
incoming (and firing) node of Aj .

Aj = Aj + (Ai ·Wi,j ·D) (1)

As already mentioned, spreading activation can be time-consuming to calcu-
late [11]. Spectral association approximates many steps of spreading activation.
The spectral association method starts with the transformation of the spreading
activation network into a square symmetric matrix C of concepts. The rows and
columns of C are labeled with the concepts from the network, and the values in
the matrix represent the relation strength between the concepts. The relation
strength of a concept to itself is 1. If there was no connection in the spread-
ing activation network between two concepts the value 0 results. Step two is to
scale rows and columns to unit vectors. Applying C to a vector of activations
(of one or more concepts) yields the result of one round of spreading activation.
The operator eC to simulate any number of spreading activation rounds (with
diminishing returns) is calculated by Equation 2, see [11]:

eC = 1 + C +
C2

2!
+

C3

3!
+ . . . (2)

As C is square symmetric, it can be decomposed to C = V ΛV t. In this
eigendecomposition, V is the orthogonal real matrix of eigenvectors, whereas Λ
is the diagonal matrix of eigenvalues. We can raise this expression to any power,
and cancel anything but the power of Λ. What follows is that
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eC ≈ V eΛV t (3)

To further ease computation, one can apply dimensionality reduction [11],
i.e. keeping only the largest eigenvalues and their corresponding eigenvectors.

4 The Ontology Learning System

This section describes the system for learning domain-specific ontologies (T-box)
underlying the work presented in this paper. The framework evolved since 2005
and has been presented in various publications. The original system [14] learns
from domain text only and already includes spreading activation as the major
building block to integrate evidence. Weichselbraun et al. evaluate information
from social media as additional evidence source [16] and present novel methods
for learning non-taxonomic relations [17]. Finally, Wohlgenannt et al. discusses
data structures and algorithms for the fine-grained optimization of the system
from feedback collected with games with a purpose [19].

Fig. 1. Ontology Learning System Architecture Diagram [19]

The description given here is limited to a basic overview of the system needed
to better understand the remainder of the paper. Figure 1 gives a graphical
illustration of the major building blocks. The initial input to the process is a
typically very small seed ontology (a few concepts and relations) in a particular
domain. The system starts by collecting evidence for new concepts and relations
in heterogeneous sources, i.e. domain text, social sources and structured sources
(e.g. WordNet or online ontologies). A semantic network stores the gathered
data. This semantic network is then transformed into a spreading activation
network, from which new concept candidates are computed. Another round of
spreading activation positions each of the new concepts in the seed ontology.
Games with a purpose verify the relevance of new concepts and their position, as
well as help to optimize the system performance. Finally the extended ontology
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acts as new seed ontology for the next step of ontology extension. After a pre-
configured number of extension steps the system halts.

So what is spreading activation actually used for? The evidence acquisition
phase collects a large number of concept candidates and relations to the seed
concepts, the number of candidate terms can easily exceed a few thousand. The
system includes a big number of so-called evidence sources, for example co-
occurring keywords in domain text of US media, UK media, related tags from
twitter, disambiguated hyper-/hyponyms fromWordNet, and many others. Each
of the evidence sources generates a number of new candidate terms (in this
context we use term and concept synonymously) for any seed concept – all this
information gets collected in the semantic network. A transformation algorithm
creates the spreading activation network from the semantic network, the evidence
source which suggested the relation influences the weight of the link. Spreading
activation detects the most relevant n concepts (where n = 25 for example) from
all the candidates. Roughly, candidates which are supported by different sources
and by sources with a higher link weight (“source impact”) are more likely to
be selected.

Spreading activation is further used to position the selected concepts with
respect to the seed ontology. For this purpose, the system reverses the activation
flow in the network, and for every new concept determines the seed concept with
the strongest association.

Figure 2 shows an extended ontology generated by the ontology learning sys-
tem. Starting from the seed ontology (yellow), the first round of extension gen-
erated and positioned new concepts (light-green, “stage one”). Further rounds,
namely stage two (green) and three (dark-green), were used to expand the
ontology.

In our implementation of the spreading activation algorithm we use real valued
weights. The weights are normalized in the range [0.0, 1.0]. We experimented
with a number of decay factor values, and decided on D = 0.3. As we are
looking for concepts closely related to and in close vicinity of the seed concept,
a small decay factor is appropriate. No firing threshold is used, i.e. F = 0.0.

The implementation of the spectral association approximation of spreading
activation starts with building the square symmetric concept matrix. Next a
normalization step takes place. Havasi et al. propose to use unit vectors for
rows and columns [11], but this led to increasing returns in Equation 2 when
increasing n in Cn

n! – which is not the expected behavior. Using the determinant
of the matrix instead for normalization gave results as expected.

We calculate the operator eC in two ways. The first variant uses spectral
decomposition (eigendecomposition) to ease the approximation of eC , in line with
the description in Section 3 of the seminal paper [11]. This variant is referenced
as spectral association or SPECTRAL in the evaluation section (Section 5). For
the computation of eigenvectors and eigenvalues we use NumPy’s linalg.eigh
module [12], which is geared towards the generation of eigenvectors for symmetric
matrices. NumPy1 is a package for scientific computing in Python. The second

1 http://www.numpy.org
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Fig. 2. An extended ontology (clipped) – concept labels and relations

variant, called brute force or BRUTE just calculates eC according to Equation 2
– without the use of eigendecomposition. This makes the matrix multiplications
more complicated, but saves the computation of eigenvectors. We use brute force
(i) to validate the correct implementation of the spectral association method,
and (ii) as a baseline when evaluating the run-time characteristics of spectral
association.

Finally, as soon as eC is computed, it can be used to simulate the activation
of nodes simply by multiplying (using the dot-product) eC with a concept vector
where the values for the concepts to activate are set to 1, else 0.

The current version of the spectral association method can be found as an
open source package on the Web2 – free for use and modification. It is writ-
ten in the Python programming language and uses numpy for all matrix op-
erations. The most important parameter for run-time performance tuning is
APPROX DEPTH. In Equation 2, the implementation calculates C as far as the
power of APPROX DEPTH. We currently use the value of 10 – which proved to be
more than sufficient in our experiments, as the factor gets very small (close to
zero) with higher powers. The same parameter is used in the approximation of
eΛ, too.

2 http://wwwai.wu.ac.at/~wohlg/spectral_association

http://wwwai.wu.ac.at/~wohlg/spectral_association
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5 Evaluation

This section provides an extensive evaluation of the methods described. As the
purpose of spectral association is to approximate and speed up the spreading
activation process, the evaluation focuses on a comparison of run-time charac-
teristics. Furthermore we check if there are significant differences in the resulting
ontologies regarding quality of concepts or quality of concept positioning.

Table 1 presents timings for the ontology extension phase, i.e. the total run-
time of the step of classic spreading activation (SPREADING), and the two variants
of spectral association: with spectral decomposition (SPECTRAL) and brute force
(BRUTE). concepts refers to the number of nodes in the spreading activation
network, which also determines the size of the concept matrix C in spectral
association. The connections are the links between concepts in the network.
The table includes average data over multiple ontology generation runs for each
of the three ontology extension stages (Avg stage-1/2/3). Furthermore, it de-
picts the single stage with the most concepts and connections (biggest) and a
spectral association run which uses dimensionality reduction (With DR).

Table 1. Run-times of the ontology extension step depending on the number of
concepts and the number of connections for spreading activation and the two variants
of spectral association

Run concepts connections SPREADING SPECTRAL BRUTE

Avg stage-1 2495 3303 00:00:10 (1) 00:05:56 00:00:11
Avg stage-2 3843 9054 00:40:56 (91) 00:30:05 00:00:57
Avg stage-3 6101 18655 00:38:47 (86) 01:22:40 00:01:54

Biggest 6842 22342 00:44:35 (109) 01:43:46 00:02:35
With DR 6842 22342 – 00:35:33 –

It was very surprising to see that the brute force method performed best by far
overall, for networks with > 5000 connections 20-40 times faster than the other
two. Classic spreading activation sometimes outperformed spectral association,
especially for small networks, and if no dimensionality reduction was applied.

We performed a thorough analysis to investigate where time is spent :

– SPREADING activation: As expected, almost all of the computing time is
consumed by applying the activation algorithm to the network in concept
detection and concept positioning.

– BRUTE force spends most of its time (about 70%) generating the operator
eC according to Equation 2.

– SPECTRAL association uses almost all of its time in the generation of eC . In
doing so, NumPy consumes about 33% for generating the eigenvectors and
-values. The matrix multiplication in Equation 3 consumes the remaining
computation time. This single matrix multiplication is surprisingly costly,
keeping in mind that we have around 10 matrix multiplications (with matri-
ces of same size) in Equation 2 when computing eC brute force – depending
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on the APPROX DEPTH. Additional investigation showed that the matrices in
Equation 3 are very dense, and that the concept matrix C in Equation 2 is
typically sparse – an important point further covered below.

Another surprising observation is the huge difference between Avg stage-1
(2672 concepts, 11 seconds) and Avg stage-2 (3154 concepts, 26 minutes) for
the method spreading activation. This is caused by two factors: (i) In stage-1
the network depth is very low (most nodes are connected to the seed concepts
directly), whereas in stage-2 the network depth increases – which results in more
steps of activation propagation. (ii) The number of activation processes differs.
In stage-1 the system just needs to activate the seed concepts, while in stage-2 it
positions the new concepts from stage-1 and activates the network. This results
in about 60-110 activations, the exact number is given in parentheses in Table 1.
A single activation in stage-2 and stage-3 has a runtime of about 20-30 seconds.

The eigenvector variant of spectral association can be approximated further
(and thereby sped up) by dimensionality reduction (DR, see Section 3). Our
implementation has an (optional) parameter to set the requested number of
dimensions, we used a value of 50 in the experiments. As can be seen in Table 1,
line With DR, applying DR reduces runtime to about 35%. The 35% largely
result from calling NumPy for the calculation of eigenvectors (see above), so
this variant is very effective to speed up the process. The use of DR had no
impact on the resulting ontologies, the approximation works as expected.

Table 2 depicts memory usage for the three methods depending on the network
size. The presented data reflects the maximum amount of memory allocated
during runtime of the process.

Table 2. Maximum memory usage of the ontology extension step depending on the
stage and algorithm used

Run concepts connections SPREADING SPECTRAL BRUTE

stage-1 2672 3531 0.5 GB 0.4 GB 0.4 GB
stage-2 3154 12243 1.0 GB 2.0 GB 1.7 GB
stage-3 6842 22342 1.2 GB 3.3 GB 2.7 GB

We did not focus on optimizing memory usage at all, the goal of Table 2 is to
give rough comparison of the methods, and to observe scaling regarding memory
consumption. As expected, memory usage tends to scale linearly with the number
of concepts and connections. In variant SPECTRAL, memory usage is highest
during NumPy’s computation of eigenvectors and -values. If required, there will
be a number of options to decrease memory usage, for example experimenting
with Numpy’s sparse matrix types or specific optimizations regarding memory in
the Python code. The machine we ran the experiments on had enough memory
to prevent any swapping to disk.

Complementing the evaluation of run-time performance, we also compared the
quality of results. Spectral association is intended as approximation of spreading
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activation, so results should roughly be the same, although there are various pa-
rameter settings available. We did three ontology extension runs for March, April
and May 2013 which extended the seed ontology with 25 candidate concepts in
each of the three extension iterations, summing up to 225 candidate concepts.
Manual evaluation by domain experts showed that there was no significant dif-
ference in the relevance of candidate concepts. The relevance was about 50%
for all three methods (50% BRUTE, 50% SPECTRAL, 49% SPREADING). We
also investigated the effect of the application of the three methods on the quality
of concept positioning; no significant differences were found.

The experiments conducted suggest the following pros and cons, as well as
areas of application for the tree methods:

– Spreading activation: Among the pros of spreading activation is the inter-
pretability of the activation process, which can be traced easily, whereas
spectral association is rather a black box model. Spreading activation pro-
vides parameters for tuning the activation process to fit ones specific needs
(mainly with the firing threshold F and decay D), while we do not see a
simple way how to apply these tuning parameters in the spectral associ-
ation process. As stated above, the depth of the network, i.e. the number
of propagation steps necessary, strongly affects runtime performance. The
more propagation steps, the slower the process. Naturally, the number of
propagation steps also depends on decay factor D and firing threshold F .

The application of the method is advisable for small networks and situa-
tions in which runtime performance is not an issue, in the (unlikely) case of
only one or a few activations needed, or if parameter tuning is required.

– Variants of spectral association: In contrast to spreading activation, in both
spectral association variants the main factor is the generation of eC , once
this is done activation is very fast - it’s just a simple matrix ◦ vector mul-
tiplication. This is a crucial point, activation processes can be done almost
instantly with this method. If the activation process has to be further quick-
ened, one can apply dimensionality reduction by using only the largest eigen-
values and their corresponding eigenvectors [11]. Dimensionality reduction
also speeds up the the generation of eC , in our experiments by a factor of
approx. 3. However, it is not applicable in the brute force variant (as we do
not compute eigenvectors).

The sparser the concept matrix, i.e. the less connections between con-
cepts, the faster the computation of eC with the brute force method. We also
tested with a dense matrix (almost all values �= 0), in that case brute force is
consistently slower (around factor 2) than SPECTRAL overall. But in a typ-
ical scenario with a sparse concept matrix the computations in Equation 2
are very efficient.

• Spectral association (with eigendecomposition): The variant allows the
application of dimensionality reduction to further reduce and approxi-
mate eC , and thereby enables even faster activation processes. It is well
suited for very dense networks and if the runtime of activation is critical,
and not so much the generation of eC .
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• Brute force: In our run-time analyses which have to be further confirmed
in other environments and programming languages, the described brute
force approach is surprisingly efficient. Brute force is preferable when
the number of activations is limited and the time spent in both the
generation of eC as well as activations is critical – as in our ontology
learning framework, where the method was performing best by far.

6 Conclusions

This paper compares a classic method for searching networks, i.e. spreading ac-
tivation, with spectral association. Spectral association approximates the com-
putationally intensive activation process using a matrix operator called eC . The
generation of this matrix via spectral decomposition is complex for large spread-
ing activation nets, therefore spectral association is particularly well suited where
eC is used for many activation processes. In situations where instant results for
an activation (e.g. in interactive applications) are needed, spectral association
is the only option. We also tested a simpler way to generate the operator eC ,
named brute force, which – under the circumstances we investigated – provides
far superior runtime performance in generating eC .

The main contributions of this paper are (i) extensively evaluating spreading
activation vs. spectral association in the domain for ontology learning regarding
various sizes of concept networks, (ii) showing that the brute force method is
very efficient (20–40 times faster than spreading activation) in our experiments,
(iii) the provision of an (open-source) implementation of spectral association in
Python, (iv) giving hints under what circumstances to apply which method.

Future work will include experimenting with a wider range of network sizes
and parameter settings, using other libraries for example to compute eigenvec-
tors, and the application of other programming languages to verify the results.
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Abstract. In this paper, we perform an experimental study to examine the evo-
lution of self-interested agents in cooperative agent societies. To this end, we
realize a multiagent system in which agents initially behave altruistically by shar-
ing information of food. After generations of a genetic algorithm, we observe the
emergence of selfish agents who do not share food information. The experimental
results show the process of evolving self-interested agents in resource-restrictive
environments, which is observed in nature and in human society.

Keywords: evolution, genetic algorithm, multiagent system, self-interested agents.

1 Introduction

In nature, animals communicate in many ways to share information. For example, ants
inform each other about the location of food using scent, and sheep alert others about
predator attacks by making a bleating sound. On the other hand, animals compete with
one another for limited resources, such as food, space and mates. In his book “The
Selfish Gene” [1], Richard Dawkins says: “Any altruistic system is inherently unstable,
because it is open to abuse by selfish individuals, ready to exploit it.” Animals are
inherently self-interested and often behave dishonestly to have their own benefit. In
[6], Searcy and Nowicki argue that “The predominant view nowadays, however, is that
selection acts largely at the level of the individual, so that behavior evolves toward what
is best for the individual performing the behavior, and not toward what is best for the
group. If behavior is commonly selfish, in this sense, then it is not always obvious why
animals should exchange information cooperatively. Instead, one might expect many
instances in which signalers would attempt to profit individually by conveying dishonest
information.” Some studies are devoted to modelling evolution of selfish or dishonest
behaviors of animals. Wade and Breden [8] provide a population generic model and
examine necessary conditions for the spread of genes that determine selfish and cheating
behaviors. Sober [7] provides a simple model which explains that lying and credulity are
behaviors that evolved by natural selection. Rowell et al. [5] develop a game-theoretic
model of animal communication in which animals effectively use deceptive signals as
strategies.
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Fig. 1. An environment

Recent studies show the evolution of selfishness in robot communication. Floreano
et al. [2,4] show that robots which compete for food learn to conceal food information.
In their studies, a group of robots has the task of finding a food source in a field. Once
a robot found the food, it stays nearby and emits blue light. This informs other robots
of the location and results in overcrowding around the food. After a few generations,
robots become more secretive and learn to conceal food information for their own sur-
vival. The study shows the possibility of designing artificial agents which would acquire
selfish or dishonest attitudes in their environment.

In this study, we consider an environment similar to [2,4] and observe how self-
interested behaviors evolve in an artificial society. In contrast to [2,4], we do not use
robots but realize software agents who can communicate and move in an environment.
We implement a multiagent system in which agents initially behave cooperatively by
sharing information of food. After generations of a genetic algorithm, we observe the
evolution of self-interested agents who do not share food information. We analyze ex-
perimental results and see the adaptation of agents in a resource-restrictive environment.
The rest of this paper is organized as follows. Section 2 presents an agent society which
is considered in this paper. Section 3 provides experimental results and considerations.
Section 4 discusses related issues and Section 5 concludes the paper.

2 Agent Society

2.1 Agents

We set the environment as a two-dimensional grid of 50×50 cells where 250 agents
are living. Each agent stays at one cell and two different agents cannot stay at a cell at
the same time. The environment contains 132 cells of food and 132 cells of poison. The
spacial constraints on the food allow a maximum of 132 agents to be fed simultaneously.
The maximum amounts of food or poison in each cell are initially given. The range of
maximal values is from 3 to 1 in order of the depth of a color (Figure 1). If the amounts
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of food or poison in each cell become less than its maximum value by consumption,
they are automatically supplemented in every fixed period. Agents act synchronously
in discrete time steps. A generation consists of 200 time steps. Each agent can move to
neighbor cells (horizontally or vertically adjacent cells), send a signal, and obtain food
or poison at every step. If an agent stays at a cell where food or poison is located, then
it is counted as one at a step. The numbers of food or poison which an agent obtains in
one generation are counted.

Each agent can send a signal when they find food or poison. An agent can recognize
signals on the 360◦ field and decides a direction to move at the next step based on
the amount and direction of signals. Each agent has a simple neural network which
consists of 6 input neurons Ii (1 ≤ i ≤ 6) and 3 output neurons Oj (1 ≤ j ≤ 3)
through 10 synaptic weights SWij representing the strength of connections between
the input neuron Ii and the output neuron Oj (Figure 2).1

The value v(Ii) of the input neuron Ii (i = 1, 2) is decided by the location of an
agent as follows.

v(I1) =

{
1 if there is food on the cell where an agent is staying;
0 otherwise

v(I2) =

{
1 if there is poison on the cell where an agent is staying;
0 otherwise

The values of I3, I4, I5 and I6 are decided by the amount of signals which an agent
perceives from each direction as follows.

v(I3) =
Sw

S
, v(I4) =

Se

S
, v(I5) =

Ss

S
, v(I6) =

Sn

S
. (1)

Here, Sw, Se, Ss and Sn respectively represent the amount of signals from the four
sections (west, east, south and north) of 90◦ each and S = Sw+Se+Sn+Ss (Figure 3).

1 In [2,4], a similar but more complicated neural network is used which consists of 11 input
neurons connected to 3 output neurons through 33 synaptic weights.
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Each agent has a sequence of 80-bit genes 〈 gi 〉1≤i≤80 as a binary digit. The values
of synaptic weights are calculated by

SWij =
Dij × 2

255
− 1 (2)

where Dij represents the decimal number corresponding to 8-bit genes as fol-
lows: D11 = (g1 . . . g8)10, D21 = (g9 . . . g16)10, D32 = (g17 . . . g24)10, D33 =
(g25 . . . g32)10, D42 = (g33 . . . g40)10, D43 = (g41 . . . g48)10, D52 = (g49 . . . g56)10,
D53 = (g57 . . . g64)10, D62 = (g65 . . . g72)10, D63 = (g73 . . . g80)10. For instance,
when the 8-bit gene is 00000000 (resp. 11111111), it becomes Dij = 0 and SWij =
−1 (resp. Dij = 255 and SWij = 1) by (2). Thus, a synaptic weight takes a value of
−1 ≤ SWij ≤ 1.

The values of output neurons are computed using the values of input neurons and
synaptic weights as follows:

O1 = tanh (

2∑
k=1

(v(Ik)× SWk 1)),

On = tanh (

6∑
k=3

(v(Ik)× SWk n)) (n = 2, 3).

Oj is expressed using the hyperbolic function and takes a value between−1 and 1. The
values of output neurons are used for deciding action of an agent.

2.2 Action Rules

An agent can take two different actions at each step: sending a signal or moving to
neighbor cells. First, an agent sends a signal if the value of the output neuron is O1 > 0.
This may happen when an agent finds food (I1 > 0) or poison (I2 > 0), but whether
O1 > 0 or not depends on the values of the synaptic weights. If O1 ≤ 0, then an agent
does not send any signal even if it obtains food or poison. Next, a move of an agent is
decided by the values of output neurons O2 and O3. A move of an agent is expressed
by (dx, dy) where dx (resp. dy) represents a movement in the x-axis (resp. y-axis)
direction. Each movement is defined by O2 and O3 as follows:
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dx =

⎧⎨
⎩
−1 (O2 < − 1

3 )
0 (− 1

3 ≤ O2 ≤ 1
3 )

1 (13 < O2)
dy =

⎧⎨
⎩

1 (O3 < − 1
3 )

0 (− 1
3 ≤ O3 ≤ 1

3 )
−1 (13 < O3)

(3)

where the values of O2 and O3 are divided into three.
We consider a few agents who may not act properly in an environment. This is re-

alized by making an agent move randomly at the probability of 0.2, regardless of the
values of output neurons.

The movement of an agent depends on the values of its synaptic weights. As stated
before, the synaptic weights of an agent are calculated by a sequence of 80-bit genes
of the agent. The initial genes are randomly generated, and then evolve under a fitness
condition using the genetic algorithm. The fitness of a gene is computed by

f = F − P (4)

where F and P respectively represent the numbers of food and poison which an agent
obtained in one generation. By definition, the fitness increases if an agent obtains more
food, while the fitness decreases if an agent obtains more poison. In each generation,
agents having higher fitnesses are selected, and their genes are modified (by crossover
and mutation) to form a new generation. The selection is made using the fitness propor-
tionate selection in which the i-th individual is selected based on the probability:

pi =
fi∑n

k=1 fk

where n = 250 is the total number of agents and fi is the fitness of the i-th individual
(1 ≤ i ≤ 250). At the end of each generation, the 250 agents are ranked based on
their fitness and the best 20% are selected. From these selected agents, two individuals
are randomly chosen and paired to perform crossovers and mutations to create a new
generation of 250 individuals. Here we use the uniform crossover which evaluates each
bit in the parent strings for exchange with a probability of 0.5. We also set mutation
with a rate of 0.01. The individual which has the highest fitness is also retained in the
next generation (elitism).

3 Experiments

We perform experiments in three different situations: (i) the field contains food only;
(ii) the field contains poison only; and (iii) the field contains both food and poison. In
each case, the location of food and poison are fixed; food are located in the north-east
corner of the field and poison are located in the south-west corner of the field (Figure 1).

Initially, each agent is assigned a sequence of 80-bit genes which is randomly gen-
erated. The initial location of 250 agents is also decided randomly and the evolution
of agents is observed in 300 generations. The fitness value of an agent depends on its
initial location. To reduce such biases, a group of agents in each generation is produced
based on the average of fitness values in 20 trials in which each trial consists of 200
steps of transactions by the same agents. With these settings, we observe the following
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Fig. 4. Snapshot of an experiment

changes over generations: (i) the number of signals in the field, and (ii) the average
values of the synaptic weights among all agents. A snapshot of an experiment is shown
in Figure 4 where some (but not all) agents send signals around food.

3.1 Food and Signal

We first observe how the number of signals by obtaining food changes in generations.
When the field contains food only, the number of signals increases at first and arrives at
the peak around the 20th generation (Figure 5). Then, the number of signals suddenly
decreases and keeps low values in subsequent generations, mostly less than 5000. This
phenomenon is explained as follows. At the initial stage some agents at the location
of food send signals which attract other agents. Then the number of agents monoton-
ically increases around the food and the number of signals increases accordingly. In
several generations, however, it results in the crowd around food. Those agents who
actively send signals around the food cannot obtain food as before (because they cannot
move neighbors where other agents stay), which results in the decrease of fitness val-
ues of those agents. In contrast, those agents which do not actively send signals would
have relatively high fitness values. (Note that some agents would not send signals at
food due to the negative synaptic weights given initially.) Then, the probability of se-
lecting agents who actively send signals around the food reduces, which results in the
decrease of signaling agents in the next generation. This is observed by Figure 6 in
which the average synaptic weight SW11 increases at first, while it decreases after the
peak around the 20th generation. After the 50th generation,SW11 mostly takes negative
values which indicates that most agents do not send signals around the food. However,
agents who send signals around the food do not die out. This is because reduction of
signals has the effect of solving overpopulation around the food, which results in weak-
ening the selection pressure on secretive agents.

When the field contains both food and poison, the number of signals also decreases
in Figure 5 but the values sharply oscillate compared with the case of food only. This
is because agents around the poison also send signals, which eliminates the effect of
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decrease of signals in the field. The average synaptic weight SW11 also oscillates be-
tween positive and negative values in Figure 6.

3.2 Poison and Signal

We next observe how the number of signals by obtaining poison changes in generations.
When the field contains poison only, the number of signals is relatively small through
generations (Figure 7). The reason is that in this case agents who obtained poison have
low fitness values by the equation (4), which results in the evolution that agents are
directed away from signals. When the field contains both food and poison, the number
of signals randomly oscillates. Such a chaotic behavior is due to the mixture of signals
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from food and poison. The average synaptic weight SW21 also oscillates between pos-
itive and negative values (Figure 8). This means that in case of poison stopping signals
does not imply any advantage for an agent, which results in no particular evolution of
the synaptic weight SW21.

3.3 Movement

We finally observe how each agent develops genes controlling its movement in gen-
erations. Figure 9 shows the evolution of average synaptic weights SWx2 and SWx3

(x = 3, 4, 5, 6) which control output neurons O2 and O3, respectively. In the figure, (a)
shows the case of food only, (b) shows the case of poison only, and (c) shows the case
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Fig. 9. Evolution of SWx2 and SWx3

of food plus poison. Observing (a), synaptic weights are classified into three different
classes. The first class takes positive values, the second class takes negative values, and
the third class oscillates between positive and negative values. More precisely, SW42

and SW63 take positive values, while SW32 and SW53 take negative values. Others
oscillate between positive and negative values. The synaptic weight SW42 depends on
the signals from the east and the synaptic weight SW32 depends on the signals from the
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west (see (1)). Both SW42 and SW32 control movements in the x-axis direction. The
synaptic weight SW53 depends on the signals from the south and the synaptic weight
SW63 depends on the signals from the north. Both SW53 and SW63 control movements
in the y-axis direction. The fact that SW42 and SW63 take positive values is explained
by that food is located in the north-east section of the field. By contrast, the fact SW32

and SW53 take negative values is explained by that no food is located in the south-west
section of the field. As a result, synaptic weights which control movements in the x-axis
direction from signals from the east and the west have evolved, and synaptic weights
which control movements in the y-axis direction from signals from the north and the
south have evolved.

In case of (b), synaptic weights are also classified into three different classes. In
contrast to (a), SW42 and SW63 take negative values, while SW32 and SW53 take
positive values. Thus, the positive-negative patterns are the reverse of those of (a). This
is explained that in case of (a) agents are evolved to be attracted to food, while in case
of (b) agents are evolved to be kept away from poison.

In (c), synaptic weights, which are oscillated in (a) and (b), converge on either posi-
tive or negative values. S52 and S62 take positive values while S33 and S43 take negative
values. This indicates when there are both food and poison, those synaptic weights play
roles for deciding movements. When signals from the north and the south, the positive
weights S52 and S62 make O2 positive, which will lead an agent to proceed forward
the x-axis direction (the east) (cf. (3)). When signals from the east and the west, the
negative weights S33 and S43 make O3 negative, which will lead an agent to proceed
forward the y-axis direction (the north) (cf. (3)). In each case, the weights lead agents
close to food and apart from poison.

4 Comparison with Floreano et al.’s Study

Floreano et al. [2,4] simulate evolution and natural selection in robot learning. In their
experiments, robots are randomly placed in an arena containing a food source and a
poison source that both emit red light. The food and poison sources are placed at two
opposite corners of the arena. The robots earn points for how much time they spent near
food as opposed to poison. The robots could produce information by emitting blue light,
which other robots could perceive. Each robot has a neural network which consists of 11
input neurons that are connected to a robot’s sensors and 3 output neurons that control
movement of the robot and the emission of blue light. Each input neuron is connected
to every output neuron in terms of 33 synapses whose strength are controlled by a 8-bit
gene. Each robot has 33× 8 = 264 bits genome that determines its behavior. With this
setting, groups of 10 robots compete for food in separate arenas. After 100 rounds, the
robots with the highest scores are selected for the next round. As robots become more
efficient at finding and remaining near the food, the concentration of blue light near food
also increases. Thus, blue light plays an inadvertent cue providing information on the
food location. However, spacial constraints around the food source allow a maximum of
8 robots of 10 to feed simultaneously and result in higher robots density and increased
competition and interference near the food. By the 50th generation, robots are selected
to decrease the rate of blue light emission. Thus, selection is acting toward suppressing
information on the food location.
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As addressed in the introduction, our experimental setup is similar to [2,4], while
there are some important differences as follows. First, in their experiment robots emit
blue light randomly while it provides inadvertent social information on the food loca-
tion. Once robots evolve the ability to find food and stay nearby, their increasing density
near the food source translates into higher blue density near the food and a source of
information for other robots in the arena. On the other hand, in our experiment, agents
are initially set to send signals when they find food or poison. Floreano et al. observe
how unintentional communication develops useful information, which generates self-
centered behaviors of robots. By contrast, we observe that agents who behave coop-
eratively at first also turn to become self-interested in evolution. Second, neural nets
used in [2,4] have 11 input neurons and 3 output neurons.2 One of the input neurons
is devoted to the sensing of food and another one is to the sensing of poison. Other 8
neurons are used for encoding the 360◦ visual input image, which is divided into four
sections of 90◦ each. For each section, one neuron is used for perceiving blue light,
and the other neuron is used for perceiving red light (food or poison). The activation
of output neurons is computed as the sum of all inputs multiplied by the 8-bit synaptic
weight of the connection and passed through the continuous hyperbolic function. Two
of the 3 output neurons are used for controlling the two tracks, where the output value
of each neuron gave the direction of rotation and velocity of one of the two tracks. The
third output neuron determines whether to emit blue light. Thus the total length of the
genetic string of an individual is: (8 bits) × (11 input neurons) × (3 output neurons)
= 264 bits. In our multiagent model, each agent has a simpler neural network: 6 input
neurons and 3 output neurons through 10 synaptic weights, and a 80-bit genetic string
in total. Thus, an agent has less than one-third of genes compared with a robot of [2,4].
With this simplified neurons, we demonstrate an evolution similar to [2,4].

Thirdly, in the experimental setup, Floreano et al. consider the single environment
in which both food and poison are located. By contrast, we set up three different en-
vironments: the first one contains food only, the second one contains poison only, and
the third one contains both food and poison. We observe that such different settings
affect the results of evolution of agents. Moreover, we analyze the evolution of synaptic
weights in generations which are not reported in [2,4].

5 Summary

We experimentally realized a multiagent system to observe the evolution of self-
interested agents to survive in a resource-restrictive environment. The results show that
at the initial stage agents act altruistically to inform others of the location of food, while
the increased population around the food results in the increase of self-interested agents
who act egoistically to hide food information. Agents react to signals by other agents
to obtain useful information, while once they successfully obtain food they evolve into
agents who do not always send signals cooperatively. The evolution of self-interested
nature of agents from simple action rules would explain a reason for the emergence of
selfish behaviors of animals in resource-limited environments in nature.

2 More precisely, 10 input neurons are used in [2] while 11 input neurons are used in [4]. The
role of the additional input neuron is not clearly stated, however.
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In this study, self-interested agents appear around food, while further evolution might
generate dishonest agents who intentionally send “false” signals to other agents in order
to keep them away from food (or even lead them to poison). Such deceptive signals exist
in nature [3]. Further refinement of social models is needed to realize the evolution of
agents who may act dishonestly.
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