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Abstract. Content-Based Video Copy Detection (CBVCD) aims at de-
tecting whether or not a query video is a copy or part of a reference video
from database. In this paper, we present aCBVCD systembased on spatio-
temporal features that can competitively deal with large database in terms
of both performance and efficiency. Instead of selecting keyframes or uni-
formly sampling from original videos and then extracting global or local
visual features for frames, we first divide a video into segments with fixed
length and then extract 3D spatio-temporal features for the whole seg-
ment. After that, we perform similarity search comparing all the reference
segments with query segments and apply a copy verifying to decide the fi-
nal copy detection result. The experimental results on the TRECVID 2011
video copy detection dataset show that the proposed system is effective and
efficient.

Keywords: Content-Based video copy detection, spatio-temporal
features, similarity search, copy verifying.

1 Introduction

The goal of Content-Based Video Copy Detection (CBVCD) is to locate video
fragments within a query video that are copies of reference videos. It is essential
for many applications, for example, illegal content monitoring, copyright control,
tracking the source and so on.

1.1 Related Work

In CBVCD, the copied videos are usually subject to various tolerated transfor-
mations (TTs) such as camcording, picture-in-picture(PIP), strong re-encoding,
frame dropping, cropping, stretching, contrast changing, etc [1]. Some of these
transformations are intrinsic to the video creation process, others are introduced
intentionally for specific use. The transformation applied to a video can be one
of the TTs mentioned above or combination of some of them. Besides, a query
video can also be compiled in three modes: 1) only keep the reference video seg-
ment; 2) only keep the non-reference video segment; 3) inserting the reference
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video segment into the non-reference video segment at a random offset. In ad-
dition, in any video task, the dataset is always much larger than image task. So
the cost of computation and the detection efficiency must be considered at the
same time. All the aforementioned problems make the task more challenging.

Most existing CBVCD systems are based on visual cues, which can be roughly
divided into two categories: frame-based and video-based. Frame-based methods
typically extract 2D interest points on selected keyframes or uniformly sampled
frames of the videos and then use local descriptors to represent them [2]. These
descriptors indicate spatial information significantly, while neglect temporal in-
formation. In order to be more discriminative for video task, temporal infor-
mation is introduced via post-processing. Douze et al. [3] report their system
which depends on bag-of-features combined with Hamming embedding of the
frames. Then they determine the time shift using 1D Hough voting algorithm,
and a 2D affine transformation is estimated between temporally consistent frame
matches. In [4], R.Cameron first extracts SURF features [5] for the frames and
then creates temporal signature by sorting the SURF feature counts in each
region along the time-line. Although those frame-based algorithms are spatio-
temporal to some extent and have achieved siginificant result, they have some
obvious limitations. One is that they largely depend on the selection of frames.
For uniformly sampled frames, there is no guarantee that the same frames will
be selected both in reference and query videos unless for the assumption that
the scene changes slowly so adjacent frames are similar. And the data is usu-
ally large. For keyframes, though the number of frames is much less, the system
is highly lied on robustness of the shot-boundary detection. Moreover, in these
frame-based method,the spatial and temporal information is not processed at
the same time, it is hard to guarantee the correspondence of spatio-temporal
information. For video-based approaches, trajectories are proposed by means of
tracking 2D interest points throughout the video sequence. Law et al. [6] use 2D
Harris detector and Kanade-Lucas-Tomasi (KLT) feature tracking for CBVCD.
Although the local descriptor is enhanced with temporal information by using
trajectories and have achieved promissing result, the redundancy of the local de-
scriptor is reduced. Moreover, it adds additional computations due to the need
for tracking interest points over the whole video frames.

1.2 Our Work

Considering the limitations discussed above, we propose an alternative video
copy detection system based on spatio-temporal features [7]. Fig. 1 gives an
overview of our system. Having preprocessed videos, we first cut them into seg-
ments (a set of consecutive frames) and then extract spatio-temporal interest
points from segments instead of spatial keypoints from frames. Extended scale-
invariant feature transform (SIFT) features combined with PCA algorithm are
extracted to represent these segments [8]. By comparing segments similarity and
copy verifying, we can obtain final detection result.

The most important improvement of our method is that we directly use 3D
interest points. Different from an image I(x, y) , here we must operate interest
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point detector on a stack of images denoted by I(x, y, t) , making localization-
proceed not only along the spatial dimensions x and y but also the tempoal
dimension t . The third dimension sufficiently represents the sequence of frames,
which is the fundamental difference from images. In this regard, our spatio-
temporal features based system has several advantages:

•The interest points are detected not only spatially but also over time, which
makes them more discriminative as well as better localized within the segments.

•The resulting set of descriptors contains information from the whole seg-
ment, rather than focusing on a few selected frames.

•We extract features both spatially and tempoally at the same time, so there
is no post-processing for adding the temporal cues.

•The PCA-SIFT descriptor, which is more discriminative and has lower de-
mension than SIFT, makes our system much more efficient.

Fig. 1. An overview of the proposed system

2 Proposed System

In this section, we introduce our system based on spatio-temporal features in
detail. For convenience, let R be the set of reference videos, let Q be the set of
query videos. As shown in Fig. 1, the proposed system involves five parts in total:
(1) Preprocessing. This step is to process input videos to diminish the effect of
TTs. This creates a new set of reference videos R′ and query videos Q′; (2) Video
Segmentation. This part partitions videos into short segments with fixed length;
(3) Spatio-Temporal Feature Extration. This step detects spatio-temporal inter-
est points and represents them with PCA-SIFT; (4) Segment Similarity Match.
It performs k-nearest neighbor method (KNN) for each query segment and re-
turns most similar reference segments; (5) Copy Verifying. This part compares
all the candidates for each query segment, and returns the final detection result.

2.1 Preprocessing

For better detection results, we preprocess input videos with two procedures: (1)
skip frames that contain little information (2) diminish transformations effect.

For skipping frames, this task detects black frames by computing the variance
between the intensity of frame pixels, and those frames whose values are under
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a threshood will be skipped. We also skip exceptional frames, which is an outlier
compared with its former frame fi−1 and the next fi+1 [9].

To diminish TTs effect, we focus on camcording and PIP that are very difficult
to detect in CBVCD. The method is to detect persistent strong lines using Hough
lines, which are consistent over the whole video, thus referring to the boundary of
camcording or the window of PIP. If the edge lines are not vertical or horizontal,
we use them to form a wrapping quadrilateral, the biggest one is seen as camcord-
ing boundary, then a new query is created by mapping the detected quadrilateral
to the video corners. If most of the detected lines are vertical or horizontal, we re-
move short edge lines according to the size of PIP window (one third to half of the
original video size) and merge others into a regular rectangle, we then build two
new query videos, one is the foreground, another is the background. As we cannot
guarantee the preprocessing to be completely correct, we process both the pre-
pocessed and original query video with this system and determine the final result
by choosing the more similar one.

2.2 Video Segmentation

In order to extract spatio-temporal features, we need partition every video into
short segments. Here we do not divide a video into shots based on boundary
because this will result in too few segments and largely depend on the efficiency
of the boundary detection algorithm. In our system, each video is partitioned
into segments with fixed length of 25 frames (less than a second, as the fps is 30
frames/s). The reason is that if the frames within a segment are too few, content
of these frames are almost identical, the detected interest points in latter step are
too sparse. And that if the frames are too many, the length of extracted features
in a single segment is very high, which is a great challenge for efficiency and
storage. To make a balance choice, we choose 25 in a segment to be discriminative
enough as well as limited computation costs.

2.3 Spatio-Temporal Feature Extration

After obtaining video segments, this section is to extract the spatio-temporal
features. Different from most methods that extract spatial descriptors and add
temporal information in the post-processing step, we directly extract features
containing both spatial and temporal information, known as spatio-temporal
features that are widely used in behavior recognition. The general idea of feature
extraction is similar to the spatial case. First, We need a response function and
find the interest points where the function reaches its local maxima. This step
considers both the spatial and temporal information since the response function
has two parameters σ and τ , corresponding roughly to the spatial and temporal
scale of the detector. Then, at each interest point, a cuboid is extracted. To
further represent the cuboid, in this paper we use the flattened gradient as the
descriptor, which is essentially a generalization of the PCA-SIFT descriptor.
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Interest Points Detection. The most widely used spatio-temporal interest
point operator is proposed by Laptev and Lindeberg [10] that extends the 2D
scale-invariant Harris-Laplace corner detector into the spatio-temporal domain.
The basic idea is to find a spatial corner in an image region whose velocity
vector is reversing direction. This Harris detector has proved to be efficient in
many applications. Nevertheless, for some videos in our dataset, the true spatio-
temporal corners are quite rare, greatly affecting the detection result. So, here
we use an alternative detector proposed by P.Dollar in [7] whose feature set is
more dense than the Harris detector. First, we define the response function as

R = (I ∗ g ∗ hev)
2 + (I ∗ g ∗ hod)

2. (1)

where g(x, y;σ) is the 2D Gaussian smothing kernel, applied only along the
spatial dimensions and hev and hod are a quadrature pair of 1D Gabor filters
applied temporally, defined as hev(t; τ, ω) = − cos(2πtω)e−t2/τ2

, hev(t; τ, ω) =

− sin(2πtω)e−t2/τ2

. Usually, let ω = 4/τ , so R simply correspond to σ and τ .
As hev and hod are periodic, variations in local image intensities that contain

frequency components will evoke the strongest response. This property is very
important in behavior recognition, like people waving or bird flapping its wings.
In our dataset, periodic contents are not so common. But this response function
is still available because it also responds strongly to spatio-temporal corners.
Areas undergoing drastic changes along temporal dimension or with spatially
distinguishing features can induce strong response. Due to this ability, it is good
at detecting 3D interest points, where R reaches local maxima.

Cuboids and Descriptor. At each interest point, a cuboid is extracted. This
cuboid contains most of the volume of data that contribute to the response func-
tion. Given a large number of cuboids in our video dataset, we use a descriptor
to represent each cuboid which can be computed once off-line. This descriptor
is required to be discriminative and invariant to most of the transformations.
The simplest way is to create a vector of flattened cuboid values by computing
the gradient or Lucas-Kanade optical flow [11] of that cuboid. As the optical
flow is more often used to extract motion information, which is not common
in our videos, we focus more on the gradient. It has been proved that SIFT is
effective in various video retrieving and near duplicate image detection task. So
in this work, we adopt an extension of Lowes SIFT [12]. A cubiod is divided
into regions and the extended SIFT is created by sampling the magnitudes and
orientations of 3 axis-aligned gradient in that cuboid around the interest point.
Then smoothed local orientation histograms are built which capture the impor-
tant aspects of that cuboid, creating a high-dimension features. Then we use
PCA to reduce the dimensi-onality of these descriptors. This idea is from Yan
Ke [8], known as PCA-SIFT. The whole procedure can be summarized in the
following steps: (1) given a segmented video, extract all the cuboids of segments
set (2) compute descriptors for each cuboid (3) create an eigenspace by com-
puting the covariance matrix of these vectors, and the top m eigenvectors are
used as the projection matrix for PCA-SIFT (4) project all the descriptor vectors
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using the eigenspace and result in new descriptor. This effectively linearly-project
high-dimension vectors onto a low-dimensional feature space.

2.4 Segment Similarity Match

This task is to compute distance between two descriptors to determine whether
the two vectors belong to the same cuboid in different segments. Distance be-
tween the descriptors can be calculated by using Euclidean. Then we perform
KNN to retrieve the most similar reference segments for every query segment
and obtain the k closest reference segments. Note that if the input data is large,
we need to build an effective index to improve the seach efficiency, such as vo-
cabulary tree combined with inverted file [13].

2.5 Copy Verifying

The objective of the last step is to compare the candidate segments for each query
segment and determine the final detection result. We opt to use an aggregate
votes algorithm. In order to improve the detection accuracy, the votes Sf (v) for
any reference video v(v ∈ R′) are combined with a weighted value

Sf (v) =

m∑

i=1

n∑

j=1

ωj
iS(si, r

j
i ). (2)

where ωj
i is the weighted value and ωj

i ∈ (0, 1], S(si, r
j
i ) is the similarity score

of query segment si and reference segment rji , rji is a segment of v . Obviously,
we can use distance value to replace this similarity score, but to be simple, we
normalize it as S(si, r

j
i ) = 1 . This task is calculated as follows:

(1) For query segment , add rank imformation rankji to the similarity list.

(2) Compute the conresponding wi, as wi = 1− (rankji − 1) ∗ (1/k) .
(3) Compute votes for all reference videos and aggregate the votes, then locate

the maximun value and if the maximum is larger than a threshold, then the copy
detection result is , and if it is less than the threshold, there is no copy.

3 Experiments

In this section, we evaluate our system on TRECVID 2011 dataset [1]. This
dataset contains more than 12,000 reference videos and over 10,000 query videos
which are created with TTs. Our system is tested on a subset of TRECVID 2011
dataset and perform two experiments to show the results.

3.1 Effectiveness of Preprocessing

To assess the impact of preprocessing on features match, a simple but typical
image similarity detection experiment is performed and the results are listed
in Table 1. All the images used in this experiment are frames of videos from
TRECVID 2011 dataset, containing about 60,000 reference images and 4000
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query images. We extract SIFT features for each frame and bag-of-words is used
combined with inverted files [13]. In the last step we compare distance using
Euclidean distance and return 30 most similar frames for each query frame.

We can clearly find that camcording and PIP are difficult (only 61% or so) to
be correctly detected compared with other TTs which can achieve an accuracy
of nearly 84%. However, even the preprocessing is not perfect enough, it indeed
helps to improve the feature matches, making it an essential step in our system.

Table 1. Accuracy of preprocessing, image similarity detection

Preprocessing
Image similarity Image similarity

detection detection
(no preprocessing) (with preprocessing)

camcording 78.6% 61.9% 77.4%

PIP 84.7% 60.6% 80.7%

T3,T4,T5,T6,T8,T10 – 83.3% –

3.2 Effectiveness of Spatio-temporal Feature-Based System

In this experiment, after preprocessing the input videos, we segment the videos
with a fixed length of 25 frames. After extracting the SIFT, we set the PCA
coefficient number m = 200 . In the Segment Similarity Match step, we setk =
20 meaning we select the top 20 closest segments for each query segment. To
make a comparison we also perform an frame-based video copy detection system
(with preprocessed) with SIFT extraction and to speed up the procedure we
apply vocabulary tree combined with inverted file [13]. In order to evaluate our
systems performance, we measure recall, precision and F1. For evaluating the
computation cost, we average the time of query segments (25 frames).

Table 2. Results of video copy detection

precision recall F1 Average computation

Proposed method 79.1% 88.3% 83.4% 39.3237s

Frame-based 60.5% 75.3% 67.1% 44.6943s

We can find from Table 2 that the proposed method has better result than
typical frame-based method. As most of computation are finished off-line, and
the features are much less than frame features, the process time is appropriate.

4 Conclusion

In this work, we propose an effective video copy detection system, which extracts
spatio-temporal features instead of using spatial features and adding temporal
information in a latter step. We abandon selecting frames (keyframes extracting
by boundary-detection or uniformly sampling) but divide videos into segments
with fixed length after preprocessing. Then a spatio-temporal interest point
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detector is presented. Similar to the image case, we extract cuboid for each inter-
est point containing most of the volume of data that contributed to the response
function at that detected points. Then an extension of SIFT for cuboid represen-
tation is introduced. In order to further reduce the high-dimension of SIFT, we
apply a PCAmethod. In the last step, we compare the similarity among segments
using Euclidean distance, and determine the final detection result with a weighted-
aggregate vote strategy. Experimental results show the effectiveness of our system.
Moreover, we may fuse audio information to improve the detection.
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