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Abstract. Automatic detecting and tracking the objects from UAV
videos is very important and challenging for both tactical and secu-
rity applications. We present a robust object tracking system that is
able to track multiple objects robustly in UAV videos. The main char-
acteristics of the proposed system include: (1)A novel feature clustering
based multiple objects tracking framework is proposed, which performs
much better than the traditional foreground-blob-tracking-based meth-
ods. (2)Optical flow features are clustered both in spatial and temporal
dimension to track multiple objects robustly even in the case of multiple
objects cross moving. Extensive experimental results with quantitative
and qualitative analysis demonstrate the robustness and effectiveness of
our algorithm.

Keywords: Multiple objects tracking, optical flow, spatial-temporal
trajectory clustering.

1 Introduction

With the increasing usage of UAVs for surveillance and other applications, it is
of great interest to develop a fully automatic, efficient and robust object tracking
system for UAV videos [1–5]. It can be widely applied in large area surveillance,
search, rescue and traffic monitoring, especially for the non-cooperative targets
tracking. For example, we can use it to track a car in the urban road, rescue a
man in the wood or monitor some key places etc.

Many object tracking methods for UAV videos have been developed due to its
various applications. Earlier typical attempt is the COCOA system [6]. It mainly
contains three steps: stabilization [7–9], frame differencing, and blob tracking.
However, it usually fails when the scene zooms due to the usage of Harris cor-
ner detection. Another prominent framework is proposed in [10] and [11], which
performs iterative affine model estimation for image alignment, normal flow field
for motion detection, graphs for representation and maintenance of a dynamic
template of the moving objects. Although, this framework could achieve fast pro-
cessing speed, it cannot handle the complex zooming scene. Aryo Ibrahim etc [12]
construct the MODAT framework, using the SIFT feature [13] instead of Har-
ris corner for frame matching. Unfortunately, all the above systems are under
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the tracking-by-detection framework and usually fail in the complex surveillance
scene. The challenges mainly come from the abrupt discontinuities in motion
caused by the UAVs fast moving, low resolution noisy imagery, cluttered back-
ground, occlusion, significant change of scale, low contrast and small size of the
target. All these make the detection result unstable so as to influence the track-
ing result. Besides, when multiple objects move crossing each other, tracking
often fails due to the limitation of data association only in spacious dimension.

Recently, many object tracking algorithm basing on on-line learning the-
ory [14, 15] are proposed. However, most of the state-of-the-art object tracking
algorithms for UAV videos are usually started manually.

In this paper, we present a novel object tracking algorithm and system for
real-time UAV videos. The system detects the motion trajectory by a KLT
(Kanade-Lucas-Tomasi) tracker [16–18] rather than a background model. Thus,
the algorithm is more robust to scale change, illumination change and other
challenging cases thanks to the stability of optical flow feature. Then we con-
firm the object location by clustering the feature trajectories in both spatial and
temporal dimension so as to track crossing objects robustly. Our system is fully
automatic and does not require choosing object manually.

The rest of this paper is organized as follows. Section 2 introduces the frame-
work of our system. Section 3 describes the details of our algorithm. Section 4
shows the experimental results and gives the discussions and Section 5 concludes
the whole paper.

2 System Overview

The framework of the proposed system is shown in Fig. 1. There are mainly two
modules: (1) a KLT-based feature tracking module for creation of the candidate
feature point, tracking the candidate and existing feature point, and maintain
or remove the feature point from the tracker list; and (2) a tracker clustering
module for filtering the valid trackers, spatial trajectories clustering and tem-
poral trajectories clustering. The individual components of the two modules are
described in the following section.

Module II: Tracker clusteringModule I: Feature tracking

Temporal trajectories
clustering

Spatial trajectories
clustering

Tracker feature
validation

Output result

Input video

Candidate feature point
creation

KLT-based feature point
tracking

Tracker management

Location
constraint

Motion
constaint

Life time
constraint

Tracker list

Fig. 1. Overview of our object tracking system
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3 Spatial-temporal Clustering Based Tracking

3.1 KLT-Based Feature Tracking and Tracker Management

a) KLT based Optical flow
In order to track the object robustly in the challenging UAV videos, we adopt

a KLT-based feature point tracking and clustering method instead of the back-
ground subtraction and blob tracking. For simplicity and robustness, we use the
pyramidal implementation of the classical KLT tracker to get global motion vec-
tor. The core idea is to determine the local motion of window W from image I
to image J and motion vector is calculated in the lowest level and propagated to
higher resolution level by level. The number of pyramid levels is 5 and the patch
size used is 5×5 pixels in our experiment for the trade-off between accuracy and
efficiency.

b) Candidate feature creation
In an input frame, the optical flow of the good features located in the back-

ground scene accord with a transform model caused by the camera motion, while
those belonging to moving object have distinguishing optical flow. Thus, we use
RANSAC to get the global motion parameters and sort the candidate features
that don’t accord with the global motion. In our system, an affine model M is
adopted to describe the global motion between two frames.

M = [R|T ] (1)

whereR, T denote the rotation and translation parameter. Let (xi
t, y

i
t),(x

i
t+1, y

i
t+1)

represent the location of feature i at time t and t + 1. Then, the projection error
can be calculated as follow:

Error =
∥
∥
∥(xi

t+1, y
i
t+1)

T −M · (xi
t, y

i
t, 1)

T
∥
∥
∥
2

(2)

If Error is bigger than a given threshold, it is confirmed as a candidate feature.
By applying the pyramid KLT-based feature tracking and candidate feature

point validation, an extensive feature point set with trajectories is obtained frame
by frame. Meantime, we need to remove the redundant new trackers too close
to the existing tracker and the wrong trackers with large motion vector.

3.2 Spatial-temporal Trajectories Clustering

As we have obtained lots of trajectories belonging to different objects, the main
task is to classify them into multiple clusters. When objects are close to each
other, it is difficult to obtain the objects trajectories merely via clustering the
trajectories in spatial dimension. In a long term, these trajectories belonging to
different object cannot be clustered into one cluster most times when objects
are far away from each other, while those belonging to the same object should
often have the same cluster label.

Proposition. Two trajectories belong to the same object with high
probability only if they can be clustered into the same cluster consis-
tently in consecutive frames.
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Fig. 2. Error in spatial feature clustering

For instance, in Fig. 2, there are lots of feature trajectories belonging to
four objects in the red and yellow circle and the points with the same color at
the same time means to belong to the same cluster. Fig. 2 shows that features
belonging to object 7 are clustered to two different clusters in red and green
only at time t = 4 and t = 5, while clustered into the same cluster in green at
time t = 0, ..., 3. Thus, these features belong to the same cluster according to
the Proposition. Basing on the Proposition, we first cluster the trajectories in
continuous N frames separately. Valid features are filtered if its length is not less
than N . Let F (i) = (f1(i), f2(i), ..., ft(i)), i = 1, 2, ..., L denote all the L valid
feature trajectories. In order to decide the cluster number in each frame, K-means
clustering is used L times with clustering number k = 1, 2, ..., L. With increasing
of k close to the real object number, the within class variance decrease rapidly
while decrease slowly when k increasing away from the real object number. Thus,
we can find the turning point and obtain the cluster number K. Let C(k, t)
denote the center for cluster k and nk feature points belong to cluster k.

C(k, t) =
1

nk

nk∑

i=1

ft(i) (3)

where {ft(i),i = 1, 2, ...., nk} refers to the nk feature points belonging to cluster
k at time t. All these feature should satisfy the following constraint.

|ft(i)−C(k, t)| <To (4)

To refers to the distance threshold. For temporal clustering, we construct an
association map AM with L columns and L lines. AM(i, j) refers to the times
F (i) and F (j) clustered in the same cluster in the continuous N frames. Then
the maximal value in AM is N, meaning that the corresponding two features are
clustered in the same cluster N times. Those small values usually refer to some
wrong clustering when objects too close to each other. Thus we keep the correct
association by equation (5).
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Fig. 3. Our tracking result on EgTest01 dataset

A(i, j) = { 1 ifAM(i, j) > N ∗ α
0 others

(5)

where α ∈ [0, 1] denote the association factor. We can obtain the cluster result
by A(i, j) and track crossing objects robustly.

4 Experimental Results

To evaluate the performance of the proposed objects tracking algorithm, exten-
sive practical tests were undertaken on public DARPA VIVID dataset (http://vis
ion.cse.psu.edu/data/vividEval/datasets/datasets.html). The current C++ im-
plementation of our algorithm runs on a 3.0GHz core 2 duo machine at the rate
of 7 fps for 320*240 images without any optimization. Our tracker is a fully au-
tomatical system and we can’t compare our algorithm with the state-of-the-art
object tracking algorithms. This is because the current trackers such as Particle
Filter [15], TLD [14] are usually started manually.

Fig. 3 shows our result on EgTest01 dataset, including 1821 frames with ve-
hicles very similar to each other. Thus, blob-based tracker is prone to fail when
vehicles pass others. However, our algorithm can deal with the crossing objects
tracking due to our spatial-temporal clustering. In #1355 and #1515, vehicle 1
passes vehicle 2 and vehicle 10 separately and our tracker can track the vehicles
robustly under this challenging condition.

Fig. 4 gives our tracking result on EgTest02 dataset with two sets of three
civilian vehicles passing by each other on a runway. As we can see, vehicle 1,
vehicle 2, and vehicle 3 are tracked continuously by our algorithm even with
sudden change of scale between #700 and #910. Result on RedTeam dataset is
shown in Fig. 5. The challenge of tracking this vehicle mainly comes from the
long shadow(#498, #1800), change of scales(between #210 and #498, #1800
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Fig. 4. Our tracking result on EgTest02 dataset

Fig. 5. Our tracking result on RedTeam dataset

Fig. 6. Our tracking result on PkTest01 dataset
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and #1914) and so on. From Fig. 5 we can see that our algorithm could perform
well in these complex scenes and track objects robustly. In Fig. 6, we give the
result of PkTest01 dataset which is thermal IR data of a truck. In #1172, #1274
and #1337, the truck is passed by other vehicle separately and our algorithm
could track the truck continuously even other vehicle is very close to the truck.

5 Conclusion

In this paper, we present a fully automatic object tracking system for aerial video.
A KLT feature tracker is adopted to estimate the feature point trajectories and
spatial-temporal feature clustering is applied to cluster the feature points into dif-
ferent objects. Objects are tracked automatically without starting manually. Ex-
tensive experimental results on large amount of test aerial videos illustrate the ro-
bustness and efficiency of our algorithm. In the future, wewill concentrate on track-
ing the occluded object and dealingwith other challenging cases in theUAVvideos.
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