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Abstract. This work extends the simplified fuzzy ARTMAP (SFAM) to
a complex-valued (CV-SFAM) version which is able to work with spatio-
temporal data produced in receptive fields of visual cortex. The CV-
SFAM’s ability for incremental learning distinguishes CV-SFAM from
other complex-valued neural networks, which provides the ability to pre-
serve learned data while learning new samples. We considered different
scales and orientations of Gabor wavelets to form a dictionary. This work
takes advantage of a locally competitive algorithm (LCA) which calcu-
lates more regular sparse coefficients by combining the interactions of
artificial neurons. Finally, we provide an experimental real application
for biological implementation of sparse dictionary learning to recognize
objects in both aligned and non-aligned images.

Keywords: complex-valued simplified fuzzy ARTMAP, sparse coding,
dictionary learning, genetic optimization, body expression.

1 Introduction

Complex-valued neural networks (CVNN) are a type of neural nets dealing with
complex-valued information using complex-valued variables and parameters [3].
They are variety of fields in which the CVNNs provide proper information rep-
resentations. So far most of the applicable fields are related to wave phenomena,
e.g., measurements and communications using waves such as radar image pro-
cessing, quantum computation, learning electron-wave devices, ultrasonic imag-
ing and so on. The wavelength-dependent dynamics of optical circuit leads to
adaptive optical routers in optical wavelength-division-multiplexed communica-
tions, variable optical connections, frequency-domain parallel information pro-
cessing, etc. The carrier-frequency-dependent neural behavior realizes both the
adaptability and controllability in neural networks [3].

CVNNs were first introduced by Aizenberg as phasor where amplitude was
fixed [5]. Multiple-valued associative memory is developed with memory capacity
[6]. Many works attempted to derived complex form of linear models using com-
plex linear systems, e.g. complex steepest descent [7] [8] and backpropagation
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learning [9]. Complex-valued activation functions are discussed in both separate
and integrated real-imaginary forms [10] [11].

However, the previous work of CVNNs are poor in preserving learned data
after new learning arrivals which causes the stability-plasticity dilemma [12]. One
approach to face with this is using incremental learning as in fuzzy ARTMAP
[18] and fuzzy min-max [14] neural networks.

Simplified fuzzy ARTMAP (SFAM) is a modification of fuzzy ARTMAP [13]
as a two-layer neural network which has been successfully used for pattern recog-
nition [15] [16] [17]. Adjustable learning rate and incremental learning capability
makes it suitable for real-time applications. With fast learning rates its com-
putational complexity could be compared to a multi-layered perceptron [18].
Furthermore, neural structure of SFAM combined with fuzzy operators, models
a human-like behavior [2] [15]. However, using real-valued input features, SFAM
is not able to be used in most of the vision applications in which data is intrin-
sically complex. Complex fuzzy set theory has been proposed in by Ramot et al.
[19] [20]. This work applies complex fuzzy operators in order to develop a novel
complex-valued SFAM (CV-SFAM).

We applied the proposed model on patterns of different objects in images.
Patterns are extracted using a sparse dictionary learning algorithm which is in-
spired by experimental findings of functional magnetic resonance imaging (fMRI)
of mammalian brain. Learning method is tested in presence of noise; since SFAM
networks are sensitive to noise [17] learned images are also filtered during the
sparse coding. Classification results are compared to the state of the art algo-
rithms. Furthermore, we applied the algorithm to recognize emotions based on
body expression data which is inspired by the action based behavior in psychol-
ogy. Classification results are compared to those of human recognitions.

1.1 Complex Fuzzy Sets

Classical fuzzy logic applies real-valued functions to represent the membership;
in order to show the phase term another dimension is added to the membership
function [16] [19] [20] [21]. Though the fuzziness remains a real value in range
[0,1]. It should be noted that the concept of using complex input numbers into
a fuzzy inference system is different from applying fuzzy number into a system
of inference. The latter introduced as a fuzzy set with real-valued features as
input and complex-valued in the output. However, in most of the computer
vision problems input images are preprocessed with complex transforms (Fourier
and windowed Fourier families) which provides the complex data as features for
machine learning algorithms.

A complex fuzzy set allows membership functions in a set to be specified by a
complex number. Membership function μ of any element x, in a complex fuzzy
set S, is replaced by complex-valued grade of membership of the general form:

μ(x) = rs(x).e
iwμ(x) (1)

where rs(x) ∈ [0, 1]. The amplitude term retains the traditional notion of ”fuzzi-
ness”, by the representation of membership of variable x of set S, same as original
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fuzzy set theory amplitude term ranges between 0 to 1 and with a phase term
zero μ will go back to its original fuzzy definition. The phase term denotes the
assertion of multiple-valued complex fuzzy set theory and represent the lag of
time in a time frequency domain.

Given two complex fuzzy sets A and B on U with complex valued membership
function μA(x), μB(x) respectively, complex fuzzy union could be defined as [19]
[20] [21]:

μA∨B(x) = [rA(x)⊕rB(x)
].eiWA∨B(x) (2)

where ⊕ represents the t-conrom and WA∨B is defined as:

Sum : WA∨B = WA +WB (3)

Max : W = max(WA,WB) (4)

Winner Take All : WA∨B

{
WA, rA > rB

WB, rB > rA
(5)

1.2 Dictionary Learning by Gabor Wavelets

Decomposition methods extract key information from images and videos in order
to create a highly-compressed and simplified representation of the original using
only a handful of elementary functions. A set of functions is called a dictionary.
Representation is thus achieved by linear combination of elements in the dictio-
nary. To improve the quality of representation, a common approach is to use an
orthogonal subset of a large dictionary containing all possible elements.

Textons are developed as a mathematical representation of basic image ob-
jects [22]. Images are coded by a dictionary of Gabor and Laplacian of Gaussian
elements; Responses to the dictionary elements is combined by transformed com-
ponent analysis. Furthermore, sparse approximation helps to find a more general
object models in terms of scale and posture [23]. Active basis model [1] provides
a deformable template using Gabor wavelets as dictionary elements. They also
proposed a shared sketch algorithm (SSA) inspired by AdaBoost.

1.3 Sparse Coding Using Artificial Neurons

Response to a dictionary of Gabor wavelets is an overcomplete representation.
Sparse coding is the method of selecting a proper subset of responses to repre-
sent the image (signal). In addition to biological motivations, sparse coding is
necessary to avoid redundant information. Having a fixed number of features,
redundancy may cause loss of essential information which is going to be encoded
in the lower levels (Figure 1).

Optimum sparse coding minimizes the number of nonzero coefficients, which is
an NP-hard optimization problem. We applied a locally competitive algorithm
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Fig. 1. Edge detection using Gabor wavelets, A. Original image [1], B. edge detected
image with a large number of features without sparsity, C. edge detected image with
a small number of features where sparsity is enforced.

(LCA) [4] to enforce local sparsity. Unlike classical sparse coding algorithms,
LCA uses a parallel neural structure inspired by biological model. In previous
works, there is no real application that has been applied using LCA, although
some simulation results are shown. Here an empirical experiment based real
application of body expression recognition, is proposed to provide an evidence
for the practical utility of Holonomic Brain Model as dictionary learning method
by LCA.

Atkinson et al. developed a dataset for both static and dynamic body ex-
pressions. The dataset contains 10 subjects (5 female) and covers five emo-
tions (anger, disgust, fear, happiness and sadness)[24]. The bodily expressive
action stimulus test (BEAST) [25] provides a dataset for recognizing four types
of emotions (anger, fear, happiness, sadness) which is constructed using non-
professional actors (15 male, 31 female). Body expressions are validated with a
human recognition test.

1.4 Complex-Valued Simplified Fuzzy ARTMAP (CV-SFAM)

CV-SFAM is a two-layer network in which the magnitudes of raw data are scaled
to the range of 0 and 1 and further passed through a complement coder. The
complement coder normalizes the input vector and stretched to double the size
by adding its complement. For an input vector a with length d, the complement
coded vector I is [2]:

I = (μν , μν̄) = (μν1 , ..., μνd , μν̄1 , ..., μν̄d) (6)

|I| = |μν , μν̄ | = d (7)

where the norm |.| is defined as:

|a| =
d∑

i=1

ai (8)

Activation of output nodes are based on their complex fuzzy t-norm (see
appendix). Activation function of output node j in response to input node i is:

Tij =
uIi∧Wij (v)

α+ |μwij |
(9)
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where α is a small value greater than zero, and wij is the weight between nodes i
and j. Output nodes form a category according to their complex fuzzy t-conorm:

C = max
j

(Tj) (10)

Match tracking category C is based on the vigilance parameter ρ. The network
is in state of resonance if:

Match =
|μI∧W (v)|
|μI(v)| ≥ ρ (11)

where W is the weight factor for all the output nodes. Otherwise, a mismatch
reset happens and the magnitude of Tj is set to zero, and C will be updated
using the complex fuzzy t-conorm. The vigilance parameter ρ determines the
minimum match for an input to be assigned to the category node C.

Since the norm of the complete coded vector I is constant and equal to the
number of features, matching the function could be rewritten as:

Match =
|μI∧W (v)|

d
(12)

In the state of resonance, updated weights are calculated based on a linear
combination of their match and old weights, given the learning rate β:

Wnew
ij = β(Ii ∧Wij) + (1− β)Wij (13)

We applied a supervised approach to recognize two types of objects in im-
ages; First a pixel-wise approach for aligned objects which combines the learned
samples of objects in each class to form a prototype and second a feature based
approach for non-aligned objects in which Gabor wavelets are localized to rep-
resent a potential match between specific scale and orientation and edges of
objects. Both approaches are fed into a synergetic neural network to perform a
classification task.

2 Proposed Method

2.1 Pixel-Wised Approach

Images are scaled to have the exact same size. Each image is convolved with all
the elements in the dictionary. Then sparse coding is enforced to minimize the
representing elements for each pixel. Finally, remaining parts are reconstructed
to generate the sparse superposition of the image. For pixel values in the local
area LCA has the following steps:

1. Compute the response (convolution) of Ii with all the elements in the dic-
tionary.

Cj = 〈GWj , Ij〉 (14)

(Set t = 0 and uj(0) = 0, for j = 1, ..., n).
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2. Determine the active nodes by activity thresholding.
3. For each pixel, calculate the internal state of element j, uj(t).

uj =
1

τ
[Cj(t)− uj(t) −

∑
j �=k

Φj,k.aj(t)] (15)

Φj,k = 〈GWj .GWk〉 (16)

4. Compute sparse coefficients aj(t) for uj(t).

aj(t+ 1) = Tλ(uj(t)) (17)

T(α,γ,λ)(uj) =
uj − αλ

1 + e−γ(uj−λ)
(18)

5. If aj(t− 1)− aj(t) > δ, then t← t+ 1 and go to step 2, otherwise finish.

2.2 Detecting Objects with Shape Changes

Original SFAM used pixel-wised features to represent an object which is not
robust in case objects are in a variable shapes (e.g. different body emotions of
human). In this case, we construct a template model as a collection of Gabor
wavelet features included in the dictionary which represents the general charac-
teristics of all body posture classes.

Test images are convolved with the components of the template model. Spar-
sity is then enforced to catch the best fit over the specific posture. LCA thresh-
olding strategy enables us to remove redundancies effectively (producing sparse
coefficients with exactly zero values). Number of output Gabor wavelets are fixed
in order to make the comparison with trained prototype of each class. Features
are selected based on their highest response to the training images; furthermore,
each feature is allowed to perturb slightly in terms of location and orientation.
In this aspect our template construction is a modification of shared sketch algo-
rithm [1]. For each image i feature value vij corresponded to the selected Gabor
wavelet j, is determined as the following:

vij = γiCij − log(Z(γi)) (19)

where γi is derived by maximum likelihood estimation and Z is the partition
function. Therefore, boundaries of object are segmented out with before the
result is given to CV-SFAM.

3 Experimental Result

Performance of ARTMAP-based classifiers are sensitive to a number of param-
eters. To achieve optimum recognition rates, a genetic algorithm was employed
to optimize parameters such as training sequence and feature subset selection
[26] [27].
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3.1 Aligned Images

The proposed algorithm is used to classify four classes of animals . Each image
used in classification contains an animal object. Image objects are obtained from
different animals in variety of postures, and shapes. Gabor wavelets are generated
in a (20, 20) matrix and images are resized to (50, 50).

Result of classification is a tag for each image representing the correspond-
ing class. For each class 10 images are selected randomly to form the test set.
Remaining images are used for training. Using cross validation classification is
performed over all the images. This result is compared to Active Basis Model
(ABM). Learning method can effectively detect the edge patterns and represent
the main components of objects. This leads to have more distinguishable object
definitions (specifically between classes of Bear and Wolf) rather than shared
sketching used in ABM.

Table 1. Classification result of aligned images

Bear Cat Cow Wolf

CV-SFAM 62% 87% 78% 58%

ABM 87% 100% 76% 60%

# of images 60 70 60 50

3.2 Classification of Emotions Using Body Expressions (Non-aligned
Images)

We applied the BEAST data set to classify four classes of basic emotions. Gabor
wavelets are generated in a (20, 20) matrix and images are resized to have 500
pixels in row and relatively scaled pixels in column. Images are divided into train
and test sets for each class 10 images are selected randomly to form the train data
and the rest are included for test. Different scenarios are considered to train the
model. Classification accuracies of different trained SFAMs are compared with
results of human recognition.

Table 2. Classification result of non-aligned images

Anger Fear Happiness Sadness

Min 93.33 88.00 88.00 100.00

BEAST(human) 93.60 93.90 85.40 97.80

Fig. 2. Features extracted for emotion classes of fear, happiness, and sadness
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4 Conclusion

We proposed a biologically-plausible approach for recognition of aligned and
non-aligned objects. Our learning algorithm is inspired by the holonomic brain
theory. LCA is applied to enforce sparsity on a dictionary of Gabor wavelets.
Regarding the parallel structure of the learning method, implementation could
be optimized via parallel processing which is essential for real-time applications.

Furthermore, a SFAM neural network is combined with Gabor wavelet fea-
tures which make it applicable for recognition of non-aligned objects. Gabor
features also enhance the model to use images with different size. Effect of back-
ground is also removed because of recognition is based on the pattern of edges;
Though sparse coding is robust in presence of classical noise since dot noise does
not follow any meaningful shape pattern intrinsically.

Experimental results supported the real application of locally competitive
sparse coding as a learning method using a biological implementation.
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