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Preface

This volume is part of the three-volume proceedings of the 20th International
Conference on Neural Information Processing (ICONIP 2013), which was held in
Daegu, Korea, during November 3-7, 2013. ICONIP is the annual conference of
the Asia Pacific Neural Network Assembly (APNNA). This series of conferences
has been held annually since ICONIP 1994 in Seoul and has become one of the
premier international conferences in the areas of neural networks.

Over the past few decades, the neural information processing community has
witnessed tremendous efforts and developments from all aspects of neural infor-
mation processing research. These include theoretical foundations, architectures
and network organizations, modeling and simulation, empirical study, as well
as a wide range of applications across different domains. Recent developments
in science and technology, including neuroscience, computer science, cognitive
science, nano-technologies, and engineering design, among others, have provided
significant new understandings and technological solutions to move neural in-
formation processing research toward the development of complex, large-scale,
and networked brain-like intelligent systems. This long-term goal can only be
achieved with continuous efforts from the community to seriously investigate
different issues of the neural information processing and related fields. To this
end, ICONIP 2013 provided a powerful platform for the community to share their
latest research results, to discuss critical future research directions, to stimulate
innovative research ideas, as well as to facilitate multidisciplinary collaborations
worldwide.

ICONIP 2013 received tremendous submissions authored by scholars coming
from 30 countries and regions across six continents. Based on a rigorous peer
review process, where each submission was evaluated by at least two qualified
reviewers, about 270 high-quality papers were selected for publication in the
prestigious series of Lecture Notes in Computer Science. These papers cover all
major topics of theoretical research, empirical study, and applications of neural
information processing research.

In addition to the contributed papers, the ICONIP 2013 technical program
included a keynote speech by Shun-Ichi Amari (RIKEN Brain Science Institute,
Japan), 5 plenary speeches by Yoshua Bengio (University of Montreal, Canada),
Kunihiko Fukushima (Fuzzy Logic Systems Institute, Fukuoka, Japan), Soo-
Young Lee (Brain Science Research Center, KAIST, Korea), Naftali Tishby (The
Hebrew University, Jerusalem, Israel) and Zongben Xu (Xi’an Jiatong University,
China). This conference also featured invited presentations, regular sessions with
oral and poster presentations, and special sessions and tutorials on topics of
current interest.

Our conference would not have been successful without the generous patron-
age of our sponsors. We are most grateful to our sponsors Korean Brain Research



VI Preface

Institute, Qualcomm Korea. We would also like to express our sincere thanks to
the International Neural Network Society, European Neural Network Society,
Japanese Neural Network Society, Brain Engineering Society of Korea, and The
Korean Society for Cognitive Science for technical sponsorship.

We would also like to sincerely thank honorary chair Shun-ichi Amari, Soo-
Young Lee, the members of the Advisory Committee, the APNNA Governing
Board and past presidents for their guidance, the organizing chair Hyeyoung
Park, the members of the Organizing Committee, special sessions chairs, Pub-
lication Committee and publicity chairs, for all their great efforts and time in
organizing such an event. We would also like to take this opportunity to express
our deepest gratitude to the members of the Program Committee and all review-
ers for their professional review of the papers. Their expertise guaranteed the
high quality of the technical program of the ICONIP 2013!

Furthermore, we would also like to thank Springer for publishing the pro-
ceedings in the prestigious series of Lecture Notes in Computer Science. We
would, moreover, like to express our heartfelt appreciation to the keynote, ple-
nary, panel, and invited speakers for their vision and discussions on the latest.

Finally, we would like to thank all the speakers, authors, and participants for
their great contribution and support that made ICONIP 2013 a huge success.

This work was supported by the National Research Foundation of Korea
Grant funded by the Korean Government.

November 2013 Minho Lee
Akira Hirose

Rhee Man Kil

Zeng-Guang Hou
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Distance- and Direction-Dependent Synaptic
Weight Distributions for Directional Spike
Propagation in a Recurrent Network:
Self-actuated Shutdown of Synaptic Plasticity

Toshikazu Samura', Yutaka Sakai!, Hatsuo Hayashi?, and Takeshi Aihara'

! Tamagawa University Brain Science Institute,
6-1-1 Tamagawa Gakuen, Machida, Tokyo 194-8610, Japan
{samura,sakai,aihara}@eng.tamagawa.ac.jp
2 Kyushu Institute of Technology,
1-1 Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka 804-8550, Japan
hayashi@brain.kyutech.ac. jp

Abstract. It has been suggested that directional spike propagation in
a paradoxical way is organized in a recurrent network with anisotropic
inhibition when excitatory connections to excitatory neurons (E-E) and
inhibitory interneurons (E-I) are updated through spike-timing depen-
dent plasticity. In this study, we show that both E-E and E-I connections
have distance- and direction-dependent synaptic weight distributions in
the recurrent network. E-E and E—I connections in the direction of spike
propagation are more potentiated with increasing the distance between
pre- and postsynaptic neurons. However, excitatory connections in the
opposite direction of spike propagation are depressed regardless of the
distance. In this network, the removal of the distance-dependency of E-I
connections expands the width of directional spike propagation. On the
other hand, the removal of the direction-dependency of E-I connections
contracts spike propagation. These results show that the distance- and
direction-dependent synaptic weight distributions contribute to direc-
tional spike propagation. The distance-dependent synaptic weight distri-
bution, which suppresses activities in the lateral areas of the directional
spike propagation, stops the progress of synaptic enhancement in those
areas as if the synaptic plasticity is equipped with a self-actuated shut-
down mechanism.

Keywords: recurrent network, spike propagation, STDP, distance- and
direction-dependency, synaptic weight distribution.

1 Introduction

Yoshida and Hayashi have demonstrated that a hippocampal CA3 recurrent
network organizes radial spike propagation from a stimulus site when recurrent
excitatory connections between excitatory neurons (E-E) are updated by spike-
timing dependent plasticity (STDP) [I]. The recurrent network consists of ex-
citatory neurons and inhibitory interneurons. Both types of neurons are locally

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 1-[8 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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connected with other neurons. Although the radial spike propagation is orga-
nized in the CA3 network model, it has been observed that the directional prop-
agation of neuronal activity occurs in the rat hippocampal CA1 [2]; it is quite
possible that directional spike propagation in CA3 is projected to CA1l. We have,
therefore, demonstrated that a recurrent network causing anisotropic inhibition
organizes directional spike propagation through STDP because axon arbors of
O-LM cells (inhibitory interneurons) anisotropically spread in the hippocam-
pus [3]. Furthermore, the modification of excitatory connections to inhibitory
interneurons (E-I) alters the direction of spike propagation to the paradoxical
direction where inhibitory interneurons have long inhibitory axons. These results
imply that the organization of E-I connections is important for the directional
spike propagation.

In this study, we show that the synaptic weights of excitatory connections
(E-E and E-I connections) have different distributions depending on the direc-
tion of postsynaptic neurons with respect to the direction of spike propagation
organized in the recurrent network. The synaptic weight distribution of excita-
tory connections to postsynaptic neurons in the direction of spike propagation
depends on the distance between pre- and postsynaptic neurons. Long excita-
tory connections tend to acquire the maximum synaptic weight (distance de-
pendency). On the other hand, synaptic weights of excitatory connections in
the opposite direction of spike propagation tend to be weakened regardless of
the distance between neurons; therefore synaptic weight distribution depends
on the direction of postsynaptic neurons with respect to the direction of spike
propagation (direction-dependency).

Furthermore, we removed either dependency of E-I connections by initializ-
ing synaptic weights of E-I connections in a recurrent network that organized
paradoxical directional spike propagation. The removal of distance-dependency
expands the width of directional spike propagation. On the other hand, the re-
moval of direction-dependency contracts spike propagation. These results show
that the direction-dependency of E-I connections allows a recurrent network to
propagate spikes and the distance-dependency of E-I connections stops spike
propagation in a direction perpendicular to the direction of spike propagation.
The distance-dependent synaptic weight distribution, which suppresses activi-
ties in the lateral areas of the directional spike propagation, stops the progress
of synaptic enhancement in those areas as if the synaptic plasticity is equipped
with a self-actuated shutdown mechanism.

2 Methods

2.1 Recurrent Network

A recurrent network consists of excitatory neurons and inhibitory interneurons.
Two types of neurons were a simple spiking model that was developed by Izhike-
vich [4]. The membrane potential of the ith neuron is calculated as follows:

= 0.04v? + 5.00; + 140.0 — u; + L;(t), (1)
= a(bv; —w;), (2)

v
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where u; is the membrane recovery variable, a is the rate of recovery, and b is the
sensitivity of the recovery variable. I;(t) represents inputs from other neurons
and external inputs to the ith neuron that are calculated as follows:

Nfired N:t,im

N; J
Lty =Y wij Y 0(t—th—7) +wt™ > st —th), (3)
J k l

where N; is the number of presynaptic neurons of the ith neuron and w;; rep-
resents synaptic weight between the ith and jth neurons. N]ﬁred is the number
of firing of the jth neuron. 6(:) is the Dirac delta function and ¥ is the kth
firing timing of the jthe neuron. 7;; is a synaptic delay between the ith and jth
neurons. w'™ is a synaptic weight for external inputs and N%™ is the number
of external inputs to the ith neuron. ¢! is the timing of external inputs. If v; is
larger than 30, the neuron fires and v; and u; are reset to ¢ and wu; + d, respec-
tively. Excitatory neurons were modeled as an intrinsic bursting neuron, so that
we set parameters as follows: a = 0.02,b = 0.2,¢ = —55,d = 5. We modeled
inhibitory interneurons as a fast spiking neuron, so that we set parameters as
follows: a = 0.1,b = 0.2,c = —65,d = 2.

Figure [[ shows a part of network structure. 10,000 excitatory neurons were
placed on 100 x 100 lattice points. 1,250 inhibitory interneurons were placed
uniformly among excitatory neurons. Excitatory neurons were connected to sur-
rounding 26 excitatory neurons and 1 — 6 inhibitory interneurons randomly se-
lected within each excitatory connectable region (9 X 7). On the other hand,
inhibitory interneurons were connected to 48 excitatory neurons (I-E) randomly
selected within each inhibitory connectable region (7 x 11). The connectable re-
gion of a neuron near the edge of the network was moved inside to keep the
number of connectable neurons. Excitatory (E-E and E-I) connections had 2.0
ms synaptic delay, and E-E and E-I connections have respective initial synaptic
weights of 4.0 and 3.0. Inhibitory (I-E) connections had 1.0 ms synaptic delay.
The synaptic weights of I-E connections was —6.0, but the synaptic weight of
interneurons near the edge was —18.0.

2.2 Synaptic Plasticity

Excitatory (E-E and E-I) connections were updated by STDP [5]. A spike of
the ¢th neuron is paired with a arrival spike from the jth neuron in the nearest
neighbor manner. In each spike pair, the modification rate of a synaptic weight
from the jth neuron to the ith neuron is calculated as follows:

Ay eTtulTsToR f At >0
Aw;j = {A_ etis/TsTOPf A t;; <0, Y

At;; denotes an arrival timing of a spike from jth neuron relative to a spike
timing of ith neuron. A, , A_ are the maximal potentiation and depression rates
respectively. 7sTpp is the time constant for STDP. We set these parameters as
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Fig.1. A part of network structure. A gray dot is an excitatory neuron and a gray
open circle is an inhibitory interneuron. The solid line box is an excitatory connectable
region of a neuron (e). The dashed line box is an inhibitory connectable region of an
interneuron (Q).

follows: Ay = 0.1, A_ = —0.12, 7grpp = 20 ms. Each synaptic weight was
updated at each 1.0 ms. Synaptic weights are limited to the range of 1.0 < w <
6.0.

3 Results

3.1 Directional Spike Propagation Organized in a Paradoxical
Direction

In this simulation, we observed spike propagation organized in 30 trials. At the
beginning of a trial, we initialized all connections and randomly chose 35 neurons
within the central 15 x 15 region of the network (input region). The 35 neurons
were fired by stimuli every 500 msec for 1,000 sec.

Figure[2 shows firing probability during simulation in 30 trials. First, neurons
in the central region were activated by stimulation (Fig. 2l (a)). The activities,
then, expanded to surrounding region especially in the horizontal direction (Fig.
(b)). Finally, the expansion of the activities became steady because the dif-
ference between Fig. [ (b) and (c) is small. The activities evoked by stimuli
always propagated to the right and left sides from the input region. Thus, this
network organized spike propagation paradoxically in the horizontal direction
where inhibitory interneurons have long inhibitory axons.

3.2 Distance- and Direction-Dependent Synaptic Weight
Distributions

Radial spike propagation was organized in the network by decreasing the number
of inhibitory connections (48 — 28). Under the condition, we obtained synaptic
weight distributions from neurons in the area that does not include the edge of
the network and the input region. Here, we divided excitatory connections into
two groups depending on the direction of postsynaptic neurons. One group con-
sists of excitatory connections to postsynaptic neurons in the direction of spike
propagation. The other group consists of excitatory connections to postsynaptic
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Fig.2. The organization of horizontal spike propagation. Firing probability of each
excitatory neuron in 30 trials are calculated at 50 (a), 750 (b), and 1000 (c) sec.

neurons in the opposite direction of spike propagation. The direction of spike
propagation is different from neuron to neuron depending on its location and
organized spike propagation in the network.

Synaptic weights of excitatory connections (E-E and E-I connections) have
distributions depending on the direction of postsynaptic neurons (Fig.[B]). Synap-
tic weights of excitatory connections depend markedly on the distance between
pre- and postsynaptic neurons in the direction of spike propagation (Fig.[3 (a),
(b)). Longer excitatory connections tend to be potentiated. On the other hand,
excitatory connection in the opposite direction of spike propagation have almost
no distance dependency (Fig. Bl (c), (d)). Many excitatory connections were de-
pressed regardless of the distance between neurons in this direction; therefore,
these synaptic weights depend only on the direction of postsynaptic neurons
with respect to the direction of spike propagation.

3.3 Removal of Direction- and Distance-Dependent Synaptic
Weight Distributions

It is inferred from the previous study [3] that organizing E-I connections is im-
portant for the directional spike propagation because it changes the direction
of spike propagation. Therefore, we investigated effects of the removal of the
distance- and direction-dependencies of E-I connections on the spike propaga-
tion.

We collected 10 trials that finally organized steady horizontal spike propaga-
tion reaching both sides of the network. Figuredl (a) shows the firing probability
of excitatory neurons during the steady horizontal spike propagation. Figure [
(b) shows the firing probability of developing spike propagation. The dark region
where neurons highly fire is wider than that of the steady propagation. These
results indicate that the network organizes wide spike propagation before the
propagation reaches a steady state.

We removed each dependency of E-I connections by initializing the synaptic
weights of E-I connections of neurons that fired for the developing period. After
that, we applied an input that caused a steady spike propagation in each trial
and we confirmed the changes of the spike propagation caused by the input.
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Fig.3. Distance- and direction-dependent synaptic weight distributions. The ordi-
nates are percentages of the maximum (black circle), the minimum (gray circle), and
the intermediate (open circle) synaptic weights in each distance bin (the bin width
was 0.4). Distance is the length of orthogonal projection of a connection between pre-
and postsynaptic neurons onto the direction of spike propagation. E-E (a) and E-I (b)
connections in the spike propagation direction have distance-dependent weight distri-
bution. E-E (c) and E-I (d) connections in the opposite direction of spike propagation
have almost no distance-dependency.

Figure Ml (c) shows the firing probability in the recurrent network where the
direction-dependency is removed by initializing E-I connections in the oppo-
site direction of spike propagation. Spike propagation organized in the network
shrank compared to the steady spike propagation. The direction-dependency of
E-I connections in the opposite direction of spike propagation allows the network
to propagate spikes. Figure [l (d) shows the firing probability in the recurrent
network where the distance-dependency is removed by initializing E-I connec-
tions in the direction of spike propagation. In this case, the input activated not
only the same neurons in the steady propagation but also other neurons that
were not fired in the steady propagation. Spike propagation became wider than
the steady propagation. The dark region of Fig. [ (d) is similar to that of Fig.
A (b). Therefore, acquiring distance-dependency of E-I connections makes spike
propagation narrow as shown in Figll (b) — (a). This means that the distance-
dependency of E-I connections in the direction of spike propagation prevent the

network from propagating spikes in a direction perpendicular to the direction of
spike propagation.



Distance- and Direction-Dependent Synaptic Weight Distribution 7

() 100 () 100,
80 80)

601 60

40/ ST 40

200 20
%20 40 60 80 100 % 20 40 60 80 100

(©) 100 (d) 100, 1.0
80 80 e 0.8
60 * 60 & 0.6
40 o 40 o 0.4
20 2018 ' i 0.2
0 Q 0.0

0 20 40 60 80 100 0 20 40 60 80 100

Fig.4. Firing probability of excitatory neurons in 10 trials calculated from steady
spike propagation (a), developing spike propagation (b), and spike propagation after
the removal of direction dependency (c) or distance dependency (d)

4 Conclusion and Discussion

Directional spike propagation in a paradoxical way is organized in a recurrent
network with anisotropic inhibition when E-E and E-I connections are updated
through STDP.

We found that E-E and E-I connections have different distributions depend-
ing on the direction of postsynaptic neurons with respect to the direction of
spike propagation in the recurrent network organizing spike propagation. Excita-
tory connections in the direction of spike propagation have a distance-dependent
synaptic weight distribution. On the other hand, excitatory connections in the
opposite direction of spike propagation have no distance-dependency. We found
that the removal of the direction- and distance-dependencies of E-I connections
shrink and widen spike propagation, respectively. The direction-dependency al-
lows a recurrent network to cause spike propagation and the distance-dependency
restricts the range of spike propagation in a direction perpendicular to the di-
rection of spike propagation. Consequently, distance- and direction-dependent
synaptic weight distributions contribute to cause directional spike propagation
in a recurrent network.

The distance-dependency of E-I connections prevents a network from propa-
gating spikes in a direction perpendicular to the direction of spike propagation.
Synaptic plasticity progresses no further in this direction because no neuronal ac-
tivities occur in this direction. Thus, as if synaptic plasticity had mechanisms of
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self-actuated shutdown, synaptic plasticity switches itself on and off according to
the progress of synaptic change. Indeed, excitatory connections to inhibitory in-
terneurons are updated through synaptic plasticity in the brain (reviewed in [0]).
The automatic shutdown mechanisms of synaptic plasticity might be equipped
in the brain; therefore, we should also focus on the reorganization of E-I con-
nections in ongoing activities to understand the function in the brain activity.

Acknowledgements. This study was supported by MEXT -Supported Pro-
gram for the Strategic Research Foundation at Private Universities, 2009—2013.
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Abstract. Recent functional magnetic resonance imaging (fMRI) technique
with real-time (rt) feedback has widely been adopted to regulate one’s own neu-
ronal activity within regions-of-interest (ROIs). Despite the fact that the func-
tional connectivity (FC) between ROIs has also been modulated via rt-fMRI
neurofeedback (NF), however there is no study to explicitly provide the FC pat-
terns in addition to neuronal activity levels during rt-fMRI NF trials. In this
study, we adopted both neuronal activities within an ROI and FC patterns be-
tween ROIs to investigate a potential utility of the FC information. Fourteen
heavy smokers could voluntarily control their brain activity based on the neuro-
feedback of both neuronal activation within an ROI related to smoking resist
and FC patterns between ROIs. Our proposed rt-fMRI method appears to mod-
ulate not only the neuronal activity but also the neuronal connectivity levels.

Keywords: Functional magnetic resonance imaging, smoking resist, real-time
fMRI neurofeedback, orbitofrontal cortex, anterior cingulate cortex, posterior
cingulate cortex, precuneus, functional connectivity.

1 Introduction

Functional magnetic resonance imaging (fMRI) modality has been widely used to
explore various functions of human brain in a noninvasive manner [1]. Recently, mul-
tiple fMRI research groups have investigated the feasibility of regulating the brain
activity using real-time (rt) neurofeedback (NF) [2, 3]. Using rt-fMRI NF technique,
the potential therapeutic benefit has been explored for a number of disorders includ-
ing the chronic pain [4], Parkinson’s disease [5], schizophrenia [6], and major depres-
sion [7]. Moreover, a feasibility of rt-fMRI NF for treatment of addictive disorders
including nicotine dependence has been demonstrated [8].

In these previous studies, it has also reported that the functional connectivity (FC)
of brain regions could be modulated via rt-fMRI NF adopting feedback information
based on neuronal activity of a region-of-interest (ROI). However, there is no study to
explicitly provide the FC as well as neuronal activity levels as feedback information
in the rt-fMRI NF.

* Corresponding author.
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We hypothesized that the neuronal activity and connectivity patterns related to
smoking resist would efficiently be modulated through rt-fMRI NF based on the
feedback signal consisted of both neuronal activity and FC compared to the conven-
tional approach employing the neuronal activity only.

2 Materials and Methods

2.1  Participants and Imaging Parameters

Fourteen right-handed male heavy smokers without any neurological and neuropsy-
chiatric disease were recruited. Inclusion criteria were: the Fagerstrom Test of Nico-
tine Dependence scores (> 4, 4.86+0.95; [9]); years of smoking (> 5 years,
7.36x1.91); and number of cigarettes per day (> 10, 16.50%£2.93). The expired-air
carbon oxide (CO) levels (piCO smokerlyzer; Bedfont Scientific, Ltd., Rochester,
UK) were measured in normal condition (21.21+4.14) and before each of two fMRI
sessions with at least 6 hours cessation (sessionl: 8.43+3.16, session2: 9.57+3.41).
The blood-oxygenation-level-dependent (BOLD) fMRI scans were acquired from all
participants using a Siemens Tim Trio 3-T scanner (Erlangen, Germany). Functional
data were obtained using a standard T, -weighted gradient-echo echo-planar-imaging
(EPI) pulse sequence from the whole brain (TR/TE = 1000/24 ms; FoV = 24x24 cm’;
matrix size = 64x64; voxel size = 3.75%3.75x7.0 mm3; FA =90°; interleaved 20 axial
slices with no gap).

2.2 Real-Time fMRI (rt-fMRI) NF Method

Figure 1 shows the overall rt-fMRI NF method including steps to acquire raw fMRI
signals from workstation of MR control, to analyze the acquired data in real-time, and
to present the NF to the participants through visual goggles. The reconstructed EPI
volumes in MRI workstation were transferred to a laptop computer via TCP/IP file
transfer protocol. The received fMRI data were preprocessed including the head mo-
tion corrections and temporal smoothing across the 3TR time points before extracting
the feedback signal in the rt-fMRI NF trials.

[T o ) -

= 3 Isual

| ,,Qi Visual

7 (@ goggle

. P for task
k stimuli

Work-station for
MR control

Implemented software
for real-time control

MR scanner: data
acquisition

Labtop for task
paradigm control

Fig. 1. An illustration of real-time fMRI NF setup
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2.3  Experimental Procedure

In each of two scanning sessions, four non-real-time runs were performed as designed
with block-based paradigm using smoking-related images for all participants (two
runs before rt-fMRI runs and two runs after rt-fMRI runs). For each non-real-time run
(5-min 20-sec), five blocks for each of smoking and neutral scenes were counter-
balanced and interleaved with ten fixation blocks (5-images per block; 3-sec per im-
age). All participants underwent each of non-real-time runs with the instruction to
‘allow oneself to crave’ or to ‘resist the urge to smoke’. Two conditions of craving
(C) and resistance (R) to smoke are counter-balanced before and after rt-fMRI runs
(i.e., CR...rt-fMRI runs...RC).

Two smoking-resist related ROIs were defined as the (1) bilateral medial orbito-
frontal cortex and anterior cingulate cortex (ROI1; [10, 11] and (2) bilateral precuneus
and posterior cingulate cortex (ROI2; [10, 11]). At the start of each rt-fMRI scan, first
acquired EPI volume was normalized to Montreal Neurological Institute (MNI) tem-
plate and then two ROIs were warped to normalized EPI. Seven participants were
included in the first group (FB1) and they were provided the NF signal solely based
on neuronal activity level within an ROIl. The remaining seven participants were
included in the second group (FB2) and they were provided a NF signal consisted of
both the neuronal activity in an ROI1 and FC between the ROIl and ROI2. Partici-
pants in the FB1 and FB2 were randomly assigned from all 14 volunteers and were
matched in their demographic information. Six rt-fMRI scan runs were acquired after
at least 6 hours of smoking cessation during two separate visits in one week apart.
Each run was consisted of 15-sec calibrations, 30-sec cross fixation, 3-sec ready in-
struction, 180-sec video stimuli with smoking scenes, 10-sec craving rate question,
and 20-sec cross fixation (258-sec for each run). Twelve video stimuli consisted of 3
minutes of smoking scenes were pseudo-randomly played to each participant and
delivered to the participants via MR-compatible visual goggles (NordicNeuroLab
Inc., www.nordicneurolab.com).

In a real-time NF run, the NF signal was represented as contrast changes of the
smoking-related video clip display. In detail, participants were instructed to attempt to
black out the screen, i.e. the screen becomes darker when the feedback signal is in-
creased and vice versa. For participants in the FB1 group, the percentage BOLD (PB)
intensity of the ROI1 was calculated and then used as a feedback signal. The averaged
BOLD signal across the voxels within the ROI1 was band-pass filtered with range
from 0.008 to 0.1 Hz and was detrended. To estimate the level of PB of the ROI1, the
period of cross fixation with delay of 6-sec from 21-sec to 45-sec was determined as
the baseline of BOLD signal. The level of PB was continuously updated as an aver-
aged BOLD signal across recent 3 volumes.

For the participants in the FB2 group, both the neuronal activity in the form of the
PB level of the ROI1 and the FC level between the two ROIs was used as feedback
signal. The FC between the average BODL signals of the ROI1 and ROI2 was calcu-
lated using Pearson’s correlation coefficients.
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2.4  Preprocessing and Data Analysis

The acquired BOLD fMRI data of each rt-fMRI run were preprocessed using rea-
lignment to the head motion correction and spatial smoothing using an 8 mm isotropic
FWHM Gaussian kernel in SPM8 toolbox (www.fil.ion.ucl.ac.uk/spm). The first 45
volumes during the calibration and cross-fixation were excluded from raw BOLD
fMRI data and the preprocessed fMRI data were band-pass filtered with the range
from 0.01 to 0.08 Hz and then were detrended.

In the individual level analysis, the level of PB was calculated voxel-wise using the
preprocessed fMRI data and an average of lower 10 percentile values across the video
stimulus presentation was adopted as baseline level. The criterion which is to main-
tain at least three seconds (i.e., 3 TR) was applied to select those values. This baseline
level was adopted in our study due to an inability to define the resting period in the
real-time feedback trial during 180-sec (i.e. the lower 10 percentiles values were con-
sidered to be baseline levels) [12]. The top 10 percentile PB intensity values were
used to calculate their increased BOLD intensity based on the NF trials. The averaged
PB patterns were normalized by z-scoring across voxels within an ROI. To investigate
the feasibility of modulation effect, the mean value within a cluster (z > 1.96) was
estimated for each run of each session.

To estimate the FC level, the averaged time-series within each of ROIs were used
as the reference time-series in each of the two ROIs. The Pearson’s correlation coeffi-
cients were calculated between two reference time-series for each run of each subject.

3 Results

3.1  Self-modulation Effects of Neuronal Activity

Figure 2 represents the mean and standard error of active patterns from the averaged
PB within each of the two ROIs across subjects. A paired 7-test was conducted for
investigating the difference of neuronal activity between two sessions. On the domain
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Fig. 2. Averaged level of percent BOLD signals of each of two ROIs across all subjects
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of each rt-fMRI run for ROI1, significant difference was estimated only in first run of
FB2 (p=3.66x10") and moderate differences were found in first run of FB1 (p=0.06)
and second run of FB2 (p=0.08; p of other cases > 0.1). For the neuronal activity in
ROI2, only the fifth run in FB2 group showed significant difference between two
sessions (p=0.05).

Group-level analysis was performed using a paired t-test between FB1 and FB2
groups of all six runs for each session and between sessions of all seven subjects for
each group as shown in Figure 3 (meantstandard error of ROI1: 1.371£0.05% for FB1
in the first session, 1.42+0.05% for FB1 in the second session, 1.39+0.01% for FB2 in
the first session, and 1.49+0.02% for FB2 in the second session). Between two groups
for ROII, no significant difference was reported for each of two sessions. On the
other hand, the significant session difference was found in FB2 group (p=0.01), but
not in FB1 group (p=0.18). For ROI2, the neuronal activity from averaged PB across
runs (meantstandard error: 1.25+£0.01 and 1.26+£0.01% for FB1 in the first and second
session, respectively, 1.2620.01 and 1.331£0.01% for FB2 in the first and second ses-
sion, respectively) was significantly different between sessions in FB2 group (p=0.02)
but not in FB1 group (p=0.89).
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Fig. 3. Averaged level of percent BOLD signals of each of two ROIs across subjects/runs

3.2  Effect of Functional Connectivity between Two ROIs

Figure 4 illustrates the individual level of FC between averaged time-series of two
ROIs (meantstandard deviation of correlation coefficients: 0.58+0.16 and 0.60+0.22
for FB1 in the first and second sessions, respectively, 0.65+0.18 and 0.6610.18 for
FB2 in the first and second sessions, respectively). From a paired #-test result, there
was no difference between two sessions for each group (all p > 0.5). It was interesting
that the significant group difference (FB2 > FB1 group) was found in the first session
(p=0.04) but not in the second session (p=0.19).
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Fig. 4. Functional connectivity between two ROIs for all subjects/runs

4 Discussion

The results found in this study suggest that the self-modulation can be improved
through repeated runs in the first visit but not the second visit regarding the neuronal
activity. The degree of modulation from neuronal activity in the first (both FB1/FB2)
and second runs (only FB2) are different between two sessions but the level of PB are
comparable between sessions in latter runs. These results may indicate that the self-
modulation is fully learned in the first visit, so the self-modulation effect does not
increase further in the second visit but maintained. Another intriguing fact is that the
meaningful difference of neuronal activity between sessions is not reported for FB1
but for FB2 group. This result may suggest that the degree of self-modulation is af-
fected by the type of NF using both neuronal activity and FC. Even though the degree
of FC was not different between two sessions for each group, the relatively stronger
connection was estimated in FB2 compared to FB1 group. Hence, if the feedback
signal is generated considering both neuronal activity and FC between an ROI and the
ROI-connected brain regions, the effect of modulation of brain function would be
increased through repeated real-time fMRI runs.

One of the most important issues in treating nicotine dependence is that the ability
to modulate smoking desire in MRI scanner can be applied to the natural environ-
ments [8]. With the limitation in mind, future works are warranted to investigate the
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modulated neuronal patterns within ROIs using acquired non-rtfMRI scans be-
fore/after rt-fMRI scans and the potential facilitation of self-modulation from rt-fMRI
neurofeedback scans. Compared to previous rt-fMRI studies [3, 4, 8], we showed the
increased performance using NF signals as both neuronal activity and FC patterns.
The proposed of rt-fMRI NF method constituting feedback signal using the FC levels
in addition to the neuronal activity appears to benefit to efficiently regulate neuronal
networks compared to the method based on the feedback signal using the neuronal
activity level based on our preliminary analysis.

It is important to note that we observed that the BOLD signals of the voxels within
the ROI1 and ROI2 were shown substantial fluctuations even between the voxels in
proximity. Based on our evaluation, it seems that there are non-neuronal artifacts
including the head motions and physiological artifacts dominant in the white matter
and cerebro-spinal fluids were confounded in the BODL signal used in this report.
Thus, it would be an interesting further study, how these non-neuronal components
could alter the analytic results from the data measured in our study by removing these
non-neuronal components via least-squares based denoising method. The conclusive
evidence on the efficacy of our proposed rt-fMRI NF scheme is pending until the
systematic analysis is conducted using the artifact reduced BOLD signals. The impor-
tant other is that the observed BOLD signals have the different resting and active
periods depending on the voxels even the voxels are located in same ROI. Therefore,
it should be managed in future study that the resting and active periods are not loca-
lized for all voxels within ROI.

5 Conclusion

In this study, we presented the feasibility of alteration of neuronal networks using
real-time fMRI NF scheme using both the neuronal activity and functional connectivi-
ty levels as feedback signal. Further investigation is warranted to justify the efficacy
of the proposed scheme via systematic comparisons with the conventional rt-fMRI NF
scheme based solely on the neuronal activity level.
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Abstract. This paper proposes a parameterized digital circuit design
approach for pulse-coupled phase oscillators. Our approach aims to con-
struct a reconfigurable hardware platform that emulates a large-scaled
pulse-coupled network with complicated interconnection toward spike-
based computing. The network, which is described by the parameterized
Verilog-HDL, can change the calculation accuracy, the coupling function
shape of oscillators, the network size and interaction between oscillators
by parameters. Experimental results show that a prototype designed by
the proposed approach emulates well in-/anti-phase and different (out-
of-phase) synchronization.

Keywords: pulse-coupled phase oscillator, synchronization, FPGA, pa-
rameterized hardware design.

1 Introduction

As the first step to construct intelligent information processing systems mimick-
ing the brain architecture, which we call brain-inspired systems, we have pro-
posed analog computation approaches with continuous-time nonlinear dynamics
and time-domain computation using pulse-modulation signals or asynchronous
spike pulses [4J6l7]. Such analog computation can be modeled by using pulse-
coupled phase oscillator systems [9].

In a pulse-coupled phase oscillator system, mutual interactions are represented
by phase sensitivity functions, and different functions lead to different synchro-
nization phenomena. Coupling between oscillators are determined by the timing
of pulses output from each oscillator. Based on this principle, because nonlinear
information processing is performed by a single state transition at spike tim-
ing, high-performance and low-power intelligent information processing VLSI
systems can be constructed.

In order to implement spike-based computation and to show its effectiveness,
we have designed a CMOS circuit using the pulse-coupled phase oscillator, and
applied it to a coupled Markov Random Field (MRF) model. The coupled MRF

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 17-24] 2013.
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models provide practical algorithms for detecting discontinuities in motion, in-
tensity, color, and depth in image scenes [2I3/5]. It can be applied to region-based
image segmentation and implemented with pulse-coupled phase oscillators. The
proposed circuit introduced a simplified region-based coupled MRF model for
efficient hardware implementation [6]. By circuit and numerical simulations, we
demonstrated that the proposed simplified MRF model not only retains the
advantages of our old model [], but also improves the processing speed and
the region segmentation performance. From the above previous works, we con-
firmed the effectiveness of spike-based computing implemented by the merged
analog/digital circuits. It is a promising approach for direct modeling of spike-
based computation in the brain.

On the other hand, simulating very large-scaled pulse-coupled networks with
complicated interconnection is desired to analyze realistic behavior of spike-based
computation in the brain. Although the merged analog/digital circuit by means
of ASIC implementation is appropriate to realizing neuromorphic VLSI, it has
a drawback from the reconfigurability point of view to change the network size
and network interconnection. Therefore, a reconfigurable platform to simulate
various sizes and interconnections of pulse-coupled networks is required.

In this work, we propose a parameterized digital circuit design approach of
pulse-coupled phase oscillators. The proposed design can change the calcula-
tion accuracy, the coupling function shape, the network size and interaction
between neurons by parameters. It is described by the parameterized Verilog-
HDL (Hardware Description Language) and run on a Field Programmable Gate
Array (FPGA). Experimental results show that the proposed circuits well emu-
late pulse-coupled oscillator systems, and generates in-/ anti-phase and different
(out-of-phase) synchronization.

2 Pulse-Coupled Phase Oscillator Model with
Three-Valued Coupling Functions

The concept of coupled phase oscillators was firstly proposed by Winfree [9] and
its dynamics is expressed as follows:

do;
dtz = w; + Z(¢;)Spk(t), (1)
where ¢; is the i-th phase variable with 27 periodicity, w; the i-th natural angular
frequency, Z(¢;) the phase sensitivity function, which gives the response of the
i-th oscillator. Inputs from other oscillators, Spk(t), are assumed here the pulse
inputs as follows:

N oo
Sph(t) = 050D a— 150) &)
j=1n=1

where K is the coupling strength, N the number of oscillators, and ¢;,, a firing
time. Function ¢ is mathematically Dirac’s delta function, and represents input
spike timing without a pulse width. However, in real hardware, a spike pulse has
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Fig. 2. Example of the shape of function Z(¢;)

a definite width At, during which ¢; is updated according to the value of Z(¢;).
As a specific case, if it is assumed that Z(¢;) = — sin(¢;), the dynamics of the
pulse-coupled oscillators are schematically illustrated in Fig. [l

In order to simplify the function shape of Z(¢;) for hardware implementation,
we have used three-value functions as Z(¢;); a typical function shape is shown
in Fig. 2 which is expanded in the time domain and has values: —1,0,1 [7]. In
the update operation, “—1” and “1” correspond to decrease and increase of ¢;,
respectively, and “0” means no updating. Increasing ¢; results in leading of next
spike firing timing and vice versa.

We have also introduced parameter « as a span during which Z(¢;) = 0, as
shown in Fig. @ [7]. By setting a > At, we can prevent connected oscillators
from over-updating when they approach to a synchronization state. Compared
with sinusoidal functions, the three-value functions lead to faster convergence
and simpler circuit implementation.

3 Parameterized Digital Hardware Design of
Pulse-Coupled Phase Oscillators

A circuit architecture of a pulse-coupled phase oscillator is shown in Fig. Bi(a).
It consists of an oscillator circuit, a function generator circuit and an update
circuit.
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The oscillator circuit consists of an n-bits counter (CNT), a spike genera-
tor (SPK GEN) and combinational circuits, as shown in Fig. Bl(b). The n-bits
counter represents phase variable ¢; and counts the clock inputs for realizing w;
in Eq. (). The spike generator outputs a spike pulse Spike; to other oscillators
when the n-bits counter reaches to the maximum value. The oscillator circuit
also outputs ¢M SB, cMid0 and cMidl which determine the shape of function
Z(¢;) and are used in the function generator circuit.

The function generator circuit combines signals cMSB, ¢Mid0 and cMidl
into Z, and Z,, as shown in Fig. Blc). The update circuit receives Z,, Z,, and
spike pulses Spike; received from other oscillators and outputs signal update, as
shown in Fig. B(d). It updates the value of the counter in the oscillator circuit
for realizing lead and lag operations.

Figure @ shows waveforms related to function Z(¢;) generated by the function
generator. If sign signal sign = 0, then signals Z, and Z,, are output as the
simplified function of — sin(z) shown in Fig. 21 On the other hand, if sign = 1,
they are output as + sin(z).

In the proposed design, counter size n and span parameter o can be changed
to control the calculation accuracy and the span during when Z(¢;) = 0, respec-
tively. The following is a description on parameterization by Verilog-HDL that
was used in the experiments.

parameter CNT_SIZE = 6;

parameter alpha = 1;

assign cMSB = cnt[CNT_SIZE-1];

assign cMid0 = |cnt[CNT_SIZE-2:alphal;
assign cMidl = &cnt[CNT_SIZE-2:alpha];

4 Experimental Results

4.1 Logic Simulation

We simulated the pulse-coupled phase oscillator circuit system, and observed
synchronization phenomena with a clock frequency of 200 MHz, where the sim-
plified three-valued function shown in Fig. [ was used.

Results of synchronization phenomena are shown in Fig. Bl When sign = 0
and the initial phase difference was 0.967, two oscillators synchronized with an
in-phase mode as shown in Fig. Bl(a). On the other hand, when sign = 1 and the
initial phase difference was 0.037, two oscillators synchronized with an anti-phase
mode as shown in Fig. B(b).

In addition, out-of-order synchronizations were observed if we set a = 3.
When sign = 0 and the initial phase difference was 0.787, two oscillators came
close to each other but did not synchronize with an in-phase mode as shown in
Fig. Bl(c). Similarly, when sign = 1 and the initial phase difference was 0.25m,
two oscillators came away from each other but did not synchronize with an
anti-phase mode as shown in Fig. [B(d).
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From the above simulation results, we confirmed that the proposed digital
circuit emulated three kinds of synchronization phenomena.

4.2 Results of FPGA Implementation

The proposed circuit shown in Fig. Bl was synthesized by Precision logic synthesis
tool [8]. The target FPGA device was Altera Stratix II EP2S60F672C [I].

Table [l shows a synthesized result of the pulse-coupled phase oscillator cir-
cuits. Circuit parameters CNT SIZFE and a were the same as Section[Zl These
results show that our proposed circuit can be realized with small FPGA re-
sources, and we expect that the proposed design approach enables to make a
large pulse-coupled network emulator in a massively parallel manner.
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Figure [0l shows relationships between the circuit parameters and synthesized
results. Maximum operation frequency f,q. lowers with increasing CNT SIZE,
as shown in Fig. B(a). It means that there is a trade-off between the two.
Parameter « has a little effect on the utilization ratio of LUTs as long as
a<CNT SIZE —2 (CNT SIZE + 11 in this case), as shown in Fig. B(b).

Also, fimaz is independent of the number of oscillators, as shown in Fig. [B(c).
This means that the proposed approach enables a massively parallel circuit ar-
chitecture.
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Table 1. Resource and frequency reports

State Resource Used Avail. Utilization
o State Frequency
in-phase LUTs 70 48352 0.14% inooh
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Fig. 6. Relationship between circuit parameters and synthesized results

5 Conclusion

We proposed a parameterized digital circuit design approach for pulse-coupled
phase oscillators. Our approach aimed to construct a reconfigurable hardware
platform that emulates a large-scaled analog pulse-coupled phase oscillator net-
work. The proposed design achieves a small circuit size and high operating fre-
quency because oscillators are coupled with only spike pulses and the operation
part consists of only combinational circuits. The precision of calculation, the
shape of coupling function and the number of oscillators in the network can be
parameterized. Thus, it is easy to change the circuit architecture and to emulate
various types of pulse-coupled networks. We observed three synchronization phe-
nomena similar to those obtained in the analog LSI implementation. The results
showed that the analog model was reproducible on the digital hardware model.

In future work, we will apply the proposed design to a coupled MRF model.
We will extend the proposed parameterized design to a reconfigurable platform
to realize a large-scaled coupled MRF network and its emulator. After we verify
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behavior of the coupled MRF network by the emulator, we will feed back its
knowledge to ASIC implementation to realize an ultra-low power consumption
neuromorphic VLSI, and then we will apply it to autonomous robot vision.

Acknowledgment. This research is partially supported by the Aihara Project,
the FIRST program from JSPS, initiated by CSTP.

References

1. Altera Corporation, http://www.altera.com/

. Blake, A., Zisserman, A.: Visual Reconstruction. MIT Press, Cambridge (1987)

3. Geman, D., Geman, S., Graffigne, C., Dong, P.: Boundary detection by con-
strained optimization. IEEE Trans. Pattern Analysis and Machine Intelligence 12(7),
609-628 (1990)

4. Kawashima, Y., Atuti, D., Nakada, K., Okada, M., Morie, T.: Coarse image re-
gion segmentation using region- and boundary-based coupled MRF models and
their PWM VLSI implementation. In: Proc. Int. Joint Conf. on Neural Networks
(IJCNN), pp. 1559-1565 (2009)

5. Lumsdaine, A., Waytt, J., Elfadel, I.: Nonlinear analog networks for image smooth-
ing and segmentation. In: IEEE Proc. of Int. Symp. Circuits and Systems (ISCAS),
pp. 987-991 (1990)

6. Matsuzaka, K., Morie, T.: A simplified region-based coupled MRF model for coarse
image region segmentation toward its VLSI implementation. In: Proc. Int. Symp.
on Nonlinear Theory and Its Applications (NOLTA), pp. 202-205 (2009)

7. Matsuzaka, K., Tohara, T., Nakada, K., Morie, T.: Analog CMOS circuit implemen-
tation of a pulse-coupled phase oscillator system and observation of synchronization
phenomena. Nonlinear Theory and Its Applications, IEICE 3(2), 180-190 (2012)

8. Mentor Graphics Corporation, http://www.mentor.com/

9. Winfree, A.T.: The Geometry of Biological Time. Springer, New York (1980)

[\


http://www.altera.com/
http://www.mentor.com/

Brain-Inspired e-Learning System Using EEG

Kiyohisa Natsume

Kyushu Institute of Technology,
2-4 Hibikino, Wakamatsu-ku, Kitakyushu City, Fukuoka, 808-0196, Japan
natume@brain.kyutech.ac.jp

Abstract. English rhythm instruction materials (RIM) encourage one to learn
English rhythm. In RIM, you have to speak loud following the English teach-
er’s song looking at the phrases of the song in the text. During the learning the
power of theta band (4 - 8Hz) of electroencephalogram (EEG) increased at the
frontal region. When you repeat the lesson several times, you become bored.
The powers of alpha (8-14 Hz), beta (14-30 Hz) and gamma (30-50 Hz) bands
started to decrease in a wide regions before the subjects felt bored. On the other
hand, theta power did not change. In addition, the coherence between the two
recording sites mainly the electrode pairs along the midline was significantly
different comparing between before and after subjects felt bored. The coherence
of theta band did not change. These results suggest that using the characteristics
of EEG, e-learning system for English rhythm can be developed.

Keywords: EEG, Boredom, o wave, f wave, y wave, Coherence.

1 Introduction

Japanese has been widely accepted as a mora-timed language, while English is recog-
nized as a stress-timed language. Nakano designed English rhythm instruction materi-
al (RIM) modified from Jazz Chants for Children [5], which includes audio and text
with rhythmic symbols. The test group of students underwent a weekly 20 minute
period of RIM-based instruction for one month period. Pre-test and post-test oral
readings were recorded and the duration of the inter-stress interval (ISI) of each re-
cording was measured. The results showed the students’ inter-stress interval (ISI) was
shortened following the RIM indicating the RIM is effective in enabling Japanese L2
learners to acquire English rhythm patterns. During learning RIM, the subjects’ elec-
troencephalograms (EEGs) were recorded. Theta power at the frontal part increased,
and after finishing learning the power decreased [6].

We can see the word “boredom” in a dictionary. But the word has had few scientif-
ic basis. Two earlier studies have been reported using EEG. First is that the subjects
have to push a button by their right or left hands for a long time, and then the cohe-
rence of § wave decreases [1, 4]. Second is that the subjects had to learn RIMs many
times, and then p wave decreased [2]. We feel “bored” in various situations. For ex-
ample, you feel bored when you are exercising, and then the exercising efficiency is
down you feel. In the other situation, if you keep eating the same food, you feel bored
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and then you may dislike the food. Thus you use the word “bored” when you feel
something bad. On the other hand, you can also assume the “bored” feeling as turning
point of the behavior [3]. If we can scientifically verify whether you are bored or not,
you can develop more efficient education system, know the timing you should have a
rest in a lesson or exercise.

2 Materials and Methods

2.1 Recording Method for EEG

Eight healthy male subjects (average years 23.6 + 0.53) took part in the present expe-
riment. At first we recorded EEG when each subject opened his/her eyes and was
calm for 30 seconds (control). After that, subjects had to have one of the lessons of
the English RIM. In a lesson, they had to speak in a loud voice following the English
teacher’s song given from the computer. They were instructed to raise their hands
when they felt bored. The lyrics were shown on the monitor. They had to repeat the
same RIM more than fifteen times. Total time was about 1000 sec. Eight EEG elec-
trodes were put on the subject’s head according to the international 10/20 system all
through the RIM lessons. EEG signal was amplified by the amplifier (X10000:
DIGITEX LAB Co, Ltd), filtered between 0.5 and 100 Hz, and recorded in a comput-
er using a LaBDAQ-2000 (Matsuyama Advance Co, Ltd) with the sampling rate at 1
kHz. Before starting this experiment they were instructed to raise their hands when
they felt bored.

2.2 Analysis Method

In time-frequency analysis the time course of the spectrum powers was calculated by
Fast Fourier Transformation (FFT) of the EEG signal using MATLAB software
(Mathworks, Inc., USA). Time window of FFT is 500 msec, and the overlap time is
250 msec. The power at each frequency was divided into four wave groups, theta
wave power (averaged from 4 to 8 Hz), alpha wave power (8 - 14 Hz) and beta wave
power (14 - 30 Hz), and gamma wave power (30 — 50 Hz). The control power was
averaged for 30 sec. They were averaged in the lesson per 70 sec, and subtracted the
control power (Fig. 1). Coherence was calculated by the equation (1). The time win-
dow and overlap time are the same with FFT. §,, and S, are auto spectrum of signal x
ory. S, is cross spectrum of signal x and y (Fig. 1). Performance ratios are evaluated
whether subjects could follow each rhythm in RIMs.

S, @)
S, @)S, @)

coh>®) = (10
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Fig. 1. The analytical method for the power and the coherence of 0, a, 3, and y waves. The time
averaged control power was subtracted from the power at each frequency during RIMs.

3 Results

The typical temporal change of performance ratio in a subject is shown in Fig. 1. Six
out of eight raised their hands after the ratio reached to 80%. The ratio of the rest of
two was above 80% from the first. They raised their hands after a while after the start
of the lesson

The power in the a, B, and y bands remained constant near the start of the lesson,
but it begin to decrease around 200 s after the start of a lesson at several electrode
positions. After the decrease, the power values held constant. On the other hand, the
power of 8 wave remained constant not only just after the start, but also after >200 s.
The subjects reported bored feeling after a, 8, and y power started to decrease (Fig. 3).
Similar results were obtained across the eight electrode positions. The power of the a,
B, and y power waves decreased significantly at almost all electrode positions, while
the power of 8 wave did not decreased (Fig. 4).

We statistically compared the power before and after the subjects’ raising their
hands in Fig. 4. The three smallest significant probabilities were picked up and shown
in Fig. 5. The probability of B wave at Oz is the smallest of all. The results suggest
that among the power, the detection of decreasing in the power of § wave at central
occipital area will be the most efficient to detect the bored state of the subjects.

Next, we calculated the coherences between the pairs of the recording positions.
Temporal changes of coherence between Pz and Oz in subject A are shown in Fig. 6.
Coherence also increased for the first time after starting the training, and after some
while the coherence of the a, B, and y waves started to decrease, while that of 6 wave
did not decreased. The decreasing coherence also reached to the steady state after
some time. The subjects raised their hands after the time when the coherence of a, B,
and y waves started to decrease.

The coherence before and after raising the subjects’ hand was statistically com-
pared at all waves at all positions. The results show that the coherence at all bands
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except theta band decreased mainly on the electrode pairs along the midline. The
three smallest significant probabilities were picked up and shown in Fig. 7. The prob-
ability of o wave at Fz-Oz is the smallest of all. There results suggest that among the
coherences, the detection of decreasing in the coherence of a wave at central front-
occipital area will be the most efficient to detect the bored state of the subjects. In
addition, the order of the significant probabilities of the coherences are much lower
than those of the powers.

o
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0 200 400 600 800 1000
Time (sec)

Fig. 2. The typical temporal change of performance ratio in a subject. Six out of eight raised
their hands after the ratio reached to 80%. The ratios of the two were above 80% from the first.

= A
<8} e
aQ ‘;"h » a
_ | \.\ B
ol -

q _—_~

N F 3% v oo
% s 32 > o >
— - E

o |
s e:/l(\
200 400 600 800 1000 200 sec

TT I e (Timo

Fig. 3. Representative temporal changes in the powers of EEG in Fz location. The blue rectan-
gle indicates the peaks of the power of each brain wave. The pink rectangle indicates the time
of the subjects raising their hand. Time zero indicates the onset of the lesson in this and the
following figures.
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Fig. 4. The comparison of the power of each wave between before and after raising hands for

50 sec. Filled circles indicate the site where the power decreased and the significant probabili-
ties are below 0.05 (Paired t-test; p < 0.05; n = 6).
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Fig. 5. The three smallest significant probabilities picked up from Fig. 4 are shown. The proba-
bility of  wave at central occipital area is the smallest of all (red circle). Significant probabili-
ties are arranged in ascending order from left to right.
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Fig. 6. Temporal change of coherence between Pz and Oz in subject A. The eclipse indicates
the peak of the coherence of each brain wave. The thin blue rectangle indicates the timing of
the subjects raising their hand. Red line indicates the time when the performance ratio of the
subject reached to 80%. Coherence data are also analyzed with moving averaging method as
Fig. 3.



30 K. Natsume

1.00E+00

1.00E-02 -a
1.00E-04

1.00E-06 =B
1.00E-08 Y

1.00E-10
1.00E-12

1.00E-14 —a

1.00E-16
1.00E-18

1.00E-20 2
(=)
N

Fig. 7. The three smallest significant probabilities picked up from Fig. 6 are shown. The proba-
bility of the coherence of alpha wave recorded at Fz-Pz is the smallest (red circle). Significant
probabilities are arranged in ascending order from left to right.
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4 Discussion

In previous studies, researchers assumed that vigilance decrement is identical to bore-
dom [4, 7]. The vigilance decrement has been described as a slowing of reaction times
or an increase in error rates as an effect of time-on-task during tedious monitoring
tasks. In those experiments, whether or not the subjects actually felt bored was not
clarified. On the other hand, the present study elucidated the changes in EEG that
occur when subjects felt bored. Therefore, EEG can be a better index for physiologi-
cal “boredom” condition of a subject.

In the present study, after the power of a, B, and y waves decreased widely across
the skull, all subjects raised their hands. In contrast, the change in the power of 6 wave
was smaller than those of o, B, and y waves. These results suggest that the decreases in
o, B, and y power across the head can cause the subjects’ bored feelings. Because there
are some delays between the start of the decrease in powers and the time when the
subjects felt bored, it seems that it may take time for us to become consciously aware
of the bored feeling, which results from unconscious neural activity.

The coherences of a, B, and y waves also decreased mainly along the central front-
occipital area, and all subjects felt bored. In contrast, the change in the coherence of 0
wave was smaller than those of a, B, and y waves. These results suggest that the de-
creases in o, B, and y coherence can cause the subjects’ bored feelings. Because there
are some delays between the start of the decrease in coherences and the time when the
subjects felt bored.

Which parameter can detect the subjects’ bored feeling more efficiently, power or
coherence? The averaged powers and coherence for 50 sec before and after the sub-
jects felt bored were calculated, and compared. The significant probability of 8 at
occipital region was the smallest among the comparison of powers, and the probabili-
ty of a at front-occipital area was the smallest among the comparison of the cohe-
rence. The probability of the coherence had a smaller order than that of the power.
These results suggest that we may easily detect the subjects’ bored feeling using the
coherence.

In the previous studies, decreased attention is thought to correspond with boredom
[7]. Parieto-occipital o waves can contribute to attention [4]. In the present study, not
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only parietal a waves but also  and y waves in other regions change with boredom.
Boredom is accompanied by other processes than decreases in attention [7]; the
change in brain waves across a wide area of the head—beyond parietal o waves—
may reflect these processes. Further studies are necessary to confirm this possibility.

Other psychophysiological parameters than brain waves, heart rate, blood pressure,
etc. [7] have been studied on the relationships with bored feelings. Compared with
measuring heart rate or blood pressure, measuring EEG has a high time resolution. It
would be very useful for the e-learning system to respond immediately when the
learners feel bored.

As reported previously, after the powers of alpha, beta and gamma waves decrease,
all subjects raised their hands. Coherence at most electrodes pairs decreased before
raising their hands. These suggest that the decrease in the powers and coherence re-
flect subject’s bored feeling. Because there are some delays between the start of the
decrease in the decrease in power and coherence, and the timing of subjects raising
their hands, it seems that it may take some time for us to realize our bored feeling
after the response of EEG. In addition, performance ratio is not correlated with each
subjects. Therefore, it’s assumed using EEG powers and coherence is effective to
identify boredom.

Detecting boredom or learning state of a subject using EEG

)

. gw
T, w0 s gm0 w0 1o 200 sec

] ikt C
EEG Analysis

pr B

e-learning Education system

EEG Recording

Providing English learning materials

Fig. 8. Proposed e-learning system for learning English rhythm

Finally we propose e-learning system for learning English rhythm (Fig. 7). A
learner’s provided one of English learning materials via internet, and learn it while
his/her EEG is recorded. EEG analysis machine is analyzing the feature of EEG, for
example, the power and the coherence of EEG. When the machine is detecting the
increase in 0 power, the learner is learning the material with concentrated power, and
the system keep providing the materials. When the system detects that the feature of
EEG which reflects the learner’s bored feeling, the system exchanges the material to a
new one to refresh the learner’s brain.
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Conclusions

. The power of a, B, and y waves first kept constant after RIM learning and began to

decrease as each subject repeated a RIM lesson.

. Performance ratios during RIMs reached to 80% then the subject felt bored.
. All subjects had bored feelings after the power of a, , and y waves began to de-

crease. The change in 6 wave power was smaller compared with the changes.

. The coherence of a, B, and y waves began to decrease mainly along fronto-occipital

line except that of theta wave.

. All subjects felt bored after the coherence of a, B, and y waves started decreasing.
. The power spectra of 8 wave did not change significantly, and the coherence of it

changed with wide variability.

. E-learning system for learning English rhythm using EEG is proposed.
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Abstract. Home robotics is a continuously growing field in academic research
as well as commercial market. People are becoming more interested in ad-
vanced intelligent robots that can do housework and take care of children and
elderly. A brain-inspired intelligent system is a possible solution to make the
robot capable of learning and predicting risks at home. In order to solve diffi-
cult problems such as ambiguous situations and unclear causality, we propose a
robotic system inspired from human working memory functions, which consists
of an Event Map for storing observed information, and a Causality Map for
representing causal relationships through supervised learning. The two maps
couple together to enable the robot to evaluate various situations based on the
appropriate context. More importantly, the Causality Map takes into account the
dynamical aspects of physical attributes (e.g. the decreasing temperature of a
hot pot). Our case studies showed that this is a satisfactory solution for predict-
ing many risky situations at home.

Keywords: Home robotics, brain-inspired intelligent system, risk management,
causality, learning.

1 Introduction

Recently, home robots such as automatic vacuum cleaners and robotic pets have been
gaining popularity. People are expecting more advanced intelligent robots for doing
housework and security check. The prospect is optimistic as Bill Gates believes that
every home will have a robot [1], and South Korean Government stated that this pop-
ular home robot will be available by 2020 [2]. An important application of home ro-
bot is to look after elderly and children. In Japan, it is expected that the percentage of
population over 65 years of age will increase to nearly 30% after 2020 [3]. In USA,
there are nearly 2800 children die each year due to home accidents, which counts for
55% of all child deaths [4]. Indeed, looking after children and elderly requires a lot of
human efforts. Therefore, it will be very useful if an intelligent robot is available for
monitoring the home situation, providing a reliable evaluation of the safety / risk
level, and then giving an appropriate response.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 33-}0] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Learning and prediction of risks at home is a challenging problem. In particular,
for some home accidents, there exists a flexible time lag between the cause and the
effect (e.g. a knife was left on the table and then after a flexible time lag, a child
reaches the table). This kind of situation cannot be analysed by conventional methods
such as Granger causality which assumes a stable covariance within some time win-
dows [5]. Probabilistic methods such as Bayesian inference [6] is also not appropriate
in the case of home safety evaluation. For example, when a child is near a dining
table, it is not useful to say that there is a 70% chance that the child will be safe and
30% chance that the child will be in danger. The robot must identify the exact causal-
ity in order to make useful prediction.

In this paper, we develop a new method for a robot to learn and predict what is
dangerous and what is safe to a child by observing a teacher (e.g. a mother). This
method is inspired from human brain mechanism. The hippocampus manages epi-
sodic memories to encode past behavioural temporal events with emotional expres-
sions in accordance with the amygdala functions [7] and the prefrontal cortex plays a
prominent role in decision making, which is involved in episodic memories in the
hippocampus as contextual information [8]. In this sense, the prefrontal cortex is con-
sidered to maintain a function of logical reasoning by not only referring to semantic
memory but also episodic memory being coupled together [9,10]. Based on this, we
develop a robotic brain system which consists of an Event Map and a Causality Map.

2 The Robotic Brain System for Learning and Prediction of
Risks at Home

2.1 Problem Formulation

Suppose there is a robot observing and recording some events that happened in the
home environment. The goal of the robotic brain is to predict the consequences of
events, and identify if some of the predicted events are dangerous. Mathematically,
the problem can be formulated in this way:

G HE (x,y. )i =1 k) > {E;(x,y.0}(j =1,---,m) (1)

where {E;} represents some previous and present events located in a 2D space at
position (x,y) and time ¢ (from some previous time r=z¢,,, —Ar to the present time
t=t,. ), as recorded by the robot; G denotes the reasoning process which maps

now

some previous events (as causes) to some future events (as effects); and { E;-} repre-

sents the events in future at position (x,y) and some future time ¢ as predicted by
the robot. Some subsets of events in {E} may be dangerous (Fig. 1). In theory, it is

difficult to construct Fig. 1. According to Frame problem [11] and Butterfly effect
[12], an initial action causes changes in a large number of event-primitives in the real
world. In practice, however, we assume that after the robot learns from human ex-
perts, the prediction of risky events is sufficiently reliable. Based on Eq. 1, we formu-
late a brain-inspired model, which consists of an Event Map for representing events
({E;}and{E’}) and a Causality Map for defining the knowledge of causality (G).

Details of Event Map and Causality Map are explained below.
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Fig. 1. Problem formulation. We consider a set of all events that can happen at home. The robot
observes and records some events (blue circles). After that, it uses a reasoning process (repre-
sented as arrows in the figure). This reasoning process gives prediction to some future events
(purple and red circles). A subset of the predicted events can be dangerous (red circles). The
problem is: what is the best way for the robot to learn the events and the causality?

2.2  Event Map - Internal Representation of the External World

When the robot observes some events in the home environment, we assume that the
observed information would be decomposed into many event-primitives. This is based
on the fact that human brain also decomposes an object into different functional fea-
tures [13]. Event-primitives include the position, time, states and physical attributes of
an object. They are organized in a hierarchical structure, as shown in Fig. 2. We
assume that there are 3 classes of objects: people/animals; movable; and fixed. Exam-
ples of people/animals include child, mother, dog, cat, etc. Examples of movable ob-
jects include book, toy, pot, knife, etc. Examples of fixed objects include bathtub,
dining table, bed, sofa, etc. For each object, the robot keeps track of the states (how
people can treat the object) and attributes (physical properties of the object). Some
examples have been provided in Fig. 2.

The Event Map is used to store the position and time of events observed by the ro-
bot. From Eq. 1, we define an event-primitive {E,(x,y,)} which is the value of a
state or physical attribute of an object in the 2D space (x,y) and time ¢. Hence, an
event is defined as a change of state or physical attribute in the space-time. The values
of {E;(x,y,r)} may be Boolean or real numbers being normalized within O and 1. For
example, whether a knife is being sheathed or not can be described as 1 or 0; the tem-
perature of water can be described as a real number by normalizing between 0 and
100 degree Celsius; etc. These values are generated by observation of the robot.
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[ Objects |

\ /
= .\_T_//
People / ’
Fixed
Animals Movable
Child Mother Knife Pot Bath Tub Bed
State Attribute State Attribute

Being used/ Small/Big/Long |Empty/Filled |Size, Depth
Being carried/ |Steel/Ceramic  |Being used/Idle|Colour
Being placed |Sharp/Blunt Temperature
Being sheathed

Fig. 2. The robot has an ontological understanding on objects and their physical properties.
Values (in Boolean or normalized real number) of the states and attributes will be used as
event-primitives in the Event Map

2.3  Causality Map — Learning the Knowledge of Risks at Home

The Causality map is a neural network-type system that learns and stores the know-
ledge of causality. The Causality map consists of two learning mechanisms: synaptic
connections and intrinsic dynamics, which is recently discovered in neurons known as

“intrinsic excitability” [14]. In our model, a future event El' may occur due to occur-
rences of a combination of multiple previous events E,,E,,E; as shown in Fig. 3. As
a similarity to the synaptic plasticity, a weight w, . can be considered to change the

relationship between events, according to the learning.

Secondly, the intrinsic dynamics represents a dynamics of intrinsic property or val-
ue, as we mentioned event-primitives in the Event Map (Section 2.2). Important point
is that the value changes according to time, having specific time profile such as a flat,
decaying, growing, and Gaussian shaped function depending on the internal dynam-
ics. For example, a decreasing temperature of a hot pot can be modeled by a decay

function of the form E =¢ 77 according to Newton’s law of cooling, while

pot.temp
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the occurrence of a child playing with a toy can be modeled by a Gaussian function of

—(t=tg = o ) 121

2
the form E_y . =e v according to behavioral modeling [15], where

1, 1s the onset time of the event. Based on the Causality Map, the robot makes some
predictions of future events, which project back to the Event Map: {E;} — {E’}. If the

predicted events are risky, then the robot will make an alert signal.

Synaptic

Fig. 3. Basic design of Causality Map, which consists of intrinsic dynamics for describing the
internal changes of event-primitives with time, and synaptic connections for describing the
interactions between event-primitives

3 Case Studies

We provide some examples below to illustrate how Causality Map can represent dif-
ferent kinds of dynamical causal relationship between events.

3.1 Child and Bookshelves

Let us consider a child walking towards the bookshelves. There are many possible
future events: the child may take a book and read it; the child may climb up the book-
shelves for fun (but dangerous); or the child may just leave and go to another place;
etc. These possibilities are represented by connecting some arrows from event-
primitive child.position(x,y) = bookshelves.position(x,y) to some possible event-
primitives such as child.state = reading_book; child.state = climbing; etc. (Fig. 4).
One of the possible events (child.state = climbing) is risky. Therefore, the robot will
monitor the child and if necessary, prevent her from climbing.
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Child.state=
read book

\ Child.state=
7

climbing

Child.position=
bookshelves

e T~y Child.state=
do nothing

Child.state=
leave

mSSS

Fig. 4. An example showing the present state (the child walks towards the bookshelves) in blue
circle; and some possible future events in orange circles

3.2  Toy in Plastic Bag

Suppose the child receives a present which is a toy inside a plastic bag. There are
again many possible future events. The child may play with the toy; or the child may
play with the plastic bag (which is dangerous due to the risk of suffocation). In this
case, the robot considers two present states (child.position(x,y) = toy.position(x,y) and
child.position(x,y) = plastic_bag.position(x,y)). The two present states project some
possible future events as shown in Fig. 5.

N Child.state=
e play toy
Child.position=
toy
B < '""'**————,,,,,,} Child.state=
throw away
\ Child.state=
A
R play bag
Child.position=
plastic bag
B < '"""**————”.,,> Child.state=
throw away

Fig. 5. An example showing two present states (the child is near a toy which is inside a plastic
bag) in blue circles; and some possible future events in orange circles
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3.3 Temperature of Pot

Suppose the child walks towards a pot. There is a possibility that the child may touch
the pot in future. However, whether it is dangerous or not depends on the temperature
of the pot. In this case, the robot considers pot.attribute = temperature and uses this
information to decide whether the consequence is risky or not (Fig. 6).

) Child.state= L
— leave —
Child.position= /Q child.state=

pot \_ getburmed )
< S -

\\\ Child.state=
touch pot

Pot.position= M

stove \
Pot.attribute=
temperature

Fig. 6. An example showing the present state (blue circle) and future states (orange circles) of a
child. In addition, the physical property of a pot (green circle) is taken into account to evaluate
the risky level of consequences (red circles).

" Child.state=
not burned

4 Conclusion

In this paper, we introduced a theoretical framework of a brain-inspired model for a
robot to learn and predict risks at home. The system consists of an Event Map for
representing events happening in the home environment, and a Causality Map for
representing the dynamics and causality between events. We provided some examples
to show that this design can encode many different kinds of causal and dynamical
patterns. A rule based fuzzy cognitive map has been proposed to learn causal relations
[16]. In their approach, membership functions are used to provide a flexible combina-
tion of connections with different degrees of change, which can be incorporated into
the formulation of synaptic connection in our model. However, the fuzzy cognitive
map does not consider changes of individual properties that happen internally. In our
brain-inspired model, an important idea is that both synaptic and intrinsic parameters
are considered. This provides multi-dimensional flexibilities in representing causal
relations according to the spatio-temporal context. One unsolved problem is how to
provide a general form for the intrinsic dynamics and derive a unique learning rule. In
addition, we shall also need to solve implementation problems such as the limitations
of robotic observations by external sensors. We hope that by solving these problems,
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the important function of home safety evaluation will be achieved as soon as possible,
which will become a substantial benefit for the society.
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Abstract. We propose a computational model to extend the region of attention
in a visual scene. We assume that the visual information that is collected
through bottom-up process is integrated by various mechanisms of perception
process which in result further decides the attention regions of the object to ac-
curately determine the object. This cycle is known as perception-action cycle.
In our study we try to quantify relation between initial attention region and sur-
rounding regions using Gestalt principles.

Keywords: Visual attention, gestalt principles, action-perception cycle.

1 Introduction

A very common notion about human visual perception is that humans can perceive an
image in their visual field at once. However, recent research suggests that human
visual system is far more complex and various sub-processes are involved in a single
case of visual perception. Recent studies have shown that fragments of a visual scene
are focused or attended to in a scene perception. For example, Pettet and Gilbert
(1992), in their study, found dynamic activation changes in receptive-field size in
cat’s primary visual cortex. They claimed that neurons in low-level areas of the visual
cortex (V1) extract low-level features in their small receptive fields [1]. This indicates
the role of attention, which plays an important role by continuously moving and fo-
cusing on various parts of the visual scene to extract feature information in order to
understand the whole scene. In other words, first few attention induces actions (eye-
movement, etc) and estimates the perception result. This partial perception in return
guides attention and searches for relevant information from the scene to confirm and
complete the perception process. This process in which action and perception mutual-
ly contributes to each other is commonly known as ‘Action-Perception cycle’ [2].
Based on the above stated assumption that visual scene is represented by a set of
image fragments, our aim, in this research is to find meaningful regions or features
from bottom-up information of image fragments (like short contour elements, small
patches and so on) that attract human attention and consequently helps perception. In
this regard, Psychologists have proposed various models to explain what features

* Corresponding author.
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attract human attention and how human visual system organizes a complex visual
input (having different kinds of features) into unitary object(s). Gestalt principle is
one of those models, which explains the organization mechanism of features in hu-
mans [3]. In last few decades, several Gestalt principles have been suggested. Gestalt
attempts to describe how people organize visual elements into groups or unified
wholes when certain principles are applied.

In the field of computer vision, Gestalt principles are widely used in detection, res-
toration, and segmentation. Gestalt principles have been applied especially on seg-
mentation method. For example, Koostra and Kragic (2011) used an additional varia-
ble, Gestalt principle, to measure the goodness of a segment [4]. Similarly, Richtsheld
and his colleagues (2012) focused on finding relations between surface patches [5].
They used Gestalt principles to determine if patches belonged to same kind to form an
object.

The latest research on attention uses bottom up information based on human visual
system. Itti, Koch, and Niebur (1998) introduced a computational model of focal vis-
ual attention called the saliency map (SM) [6]. Saliency map is a brain-like vision
model that imitates receptive parts of human visual cortex. It uses bottom-up features
such as color, intensity, and edge information to infer salient regions and compare
them with surrounding environment. Jeong and Lee (2008) in their research used
entropy variation between different attention areas for finding meaningful boundaries
of an object [7].

In this paper, we propose a method to expand initial attention area, based on per-
ception-action cycle, by modeling three Gestalt principles namely (1) principle of
similarity, (2) principle of continuity and (3) principle of proximity. We also explain
our method of measuring these gestalt principles. Finally we present our experiment
results.

2 Background

2.1  Perception-Action Cycle and Spread of Attention

An action (like eye movement) can spark from previous perception experiences, if the
available information from a visual stimulus is insufficient to recognize it. Basically,
the perception-action cycle is the circular flow of information that takes place be-
tween the organism and its environment in the course of a sensory-guided sequence of
behavior towards a goal [2]. In our study we define “perception” as the gestalt relation
between initial attention area and surrounding area. It is calculated by basic features
in attention area such as color, edge and so on. The “action” is defined as shift of
attention, the extent of its movement in image, and its size of window to get sufficient
information. An indirect support for perception-action cycle comes from the study of
Roelfsema and Houtkamp (2011), They proposed an incremental grouping theory [8].
This theory addresses the spread of enhanced neuronal activity that corresponds to the
labeling of image elements with object-based attention. Fig. 1 shows an example of
incremental grouping theory. In this example, there are two zebras having their own
distinguishing features that have distinctive qualities from surrounding objects and
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background. For example, there are colors, contours and striped patterns. If we have
an initial attention area (which is located in the object), then it can be compared with
surrounding areas. The attention spreads until an object is represented as a perceptual
group (whole). It is a meaningful region even if the whole object does not cover the
attention boundary.
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Fig. 1. Incremental grouping in natural image (Source: Roelfsema et al. (2011), [8])

2.2 Gestalt Principles

Gestalt principles explain how parts are grouped as a unified whole by applying vari-
ous principles. In Gestalt theory, relations between elements are defined by several
characteristics. For example, similarity, proximity, common fate, connectedness, good
continuity, etc. These characteristics are also known as laws or principles of Gestalt.
Several brain studies have confirmed the application of Gestalt principles. For in-
stance, Wannig et al. (2011), recorded neuronal activity in area V1 of macaque mon-
keys and observed an automatic spread of attention to image elements outside of the
attentional focus when they were bound to an attended stimulus by Gestalt criteria [9].
This result shows neurological correlates of operating Gestalt principles. Fig. 2 shows
some images that are grouped differently using various principles of Gestalt. Humans
are aware about which part belongs to a group explained by which principle.
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Fig. 2. Examples of Gestalt principles: (a) Similarity, (b) Proximity, (c) Common fate (d) Con-
nectedness, (¢) Good continuation, (f) Common region

3 Proposed Model

Roelfsema et al. [8] conjectured that Gestalt grouping is implemented by connecting
neurons tuned to image features that are likely to belong to the same perceptual ob-
ject. Koostra and Kragic used Markov random field and graph-cut techniques for
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segmenting the object from the background. They tried to quantify seven Gestalt prin-
ciples to improve the accuracy of segmentation model.

Our study is partly motivated by Koostra and Kragic’s attempt to quantify Gestalt
principles in computer vision. In our model we focused on expansion of attention. We
gradually expand the area of interest using Gestalt relation between visual elements.
For implementing our model, we define an attention region with 30x30 window. It is
an atomic element which can formulate relations with other regions (see Fig. 3 (b)).
Initial attention point is given by maximum of the result of saliency map [6].

An attention region can consist of foreground and background, and distinguishing
them is a problem. For example, consider the problem of background and foreground
recognition in Rubin’s cup problem (Fig. 3 (a)). In this optical illusion, people can not
see two faces (with black as a foreground) and a cup (with white as a foreground) at
the same time. To solve this problem, however, in our method, we select the object or
foreground part using saliency map and assume that densest part is more likely to be
an object.

(a) (b) Background Background

—
Comparison _\_/_
Object Object

Initial Attention region Attention region

Fig. 3. (a) Rubin’s cup, (b) The comparison between two attention regions

In our model, we consider three Gestalt principles for defining attention region name-
ly (1) similarity, (2) good continuation and (3) proximity.

First, the principle of similarity is defined by the similarity of features. The color
similarity is measured as:

G, =1- VIv1[?+ [v2]2=2[vy|[v2| cos 6 n

VIval?+ vz12+2|v1[[vz] cos

lv;| = \/Toiz + goi* + boi2 (2)
__ To01702%901902+bo1bo2
cosf = [vl[val )
Gcc = \/0.59(7’0 - Tb)z + 0-3(go - gb)z + O-ll(bo - gb)z (4)

Color similarity G, is calculated from RGB vector (v;) between interest areas [10].
Ty, 9o, b, is respectively mean of color in object region and have unit norm. Color
contrast G.is defined as weighted distance in RGB color vector. 13, gy, by is re-
spectively mean of color in background region and have unit norm.

The principles of good continuation is defined by the continuous and smooth con-
tour of the object.
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ch = %ZiECK (5)
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(6)

C in formula (5) is the set of all contour points. N is total number of contour points.
K in formula (6) is curvature of contour.

And the principle of proximity is defined by Euclidean distance and grouping
range is limited.

Gy = (i — )2+ (v; —¥)? (7

A relation between various attention regions can determine the extension of atten-
tion region. A visual representation of our proposed model is shown in Fig. 4.
Initial |—>] Measure

a G(x) > =
Attention G(X) Threshold
No.
Attention

expansion

Gestalt

Fig. 4. A visual representation of attention model based on Gestalt principles

4 Results

To test our method we implemented it on several images. Fig. 5 shows the sequence
of our model. First, initial attention region is acquired from saliency map. Initial at-
tention region is the point of maximum density of saliency map and is compared with
visual search process by parallel mechanism of attention in feature integration theory
[11]. Perception occurs using several basic features such as color and contour of edge.
Attention region is expanded by the relation of perception based on three Gestalt prin-
ciples namely color similarity, continuity and proximity. Color similarity was used
based on the assumption that an object is of one and same color. Continuity and prox-
imity are used to restrict spreading direction and distance. The Gestalt relationship
between initial attention region and surrounding region is expressed like a saliency
map. We integrate those maps, and shift of attention is accomplished using this inte-
grated map. At the end of this process, we can get a part of object. Next we present
visual representation of our method as well as some of the results.

Fig. 6 explains the expansion of attention region by the iteration of the method in
Fig. 5. Fig. 6 (a) is the original image and has two major locations of attention from
saliency map that are specified from maximized region of saliency density. Fig. 6 (b)
shows the relation image of color similarity, edge continuity and location proximity
by Gestalt principles. When it is integrated, it generates Gestalt relation map and the
shift of attention can be determined by Gestalt relation map. A cumulative attention
by shift expands attention part. Fig. 6 (c) is the same process as with Fig. 6 (b) from
the second location of initial attentions.



46 H. Jo, A. Ojha, and M. Lee

Perception

=8 @

Gestalt relations
integration

Gestalt relation map

Tacremental Grouping

Action

Expanded attention Shift of attention area

Fig. 5. The Sequence of our model

Fig. 6. The expansion of attention parts of an object using our method : a) Shift of attention by
saliency map. We can get initial attention location from maximum density of saliency map. b),
c) Spread of initial attention. It shows Initial attention, color similarity, continuity, proximity,
integrated gestalt map, shift of attention, expanded boundary of attention, expanded region of
attention. b) made from fist initial region, ¢) made from second initial region.

This process can be explained as ‘Action-perception cycle’ again. First, the percep-
tion occurs in initial attention area. Second, the area of attention is expanded using
gestalt relations. This is the ‘action process’. The combination of each attention part is
used in recognition of the object (Perception). Fig. 7 shows the expansion area for
several objects.
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Fig. 7. Expanded region of attention

5 Conclusion and Future Works

In this paper, with the assumptions of perception-action cycle, we explored how per-
ception result and information integration mechanism affect human visual attention.
We tried to implement a computational model by quantifying Gestalt principles to
determine the attention region in visual stimulus. We also explained our method of
quantifying principles of similarity, continuity and proximity using primary informa-
tion in visual system such as color, edge, and so on.

As aresult, when an initial attention area is given, the result of perception, which is
obtained by bottom-up information, determines next location of attention. The itera-
tion of this process can define partial region of object.

Existing research on saliency map theory defines saliency region of a scene by fea-
ture integration with color and edge information. But in our study we achieve this
goal of defining salient region by integrating Gestalt principles which also confirm to
the assumption of “Action-Perception cycle”. We assume that our approach is novel
and closer to human visual perception mechanism and can generate better results in
object recognition. .

In our future research, we plan to quantify more laws of Gestalt and selectively
choose relevant principles in a visual scene. We also plan to analyze the relationship
between the flow of the gaze and gestalt principles.

Acknowledgment. This work was supported by the Industrial Strategic Technolo-
gy Development Program(10044009) (50%) funded by the Ministry of Knowledge
Economy(MKE, Korea) and also supported the Converging Research Center Program
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Abstract. We studied a triggered initiation of retrograde propagation
of an action potential in a one-dimensional cable of FitzHugh-Nagumo
models. The triggered events occurred in the phase-dependent manner. A
single stimulation induced alternation in action potential duration at the
peripheral part of the pacemaker elements. The retrograde propagation
automatically stopped.

Keywords: Triggered event, FitzHugh-Nagumo model, Wave
propagation.

1 Introduction

Complex patterns of excitatory wave, such as spiral wave [I] or rotors [2], appear
in an excitable media. An abnormal wave propagation may lead to undesired
results, such as cardiac arrhythmia. Such abnormal activity can be initiated
at an ectopic focus or spatial inhomogeneity in the electrical properties of an
excitable media. The abnormal activity paroxysmally initiates and stops.

The premature beat is an occasional premature depolarization in the heart.
In the non-sustained premature ventricular contraction, two or more premature
beats in a row appear between normal cardiac beats. Those abnormal beats
automatically stop. Rapid excitatory event may introduce a fatigue in a cell. If
the fatigue is accumulated, an abnormal activity is terminated.

Beat-to-beat changes in the shape of action potential has been considered to
associate cardiac arrhythmia [3]. The shortening of the action potential dura-
tion (APD) allows to sustain the spiral wave. A beat-to-beat alternation may
lead to instability of the spiral wave [4]. A cascade of bifurcations of the wave
propagation can result in an unstable pattern of the cardiac electrical activity [5].

An electrical stimulation leads to dynamical changes in an excitatory wave
propagation. In a model study, a single stimulation induces sustained repetitive
activity in a one-dimensional cable of excitable cells [6]. In their model, ectopic
pacemaker cells were assumed. The sustained retrograde propagation is triggered
by a single stimulation. Another stimulation is needed for the termination of the
retrograde wave propagation.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 49-54] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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In the present study, pacemaker elements were located at the end of a one-
dimensional cable of the excitable elements. The excitatory wave evoked by the
pacemaker elements was bound in the neighbors. A single stimulation triggered
the retrograde wave propagation in the phase-dependent manner. The retrograde
wave propagation automatically stopped.

2 Methods

#0 #1 #97 #98 #99
HEEEEEEEECEEEEEE

Fig.1. A one-dimensional cable of the FitzHugh-Nagumo models. The cable consists
of 100 FHN elements. The right 3 elements are periodically fired by a constant de-
polarizing bias current. The left 10 elements are stimulated by a short depolarizing
pulse.

The cell model was the FitzHugh-Nagumo (FHN) equations. A one-dimensional
cable of the FHN model was described as follows:

) 0%

Iy :D6x2 +o(l—v)(v—a)w+1 (1)
ow

o = e(v —w) (2)

where v is the fast variable and w is the slow variable. D was a diffusion constant
and [ is a constant bias current. The parameters were a = 0.139, ¢ = 0.005, and
D/(Ax)? = 0.038.

A one-dimensional cable consisted of 100 FHN elements (Fig.[Il). The right end
of the cable was assumed to be abnormal pacemaker elements (#97 - #99). The
pacemaker elements were depolarized (I = 0.08), and consequently spontaneous
firing occurred. Other elements were excitable, but not spontaneously active
(I =0).

A single shot was given 10 elements at the left end of the cable. The duration
of the stimulus pulse was 10(= 1000 steps). The amplitude of the stimulus pulse
was 2.

An action potential was repeatedly generated at the pacemaker elements.
When D/(Az)? was below 0.042, the propagation of an action potential was
bound in the peripheral part of the pacemaker elements. However, when D/(Az)?
> 0.036, an action potential evoked by a short depolarizing pulse propagated
from the left end of the cable to the right end.

The element #91 was near the edge of the peripheral part of the pacemaker
elements. The element #91 was forced to fire due to the pacemaking elements.
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Fig. 2. Definition of the phase. The upper trace is the fast variable v of the element
7#88. The lower trace is the fast variable v of the element #91. The phase of the
simulation ¢ is T1/Tp.

Figure [ shows the definition of the phase of the stimulation. Ty was the in-
terspike interval immediate before the arrival of the stimulation at the element
#91. T1 was the spike interval of the element #88 since the last action poten-
tial of the element #91. The phase ¢ of the stimulation was defined as T /Tj.
The stimulation might elicit an action potential at the element #91 or lengthen
the interspike interval. We measured the action potential duration (APD) after
the stimulation. The APD defined as the time from 0.2 on the upstroke of an
action potential to 0.2 on the repolarizing curve of action potential. Before the
stimulation, the mean APD of the element #91 was 40.9 ms.

A explicit Eular scheme was used for the numerical integration. The time step
(At) was 0.01. Neumann boundary conditions were used.

3 Results

Wave propagation induced by the pacemaker elements was limited in the periph-
eral part of the pacemaker elements. The excitatory wave did not reach the left
end of the cable. The stimulation to the left 10 elements elicited an excitatory
wave (Fig. Bh). The wave front reached near the pacemaker elements at ¢ =
0.33. This excitatory wave did not induced retrograde wave propagation from
the pacemaker elements (Fig. Bh).

When the timing of the stimulation was slightly delayed (= 2000 steps delay),
the excitatory wave evoked by the stimulation induced the retrograde wave prop-
agation (Fig. Bb). The retrograde wave propagation occurred after the arrival of
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Fig. 3. Triggered initiation and spontaneous termination of the retrograde wave propa-
gation. The horizontal axis is the cell number. The vertical axis is time. The membrane
variable v was plotted every 5000 steps. a) ¢ = 0.33. The stimulation does not induce
the triggered wave propagation. b) ¢ = 0.42. The action potential retrogradely propa-
gates from the right end of the cable to the left end. The retrograde wave propagation
automatically stops after three action potentials. ¢) ¢ = 0.9. The retrograde wave
propagation is not repeated.

the stimulation with a delay. A single stimulation triggered the wave propaga-
tion from the pacemaker elements. Three action potentials in a row appeared.
The retrograde wave propagation automatically stopped.

The number of the triggered events depended on the timing of the simulation.
In the early phase (¢ = 0.12 ~ 0.38), the triggered event did not occur. In the
middle phase of the period (¢ = 0.42 ~ 0.50), 3 action potentials were allowed
to propagate retrogradely. In the late phase (¢ = 0.55 ~ 0.99), 1 or 2 triggered
action potentials occurred (Fig. Bk).

Figure @ shows the trace of the fast variable v of the peripheral part (#90 and
#91) and the pacemaker element #99. The stimulation failed to elicit an action
potential of the element #91. After a long pause of the failure of excitation,
a wide (APD = 43.4 ms) and high amplitude action potential appeared. The
stimulation lengthened the interspike interval. The wide action potential of the
element #91 elicited an action potential of the neighbor elements retrogradely.
The retrograde wave propagation was initiated. The wide action potential was
followed by a small depolarization (APD = 6.0 ms). The small depolarization
did not evoke an action potential of the neighbors. A second wide action poten-
tial followed the small depolarization. The alternation of APD appeared several
times. The APD alternation eventually ceased. The APD returned to the stable
duration. Consequently, the retrograde propagation stopped.

When the stimulation arrived in the late phase of the period, the wide action
potential occurred immediately after the stimulation. However, the first wide
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Fig. 4. The retrograde wave propagation. The stimulation (#88) elicits an action po-
tential of the element #91. The large or small action potentials alternatively occur at
the element#91. The alternation in action potential duration lasts several times after
the stimulation. The thick arrow indicates the direction of the wave propagation.

action potential was blocked by the refractory period of the element #90. The
second wide action potential was allowed to elicit an action potential of the
neighbors. As the first wide APD did not contribute the retrograde propagation,
the number of the triggered events reduced.

When the stimulation arrived in the early phase, the stimulation failed to
elicit an action potential at the element #90. This is because the wave front of
the simulation met a refractory period of the element #90. The stimulation was
blocked before the element #91.

4 Discussion

The present study shows the triggered initiation and automatic termination
of the retrograde wave propagation. A single stimulation at a critical phase
initiates repetitive retrograde wave propagation. The wave front with a wide
APD sequentially evokes an action potential of the neighbors. As the action
potential duration returns to the stable value with time, the retrograde wave
propagation was automatically terminated.

The triggered retrograde wave propagation depends on the phase resetting
property of the peripheral part of the pacemaker elements. As the peripheral
part is driven by the pacemaker elements, the periodic oscillation occurs. When
the stimulation arrives in the middle phase of the period, the interspike inter-
val is lengthened. The long interspike interval escapes the refractory period of
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the neighbor. Therefore, the retrograde wave propagation is drawn from the
pacemaker elements. The stimulation at the late phase shortens the interspike
interval. Such immediate response is blocked by the refractory period of the
neighbor. This reduces the number of the triggered events.

A one-dimensional cable model proposed by van Capelle and Durrer [6] pos-
sesses the bistability: repetitive firing and quiescent. The cable is initially stable,
but the stimulation starts periodic firing. The bistability provides a mechanism
for the triggered activity of a network model of cardiac cells. In their network
model, arrhythmia does not stop automatically. The termination of arrhythmia
needs an extra stimulation. A fatigue term is necessarily introduced into the cell
model for automatic termination of the retrograde propagation. The fatigue term
reduces the excitability of the model cells during firing. Bub and his coworkers
have reported bursting calcium rotors in cultured cardiac monolayer [7]. The cal-
cium rotors paroxysmally start and stop. The triggered activity is reproduced by
introducing spatial heterogeneity in their model [§]. Their cell contains a fatigue
term. The present cable of the FHN models automatically stops after several
wave propagation without a fatigue term.

A single stimulation draws the retrograde wave propagation out from the
caged pacemaker activity in a one-dimensional cable of the excitable elements.
The retrograde wave propagation automatically stops after two or three action
potentials. Those features of the present cable are potentially a model for the
non-sustained premature ventricular contraction. The number of the triggered
events is determined by the adaptation time of the APD alternation. If the
APD alternation lasts, the retrograde wave propagation turns into the persistent
activity.
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Abstract. The paper presents a method for the classification of EEG
data recorded in two cognitive scenarios, a relaxing and memory task.
The method uses a reservoir of spiking neurons that are activated by the
spatio-temporal EEG data. The states of the reservoir are periodically
read out and classified producing in a continuous classification result over
time. After suitable optimization of the model parameters, we achieve
a test accuracy of 82% on a small data set. Future applications of the
proposed model are discussed including its use for an early detection of
a cognitive impairment such as in Alzheimers disease.

Keywords: Spiking Neural Networks, Liquid State Machines, Reservoir
Computing, EEG data classification, Cognitive tasks.

1 Introduction

Intellectual functioning including memory testing is a commonly used diagnosis
tool to characterize the state of cognitive impairments such as Alzheimer’s dis-
ease. In this paper, we investigate the idea to use the classification ability of a
machine learning algorithm as an indicator for the detection of memory related
cognitive diseases. We have collected EEG recordings from a single healthy sub-
ject performing a relaxing and a memory task; the latter represents the cognitive
scenario. If the subject is healthy, a distinct difference between the EEG record-
ings of the two scenarios is expected and a classification algorithm should be
able to tell the memory and relax scenarios reliably apart. Therefore, if a high
classification accuracy is observed, the subject is expected to be healthy. On
the other hand, if the classification performance is poor, it may be an indicator
for memory related cognitive disease. In this paper, we investigate a brief proof
of concept only. We are especially interested in establishing the suitability of a
reservoir computing approach for the described learning scenario. Reservoir com-
puting has reported promising results on the detection of epileptic seizures [1]
and the classification of motor imagery based on EEG data streams [6]. While
the above studies have investigated the suitability of Echo State Networks [4],
we explore Liquid State Machines (LSM) [7] for classifying spatio-temporal EEG
signals in this paper.
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2 SNN Model and Experimental Setup

An LSM consists of two main components, a “liquid” (also called reservoir) in the
form of a recurrent Spiking Neural Network (SNN) [3] and a trainable readout
function. The liquid is stimulated by spatio-temporal input signals causing neural
activity in the SNN that is further propagated through the network due to its
recurrent topology. Therefore, a snapshot of the neural activity in the reservoir
contains information about the current and past inputs to the system.

The function of the liquid is to accumulate the temporal and spatial infor-
mation of all input signals into a single high-dimensional intermediate state in
order to enhance the separability between network inputs. The readout function
is then trained to transform this intermediate state into a desired system output.

2.1 EEG Data Related to a Cognitive Memory Task

EEG data was collected using a standard 14-channel EEG recording devicdl.
The tool is affordable, easy to transport and users do not need to be experts to
manipulate it. The data was collected following two scenarios which were labelled
as either the “relax” or the “memory” scenario. The EEG data was recorded from
a single healthy subject over a period of 40 seconds for each of the two scenarios.
The length of a session was chosen in accordance with the duration of the memory
task. Brief test periods are preferred because they are more reliably to reproduce
even if the participants are affected by a particular disorder [2]. The experiment
labelled “Relax” was recorded with closed eyes, in order to avoid disturbing
artefacts from blinking and the subject was asked to avoid thinking or planning
thoughts as much as possible. For the “memory” experiment the Stenberg’s
Memory Scanning Test (SMT) was adopted. The experiment was performed
using the NBS Presentation softwardd. The SMT method is used in a wide range
of scientific areas as it is an easy and practical model for evaluating information
processing in working memory [2]. Both scenarios were each repeated for five
times resulting in 2 x 5 = 10 sessions with a total of 400 seconds of recorded
data altogether.

Fig. M depicts the recorded EEG time series for each channel and each session.
Each plot contains two EEG traces, one for each class label (either “relax” or
“memory” scenario). Due to the limitations of the used EEG device and the
more or less informal recording conditions, some parts of the data might be
impacted by artefacts and noise (cf. e.g. channel 8 in session 4). For the further
processing, the recorded data was normalized by scaling it to zero mean and
unit standard deviation and extreme outliers (values outside the first and 99-th
percentile) were replaced by the mean of the time series of the corresponding
channel.

The ten sessions were concatenating into a multiple time series containing the
14 EEG channels. The data mining task studied in this paper is to classify the
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Fig.1l. EEG data recorded in 2 x 10 sessions (five sessions for each task) using a
14-channel (C1 to C14) EEG recording device

data on-line while it streams into a classification algorithm. Our goal is to be
able to detect the scenario type of a (short) sequence of EEG activity using a
Liquid State Machine approach.

2.2 Encoding EEG Data into Spike Sequences

The time series data obtained from the EEG device is presented to the reservoir
in the form of an ordered sequence of real-valued data vectors. In order to obtain
an input compatible with the SNN, each real value of a data vector is transformed
into a spike train using a spike encoding. In [II], the authors explored two
different encoding schemes, namely Ben’s Spike Algorithm and a population
encoding technique. Since only the latter one reported satisfying results on a
temporal classification task, we restrict our analysis to this technique. Population
encoding uses more than one input neuron to encode a single time series. The idea
is to distribute a single input to multiple neurons, each of them being sensitive
to a different range of real values. Our implementation is based on arrays of 50
receptive fields with overlapping sensitivity profiles as described in [9]. We refer
to the mentioned references for further details and examples of this encoding
algorithm.

As a result of the encoding, input neurons emit spikes at predefined times
according to the presented data vectors. The input neurons are connected with
a random set of reservoir neurons. The connection weights between input and
reservoir neurons are initialized uniformly in the range [—1, 1JnA and then scaled
using a linear scaling factor wi,. As a consequence, after scaling the input weights
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are in the range [—wiy, win] nA. Configuring parameter wi, is very important,
since it determines how strong the state of the reservoir neurons is influenced by
the input signal. A low input scaling factor decreases the influence of the input
signal and increases the influence of the recurrently connected reservoir neurons.
Thus, by carefully adjusting parameter w;i,, we decide how strongly the network
responds to the input and how strongly it reacts to the activity generated by its
reservoir neurons.

2.3 SNN Reservoir Structure

For the reservoir, we employ the Leaky Integrate-and-Fire neuron with expo-
nential synaptic currents and a dynamic firing threshold [10] along with dy-
namic synapses based on the short-term plasticity (STP) proposed by Markram
et al. [§]. We generate a recurrent SNN by aligning 1000 neurons in a three-
dimensional grid of size 10 x 10 x 10 in which the neurons are interconnected
using the small-world pattern described in [7]. More details on the creation of
this network and a complete description of all SNN parameters are given in [IT].

2.4 Readout and Learning

A typical readout function convolves every spike by a kernel function which
transforms the spike train of each reservoir neuron into a continuous analogue
signal. We use an exponential kernel with a time constant of 7 = 50ms. The
convolved spike trains are then sampled using a time step of 10 ms resulting in
1000 time series — one for each neuron in the reservoir. In these series, the data
points at time ¢ represent the readout for the presented input sample. Readouts
were labelled according to their readout time ¢. If the readout occurred at a time
corresponding to either a relax or a memory session, then the corresponding
readout is labelled accordingly.

The final step of the LSM framework consists of a mapping from a readout
sample to a class label. The general approach is to employ a machine learning
algorithm to learn the correct mapping using the readout data. Since the readout
samples are expected to be linearly separable with regard to their class label [7],
a comparably simple learning method can be applied for this task. From the
labelled readouts, we compute a ridge regression model for mapping a reservoir
readout sample to the corresponding class label. Ridge regression is essentially a
regularized linear regression that can counteract model over-fitting by adjusting a
regularization parameter c. We explored suitable configuration of this parameter
in the experiments presented below.

3 Modelling EEG Data and Experimental Results

The LSM has a large number of parameters which have to be carefully adjusted in
order to obtain satisfying classification results. We have worked with these type
of neural networks in other studies [L0/I1] and we have identified some critical



SNN for On-line Cognitive Activity Classification Based on EEG Data 59

variables which require careful optimization. These variables are the scaling wi,
of the input weights, the scaling ws of the connection weights of the reservoir, the
connection density A of the reservoir neurons and the regularization parameter
« that is used for learning the mapping of the reservoir state to the class label.

3.1 Parameter Optimization

We have performed a grid search in which 400 network configurations are eval-
uated regarding their test accuracy. We investigate all possible combinations of
the following parameter options: wi, € [5,10,20,40,60], ws € [5, 10,20, 40, 80],
A€ 3,8 and « € [0, 1,5, 10, 20,50, 75, 100].
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Fig. 2. Grid search for suitable parameter configurations for the LSM

The results of this grid search is reported in Fig. 2l Each point in this plot
represent one of the 400 configuration tested during the grid search. The y-axis
represents the test accuracy of the trained model which is our performance metric
for this study. Since the data is perfectly balanced (identical number of instances
for both classes), a test accuracy of 50% corresponds to a random classification
of the data.

In the figure, we clearly note the impact of the regularization parameter a
which directly controls the generalization capabilities of the trained model. If the
regularization is too small/large the regression model over/under-fits the data.
Also the input scaling has a considerate influence on the working of the model
although the rule of this influence is less clear. The network density does not
seem very important for this data set. From the grid search we select a = 1,
wip = 40, ws = 10 and A = 3 as the most suitable configuration.
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3.2 EEG Classification

Fig. Bl shows the outputs obtained from each of the individual processing steps
of the LSM framework using the findings obtained in the previous section. Our
data consists of a set of 14 time series over a time window of 2 x 5 x 40 seconds
sampled at 128Hz. We have down-sampled this time series to 13Hz (keeping only
every 10-th data sample) resulting in 5160 data frames. A frame was fed every
1ms as an input to the LSM which in turn was simulated for 5160ms, cf. Fig. [BA.

The encoded spike trains (population encoding) derived from the time series
are depicted in [BB. The figures show a raster plot of the neural activity of the
input neurons over time. A point in these plots indicates a spike fired by a
particular neuron at a given time.

The obtained spike trains were then fed into a reservoir resulting in charac-
teristic response patterns of the reservoir neurons, cf. Fig. BIC. The reservoir is
continuously read out every 10ms of the simulation time using the technique de-
scribed in section 24 Fig. BD shows the readouts over time for the population-
encoded reservoir inputs. The color in these plots indicates the value of the
readout obtained from a certain neuron; the brighter the color, the larger the
readout value.

The learning and classification step of the LSM framework is presented in
the last plot of Fig. Bl The ridge regression model was trained on the first 3100
time points of readout data (60% of the entire time series) and then tested on
the remainder of the time series. The raw output of the regression model was
smoothed using a moving average with a small window size of 10 time points.
Finally, we discretized the smoothed output using a simple threshold model with
a cutoff value of 0.5. More specifically, if the regression reported a value larger
than 0.5, then the sample was classified as the “memory class” and otherwise as
the “relax class”. The model reported an expected excellent classification on the
training data (100%) and a satisfying classification accuracy on the testing data
(82.3%). The alternating pattern of the relax and the memory sessions is clearly
visible from the model output and additional post-processing could potentially
further improve the results. Despite possible over-fitting of the regression model,
we could not improve the test accuracy by simply increasing the regularization
parameter .

4 Conclusions and Future Directions

From the here presented results, it seems principally possible to distinguish be-
tween the described two cognitive scenarios. Considering the short training pe-
riod, the noisy nature of the data, its rather informal collection and the technical
limitations of the EEG reading device, the initial results seem very acceptable.
However, more extensive evidence is needed to establish the feasibility of a purely
data driven diagnosis method for memory related diseases. Further improvement
of the classification accuracy could be obtained by replacing the simple regres-
sion learning with more sophisticated learning techniques, e.g. the recently intro-
duced NeuCube architecture [5], and through the automatic selection of relevant
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features (EEG channels). Future work could involve the acquisition of a more
suitable data set that also involves the EEG recordings from subjects suffering
from cognitive diseases.
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Abstract. A vast amount of complex spatio-temporal brain data, such
as EEG-, have been accumulated. Technological advances in many disci-
plines rely on the proper analysis, understanding and utilisation of these
data. In order to address this great challenge, the paper utilizes the
recently introduced by one of the authors 3D spiking neural network en-
vironment called NeuCube for spatio-temporal EEG data classification.
A methodology is proposed and illustrated on two small-scale examples:
classifying EEG data for music- versus noise perception, and person iden-
tification based on music perception. Future development and usage of
the NeuCube environment can be expected to significantly further the
creation of novel brain-computer interfaces, cognitive robotics and med-
ical engineering devices.

Keywords: EEG, spatio-temporal data, spiking neural networks, music
perception, NeuCube.

1 Introduction

Over the last couple of decades a vast amount of information about struc-
tural and functional characteristics of the human brain has been accumulated
[12845]. An enormous quantity of Spatio-Temporal Brain Data (STBD) has
been collected, such as: Electroencephalogram (EEG) [6/7], Magneto Encephalo-
graph (MEG) [§], functional Magnetic Resonance Imagining (fMRI) [QJI0ITT],
gene expression data related to brain states [12], etc. However, the analysis of
this type of data presents a challenge to researchers. Traditional methods, such
as Multiple Linear- and Logistic Regression, Support Vector Machines (SVM),
Multilayer Perceptron Neural Networks, Hidden Markov Models, rule-based sys-
tems, etc. have been used with limited success [13] for the classification of EEG
data [6l7]. All these methods emphasise either the spatial or temporal compo-
nent of the data, but do not take into account their dynamic interaction, and

* Corresponding author.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 63-FJ] 2013.
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neither can they accommodate multimodal STBD and prior information about
the source of this data. They are therefore less appropriate for the classification
and interpretation of brain data than the approaches discussed below.

The brain represents and processes information in the form of many trains
of temporal electrical potentials that can be considered binary events (spikes)
and are transferred between neurons through synaptic connections. Through
learning from data the synaptic connections are modified to reflect more pre-
cisely the timing of the data from the sensory inputs. And this is one of the
principles of spiking neural networks (SNN), considered the third generation
of brain-inspired neural network techniques [16]. SNN methods and engineering
systems have been developed for: learning from data [T4[I5IT6I17]; system design
and implementation [I8/I9]; encoding continuous input data into spike trains,
such as the silicon retina [20] and the silicon cochlea [21] sensory devices; neu-
rogenetic computation [22J23]; high performance and neuromorphic engineering
systems and supercomputers [24]25].

Promising features of SNN are: compact representation of space and time;
fast information processing; time-based and frequency-based information rep-
resentation. They are therefore more appropriate for use with brain data, as
this is inherently spatio- and spectro-temporal. Recently novel SNN methods for
spatio-temporal pattern recognition were developed [3I]. Among them are two
types of evolving SNN classifiers (deSNN [26] and SPAN [27]), and pilot appli-
cations for moving object recognition and simple EEG data classificatiorf]. This
paper develops further this research towards EEG STBD classification using the
framework recently proposed by Kasabov for STBD — NeuCube [28].

2 The NeuCube Framework for STBD

The NeuCube framework (fig.1) consists of:

— A module for encoding input data into spike sequences. Input STBD are
encoded into trains of spikes that capture the data temporal characteristics
using for example some of the following methods: Population Coding [19];
Address Event Representation (AER) [20/21]; Bens Spike Algorithm [26].
In the AER method for example a spike (either positive or negative) is
generated if only the difference between two consecutive values of an input
variable is above a defined threshold, thus capturing temporal differences in
the data.

— A 3D SNN reservoir (SNNr) of leaky integrate and fire model (LIFM) neu-
rons. The spike trains are entered into the reservoir (SNNr) where each
neuron has predefined 3D spatial coordinates. The STDP learning rule [14]
is applied that will allow the SNNr to create connections based on temporal
associations between input spikes.

— Output classification module. Neurons from the 3D SNNr are connected to
neurons in the output classification module and spiking activity patterns of
the SNNr are continuously passed as input information to the classifier.

! http://ncs.ethz.ch/projects/evospike
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Fig.1. A block diagram of the NeuCube framework (from [28])

— Gene Regulatory Network (GRN) module for parameter control and opti-
misation of SNNr (optional). GRN models can also be added as additional
parameters to control the activity of the neurons in the SNNr.

NeuCube utilises for the first time the following principles for the design and
development of a system for STBD modelling and pattern recognition:

1. The same paradigm, spiking information processing, that generates STBD
at a low level of brain information processing, is used to represent and to
process data.

2. An information model, created for STBD, will not only use the available
data, but also using prior knowledge, namely structural and functional in-
formation about the source of the data. The SNN system has a spatial struc-
ture that approximates spatially located areas of the brain where STBD is
collected.

3. Brain-like learning rules, such as STDP [I4], are used to learn temporal
cause-effect relationships between spatially distributed neurons in the SNN
system to reflect on spatio-temporal interaction in the input data.

4. The system is evolving as previously unknown classes could be added incre-
mentally as a result of new STBD patterns being learned and recognised,
which is also a principle of brain cognitive development [29].

5. The system will always retain a transparent spatio-temporal memory that
can be mined and interpreted either in real time or retrospectively for new
knowledge discovery.

6. The system is able to recognise and predict the outcome of a new STBD
pattern that is similar to previously learnt ones even before the new pattern
is fully presented to its inputs.
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3 Methodology for EEG STD Classification in the
NeuCube Environment

The following methodology is proposed here for EEG STD classification imple-
menting the block diagram from Fig. 2 with the use of NeuCube:

1. Collected EEG signals are encoded into trains of spikes using the Address
Event Representation (AER) method.

2. These spike trains are entered into a reservoir SNNr with 1471 spiking neu-
rons. For EEG we use the mapping of EEG channels into the Talairach
template coordinates from [30]. The 3D coordinates of the neurons in the
SNNr correspond to the Talairach coordinates [2] so that any EEG data for
an arbitrary human subject can be mapped into the 3D SNNr.

3. All 1471 neurons from the 3D SNNr are connected to neurons in the output
classification module and spiking activity patterns of the SNNr are contin-
uously passed as input information to the classifier. As a classifier we use
deSNN [26].

4. EEG STBD is learned in the 3D SNNr in an unsupervised mode using the
STDP learning rule [I4].
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5. After that the training EEG STBD is propagated again and a classifier is

trained in a supervised mode to recognise labelled patterns from the SNNr.

The system is tested on test EEG STBD.

If necessary, parameters are optimised for a better performance

8. The system is analysed for a better EEG STBD understanding and new
knowledge discovery.

N

As an illustration, Fig. 3 shows the spiking activity (a) and connectivity of
a SNNr of 1471 neurons trained on EEG STBD collected through a 14 channel
EEG wireless headset (Emotiv) before training - (b) and after training - (c).
It can be seen that as a result of training, new connections have been created
that represent spatio-temporal interaction between EEG channels captured from
the data. The connectivity can be viewed dynamically for every new pattern
submitted.

4 Examples of EEG STBD Classification in NeuCube

As an illustration of the above methodology here we use two examples of EEG
data classification of music perception. Data was collected with the use of the
14 Emotiv channels: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8,
and AF4, as labelled in the standard International 10-20 scheme. Two scenarios
are presented.

In the first scenario EEG data was collected from a single subject with the ob-
jective to classify EEG data of music versus noise perception. Each of the stimuli
was presented 6 times for a duration of 10 seconds each, altogether 12 sessions.
Six sessions were used for training the NeuCube system and six for testing (Fig.
). The test results indicated 100% accurate classification on training data and
83.33% classification accuracy on test data (one session of music was classified
incorrectly as noise).

In a second scenario, the research question was if perception of music can be
used to identify a person. EEG data from two subjects was collected in the same
way above, with the same music used as stimulus. The trained NeuCube can
identify the subjects based on musical response with 100% accuracy on training
data and 83.33% accuracy on test data (only one miss-classified session). When
the system was trained on the EEG perception of the two subjects data of the
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noise stimulus, the system could not discriminate the subjects. The experiments
above are of a very small scale and any hypotheses drawn from these experiments
need to be further tested in the future.

5 Conclusion

The paper presents a methodology and illustrative examples for EEG STBD clas-
sification with the use of the NeuCube framework [28]. The conclusion is that
the NeuCube has the potential to become a valuable environment for classifica-
tion of EEG data and for a better understanding of the data. More experiments
will be conducted in the future for a detailed comparative analysis, for a larger
scale of EEG data, and for investigation of more complex cognitive problems.
The application of the method for the design of new BCI will also be studied.
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Abstract. One of the most important issues among active rehabilitation tech-
nique is how to extract the voluntary intention of patient through bio-signals,
especially EEG signal. This pilot study investigates the feasibility of utilizing a
3D spiking neural networks-based architecture named NeuCube for EEG data
classification in the rehabilitation practice. In this paper, the architecture of the
NeuCube is designed and a Functional Electrical Stimulation (FES) rehabilita-
tion scenario is introduced which requires accurate classification of EEG sig-
nal to achieve active FES control. Three classes of EEG signals corresponding
to three imaginary wrist motions are collected and classified. The NeuCube ar-
chitecture provides promising classification results, which demonstrates our pro-
posed method is capable of extracting the voluntary intention in the rehabilitation
practice.

Keywords: Spiking Neural Network, Rehabilitation, EEG classification, FES,
NeuCube.

1 Introduction

Patients who have Spinal Cord Injury (SCI) or stroke always suffer from motor dis-
order, poor blood circulation on the affected limbs as well as psychological problems,
since their ability of controlling the limbs is weakened caused by muscle denervation.
Rehabilitation exercises are required to restore the lost movement function of para-
lyzed limbs, which help patients out of the predicament physiologically and psycho-
logically [1]]. Traditional rehabilitation methods are executed by moving the paralyzed
limbs repeatedly with the help of the physical therapist, which is time-consuming and
laborious [2]. Due to the rapid development of modern technology, this manual treat-
ment is gradually replaced by rehabilitation equipments such as rehabilitation robot
and Functional Electrical Stimulation (FES) device, etc. These devices are designed for
repetitive movement exercises for paraplegic or hemiplegic patients. These advanced
rehabilitation techniques have enhanced the effect of rehabilitation excises, especially
when the patient’s intention of how to move the limb and the actual movement (either

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 70-[77]1 2013.
© Springer-Verlag Berlin Heidelberg 2013
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assisted by rehabilitation robot or induced by FES) is coordinated. This is the concept
of active rehabilitation introduced recent years [3]].

To achieve this active rehabilitation strategy, the critical issue lies on the extraction
of the patient’s voluntary intention. Traditional methods utilize force/torque sensors to
measure the active force/torque of patients applied on the rehabilitation devices. How-
ever, SCI or stroke patients don’t have sufficient muscle strength in most cases. On
the other hand, bio-signals, such as surface Electromyography (SEMG) and Electroen-
cephalography (EEG) have been utilized as bio-feedback to improve the efficiency of
rehabilitation excises and can be also used to extract intention of the patients [4}15].
Among all kinds of bio-signals, EEG signal is the most direct indicator of brain activ-
ities, and its signal strength doesn’t decline when it comes to SCI or stroke patients,
making EEG the ideal bio-signal for voluntary intention extraction.

Variety of algorithms using EEG data for intention extraction have been developed
recently, such as Support Vector Machines (SVM), traditional artificial neural networks,
hidden Markov models, etc. But they have limited capacity to achieve the integration
of complex and long temporal spatial/spectral components because they usually either
ignore the temporal dimension or over-simplify its representation [[6]]. However, Spiking
Neural Networks (SNN) which is a dynamic system, using trains of spikes to encode the
data, has the potential to perform computation on temporal patterns [7]. In this paper,
we implement an SNN named NeuCube [6./8]/9] proposed by one of the listed authors to
classify three classes of EEG data in an FES-involved rehabilitation scenario, and this
research is a pilot study for future design of active rehabilitation strategy. The rest of
this paper is organized as follows. In Section 2, the scenario of this pilot study as well
as the architecture of NeuCube are described in detail. Then classification results are
presented in Section 3. Finally, conclusion and future work are drawn in Section 4.

2 Methods

2.1 Scenario Description and Data Collection

This pilot study concerns the application of NeuCube architecture to classify EEG data
which is a Spatio-Temporal Brain Data (STBD), and the classification results are uti-
lized as the control signal for FES therapy. FES is a commonly used therapy method
for stroke and SCI patients. FES involves artificially inducing a current in the specific
motor neurons to generate muscle contractions which has shown satisfactory results in
movement restoration and neuro rehabilitation [[L1]]. In traditional FES therapy, current
stimulus with predefined intensity is applied on the limbs of paralyzed patients to help
them achieve certain limb movement. Nevertheless, without regarding voluntary inten-
tion of patients, the rehabilitation effect is limited in traditional FES therapy, for the
reason that this purely passive process is less likely to inspire patients to be involved in
the training. To improve rehabilitation effect, human-in-loop FES control is introduced,
in which the patients’ intention is extracted and then used to control the FES intensity to
achieve certain induced contraction of muscles according to the willing of the patients.

Figure 1 shows a case of human-in-loop FES control. The paralyzed patient lost his
control of wrist, and FES is applied on the wrist extensor and flexor to assist patients
in restoring the hand movement function. During the training, the intention of either
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extent wrist or flex wrist is classified by NeuCube architecture using the EEG data of
the patient. The classification result is employed to adjust FES parameters to certain
proper intensity so that the desired wrist position can be achieved. Fulfillment of this
human-in-loop FES control entirely depends on the precise classification of the EEG
data. Therefore, for a pilot study, we first focus on the classification phase and then take
control phase into account. To demonstrate the capability of the proposed methodology,
EEG data of three classes, i.e. EW (imagine extent wrist), FW (imagine flex wrist) and
RP (imagine maintain wrist in natural and relaxed position) were collected and utilized
in training as well as validation.

Extension

\

Neucube output

extension <=
e relaxation <= clezlln

Control signal =
d flexion <f=

Classifier

Fig. 1. A block of human in loop FES control based on NeuCube architecture

EEG data were collected by Emotive, which is a commercial EEG acquisition hel-
met with 14 channels. A healthy male subject was asked to repeatedly imagine three
motions, i.e. EW, FW and RP after a sound ‘beep’ as a reminder with his eyes closed to
minimize noise signals. Each class of imagination was repeated for 50 times, 1 sec for
each time. Every sample contained 128 data points for each channels. The 150 samples
were randomly and evenly divided into training group and validation group.

2.2 NeuCube Architecture

The NeuCube Architecture consists of three main modules: a brain-like SNN reservoir,
an Address Event Representation (AER) encoding module and an output classification
module [8]. The overall architecture is shown in Figure 2. The EEG data are collected
and transferred into trains of spikes, which are passed into the SNN reservoir. According
to Spike-Timing-Dependent-Plasticity (STDP) learning rule, the patten of the spatio-
temporal EEG data can be remembered in the form of the spiking activities of all the
neurons. The states of all the neurons in the reservoir are recorded and latter used to train
the classifier. In this pilot study, we chose Dynamic Evolving Spiking Neural Networks
(deSNN) as classifier [9].
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Fig. 2. Overall architecture of NeuCube for EEG data classification (from [6])

Reservoir Structure. The brain-like reservoir is a 3D SNN of 1471 neurons based on
the Leaky Integrate and Fire Model (LIFM) [12], and it is a 3D approximate map of
brain areas. 14 of these 1471 neurons are specified as the input neurons, from which the
trains of spikes transferred from EEG data are propagated into the reservoir. The coor-
dinates of these input neurons are as the same as the locations where the 14 channels
of EEG data are collected [8]. Figure 3(a) is the visualization of the 3D structure of the
reservoir. Those blue dots represent internal neurons, while those yellow ones represent
14 input neurons. The internal neurons of the reservoir utilize LIFM to calculated their
states, i.e. spike or not spike. To initialize the connection weights between neurons in
the reservoir, the Small World Connection (SWC) rule is applied. The spatial distance
of two neurons is calculated to determine their initial connection weight. According
to this rule, neurons within small area are more densely connected, and the weight of
the connections are depended on the distance between the neurons [8]]. Arbitrarily, 80
percent of connections are initialized to be exhibitory and the other 20 to be inhibitory.
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(a) 3D structure of SNN reservoir (b) EEG data of one sample collected by Emo-
tive and trains of spikes encoded from these data
using AER

Fig. 3. Reservoir structure and data encoding
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EEG Data Encoding. To transfer the EEG data which are analogue values into trains
of spikes, Address Event Representation (AER) algorithm is applied [13]]. The differ-
ence of adjacent data points of the same input variable is calculated, once the difference
reach certain threshold, a spike will be emitted at the input neuron which represents this
particular channel. This algorithm is suitable for fast encoding compared with other
encoding algorithm such as Bens Spike Algorithm (BSA) encoding or population en-
coding [[14}[15]]. Figure 3(b) shows EEG data of one sample collected by Emotive and
trains of spikes encoded from these data using AER.

Unsupervised Learning Rule of the Reservoir. The unsupervised STDP learning rule,
used here to train the brain-like reservoir, utilizes Hebbian plasticity. Whether synapses
strengthened or weakened is based on the spike timing of pre-synaptic and post-synaptic
neurons [10]. If pre-synaptic neuron spikes first, then the connection weight between
the two neurons increases, otherwise it decreases. The smaller the time interval of those
two spikes emitted by the pre- and post-synaptic neuron, the greater the modification of
the connection weight is. The amount of synaptic modification F'(Af) can be calculated
as follows:

Fan = {A+ exp(At/T) ?f At <0 0

—A_exp(At/T) ifAr>0

where At is the time interval between the spike of pre- and post-synaptic neurons. The
parameter 7 determines the ranges over which the STDP become effective. A, and A_
determine the maximum amounts of synaptic modification [10].

Output Classification Module. deSNN, which is employed as the output classifica-
tion module of the NeuCube architecture, combines Rank Order (RO) and Spike Driven
Synaptic Plasticity (SDSP) learning rules to evolve a new spiking neuron and new con-
nections to learn new patterns from incoming data [8,19]. For each training sample, a
new output neuron is evolved, and this output neuron is labeled as the particularly class
belonged to the training sample. To calculate the connection weight between this new
evolved output neuron and all the deSNN neurons, both RO learning and SDSP learn-
ing rules are adopted. The RO learning sets the initial values of the connection weights,
the SDSP rule dynamically adjusts these connection weights based on further incoming
spikes. For the ith output neuron, at time ¢, the connection weight between this output
neuron and the jth neuron of the deSNN can be calculated as follows:

t
w;i(t) = a - mod” " + Z ej(k)-D 2
k=1

where « is a factor which determines how much of the RO learning is involved in the
calculation of the connection weight. mod is modulation factor and order; is the order
of first spike from the jth neuron of the deSNN. ¢; = 1 if there is a consecutive spike at

synapse j at time k and e; = —1 otherwise.
Learning of deSNN is one-pass, and the amount of output neuron equals to the
amount of training samples. For a validation sample, another output neuron is created
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using the same method when training process is executed. Then the Euclidean distances
between the weights vector of this new neuron and all the existed neurons are calcu-
lated, The new validation sample is associated with the closest output neuron based on
the minimum distance between the weight vectors.

3 Results

150 samples which belonged to three different classes i.e. EW, FW and RP were ran-
domly and evenly divided into training group and validation group. After training, the
spatio-temporal patten has been captured from the EEG data which can be visualized
by the connectivity change of the reservoir. Figure 4(a) shows the initial connections of
the NeuCube reservoir before training process was executed. Those dots represent 1471
neurons, and those lines represent the major connections whose weights are greater than
a certain threshold with the colors indicate either these connections are exhibitory or in-
hibitory (blue for exhibitory and red for inhibitory). Figure 4(b) shows the connections
after the training process. Comparison of Figure 4(a) and Figure 4(b) reveals that the
random connections before training became more regular and the connection densities
of certain areas are strengthened especially where the input neurons locate and where
the activity level is relatively high.

(a) Initial connections (b) Connections after training

Fig. 4. Connection modification according to STDP learning rule

Figure 5 shows the output of 1471 neurons in NeuCube reservoir for the entire train-
ing process when all the training data were propagated. The output of NeuCube reser-
voir is used to train the deSNN classifier. Training and validation procedure were carried
on for 20 times. The average classification accuracies using NeuCube architecture for
EW, RP and FW are 88%, 83% and 71% respectively. Two comparison classification
algorithms were also carried out. For the first comparison algorithm, only deSNN clas-
sifier was applied, and for the second one, the STDP learning mechanism for NeuCube
reservoir was disabled. Experiment results which are presented in Figure 6 have shown
the average accuracies of using these two comparison algorithms are less than using
NeuCube architecture.
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reservoir for all the training data

4 Conclusion and Future Work

In this paper, the NeuCube architecture is described and illustrated with a case study
of EEG data classification for extracting the voluntary intention of the patient in FES
rehabilitation practice. The NeuCube architecture provides promising classification re-
sults even with the data collected just from a 14-channels EEG acquisition equipment.
More satisfactory classification results can be expected when the EEG data are collected
from more precise EEG acquisition equipment with more channels. The potential of the
NeuCube architecture to become an useful algorithm for the EEG data classification in
rehabilitation practice has been proven.

In the future, focus will be on the optimization of the parameters to increase clas-
sification accuracy as well as to improve computing efficiency which is critical for
real-time rehabilitation application. A larger scale of EEG data under more complex
rehabilitation tasks will be collected using 64 channel EEG acquisition equipment to
further validate the effectiveness of the NeuCube architecture. After that, the NeuCube
architecture will be embedded into FPGA chip, so that the time cost of computing can
satisfy the real-time and close-loop control for rehabilitation practice.

Acknowledgments. This research is supported in part by the International Cooperation
Project of China (Grant 201 1DFG13390).
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Abstract. Classification and knowledge extraction from complex spatio-
temporal brain data such as EEG or fMRI is a complex challenge. A
novel architecture named the NeuCube has been established in prior lit-
erature to address this. A number of key points in the implementation of
this framework, including modular design, extensibility, scalability, the
source of the biologically inspired spatial structure, encoding, classifica-
tion, and visualisation tools must be considered. A Python version of
this framework that conforms to these guidelines has been implemented.

Keywords: NeuCube, Neurogenetic, Neuromorphic, Neuroinformatic,
Spiking Neural Network, Pattern Recognition.

1 Introduction

The classification and interpretation of spatio-temporal brain data is one of the
most complex challenges in modern machine learning. The sheer scale and com-
plexity of the processing units and connections within the human brain lead to
highly non-linearly-separable patterns, which make classification of these pat-
terns difficult at best. To this end, a novel computational environment, the Neu-
Cube, has been proposed in prior literature [I]. This paper introduces a general
implementation framework, and the specific version written in the Python pro-
gramming language.

1.1 Overview of the NeuCube Framework

A detailed discussion of the NeuCube Framework or the Spiking Neural Networks
upon which it is based is beyond the scope of this paper. For further details see
the paper in which it was first proposed [I].

It consists of the following modules: input information encoding module; Neu-
Cube Reservoir module; output module; gene regulatory network (GRN) module.

* Corresponding author.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 7884 2013.
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Fig.1. A block diagram of the NeuCube framework [I]

The input module encodes input data (EEG, fMRI and other brain data) into
trains of spikes which are then directly entered into the main module — the Neu-
Cube reservoir (NCR). The NCR consists of Leaky-Integrate-and-Fire Spiking
Neurons, a brain inspired computing technique. The framework as a whole (incl.
encoding and classification tools) is the ‘NeuCube Environment’.

Example Application on Neuroinformatic Data

Training of a NeuCube Architecture: The NC Reservoir is structured to match
the spatial distribution of the EEG or fMRI data (or both). This retains the
complex spatio-temporal relationships within the data. The available data is
converted into spike trains by the encoding module and entered into the cor-
responding neuron (neurons) in the NC Reservoir. STDP learning is applied to
establish the connection weights of spatial-temporal patterns of pathway connec-
tivity. The output classification module (control module) is trained to recognize
the states of the NC Reservoir into predefined classes (activate desired control
devices).

Recall of the Trained NeuCube Architecture on New Data: New input data is
propagated through the NC Reservoir in the same manner as it is initially
trained. Output classification (control) results are recorded and the activity of
the NeuCube in terms of polychronisation trajectories is analysed and conclu-
sions are made regarding the new input data and the spatio-temporal connec-
tivity and pathways.

Further Adaptation of the NeuCube Architecture: If new data is available that
belongs to either existing or new classes, further training of the NeuCube ar-
chitecture is performed and new output classification (control) neurons are
added/evolved and trained in the same way.
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2 General Framework for Implementation

The following section describes the general framework for an implementation of
the NeuCube system. The italicised headings are aspects that should be con-
sidered over and above the standard implementation of the previously discussed
theory.

Spatial structure: The spatial positioning for the neurons within this reservoir
is drawn directly from the Talairach atlas provided by [2]. Each position in 3D
space represents a physical volume within the brain, and has associated Talairach
data, including Broadmann areas and the gyri it is conceptually located in. This
spatial resolution (number of neurons) should be scaled through the software
environment, and should also be capable of mapping an aribitrarily large number
of neurons within the volume (reasonably constrained by the computational
power available to the environment).

As these locations within the model retain their biological metadata including
functional gyri and Broadmann areas, it is possible for us to incorporate loca-
tion specific connection structures or genetic data based on observed biological
phemonmena. For example, neurons in the area representing the occipital lobe
could easily be connected in columns and layers, mimicking more accurately the
connections in the human brain’s occipital lobe.

Connections: These connections are generated homogenously over the whole
model, in a small-world manner. The degree and probability of the small-world
connections should be configurable. These connections are also capable of per-
forming Spike Time Dependent Plasticity learning [3]. This learning can be ad-
justed or removed depending on the specific experiment.

Input Mapping: Due to this realistic spatial structure, brain data associated with
a physical brain location, can be mapped to the nearest location represented in
our NC Reservoir, preserving the complex spatio-temporal relationships within
the data.

For example, with EEG data, we use the excellent mapping presented in [4]
to associate a standard electrode name location with a specific voxel of brain
tissue. See Table [I] for an example of this electrode — location mapping as used
in the software environment.

Ezperiment Configuration: A simple configuration script is generated for each
experiment series. This script is written in plain text and contains a number
of necessary configuration parameters defining neuron behaviours, connection
parameters, simulation times, classification tools, and so on. These files are easily
generated in an automated fashion with an included tool, which is of particular
use when performing parameter space searches.

Experiments can be run singly or in a batch job form. Multiple experiments
can be run on the same data set, including the comparison of different classifi-
cation tools or encoding techniques.
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Table 1. Example locations of EEG data input positions in Talairach space [4], used
to select input neurons in the NeuCube Reservoir, retaining the spatio-temporal rela-
tionships within the data

Labels Talairach Coordinates Gyri BA
x Y z

F7 -52.1 3.0 28.6 £64 3.8+56 L FL Inferior Frontal 45
T7 -65.8 £33 178 £6.8 -29+ 6.1 L TL Middle Temporal 21

Spike Encoding: A number of different spike encoding schemes should be pro-
vided, as different forms of input data require different types of preprocessing.
These take input and provide an output in a standard form across all encoding
schemes. Examples can be found in [I].

Classification: The implementation of multiple classification tools is necessary, as
these serve different end goals for the system. Particular examples include SPAN
[5] for motor signal control and deSNN variants [6] for classification tasks.

Statistics: A statistics and monitoring package, responsible primarily for the
calculation of statistics related to classification error rates and connection pa-
rameters, is necessary.

Parallelisation and Clustering: Scalability is handled through the use of local
machine parallelisation and multi-machine clustering. A standard protocol such
as MPI is encouraged.

Extensibility: The environment should be written in such a way that it is easily
extended with a common language. Functionality that may be extended includes
neural models (for example, implementing a probabilistic neural model as [7]),
connection models, or the addition of tools such as a neurogenetic optimisation
module [1].

2.1 Use of the Tools Independently

As this software environment is developed in a modular fashion, each of these
modules can be used independently or in concert depending on the user’s re-
quirements. For example, a data sample can be encoded into spikes using the
AER Encoding module, and then presented directly to the deSNN module with-
out using the reservoir. Similarly, a pre-encoded spike train can be presented to
the NeuCube Reservoir and the outputs recorded and used elsewhere. See Table
for the independent modules currently included in the environment. The main
categories of these are briefly discussed below.

Encoding Module: The included spike train encoding tools can be used to convert
a number of types of spatio-temporal data into spike trains suitable for general
use in either the PyNEST or Brian simulators.
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Table 2. Software tools within the Python NeuCube Environment capable of being
used in a modular fashion either within or external to the environment

Category Type
Encoding AER

BSA

Population
Reservoir NeuCube (STDP)

NeuCube (static synapses)
Standard LSM

Classification MultiSPAN
sSPAN
deSNNs
deSNNr

Utilities SNN Visualisation
Experiment file generator
Statistics

NeuCube Reservoir Module: The NC Reservoir module can be used indepen-
dently as a standard SNN reservoir. An option is provided to disable STDP
learning. In addition, this implementation has the capacity to include a stan-
dard LSM in place of the NCR, to allow for non-NI data to be modelled.

Classification Module: The classification techniques implemented can be applied
to a wide range of spiking neural network pattern recognition tasks, independent
of the NC module.

3 Python Version

An implementation of this framework has been developed in the Python pro-
gramming language, using the NEST spiking neural network simulator’s PyNEST
interface. This implementation has been created following the guidelines previ-
ously established in this paper, with particular emphasis on modularity and
extensibility.

Eaxtensibility: This implementation (including the PyNEST simulator) is easily
extended through standard Python and C++. Computationally intensive tasks
are vectorised or moved to C++.

Visualisation Tools: Of specific interest is the capacity to visualise both spiking
activity and the evolution of neural connectivity over the life cycle of the simula-
tion, in 3D. This is particularly useful for knowledge extraction from the model,
and in itself represents a novel contribution to the field.

Standard SNN visualisation tools including raster plots of spiking activity are
included, and can be extended easily.
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Hardware Implementations: The Python software implementation will allow di-
rect neuromorphic implementations on SNN chips and systems as follows:

1. Implementation of the NeuCube framework on a SNN SRAM chip [8/9].

2. Implementation on the SpiNNaker SNN supercomputer [I0]. A Python ver-
sion of the NC is desirable as the SpiNNaker project is compatible with
PyNN scripts [11], providing the NC environment with the capacity to be
run on this large-scale, dedicated hardware system.

3. Implementation on a memristor based highly-parallel computation system
currently in development [I2] is also theoretically possible, and warrants
exploration.

3.1 Future Additions

A number of extensions are planned for future versions of this environment. The
primary two are mentioned briefly below.

Neurogenetic Optimisation Module: The neurogenetic optimisation module de-
scribed in [I] will be implemented. This module takes real genetic data acquired
from the Allen Brain Atlas [13] associated with the spatial location of the neurons
in the NC Reservoir and uses this to modulate the behaviour of these neurons
and their connectome. It is also possible to use this gene and brain composition
data to structure the simulation’s connections in such a way that they are more
biologically plausible.

Multi-Simulator Support: As aspects of the model are already compatible with
both the PyNEST and Brian SNN simulators, it is a trivial matter to add the
necessary functionality to make this environment fully compatible with Brian.

The feasibility of implementing this environment in PyNN will be explored in
the near future. This would provide implicit multi-simulator support [14].

4 Conclusion

This paper has presented an introduction to a new spiking neural network brain
data classification framework, and a specific Python implementation of the same.

The environment is also capable of application on general spatio- or spectro-
temporal data. As it is implemented in a modular fashion, selected components
can be utilised separately or as a whole depending on specific user needs. Sim-
ple configuration of experiments through a standard text file format allows for
automated generation and execution of large numbers of experiments. Large
experiments completed at high speeds are possible through the use of local mul-
tithreading, and clustering via MPI. The code is easily extensible, and visual-
isation tools allow for novel knowledge extraction from the system’s dynamic
behaviour.
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Abstract. We consider mixture models consisting of e-insensitive com-
ponent distributions, which provide an extension of Laplacian mixture
models. An EM-type learning algorithm is derived for maximum like-
lihood estimation of the mixture models. The derived algorithm is ap-
plied to approximate computation of rate-distortion functions associated
with the e-insensitive loss function. Then the robustness property of the
mixture of e-insensitive component distributions is demonstrated in a
multi-dimensional mixture modelling problem.

1 Introduction

Mixture models are widely used for clustering, quantization and density estima-
tion. In particular, Laplacian mixture models have been proposed and applied
for the purposes of robust clustering and overcomplete source separation [4g].
In this article, we consider an extension of the Laplacian mixture model to the
mixture of e-insensitive component distributions. The e-insensitive distribution
is defined by an e-insensitive loss function which, when € = 0, corresponds to the
absolute loss function appearing in the Laplace distribution. The e-insensitive
loss function has been used in the support vector regression and other related
methods to provide a sparsity inducing mechanism [BBI9IT0TI]. In a previous
work, upper and lower bounds were obtained for the rate-distortion function
associated with the e-insensitive loss function [I2]. Although the rate-distortion
function shows the theoretically optimal performance of quantization schemes
using the e-insensitive loss function as a distortion measure, its explicit evalua-
tion has yet to be obtained, and the optimal reconstruction distribution achieving
the rate-distortion function is still unknown.

In this article, we derive an Expectation-Maximization (EM)-type learning
algorithm for maximum likelihood estimation of mixtures of e-insensitive com-
ponent distributions, which provides an extension of the algorithm for Lapla-
cian mixture models [§]. We apply it to 1-dimensional problems where the rate-
distortion functions associated with the e-insensitive distortion measure are ap-
proximately computed. We also examine the convergence property of the learn-
ing algorithm numerically. Then we apply the derived algorithm to a multi-
dimensional data set in order to demonstrate the robustness-enhancing feature
of the e-insensitive component distribution.
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2 Mixture of e-Insensitive Component Distribution

For z € RY, let
K
p(z|w) =" apce(x|6y) (1)
k=1

be the mixture model of the component distribution c.(z|f). The parameter
vector w consists of the parameter 0, € R? for each component and the mixing
proportions {ay} satisfying ar > 0 for k =1,2,---, K and Z,I::l ap = 1.

In this paper, we focus on the following component distribution:

o e {=spe(llo = oI} 2

defined by the e-insensitive loss function p.(z) = max{|z| —,0} and the Eu-

ce(x]0) =

clidean distance between = and 0, ||z — 0|| = \/Zizl(xj —0;)%. s is a positive
real (global) parameter, which can also be included in the component parameter.

In Eq. (@), the normalization constant C; is explicitly obtained as

Cs :/ exp {—spe(||z(])} dz = I(d)/ o—spe(r) pd—1 g,
rzeR4 ;
€d eSE
:I(d){ Lt F(d,sg)}’
where I(d) = r ((fi\//;rjl) is the area of the d-dimensional unit hypersphere and
Dlu) = fooo t*~le~'dt and I'(u,a) = foo t*~le~tdt are the gamma and the

«
upper incomplete gamma functions respectively.

When ¢ = 0, the component (2)) reduces to the (isotropic) Laplace distri-
bution, c¢o(z]0) x exp(—s||x — 0]|), and the mixture (IJ) reduces to the Lapla-
cian mixture model [7/8]. We refer to the mixture model in Eq. () as the
e-insensitive mixture model (EIMM).

3 EM Algorithm for EIMM

We derive a learning algorithm for maximizing the likelihood of the EIMM based
on the EM algorithm [6/].

3.1 E and M Steps

Given training samples =" = {x1,---,2,}, the log-likelihood of the EIMM is
lower bounded as follows,

n n K
Z log p(a;|w) = Z log Z apce(x;|0k)
=1 i=1 k=1

n K
> > mi {logay, —log Cs — spe(||zi — Ox[|) — log mir} = Q(w|i)
i=1 k=1
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where -
_ape=(xi|0k)
= . .
21— dice(wi|0))
is the responsibility representing the probability that z; is assigned to the kth
component under the current estimate of the model parameter w = {ax, 6k},

3)

Nik

and is satisfying Z,ﬁil nik = 1 fori =1, n. Maximizing Q(w|w) with respect
to w leads to the EM algorithm, which sets an initial value for w and iterates
the following E- and M-steps until convergence, and is guaranteed to increase
the log-likelihood at each iteration:

E-step: Compute 7, fori=1,--- nand k=1,---, K by Eq. (3).

M-step: For k=1,---, K,

~ 1« = o
a;ﬂ—n;mk, Qkear%flln;mkpamxi—GkH). (4)

Note that unlike for the Gaussian mixture model, the updating rule of 6 in
the M-step is not explicitly solved. We focus on the minimization problem ({)
in the next subsection.

In order to estimate the parameter s, we can use the first order approximation,
log Cs ~ log I(dlf(d) + se, and include the update rule,

1 1 n K c
§<_dzz7]ikl)e(”xi_9k”)+d-
i=1 k=1

3.2 Dual Problem for M-Step and Partial M-Step

The M-step of the EM algorithm requires minimizing a convex function of the
form,

L) = 3 vip-(llzi — 61]); )

where 0 < v; <1 for i = 1,---,n. By introducing slack variables & = {&}7,
minimization of ([H) is reformulated as the following minimization problem with
inequality constraints:

n

minZuifi, subj. to |jz; —0||—e>¢&and & >0 (i=1,---,n).
8:¢ i=1

Through the Lagrange dual problem of the above minimization problem we can
see that

L(6) = max L(a, 0), (6)
where a = (ay, -, an), L(e,0) = 31| a;(||zi—0]|—€), and B = {(a1, -, o)
0<a; <yt =1,---,n}. In fact, the maximum with respect to «; is achieved

when

w0 > o)
C“{o (Ilzi — 0]] <€) 0



88 K. Watanabe

for i = 1,---,n. Putting this back into (@) yields the original form of L(#) in
Eq. @).

If we first minimize with respect to 6 instead of maximizing with respect to
a in (@), we set the derivative of L(«,#) to zero,

OL _ <~ (0-w) D1 Yoy %
= «; =0 = 0= 8
99 ; |z — 0] Ylie1 ||a:?i0|| )
Hence, we can think of the fixed-point optimization approach that iterates ()
and () to solve the minimization of L(#). However, this approach can fail to
minimize L(#) although it does fully minimize L(f) in some cases as we will
partly see in Section [l Instead we propose a single iteration procedure which
iterates () and () once at each M-step. While this procedure does not fully
minimize L(#), if the updating rule (§]) decreases L(f) even a little, the overall
EM algorithm monotonically increases the likelihood. This is an example of the
so-called “partial M-step” [I], and reduces to the learning algorithm of Laplacian
mixture model proposed in [§] when £ = 0. Algorithmically, introducing ¢ > 0
stabilizes the algorithm of [§] which can be unstable when ||z; — || takes a value
close to zero (see Eq. ([§)). This is because, when € > 0, Eq. (@) sets a; = 0 if
[|z; — 0]| is small enough.

4 Application to Rate-Distortion Computation

In this section, we apply the learning algorithm developed in the previous sec-
tions to approximate computation of the rate-distortion function for the e-
insensitive loss [2II2]. The rate-distortion function is obtained by minimizing
the mutual information subject to an average distortion constraint. This prob-
lem can be reformulated as a problem of minimizing the following functional
over the output (reconstruction) density ¢(0) [2/12]:

Fo) =~ [ ote) ftog [ e =Dq(0)ap) (9)

where p(x) is the density of the source, and d(x,0) is the distortion measure
between x and 6. If §(0) is the optimal output density, then the optimal con-
ditional output density is given by ¢(0|z) o §(0) exp(—sd(x,#)). The rate and
average distortion corresponding to the slope parameter s are

R(D,) = / p(2)§(6)z) log fpé)(g(?@ - dode (10)
Dy / G(0|z)d(zx, 0)dxdl (11)

—s provides the slope of the tangent of the rate-distortion function R(D) at

(D, R(Ds)).
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Fig. 1. Evolution of the negative log-likelihood against EM iterations for (a) K = 10,
s=>5and (b) K =10, s =25

If we take d(z,0) = p:(||x — 0||), the above problem of minimizing (@) re-
duces to minimizing the KL-divergence form p(x) to the mixture of e-insensitive
distributions (2 mixed by ¢(6). Hence, this problem is approximated by the
maximum likelihood of the model [ ¢(6)c.(x]0)df if we approximate the source
p(z) by the empirical distribution, p(z) = Y_i-_, 6(x—x;), where ¢ is Dirac’s delta
function, of the samples {z1, - -, z,} drawn i.i.d. from p(z). Here, we further re-
strict the reconstruction density ¢(#) to be a K-component discrete distribution,
q(8) = Z,ﬁil ar0(0 — 0;). Then the rate-distortion function is finally approxi-
mated by obtaining the maximum likelihood estimate w for the parameter of
the mixture of e-insensitive distributions () for each slope parameter s.

We focused on the 1-dimensional case, d = 1, and fixed ¢ = 0.1 through-
out the experiment. We generated two data sets of size n = 10 according to
the standard normal distribution and the Laplace distribution with the density
lg(z) = ge—ﬁ\w\ (B = 1/4/2) respectively.

We first examined the convergence property of the iterative procedure de-
veloped in Section The golden section search was applied for solving the
minimization of L(#) in Eq. (B exactly. The M-step using this exact minimiza-
tion procedure is refered to as “exact minimization.” We refer to the M-step that
iterates Eqgs. (7)) and (8) multiple times (up to 200 times) as “multiple iterations”
and the M-step that iterates them once as “single iteration.”

In most cases, the multiple iteration minimized the loss function (H) in ev-
ery M-step and the overall evolution of the negative log-likelihood against EM
iterations coincided with that of the exact minimization as demonstrated for
the case of K = 10, s = 5 and the Gaussian data set (Fig. However,
the multiple iterations can fail to minimize the loss function (&) for example
when there is a severe mismatch in K (or s) as demonstrated for the case of
K =10 and s = 25 and the Gaussian data set (Fig. As implied from these
figures, we can detect this by monitoring the monotonicity of the likelihood.
On the other hand, the EM algorithm using the single iteration monotonically
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decreased the negative log-likelihood in both cases (Fig and Fig. It
does not fully minimizes the loss function in each M-step, the convergence speed
of its overall EM algorithm can be slower than that of the EM algorithm us-
ing exact minimization while these two both converged to the same estimate
(Fig. The EM algorithm using the single iteration M-step can be faster
than the EM algorithm using exact minimization (Fig.

Next, applying the EM algorithm with the exact minimization M-step, we
approximately calculated the 6 points on the rate-distortion curve correspond-
ing to s = 1.25,2.5,5,10, 20,40. For each s, we applied the EIMM with K =
2,4,---,48,50 and adopted the number of components K when the increase in
the likelihood was saturated. We calculated the resulting rate (I0)) and average
distortion (I for the two data sets, the Laplacian data set (Fig and the
Gaussian data set (Fig. Also plotted in these figures are the upper and
lower bounds for the rate-distortion curve which was obtained in [I2]. For the

z z
g s g
i i
1L
Shannon lower bound Shannon lower bound
05 Analytic upper bound 05 - Gaussian entropy bound
- Gaussian entropy bound - Rate-distortion function for e=Q =
Rate-distortion function for e=0 - L Discrete approximation - \ T
Discrete approximation  + i 0 . ) . .
0.001 0.01 0.1 1 0.001 0.01 0.1 1
D D
(a) Laplacian source (b) Gaussian source

Fig. 2. Rate-distortion bounds (curves) and approximated values of rate-distortion
pairs (crosses) for (a) the Laplacian data set and (b) the Gaussian data set. Only the
lowest curve in each panel is a lower bound, while the remaining curves (or lines) are
upper bounds.

both data sets, the pairs of rate and distortion for s = 1.25,2.5,5, 10 are located
between the upper and lower bounds and are very close to the Shannon lower
bound, which was proved to be strictly smaller than the exact rate-distortion
curve for all D [12]. This implies that the Shannon lower bound provides a very
accurate approximation to the exact rate-distortion curve and that the optimal
reconstruction distribution can be well approximated by a discrete distribution.
The points for s = 40 (for the Laplacian data set) and s = 20,40 (for the
Gaussian data set) are located above the upper bounds. This seems due to the
limited number of mixture components (up to 50) and the limited number of
EM iterations (up to 500 iterations).
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test error

0 0.5 1 1.5 2 25 3

epsilon
Fig. 3. Average test errors for different €. The minimum for each contamination level
is marked by a circle. The minimums of the average test errors for the contamination

levels, 2.5% and 5% are significantly smaller than those of ¢ = 0 (paired t-test, p <
0.05).

5 Application to Multi-dimensional Problem

It was demonstrated for the support vector regression that the e-insensitive loss
function induces robustness [BBI9IT0ITT]. We investigate the robustness property
of EIMMs by using 10-dimensional synthetic data set.

We generated 500 samples {x;}?% from a 5-component isotropic Laplacian
mixture model (LMM) on 10-dimensional space. The mean parameters of the
true LMM were fixed to points randomly generated from the uniform distribution
on [—5,5]1% and we set s = 5. As a contamination, we replaced C' = 0, 2.5 and
5% of data by random points uniformly distributed on [—5, 5]'9 and made 3 data
sets. We applied the EM algorithm using the partial M-step for the EIMMs with
e =0 (LMM), 0.5, 1, 1.5, 2, 2.5 and 3 and obtained the estimate & = {dy, 0}
for each EIMM. We generated the test data {#;}~_, (T = 25000) from the true
LMM (without contamination) and calculated the test error measured by the
negative log-likelihood,

1 T K A
B(a") == log Y axeo(F|0),
k=1

i=1

where we set € = 0 to ignore the influence of model mismatch and compare
the accuracy of estimates for different . We repeated the experiment 100 times
using different training data sets obtained from the same generation process and
calculated the average of the test errors (Fig). It can be seen that introducing
a positive € reduces the average test error when there is a contamination. This
implies that robustness is enhanced by the e-insensitive component distribution.
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Conclusion

In this study, we derived an EM-type algorithm for the EIMM. As demonstrated
in Section Ml for 1-dimensional problems, a 1-dimensional search technique such
as the golden section search is applicable to the M-step. For higher-dimensional
problems, however, this is not the case. Alternatively, we can use the partial
M-step proposed in Section which executes a single iteration of Eqs. ()
and (8). It is an important undertaking to investigate the convergence property
of this EM-type algorithm in higher-dimensional problems. Higher-dimensional
extensions of the rate-distortion analysis are also to be addressed.
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Abstract. Fuzzy c-Means-based Classifier (FCMC) has been proved to
have high performances based on clustering concepts in conjunction with
several parameter optimization methods. In general, FCMC is applied
to high-dimensional data after dimension reduction by Principal Com-
ponent Analysis (PCA). In this paper, the applicability of Independent
Component Analysis (ICA)-based dimension reduction is investigated in
the FCMC context. ICA is a computational method for separating a
multivariate signal into additive subcomponents with the assumption of
non-Gaussian signals. This paper compares the performance of FCMC
using four data sets. Two initialization approaches of the PCA-Tree-
based and k-dimensional tree (kd-Tree)-based are also compared.

Keywords: Classifier, Clustering, Principal component analysis, Inde-
pendent component analysis.

1 Introduction

Fuzzy c-Means-based Classifier (FCMC) is a simple pattern classification ap-
proach based on the clustering concept and the model parameters are optimized
by several heuristic approaches. FCMC shows a high classification performance
on high-dimensional data sets, and has been proved to have advantages com-
pared to LibSVM [1]. In the past study, the original feature dimensions of the
data are reduced by Principal Component Analysis (PCA), but other compres-
sion method has not been tested.

Independent Component Analysis (ICA) is an unsupervised technique, which
in many cases characterizes data in a natural way, and is a useful technique for
Projection Pursuit as well [2] . In the general formulation of ICA, the purpose is
to transform an observed vector linearly into the vector whose components are
statistically as independent from each other as possible. The mutual dependence

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 93-{[00] 2013.
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of the components is classically measured by their non-Gaussianity. Maximizing
the non-Gaussianity gives us one of the independent components. Therefore, the
basis vectors of ICA should be especially useful in Projection Pursuit and in
extracting characteristic features from natural data.

In this paper, the applicability of the ICA-based dimension reduction instead
of PCA-based one is investigated through several comparative experiments us-
ing four benchmark data sets, which are available from the UCI benchmark
repository. In the experiments, two ways of initializing cluster centers are also
compared. In FCMC, the following two approaches are applicable, 1) PCA-Tree
[3]: the splitting hyper-plane is perpendicular to the first PCA basis vector of
each internal node cluster, and 2) kd-tree [4/5]: the splitting hyper-plane is per-
pendicular to an original coordinate axis.

2 Fuzzy c-Means-Based Classifier

In FCMC, the membership function of a modified type of FCM clustering [6]
is used for classification. The first phase of FCMC is the generalized hard clus-
tering [7/8], in which FCM-type clustering is performed in a defuzzified manner.
The objective function of FCM with regularization by Kullback-Leibler diver-
gence (KLFCM) [819] is linearized and the update rules are derived by using
Lagrangian multiplier method. Let z; € RP be a feature vector and wuy; be
the cluster indicator of membership value of zj in the i-th cluster, which is es-
timated by nearest cluster allocation. The clustering criterion is given by the
squared Mahalanobis distance from zj to cluster center v; € RP:

D(zk,vi58i) = (21, — v3) T S;  (an — vy). (1)

S; is a covariance matrix of data samples of the i-th cluster. Let the mixing
proportion of i-th cluster be

N
25—1 Uks 1

Q= — N = E Uk, (2)

Z;=1 D k1 Ukj N k=1

where ¢ denotes the number of clusters and N denotes the number of samples.
The updating rule is called as the generalized hard c-means [7I§].

Although initial locations of cluster centers or membership values are usually
given randomly in the FCM clustering, the classification performance is severely
sensitive to initialization. In order to obtain stable performances, FCMC adopts
the bisection method based on PCA-Tree or kd-Tree. For example in PCA-Tree,
let fx,k = 1,...,N be PCA scores of the data set X = (z1,...,zn)" of a class.
fr are associated with the largest singular value of mean corrected X. Initial
memberships of the 1st cluster are given to the data with positive fx. Those of
the 2nd cluster are given to the data with negative fj. This bisection procedure
is repeated on each cluster until the number of clusters becomes equal to a
prespecified number ¢ = 2", where h is the height of a complete binary tree.
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One of the impediments for FCMC is the singularity of covariance matri-
ces, which frequently occurs when feature dimension is relatively high and the
number of samples in each cluster is small. So, the low-rank approximation of
covariance matrices in the mixture of probabilistic principal component analy-
sis (MPCA) [10] and the character recognition [L1] is applied. By reducing the
number r of basis vectors in the approximation of S;, the algorithm becomes
stably convergent. When r=0, 5; is a diagonal matrix, hence is non-singular,
and D(xg,v;; ;) is reduced to Euclidean distance.

The clustering is done on a per class bases. The classification (i.e., the second
phase) is performed by computing fuzzy memberships. Let 7, denote the mixing
proportion (i.e., a priori probability) of class ¢. Let ag; be a; in () for cluster
j of class q. The class membership of k-th data xj to class ¢ is computed as:

1

* -1 —
Ugik = gj|Sqs| ™7 (D (g, vg5; Sqs) + V)™ m, (3)
Tq 25:1 u;jk (@)
Q c * ’
D1 T Zj:l Uik

where ¢ denotes the number of clusters of each class and ) denotes the number of
classes. We selected the functional form of u* based on the membership functions
derived from the generalized FCM objective function [§] and that of FCM with
regularization by Kullback-Leibler divergence [8/9].

At the completion of clustering for all classes in the first phase of FCMC, we
compute Mahalanobis distances by () for all the samples in the test set and
then the distances are fixed. This distance calculation part is coded in Visual C
in the revised training program [IJ.

The second phase of FCMC is the parameter optimization and the hyper-
parameters, i.e., m € [0, 2],y € [0, 20] are selected to minimize error rate on the
test sets. v = 5 is fixed for all the benchmark data in this paper. These ranges
or intervals are fixed and used for all the data sets in [12/13] and also for all the
data sets used in this paper.

Ugk =

3 ICA Formulation and Fast ICA Algorithm

In the conventional research, we applied FCMC to high-dimensional data af-
ter PCA-based dimension reduction and have demonstrated high performances
[12/13]. In this research, the applicability of ICA-based dimension reduction is
investigated.

Let v and s be M-dimensional observed data vector and N (N < M) dimen-
sional source signal vector, respectively. In the ICA formulation, v is assumed
to be the linear mixture of s; as follows:

v = As, (5)

where the elements of source signals (s1,s9,...,sp) are mutually statistically
independent and have zero-means. The unknown K x D matrix A is called the
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mixing matrix to be reconstructed and the goal of ICA is to estimate the source
signals s; and the mixing matrix A using only the observed data v.

Fast ICA algorithm proposed by Hyvérinen et al. [14] is a useful algorithm
that is very simple and fast to converge. Generally, in a PCA-based preprocess-
ing, observed data v are transformed into linear combinations z,

z=Mv=MAs = Bs, (6)

such that its elements (21, 22, ..., zp) are mutually uncorrelated and all have unit
variance, and B = M A is an orthogonal matrix. The elements of B is derived
by minimizing or maximizing the following objective function:

J(wi) = E((w] 2)*) = 3[Jwi|* + F(|lwi][*), (7)

where w; corresponds to one of the columns of the mixing matrix B. The first
two terms represent the fourth-order cumulant or kurtosis for measuring non-
Gaussianity to be maximizing through the fixed-point algorithm for ICA.

In this paper, we downloaded the source code from http://research.ics.aalto.fi/
ica/fastica, and implemented Fast ICA.

4 Experiments

In this section, we report the classification performance of FCMC on four bench-
mark data sets available from the UCI benchmark repository. Table[llsummarizes
the characteristics of the benchmark data sets used in this paper. The original
feature dimensions are shown in the column “feature dimensions”. The numbers
of data samples are given in column “training data” and “testing data”.

Table 1. Benchmark data

data name feature dimensions training data testing data

Heart 44 80 187
Tono 33 200 150
Sonar 60 104 104
Wine 12 2000 4497

In the previous study, following two ways of initial partitioning in the clus-
tering step of FCMC are compared [I]. 1) PCA-Tree: the splitting hyper-plane
is perpendicular to the first PCA basis vector of each internal node cluster, and
2) kd-Tree: the splitting hyper-plane is perpendicular to an original coordinate
axis. So this paper reports the results of comparing between ICA and PCA in
FCMC using the above four benchmark datasets, where the two initialization
methods of clustering are used. Experiments are performed on Dell Precision
T3500, 2.67GHz 3.25GB, Windows XP.
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4.1 Herat, Iono, and Sonar Data

Tables show the classification performance on three data sets (Herat, Iono,
and Sonar data). In Heart data (5 dimension, PCA-tree) and Iono data (5 di-
mension, PCA-tree), the test error rates of ICA were worse than those of PCA.
But in other cases, the test error rates of ICA were better than those of PCA.
And the test error rates of FCMC is nearly the same with those of other clas-
sifiers [I5T6UI7]. For example, the CLIP3 machine learning algorithm achieved
77.0% accuracy on Heart data [15]. So ICA-based approach is effective for FCM
classifier on those data sets.

Table 2. Comparison of accuracy on Heart data

training sample 80, test sample 187, original feature dimension 44
data name (dimension) Initial partitioniing  test error (ICA)  test error (PCA)

Heart (44—2) kd-Tree 18.18% 21.93%
Heart (44—2) PCA-Tree 18.72% 19.25%
Heart (44—5) kd-Tree 11.76% 16.04%
Heart (44—5) PCA-Tree 17.11% 12.83%

Table 3. Comparison of accuracy on Iono data

training sample 200, test sample 150, original feature dimension 33

data name (dimension) Initial partitioning test error (ICA) test error (PCA)
Tono (33—5) kd-Tree 6.00% 6.67%
Tono (33—5) PCA-Tree 6.67% 5.33%
Tono (33—+10) kd-Tree 2.00% 2.67%
Tono (33—10) PCA-Tree 2.00% 3.33%

Table 4. Comparison of accuracy on Sonar data

training sample 104, test sample 104, original feature dimension 60

data name (dimension) Initial partitioning test error (ICA) test error (PCA)
Sonar (60—2) kd-Tree 36.54% 38.46%
Sonar (60—2) PCA-Tree 40.38% 41.35%
Sonar (60—5) kd-Tree 20.19% 28.85%
( )

Sonar (60—5 PCA-Tree 25.00% 25.96%
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4.2 Wine Data

TableBlshows the results which the test error rates of ICA were worse than those
of PCA. Here, we discuss the characteristics of PCA and ICA-based dimension
reduction in the data sets. Figure[Ilshows the contribution ratio of eigenvalues in
eigen decomposition. For example, the first five components account for 55.2%
on Sonar data (Fig. [[lc), and the first two components account for 99.6% on
Wine data (Fig. I}d). From Fig. [}d, the contribution ratio in the first principal
component of Wine data was the majority compared to the other data (Herat,
Tono, and Sona). These features imply that the Wine data can be summarized

Table 5. Comparison of accuracy on Wine data

training sample 2000, test sample 4497, original feature dimension 12

data name (dimension) Initial partitioning test error (ICA) test error (PCA)
Wine (12—5) kd-Tree 5.56% 4.85%
Wine (12—5) PCA-Tree 5.58% 4.76%
Wine (12—10) kd-Tree 2.60% 1.58%
Wine (12—10) PCA-Tree 1.65% 1.49%
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Fig. 1. Contribution ratio of eigenvalues
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only by the first principal component and has no need to reformulate the ICA-
based features. On the other hand, when the multi-dimensional data sets cannot
be summarized by a solo feature value as in the case of the previous subsection,
PCA scores should be further processed into ICA scores for achieving higher
recognition rates.

These results fairly demonstrate the applicability of ICA-based preprocessing
in FCMC.

5 Conclusion

In this paper, the applicability of ICA-based preprocessing to FCM classifier was
investigated. The recognition rate of FCMC was compared using four benchmark
data sets available from the UCI benchmark repository. As the result, in the most
cases, the performances of ICA-based approach were better than those of PCA-
based one, i.e., PCA-based preprocessed data sets should be further processed
by ICA before applying FCMC when the data set can be summarized by two or
more dimensional feature values.

Potential future work includes application of the ICA-based preprocessing
model to much higher dimensional data sets [I§].
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Abstract. In the electroencephalography (EEG) data simultaneously acquired
with the functional magnetic resonance imaging (fMRI) data, the removal of the
residual magnetic resonance (MR) gradient artifacts has been a challenging is-
sue. To remove gradient artifacts generated from switching MR gradient field,
average artifact subtraction (AAS) has been widely used. After applying the
AAS method, however, residual MR gradient artifacts still remained in cor-
rected EEG data. In this study, we proposed a novel method to remove the resi-
dual MR gradient artifacts (GAs) using random segmentation based principal
component analysis (rsSPCA). The performance of rsPCA was compared to that
of the independent component analysis (ICA) method using data acquired from
a motor imagery task. The results indicated that rsPCA could suppress further
the residual MR gradient artifacts remained from the AAS step compared to the
ICA method.

Keywords: Simultaneous EEG/fMRI, random segmentation, principal compo-
nent analysis, electroencephalography, functional magnetic resonance imaging,
MR gradient artifact.

1 Introduction

The simultaneous electroencephalography (EEG) and functional magnetic resonance
imaging (fMRI) technique has shown a great promise for investigating human brain
function fulfilling both the superior temporal and spatial resolution [1]. However, it
has long been an issue that the EEG data are corrupted by the artifacts induced from
MR gradient switching during concurrent fMRI data acquisition [2]. In detail, using
an gradient-echo echo planar imaging (EPI) pulse sequence to acquire fMRI data, MR
gradient changes are repeatedly changing over the course of fMRI data acquisition,
which results in repeated artifactual patterns in the simultaneously acquired EEG data.
The amplitudes of these MR gradient artifacts (GAs) in the EEG data are several
times greater than the EEG signal amplitude induced from a neuronal activity [2].
Thus, it is crucial to remove these MR-GAs from EEG data and to obtain meaningful
EEG features associated with neuronal activity.

* Corresponding author.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 101-[07] 2013.
© Springer-Verlag Berlin Heidelberg 2013



102 H.-C. Kim and J.-H. Lee

An average artifact subtraction (AAS) method [3, 4] has been widely used for re-
moval of these MR-GAs. The method utilizes the repeated patterns of the MR-GAs
added in the EEG data to estimate an average MR-GA template. The estimated MR-
GA template is then subtracted from the contaminated EEG data and consequently the
substantial gradient-related artifacts were successfully attenuated using this approach.
However, the residual MR-GAs [5] are still remained in EEG data due to the alternat-
ing slice timings across the fMRI volumes and mismatch in the hardware clocks be-
tween the EEG and fMRI systems. To further remove these residual MR-GAs, an
independent component analysis (ICA) method in the context of a blind-signal separa-
tion (BSS-ICA) approach has been reported [6, 7]. In the resulting separating inde-
pendent sources, the sources related to the MR-GAs were identified via a visual
inspection and subsequently these sources were removed. However, the BSS-ICA
approach has been limited to separate the purely residual MR-GAs in the separated
ICs as often neuronal components were mixed in the separated MR-GA related IC [7].

To address this issue, we proposed a novel data-driven approach of random seg-
mentation based principal component analysis (rsPCA), which is a standard PCA
approach using data sets randomly segmented across a time-series data in each of the
EEG channel to extract feature sets characterized the MR-GA. We hypothesized that
our proposed rsPCA approach can extract the MR-GA related features determined
based on a prior knowledge of frequency information of MR gradient switching. Also,
we hypothesized that the rsPCA based MG-GA removal method can minimize poten-
tial signal loss. The resulting performance will be explicitly compared with that of the
ICA approach in the context of the suppressing the MR-GA related spectral powers
while maintaining the spectral powers potentially representing neuronal activity.

2 Materials and Methods

2.1 Data Acquisition

Four healthy right-handed volunteers participated in this study after providing written
informed consents. The EEG data were acquired using a 32-channel MR-compatible
EEG system (including a single electrocardiogram channel, BrainProducts GmbH,
Germany) and blood oxygenation level dependent (BOLD) fMRI signals
(TR/TE=1000/28ms, FOV=240x240mm?2, matrix size=64x64, the number of inter-
leaved slices=20 with no gap, thickness=7mm) while fMRI data were simultaneously
acquired using a 12-channel head coil and gradient-echo echo-planar imaging (EPI)
pulse sequence in a 3-T MRI (Tim Trio, Siemens, Erlangen, Germany). The EEG data
were referenced to the FCz electrode and sampled at S000Hz with a resolution of
0.5uV/bit. When the scanner was operated, SV TTL pulse from the MRI scanner was
sent to the EEG device, so the onset timings of each slice acquisition within a whole
brain volume were recorded as makers on the EEG data that will be used for the AAS
step.
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2.2  Experimental Design

A block-based paradigm with right-hand motor imagery tasks was designed as a task
paradigm. Four subjects completed an fMRI run (with a single fMRI scan) consisted
of 10 trials of right-hand motor imagery tasks. As shown in Fig. 1, the fMRI run
lasted 320 seconds and consisted of 10 task blocks (30s for each) followed by a rest
block (20s). In the task block, there were two beeping alarm sounds during 0.5s to
indicate the onset and offset of imagery task. When subjects heard the first beep (i.e.,
onset of the task), they were instructed to imagine their right-hand clenching move-
ments at a pace of 3Hz for 2.5s until the last beeping (i.e., end of the task) was played.
After the task, subjects were instructed to rest (26.5s) and they performed the right-
hand motor imagery tasks in the remaining trials.

El- = -
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Fig. 1. Experiment design of the adopted right-hand motor imagery task

3 Random Segmentation Based PCA

Fig. 2 illustrates an overall flow diagram of our study. First, AAS method was applied
to the MR-GA contaminated EEG data using Bergen EEG-fMRI toolbox
(http:/fmri.uib.no). In this study, a plugin developed for EEGLAB toolbox
(http://sccn.ucsd.edu/ eeglabinto) was used. The resulting EEG data were down-
sampled at 80Hz. Then, the rsPCA is applied to the down-sampled AAS applied EEG
data.

As shown in the middle plot of the Fig. 2, the entire time-series from a single EEG
channel was pseudo-randomly segmented. In this study, a time frame with 160 sample
points (2s) was used as the length of each EEG segment. The duration of the EEG
segment is two times longer than the duration of the fMRI volume acquisition (i.e. 1s)
so it could capture the repeated patterns of the MR-GA across two fMRI volumes. A 2-
D matrix (time-by-segments) with randomly segmented EEG data was then generated
based on the concatenation of these randomly selected EEG segments. Using this 2-D
data matrix, a PCA was conducted and eigenvalues and corresponding eigenvectors
were estimated from a covariance matrix of the 2-D data matrix. Then, the estimated
eigenvectors were transformed into the frequency domain using fast Fourier transfor-
mation (FFT) method with a window size of 160 to calculate the frequency spectrum.
To select MR-GA related eigenvectors, frequency of the fMRI slice timing acquisitions
were utilized. More specifically, the frequencies associated with the MR-GA are 20,
21.5Hz, and 40Hz (i.e. harmonic frequency of 20Hz; sample frequency=80Hz) since
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the periods of the slice acquisition were 50ms or 47.5ms. Thus, any eigenvectors (i.e.
MR-GA features) whose center-frequencies are proximal (£10%) to the frequencies
associated with the MR-GA, these eigenvectors were selected as potential MR-GA
related features and subsequently removed from the corresponding channel of the EEG
data. In detail, the coefficients of the eigenvectors were estimated from the EEG data
of the corresponding channel via least-squares algorithm by minimizing the reconstruc-
tion error between (1) the original EEG data and (2) reconstructed EEG data which is a
linear combination of the eigenvectors and corresponding coefficients. To remove the
MR-GAs, the coefficients of the MR-GA related eigenvectors were set to zero and the
EEG data were reconstructed. This procedure was independently applied to the EEG
data in each channel and for each subject.

An Infomax based ICA algorithm implemented in the EEGLAB was also applied
for performance evaluation. More specifically, a total of 32 ICs were extracted using
the EEG data across the 32-channels and MR-GA related ICs were selected and sub-
sequently excluded in the reconstruction of EEG data [6]. This ICA based MR-GA
removal process is identically applied to the data sets from each subject.

AAS applied EEG data
{ IsPCA }

Contaminated Gradient | Random segmentation | Gradient free
— I — T — Reconstruction [—
EEG data EEG data
(AAS) | Eigen-decomposition I
1

component selection

Fig. 2. The overall process to remove gradient artifact

4 Results

4.1 MR-GA Related Features from rsPCA

Fig. 3 represents that temporal patterns on Fz, Cz, and Pz channels before/after rsPCA
process from a subject and two representative temporal/frequency patterns related
with MR-GA. In rsPCA, 160 eigenvectors were estimated and the estimated eigenvec-
tors were transformed into the frequency domain to determine MR-GA related fea-
tures. As shown in the right panel of the Fig. 3, two representative MR-GA related
eigenvectors were found on temporal/frequency domain among 160 eigenvectors.
Using the MR-GA related frequencies (i.e., 20, 21.5Hz and 40Hz) estimated from the
periods of the slice acquisition (i.e., 50ms and 47.5ms), several eigenvectors were
selected. The selected eigenvectors were excluded during the reconstruction of EEG
data. After the reconstruction, the rsPCA method showed that MR-GAs left by AAS
were successfully removed.
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Fig. 3. Example results of residual MR-GA removal using an rsPCA approach
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4.2  Spectral Profiles

Fig. 4 shows an example of EEG power spectrums from C3 channel after AAS, ICA,
and rsPCA process. AAS method was applied into contaminated EEG signals across
subjects. After applying the AAS method channel, substantial residual MR-GAs were
removed by ICA and rsPCA. Subsequently, corrected EEG signals from each method
were z-score normalized and transformed into the frequency domain to qualify evalu-
ation across subjects.

As shown Fig 4, ICA result presented that frequency powers above 19Hz were rel-
atively decreased compared to the rsPCA. Meanwhile, rsPCA showed that frequency
powers were considerable overlaps with the frequency power of AAS result except
the MR-GA frequency ranges (20, 21.5 or 40Hz). These results demonstrated that
rsPCA achieved the effective artifact suppression with respect to the frequency power
of the residual MR-GAs.
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Fig. 4. The exemplified comparison result from ICA, rsPCA, and AAS applied EEG data
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5 Discussion

In this study, we proposed a novel data-driven method to remove the residual MR-
GAs using rsPCA. The performance of rsPCA was compared to that of ICA method
with AAS applied EEG data sets. The performance results showed the spectral powers
related MR-GAs were successfully suppressed by rsPCA while the spectral powers
representing potential neuronal activity maintained. On the other hand, the result from
the ICA method showed the attenuation of MR-GAs powers as well as non-artifact
related signal powers. This meant that separated ICs were potentially mixed neuronal
components. Consequently, rsSPCA can effectively suppress the residual MR-GAs
with minimization of potential signal loss compared to the ICA method.

However, there may be a potential issue of overestimation. As shown in Fig.4, a
sharp decline pattern of spectral power at 20Hz was found in subject#4. That may be
because a small time frame (160 sample points) was adopted to form a 2-D matrix for
carrying out PCA. For example, if the time frame size is increased, eigenvectors esti-
mated from PCA is more likely to finely separate spectral powers. These separated
spectral powers would avoid from a sharp decline of spectral power during the feature
selection of rsPCA. In addition, only use of temporal/frequency information may be
unobvious which eigenvectors were highly related with MR-GAs due to spectral
powers around the MR-GA related frequency potentially contain neuronal activity
signals. To overcome this problem, statistical metrics and methods [10, 11] between
estimated MR-GA from AAS and reconstructed signals from each eigenvector may be
useful for feature selection.

Further work is warranted to utilize statistical metrics and methods (e.g., mutual in-
formation analysis, correlation analysis) and to change the number of sample size to
avoid overestimation during the feature selection. Moreover, quantitative evaluation
will be conducted by comparing AAS, ICA, and rsPCA method with a number of
subjects to prove an efficacy of our method.

6 Conclusion

In this study, we proposed random segmentation based principal component analysis
to effectively suppress residual artifacts left by AAS. The performance on power
spectrum analysis showed that rsPCA method to successfully remove residual arti-
facts with severe signal loss compared to the ICA method. Our proposed rsPCA
seems a promising to be able to contribute to enhance the quality of EEG data ac-
quired during concurrent fMRI scanning.
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Abstract. Slow feature analysis (SFA) is a time-series analysis method
for extracting slowly-varying latent features from multi-dimensional data.
In this paper, the probabilistic version of SFA algorithms is discussed
from a theoretical point of view. First, the fundamental notions of SFA
algorithms are reviewed in order to show the mechanism of extracting
the slowly-varying latent features by means of the SFA. Second, recent
advances in the SFA algorithms are described on the emphasis of the
probabilistic version of the SFA. Third, the probabilistic SFA with rigor-
ously derived likelihood function is derived by means of belief propaga-
tion. Using the rigorously derived likelihood function, we simultaneously
extracts slow features and underlying parameters for the latent dynam-
ics. Finally, we show using synthetic data that the probabilistic SFA
with rigorously derived likelihood function can estimate the slow feature
accurately even under noisy environments.

Keywords: Slow feature analysis, State-space model, Probabilistic in-
formation processing, Bayesian statistics, Latent dynamics.

1 Introduction

Slow feature analysis (SFA) is a time-series analysis method for extracting slowly
varying features from multi-dimensional data [1]. In recent years, the SFA has at-
tracted much attention in computational neuroscience studies to establish models
for complex cells in the visual systems, and those for place cells and grid cells
in the hippocampus and entorhinal cortex [2-4]. In those models, the SFA has
been used under assumption that slowly varying features play an important role
in the information processings in our brain. Moreover, the SFA has been applied
to important machine learning problems such as pattern recognition and feature
extraction from high-dimensional data and so on |5-§].

Recently, a probabilistic version of the SFA has been proposed using the frame-
work of state-space model [9]; probabilistic perspective has been useful for many
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machine learning algorithms such as principal component analysis |[10], indepen-
dent component analysis [11] and so on. In the conventional probabilistic SFA
[9], a likelihood function used to estimate parameters of the model is approxi-
mately evaluated by assuming that there exists no observation noise. Although
observed data that we have to deal with would be noisy in general, it has been
unclear whether the slow feature estimated by the conventional probabilistic SFA
is accurate for such noisy data. Actually, a recent theoretical study showed that
the conventional method cannot extract slow features accurately under noisy
environments |13].

In this paper, we discuss recent advances in the SFA algorithms from a the-
oretical point of view. First, the fundamental notions of SFA algorithms are
reviewed from a theoretical point of view in order to show how the SFA extracts
the slowly-varying latent features. Second, recent advancements in the SFA algo-
rithms are discussed on the emphasis of the probabilistic version of the SFA. The
probabilistic SFA with rigorously derived likelihood function is derived by using
belief propagation [12]; the belief propagation is a method to realize rigorous
results for the graphical model with no loops while we can find the probabilistic
SFA has no loops in its graphical structure. Using the rigorously derived likeli-
hood function, a probabilistic version of SFA considering the effect of observation
noise is realized and we can simultaneously extract slow features and underlying
parameters for the latent dynamics. Finally, we show using synthetic data that
the probabilistic SFA with rigorously derived likelihood function can estimate
the slow feature accurately even under noisy environments.

2 Theory

In this section, we first review conventional SFA algorithms and then discuss
recent advances in the SFA algorithm employing a probabilistic framework with
rigorously derived likelihood function by means of belief propagation. We show
that the probabilistic SFA with rigorously derived likelihood function realizes
accurate and robust estimation of the slow feature and parameters even under
noisy environments.

2.1 Deterministic SFA

The original SFA is a deterministic algorithm to extract the most slowly varying
feature (called “slow feature”) from multi-dimensional time series data |1]. A
schematic diagram of the deterministic SFA is shown in Fig. 1 (a).

For multi-dimensional input time series data x(t) € R, the output of the
SFA y;(t) (j = 1,---, N) is obtained using transformation y;(t) = g;(«(t)). This
transformation g;(x) is determined to minimize the following expression:

Aly;) = (U5 (1)

where A(y;) is called A-value and (-); denotes an average with respect to time.
Namely, in the deterministic SFA, we perform transformation g;(x) which min-
imizes the derivative of output y(t) with respect to time ¢. Within outputs of
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Fig. 1. A schematic diagram of slow feature analysis (SFA). (a) In the deterministic
SFA, multi-dimensional time series data @(t) are transformed via scalar functions g;(x)
into outputs y;(t). An element of outputs with minimal A-value corresponds to slow
feature. (b) In the probabilistic SFA, latent variables y; are estimated from observed
variable x; by using framework of Bayesian statistics. The latent variable y; ; with the
largest A; corresponds to the slow feature.
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the SFA {y;(t)}, the output y;(¢) with minimum A-value corresponds to a slow
feature.
Additionally, the constraint conditions are employed:

(yj)+ =0, (zero mean) (2)
<yj2>t =1, (unit variance) (3)
(yiyj)r =0, (decorrelation) (4)

These three constraints are employed to normalize output signals, avoid trivial
results, and guarantees that different output elements have different information.

2.2 Probabilistic SFA

Recently, a probabilistic version of SFA has been proposed [9]. However, the
likelihood function is approximately derived by assuming no observation noise
in the conventional probabilistic SFA [9]. Actually, a theoretical study showed
that the conventional SFA cannot estimate the slow feature accurately under
noisy environment [13].

Here we discuss a probabilistic SFA with rigorous derivation of likelihood func-
tion [14, [15]. We consider extraction of N-dimensional latent variables y; from
M-dimensional observed variables x; based on probability distribution reflecting
the deterministic SFA (Fig. 1(b)).

Latent variables y; including the slow feature is described by system model:

Yi = AYi—1 + 4. (5)

Namely, the latent variable y; at each time depends on that y;_; at the preceding
time. A is a parameter for the degree of the dependence of latent variable, and
is expressed by a diagonal matrix with elements A, for the corresponding latent
variables y, ¢. 7 describes a system noise obeying white Gaussian noise with
average 0 and covariance X, where X is a diagonal matrix with elements o2, .
Thus, the dynamics of latent variables has two kinds of parameters: A and X.
Here each element A, of A takes a value between 0 and 1. Note that the dynamics
of yp+ is slow for large value of A, whereas the dynamics of y, . is fast for
small value of \,. Therefore, the latent variable with the largest value of A,
corresponds to slow feature to be extracted in the probabilistic SFA.

Observed variables x; are assumed to be expressed using observation model:

ry = Wﬁlyt —+ Et (6)

Namely, observed variables x; are generated from the latent variables y; con-
verted by M x N matrix W ! under observation noise &;. The observation noise
is assumed to be white Gaussian noise with average 0 and covariance 021, where
I is an identity matrix.

In the probabilistic SFA, the latent variables y; and the observation variables
x; are described by the state space model consisting of system model (Eq. (@)
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and observation model (Eq. (@])). The state space model of the probabilistic SFA
can be expressed by using probability density functions as follows:

p(yt|yt—17Aa E) :N(yt|Ayt—172) (7)
p(@elye, W, oo D) = Nz |W ™y, 021 (3)

2.3 Rigorous Derivation of Likelihood Function by Belief
Propagation

To estimate the latent variables y;, we need to estimate parameters in the state
state model: @ = {W =1 X\, X 02}. For this purpose, the likelihood function of
the probabilistic SFA is derived by means of the belief propagation ﬂﬁ, , ]

Yna Ynrr Yur

Fig. 2. A graphical structure of the probabilistic SFA. Each observed variable x: at
time ¢ depends on a latent variable y; at the same time ¢, whereas the latent variable y;
at time ¢ depends on the latent variable y;—1 at the preceding time ¢ — 1. The graphical
structure of the probabilistic SFA has a straight structure and no loops. Based on this
graphical structure, we perform belief propagation to derive the likelihood function.

The likelihood function of the probabilistic SFA obeys the following expres-
sion:

T
p(w1:T|9):/dy1THP |y, W, 0o Dp(y1| Po) H (Yelye—1, A, X)) (9)

t=1 t=2

To evaluate this likelihood function., Turner and Sahani E] employed an approx-
imation by assuming that observation noise o2 is zero. In the approximation, the
probabilistic model of observation model (Eq. () becomes Dirac’s delta func-

tion, and integration in the likelihood function can be easily performed. However,
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this approximation assumes that there exists no observation noise, and estima-
tion accuracy would be lowered for noisy data [13].

Here we discuss the rigorous derivation of the likelihood function in the prob-
abilistic SFA by means of belief propagation [12, [13, 15]. Eq. (@) includes high-
dimensional integration of joint distribution with respect to y;. As shown in Fig.
2, the graphical model of the probabilistic SFA has a straight structure and no
loops. Based on this structure, we overcome the difficulty in high-dimensional
integration by the belief propagation. Thus we can perform integration with re-
spect to each latent variable y; per time subsequently from time ¢ = 1. Since y;
depends on y;_1, integrations after time ¢ = 2 can be performed by using the
integration for the preceding time. By the belief propagation, a marginal distri-
bution «(y;) can be propagated as a message from time ¢ = 1 to time t =T as
the following recursion relation:

cralye) = plz ) / dye—r0(yr—)p(yely—1) (10)

Since probability distributions in the above expression obey Gaussian distribu-
tions, the marginal distribution a(y;) becomes a Gaussian distribution,

a(ys) = N(ye|pe, Vi) (11)

Here coefficient ¢; is conditional distribution of observation model as follows:
Ct :p(:ct\acl,...,:ct_l) (12)

By conducting analytical treatments using the belief propagation, we rigor-
ously derive the likelihood of the probabilistic SFA as follows:

p(x)0) = [[N (@ |W A1, Ze 1) (13)

t=1

where

Z,=WPW 462, P,=X+AVAT
Vi=(I-KW ")P_,, e = Ape—1 + Ky(ze — W Apy_q) (14)

Here K, is a Kalman gain matrix and is shown to depend on observation noise
0. The rigorously derived likelihood function p(z|@) is a product of ¢; and
average and covariance of each ¢; can be obtained from that of the preceding
time. In this rigorous framework, we estimate parameters by using the derived
likelihood function and obtain the latent variables y; including slow feature.
Note that the approximated likelihood function used in the probabilistic SFA
proposed by Turner and Sahani |9] can be obtained in the limit of o, — 0.

Using the rigorously derived likelihood function and the state space model of
the SFA, the probabilistic SFA realizes the simultaneous estimation of the slow
feature and its underlying parameters.



114 T. Omori

(a) observed data (b) slow feature

T e UR— 0 100 200 300
slow feature

0 100 200 300 0 100 200 300
time time

Fig. 3. Estimated results using probabilistic SFAs. (a) Parts of multi-dimensional ob-
served data x:. (b) Estimated slow feature by using the probabilistic SFA with rig-
orously derived likelihood function g1 (black solid line) and true slow feature yi(red
dotted line). (c) Estimated slow feature g1 (black solid line) by using the probabilistic
SFA with approximated likelihood function and true slow feature yi(red dotted line).

3 Results

In this section, we compare the performance of the probabilistic SFAs. Both
latent and observation variables are generated numerically based on the proba-
bilistic SFA. The latent variables y; and the parameters 8 = {W =1 X\, X o2}
are estimated using the probabilistic SFA with the likelihood function rigor-
ously derived in the previous section. For simplicity, the dimension of observed
variables x; is set to be the same as that of latent variables y;.

3.1 Estimation of Slow Feature from Multi-dimensional Data

Here we extract a slow feature from noisy observed data by using the prob-
abilistic SFA with rigorously derived likelihood function. The slow feature
is estimated from multi-dimensional time-series data x; (Fig. 3 (a)). As shown
in Fig. 3 (b), the estimated slow feature g, (black solid line) exhibits similar
dynamical behaviors shown in the true slow feature y;. In contrary, the slow
feature estimated by the probabilistic SFA with approximated likelihood func-
tion is less similar to the true one (Fig. 3 (c)). From these results, we find
that the probabilistic SFA with rigorously derived likelihood function ﬂﬁ] gives
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Fig. 4. Comparison between probabilistic SFA with rigorously derived likelihood func-
tion (circles) and conventional one with approximated likelihood function(squares).
Discrepancy between the true slow feature y; and the estimated slow feature g; is
evaluated for different values of observation noise o2. We find that the probabilistic
SFA with rigorously derived likelihood function shows better performance than con-
ventional one approximated likelihood function [9] for noisy data.

better performance compared with conventional one with approximated likeli-
hood function [9].

3.2 Effect of Observation Noise on Performance

To evaluate the effect of observation noise on estimation performance, we per-
form estimation for different levels of observation noise. Figure 4 shows how the
discrepancy between the estimated and the true slow feature changes depend-
ing on the observation noise. We find that the probabilistic SFA with rigorously
derived likelihood function gives better performance than conventional one with
approximated likelihood function; even though the results of two methods are
similar when there exists no observation noise, estimation errors for the proba-
bilistic SFA with rigorously derived likelihood function are much smaller than
those for conventional one with approximated likelihood function. From these
results, we find that the probabilistic SFA with rigorously derived likelihood
function extracts slow features more accurately.

4 Concluding Remarks

In this paper, we discussed the latent dynamics extraction algorithms using the
SFA framework. We first described the basic framework of the deterministic
SFA and the probabilistic SFA, and then discussed the recent advances in the
probabilistic SFA. The likelihood function of the probabilistic SFA has been de-
rived rigorously by means of belief propagation, while the likelihood function was
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approximately evaluated by assuming that observation noise is zero in the con-
ventional SFA algorithm. Furthermore, we have shown using numerical data that
the probabilistic SFA with rigorously derived likelihood function can estimate
the slow feature and its underlying parameters for latent dynamics accurately
even under noisy environments.
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Abstract. The ICML 2013 Workshop on Challenges in Representation
Learnin focused on three challenges: the black box learning challenge,
the facial expression recognition challenge, and the multimodal learn-
ing challenge. We describe the datasets created for these challenges and
summarize the results of the competitions. We provide suggestions for or-
ganizers of future challenges and some comments on what kind of knowl-
edge can be gained from machine learning competitions.

Keywords: representation learning, competition, dataset.

1 Introduction

This paper describes three machine learning contests that were held as part of
the ICML workshop “Challenges in Representation Learning.” The purpose of
the workshop, organized by lan Goodfellow, Dumitru Erhan, and Yoshua Ben-
gio, was to explore the latest developments in representation learning, with a
special emphasis on testing the capabilities of current representation learning
algorithms (See [1] for a recent review) and pushing the field towards new devel-
opments via these contests. Ben Hamner and Will Cukierski handled all issues
related to Kaggle hosting and ensured that the contests ran smoothly. Ian Good-
fellow and Dumitru Erhan provided baseline solutions to each challenge, mostly
in Pylearn2 2] format. Google provided prizes for all three contests. The winner
of each contest received $350 while the runner-up received $150. A diverse range
of competitors spanning academia, industry, and amateur machine learning pro-
vided excellent solutions to all three problems. In this paper, we summarize their
solutions, and discuss what we can learn from them.

! http://deeplearning.net/icm12013-workshop-competition
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2 The Black Box Learning Challenge
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Fig. 1. Histogram of accuracies obtained vised and transfer 1earning Chaﬂenge

by different submissions on the BBL- (3] which used obfuscated data and re-

2013 d:fttaset. Organizer-provided baselines quired submission of a representation

shown in red. of the data that would then be used on

the competition server to train a very

weak classifier. In this contest, we al-

lowed competitors to use any method; using representation learning was not a

requirement. The second goal of this contest was to test the ability of algorithms

to benefit from extra unsupervised data. To this end, we provided only very few
labeled examples.

This contest introduced the Black Box Learning 2013 (BBL-2013) dataset.
The scripts needed to re-generate it are available for downloadd. The dataset
is an obfuscated subset of the second (MNIST-like) format of the Street View
House Numbers dataset|4]. Dumitru Erhan created the dataset. The original
data contained 3,072 features (pixels) which he projected down to 1875 by mul-
tiplication by a random matrix. He also removed one class (the “4”s). These
measures obfuscated the data so competitors did not know what task they were
solving. The organizers did not reveal the source of the dataset until after the
contest was over. To make the challenge emphasize semi-supervised learning,
only 1,000 labeled examples were kept for training. Another 5,000 were used for
the public leaderboard. For these examples, the labels are not provided to the
competitors, but the features are. Each team may upload predictions for these
examples twice per day. The resulting accuracy is published publicy. The public
test set is thus a sort of validation set, but also gives one’s competitors infor-
mation. Another 5,000 examples were used for the private test set. The features
for these examples are given to the competitors as well, but only the contest
administrators see the accuracy on them until after the contest has ended. The

2 http://www.kaggle.com/c/
challenges-in-representation-learning-the-black-box-learning-challenge
3 http://www-etud.iro.umontreal.ca/~goodfeli/bbl2013.html
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private test set is used to determine the winner of the contest. We also provided
130,000 unlabeled examples drawn from a set specified to be “less difficult” by
the creators of SVHN.

218 teams submitted 1963 entries to the contest. 75 teams beat the best base-
line (a 3-layer MLP) provided by the organizers. See Fig. [l for a histogram of
all the teams’ performance. David Thaler won the contest with an accuracy of
70.22% using blending of three models that used sparse filtering[5] for feature
learning, random forests for feature selection [6], and support vector machines|7]
for classification. Other competitors such as Lukasz Romaszko [8] also obtained
very competitive results with sparse filtering. This was an interesting outcome
because sparse filtering has usually been perceived as an inexpensive and sim-
ple method that gives good but not optimal results. David Thaler and Lukasz
Romaszko both observed that learning the sparse filtering features on the combi-
nation of the labeled and unlabeled data worked worse than learning the features
on just the labeled data. This may be because the labeled data was drawn from
the more difficult portion of the SVHN dataset. Dong-Hyun Lee [9] finished
second in the contest, having independently rediscovered entropy regularization
[10]. This very simple means of semi-supervised learning proved surprisingly ef-
fective and merits more attention. In third place, Dimitris Athanasakis and John
Shawe-Taylor developed a new feature section / combination mechanism com-
bined with MKL. Other top scorers included Jingjing Xie, Bing Xu and Zhang
Chuang, who developed ensemble voting techniques for use with denoising au-
toencoders [11] and maxout networks [12].

A recent trend in deep learning has been to forego unsupervised learning en-
tirely following recent improvements to discriminative training. This is probably
a result of most datasets having several labeled examples. In this contest, with
only 1,000 labeled training examples, most of the top scorers still needed to make
use of the unlabeled data in some way.

3 The Facial Expression Recognition Challenge

In the facial expression recognition challengeﬁ we invited competitors to design
the best system for recognizing which emotion is being expressed in a photo
of a human face. In this contest, we wanted to compare methods on a task
that is well studied but using a completely new dataset. This avoids issues of
overfitting to the test set of a repeatedly used benchmark dataset. One reason
to hold such a contest is that it allows us to compare feature learning methods
to hand-engineered features in as fair a manner as possible.

This contest introduced the Facial Expression Recognition 2013 (FER-2013)
dataset. It is available for downloadf. FER-2013 was created by Pierre Luc Car-
rier and Aaron Courville. It is part of a larger ongoing project. The dataset
was created using the Google image search API to search for images of faces

*Thttp://www.kaggle.com/c/challenges-in-representation-learning-facial-
expression-recognition-challenge
® http://www-etud.iro.umontreal.ca/~goodfeli/fer2013.html
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that match a set of 184 emotion-related keywords like “blissful”, “enraged,” etc.
These keywords were combined with words related to gender, age or ethnicity,
to obtain nearly 600 strings which were used as facial image search queries. The
first 1000 images returned for each query were kept for the next stage of process-
ing. OpenCV [13] face recognition was used to obtain bounding boxes around
each face in the collected images. Human labelers than rejected incorrectly la-
beled images, corrected the cropping if necessary, and filtered out some duplicate
images. Approved, cropped images were then resized to 48x48 pixels and con-
verted to grayscale. Mehdi Mirza and Ian Goodfellow prepared a subset of the
images for this contest, and mapped the fine-grained emotion keywords into the
same seven broad categories used in the Toronto Face Database [14]. The result-
ing dataset contains 35887 images, with 4953 “Anger” images, 547 “Disgust”
images, 5121 “Fear” images, 8989 “Happiness” images, 6077 “Sadness” images,
4002 “Surprise” images, and 6198 “Neutral” images.

Tan Goodfellow performed some small-scale experiments to estimate the hu-
man performance on this task. He collected 1500 images of members of the LISA
lab acting out the seven facial expressions. This dataset contains no label noise
per se, though poor acting abilities mean that the Bayes rate could be quite
high. On this dataset, human accuracy was 684+5%. FER-2013 could theoretical
suffer from label errors due to the way it was collected, but Ian Goodfellow found
that human accuracy on FER-2013 was 65+5%. While there may be label errors,
they do not make the task significantly harder, at least not for a human. James
Bergstra also determined the best performance of a “null” model, consisting of a
convolutional network with no learning except in the final classifier layer. Using
the TPE hyperparameter optimization algorithm, he found that the best such
convolutional network obtains an accuracy of 60%. Using an ensemble of such
models, he obtained an accuracy of 65.5%. See [15] for details.

56 teams submitted on the final dataset. Of these, four beat the best “null”
ensemble model (which was not presented until after the contest was over—-many
more teams beat the simpler baselines provided by the organizers). Their scores
are presented in Table [II The top three teams all used convolutional neural
networks [16] trained discriminatively with image transformations. The winner,
Yichuan Tang, used the primal objective of an SVM as the loss function for
training. This loss function has been applied to neural networks before, but he
additionally used the L2-SVM loss function, a new development that gave great
results on the contest dataset and others.

One of the questions we hoped to answer in this workshop is whether or not
feature learning algorithms are ahead of other methods. Radu Tonescu, Marius
Popescu, and Cristian Grozea provided the strongest submission that did not
use feature learning. Their approach used SIFT [17] and MKL. This approach
put their performance close to that of Maxim Milakov, who submitted the third
best convolutional network. These results suggest that convolutional networks
are indeed capable of outperforming hand-designed features, but the difference
in accuracy is not extreme. It’s unclear whether the performance of the best
deep network has reached the Bayes rate on this task or not.
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Table 1. Private test set accuracy on FER-13

TEAM MEMBERS ACCURACY
RBM [18] YICHUAN TANG 71.162%
UNSUPERVISED YINGBO ZHOU, CHETAN RAMAIAH 69.267%
MAXIM MILAKOVE MaxiM MILAKOV 68.821%

RADU + MARIUS + CRISTI [19] RADU IONEScU, MARIUS POPESCU, 67.484%
CRISTIAN GROZEA

4 The Multimodal Learning Challenge

The multimodal learning challengdﬂ was intended to spur development of algo-
rithms that discover a unified semantic representation of examples that have
more than one input representation. In this case, the two input modalities were
images and text.

Competitors were advised to use the small ESP game dataset [20] for training
data, but all public sources of training data were allowed. The small ESP game
dataset consists of 100,000 images of varying sizes that were annotated by players
of an online game. Each image is tagged with on average 14 words, with a
vocabulary of over 4,000 words.

In order to provide a new test set, Ian Goodfellow manually labeled 1,000
images obtained by Google image search queries for some of the most commonly
used words in the small ESP game dataset. The labels were intended to resemble
those in the training set. For example, they include incorrect spellings that were
common in the training set. This dataset is available for downloadh.

Kaggle does not yet provide the kinds of evaluation metrics typically used for
multimodal learning, so the organizers devised a multimodal classification task.
Each test image would be accompanied by two labels from the test set, with the
classification task being to report which of the two labels is correct. Unfortu-
nately, because this is a matching task, it proved too easy to yield interesting
machine learning results. Yichuan Tang found that a base classifier with low
accuracy could be coupled with the Hungarian algorithm to compute the op-
timal matching. The optimal matching constructed in this way obtained 100%
accuracy. The contest ended in a three-way tie with 100% test accuracy. The
winners were “RBM” (Yichuan Tang), “MMDL” [21] (Fangxiang Feng, Ruifan
Li, and Xiaojie Wang), and “AlbinoSnowman” (John Park). RBM won the tie
by submitting the first perfect solution. The tie between MMDL and AlbinoS-
nowman was broken because MMDL submitted a model file for verification and
AlbinoSnowman did not. If a similar contest is organized in the future, we rec-
ommend labeling twice as many test images as are needed, then discarding half

5 http://nnforge.org

"ttp://www.kaggle.com/c/
challenges-in-representation-learning-multi-modal-learning

8 http://www-etud.iro.umontreal.ca/~goodfeli/mlc2013.html
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of the images and using their labels as the incorrect label for the remaining la-
bels. This removes the matching aspect of the problem and forces the classifier
to label each image independently.

5 Advice to Contest Organizers

Organizing a contest requires a significant amount of work from all parties in-
volved. We offer some suggestions for running a succesful contest:

Allocation of Time: Budget time for the following tasks: Before the contest
launches: Creation of new datasets, verification that state of the art algorithms
perform well but have room for improvement on the dataset, preparation of
baseline solutions, design of rules for the contest. During the contest: Field-
ing questions (on contest rules, how to use the contest website, etc.), resolving
portability issues with contest baselines. After the contest Verification of the
winners’ submissions, distributing the private test data, preparing presentations
and papers about the contest.

Designing Rules: Some things to consider: Should “transductive” meth-
ods that are allowed to observe all test set inputs be allowed? Are contestants
prohibited from labeling the public leaderboard test data and training or cross-
validating with it? What about training with outside data, or scraping the web
for higher resolution versions of input images? How will you enforce the rules?
Datasets that humans can label present many difficulties. Remember that you
need to prevent not just training on the test set, but also selecting hyperparam-
eters on it. The best way to do this is to require all entrants to upload their
trained models at the end of the contest. The organizers release the test set only
after all models are frozen. Entrants then run their submission on the test set
and upload the predictions . The organizers then verify that the winning sub-
missions’ predictions were indeed generated by the previously uploaded model.
Using this system is a powerful deterrent to cheating. In order to run the con-
test smoothly, it is important to plan these measures in advance and put them
in the rules from the start. We initially had fewer cheating deterrants in place,
expecting only a small number of competitors from the academic deep learning
community, but within days of launching the contest someone had already hand-
labeled the entire public test set for the multimodal learning contest. Note that
contestants are interested in obtaining a high rank on the leaderboard even if
they do not win a prize (on Kaggle, one can earn “Kaggle points” for placing in
the top 10% or 25% of a contest). It’s important to reserve the right to verify
all submissions and remove leaderboard entries that can’t be verified.

Difficulty and Participation Rate: Err on the side of making the contest
too hard rather than too easy. We erred on the side of making the contests
easy, in order to increase participation, and this made the multimodal contest
too easy to be interesting. While past workshop-based contests have had a low
participation rate (example: 4 teams in the NIPS 2011 transfer learning challenge
[22, 123]) the participation rate problem can be completely solved by hosting the
contest on Kaggle. Even our least popular challenge had 26 teams.
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Organize Multiple Contests Simultaneously. The marginal cost of run-
ning a second or third contest is low compared to the fixed cost of launching one
contest, and the additional contests provide some insurance that you will obtain
interesting results even if one contest turns out to be poorly devised.

Provide Baselines and a Leaderboard. Baselines boost participation
since entrants don’t need to write boilerplate code to load the data, etc.

6 Discussion and Conclusion

Competitions offer a different and important viewpoint on machine learning al-
gorithms than research papers do. Research papers are expected to be extremely
novel. When writing research papers, the most talented machine learning prac-
titioners focus their skills on tuning methods that they themselves invented.
Contests offer the opportunity to see what happens when a different incentive
structure is applied: skilled practitioners use whatever means they think will
help them win, regardless of how novel the method is or whether they invented
it. The use of a completely new test set also makes the results of the contest a
more realistic evaluation of generalization error. When interpreting the results
of a contest, it is important to remember that a contest is not a controlled exper-
iment complete with statistical analysis. However, contests can serve to refocus
our attention on algorithms that perform well, but may not otherwise receive
their due attention in the research community. This year’s contest highlighted
the performance of SVM loss functions, sparse filtering, and entropy regular-
ization. We hope these results help machine learning practitioners improve the
performance of their algorithms, and that future contest organizers are able to
use this report to plan more contests that highlight more effective algorithms.
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Abstract. Search Engines such as Google is capable of processing user queries
in a fast and efficient way. Though they are proven to be reliable, they are still
incapable of handling complex queries. For example, Image Search Engines
generally suffer from low accuracy when handling complex queries due to the
lack of information available in an image. This paper presents the various image
retrieval systems available currently, with in depth discussions on their opera-
tion and drawbacks. We also demonstrated the potential of using ontological
technique in image retrieval systems, which has shown promising results in
many research domains.

Keywords: Human-Centred Design, Webpage Segmentation, Image Indexing,
Search Engines.

1 Introduction

With the wide availability of high speed networks and the growth of World Wide
Web, information has become widely accessible in the world. Users can easily ac-
quire any information in any location of their choice using devices such as smart
phones and PDAs. There is a wide range of information available in the web; the most
typical ones are text based information. Recently, images have become an indispensa-
ble method for humans to express their thoughts and needs. With the recent social
networking sites and microblogging, people upload and share their images or other
multimedia-related content over the world on a global scale. Images can be consi-
dered as one of the vital medium of expressing thoughts.

Current commercial web-based image search engines such as Google Images,
Bing, Yahoo, etc, provide image annotation so that users can search for them using
search queries. However, these search engines are unable to handle complicated
search queries especially search queries which are too specific. Such systems work
generally fine for most simple queries (e.g., apple, cat, watch, etc). Complicated que-
ries such as “Amazon Rainforest on Fire” are also common and are the reason behind
most of these failed searches.

The accuracy of image search engines is crucial and highly dependent on the image
annotation. Fortunately, images in web do come with precious contextual information.
This information is widely available and can be located within the nearby region of
that particular image. However, not all the information located nearby are relevant to
the image, likewise not all the information located far away are irrelevant to the im-
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age. The focus of this study is thus to garner an in-depth understanding of this infor-
mation for indexing purposes.

To provide an in depth understanding of this study, our paper is written into two
parts. The first part of this paper describes the type of image retrieval systems availa-
ble currently, with their pros and cons provided. The second part of this paper pro-
vides an overview of the different categories of image retrieval systems. While the
study of image retrieval systems is a huge and wide area, our study in this paper is
primarily focused on the state of the art image retrieval systems and also on the future
trends of developing these systems.

This paper contains several sections. Section 2 describes the various image retriev-
al systems while Section 3 gives the categorization of the image retrieval systems.
And last but not least, Section 4 summarizes our work.

2 Image Retrieval Systems

An image retrieval system can be defined as a computer system for browsing, search-
ing and retrieving images from a large database of digital images. Most traditional
and common approaches of image retrieval utilize variousmethods of adding metadata
such as captions, keywords, or descriptions to the images so that retrieval can be per-
formed over the annotation words.

There are two aspects to an image retrieval system; indexing and searching. The
metadata of the image is indexed and stored in a large database and when a search
query is performed, the image search engine looks up the index, and queries are
matched with the stored information. The results are presented in ascending order
according to its relevancy.

Generally, the image retrieval system can be divided into 2 methods, which are
content-based and concept based. Relatively, a third method has become available as
a result of recent development and research.

Content-Based Image Retrieval Systems (CBIR)

Content-based image retrieval (CBIR), also known as query by image content (QBIC)
and content-based visual information retrieval (CBVIR) is the application of comput-
er vision techniques to the image retrieval problem, which is, the problem of search-
ing for digital images in large databases. It is not required for images to be indexed
with textual labels for these systems. Instead, images are indexed and retrieved ac-
cording to their low-level visual features of colors, shapes, texture, and/or spatial
information spatial information [4], [6].

There is a growing interest in Content-based IR due to the limitations inherent in
metadata-based systems, as well as a wide spectrum of potential uses for efficient
image retrieval. Textual information about images can be easily searched using exist-
ing technology; however human intervention is required to manually describe every
single image in the database. This is impractical for very large databases, or for
images that are generated automatically, e.g. from surveillance cameras. It is also
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possible to miss images that use different synonyms in their descriptions. A disadvan-
tage of Content-based IR is the method of performing the query, since images are
indexed with low-level features, users can only perform queries by sketch, color com-
position and/or example (i.e. by providing an example image). Query by sketch me-
thod is not desirable for non-artistically inclined users and query by example method
assumes that the user already has an example on hand. These drawbacks have limited
CBIR to domain-specific applications and words remain predominant in image index-
ing and retrieval systems, at least in the foreseeable future [17].

Concept-Based Image Retrieval Systems

Concept-based image indexing and retrieval, also variably named as "description-
based" or "text-based" image indexing/retrieval, refers to retrieval from text-based
indexing of images that may employ keywords, subject headings, captions, or natural
language text. It is opposed to Content-based image retrieval. “Cats”, “oranges”, “ac-
cident on the highway” and etc are examples of such indices. Legacy keyword-based
image retrieval systems, CBIR systems with high-level semantics, as well as Web-
based image retrieval systems could be categorized under concept-based image re-
trieval systems.

Legacy keyword-based IR systems involve tagging the images manually with a
keyword, which initially became costly and impractical. However, with Web 2.0
technology, it became possible to easily tag images manually with a keyword without
the drawbacks as implemented in many sites such as Flickr, Deviantart, and similar
image sharing sites. However, despite such tagging methods, this approachis proven
have its drawbacks in that it is highly dependent on the indexer; the annotations are
error-prone, incomprehensive and that its range of successful queries is onlyrestricted
to the interpretation of the indexer/annotator [4], [8], [20].

Concept-based IR systems with higher semantics are capableof learning high-level
semantic concepts from low-level visual features using advance computer vision and
machine learning techniques, concentrating on reducing the semantic gap; such sys-
tems include semantic-based image retrieval systems [1], [4], [13] and sig-
nal/semantic-based system [15]. Bradshaw [1] attempted to use a probabilistic model
in his semantic-based system to recognize four concepts (i.e. natural/man-made and
indoor/outdoor) in an image. Jeon et al. [9] on the other hand implemented a cross-
media relevance model which could identify 70 object concepts, while Li et al. [13]
cross-media relevance model could identify 101 object concepts. However, these
implementations comes with a drawback, visual information is lost in the learning
process. This is where the signal/semantic-based systems come in, to address this
issue. In Liu et al. survey on Concept-based IR with high-level semantics, it is men-
tioned that Li et al. [13] 101 object concepts form the largest vocabulary set used in
object recognition. However, this is far from the 30,000 object concepts perceived by
humans which show that there is still much to do in order to fill the semantic gap.
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Multi-modal Web-Based Image Retrieval Systems

Both Context-based and Concept-based systems have their pros and cons. And as
such, many researchers have delved into the idea of exploiting the strengths of these
two systems through fusion and multi-modality, all the while addressing the weak-
nesses that both systems had.

There are many research papers concerning the fusion of the visual features of the
Concept-based systems and the contextual information of images on the internet [14],
[22]. These researches focus on drawing upon the contextual information as a source
of countless semantic concepts to increase the cardinality of the sets of semantic
classes, and attempting to overcome the poor retrieval performance of current web-
based systems with the image visual content.

Some research combined both textual and visual information to cluster images ra-
ther than annotate them [22]. Other research focused on the fusion of both sources for
image annotation purposes [14], [18], [22]. In the earlier stages of this research [18],
[14], the textual and visual information were kept in separate data repositories and
loosely coupled by means of relevant feedback from the user. Users were required to
provide feedback on which images were relevant/irrelevant in the search result re-
turned by their keyword-based query; though this method causes the system to appeal
less attractively to the users. As researchers continued refining the methods, some
research strongly coupled both textual and visual image content by using a bootstrap-
ping approach and graph learning method. The system recall rate has been improved,
which effectively eradicates the need for user feedback; however, only a minor in-
crease is observed in the system retrieval precision. A probable explanation for this is
the poor semantic relevance of the textual information attached to the image, which
only raises the concern of the original problem; the unprecedented quality of the con-
textual information of a web image faced by current Web-based systems.

3 Categorization of Image Retrieval Systems

These systems can be categorized into two systems; pure text-based systems or multi-
modal systems (aka fusion-based models). In this section, an analysis shall be made
on how these two systems make use of an image’s contextual information.

Text-Based Image Retrieval Systems

Most commercial image search engines — Google Image, Yahoo! Image and Bing
Image (formerly Live Search Image and MSN Image) , are text-based systems widely
used by the public to search for images on the internet. These three image search pro-
viders originated from general text information search engines (Google, Yahoo, Alta-
vista, etc).

Such systems typically rely on text to index images on the internet. These key-
word-based systems make use of the image’s filename, the hyperlink text pointing to
the image, and/or the text adjacent to or surrounding the image. In 2009, Google in-
cluded an image content-based similarity feature to look up other similarly colored or
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textured images after the initial textual query. This feature shares some similarities to
the early fusion-based models that loosely couple textual and visual features where
users can submit a text query, select and view other visually similar images from the
query result [14], [18], [21].

While it is hard to determine how much text these search engines consider as adja-
cent to/surrounds an image, it has been reported by Feng et al. [6] that the first or last
32 words in the text nearest to an image appears to be most descriptive of the image
according to a survey conducted by Google. However, in the case of Bing Image
Search (Microsoft), a section of text is extracted using Microsoft’s patented webpage
segmentation algorithm, otherwise known as VIPS which partitions a webpage into
several smaller semantic blocks rather than considering a number of terms as the text
surrounding the image (like Google’s method), instead.

Examples of pure text-based systems can be found in [4], [7], [8], [11], [19]. An
image representation model called Weight ChainNet is introduced [29]. This model is
based on a lexical chain. The Image filename, image ALT, page title and image cap-
tion (e.g. the entire paragraph containing the image) are considered as part of the im-
age’s contextual information, and these texts are modeled as different lexical chains in
a Weight ChainNet model. The best performance has been demonstrated by a proper
combination of these chains, each with their own appropriate weightages.Several tests
of different weight combination are performed to obtain the optimized weight for
each chain. Hence, the query results is further refined through relevance feedback
methods.

Image contextual information was considered as text from multiple sources as well,
with each part of the text being regarded as an independent source of evidential in-
formation. Four possible sources of evidence are proposed: description tags, meta
tags, full text and text passages (i.e. surrounding text — words located close to the
images). An initial experiment was conducted to determine the best size of text pas-
sages where 5, 10 and 20 terms before and after an image as well as full text were
tested. It can be observed that the size of 20 terms gives the best result. These sources
of text are then combined in a Bayesian network model to improve the retrieval quali-
ty of image retrieval systems. A combination of text passages and description tags
provides the best retrieval results and poor retrieval is shown when these text sources
are used in isolation.

An image’s contextual information can range from the image caption (e.g. a para-
graph of text) to the entire article text body [8]. HTML tags are classified into either
block or style tags. The page layout or the relative positioning of the content is af-
fected by the block tag element whereas the visual attribute of the content such as font
size or color is affected by the style tag element. The identified block tag is then ren-
dered into a content block on the webpage, which they consider as the article text
body (i.e. the main content of the webpage). A linguistic-based semantic similarity
algorithm is applied to associate the image to the article text body. A match is found
for the named entities between the image caption and the text from each of the content
blocks that make up the article text body. Though, images without captions are consi-
dered as non-article images.
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The last two papers concentrate on indexing images solely on the surrounding text
extracted from the entire webpage content. According to Gong et al. [7], the image
context is put through a stop word removal and stemming process, and the result is
partitioned into 3 groups — page-oriented text, TM (texts from the title and meta tags),
link-oriented text, LT (texts attached to the image tag) and caption-oriented text, BT
(texts of the body). For each term in a block, a local weight corresponding to its se-
mantic relevance to the image is calculated based on its local occurrence (using #f-
idfweighting model) and distance of the block to the image. Thus, the overall relev-
ance of a term to an image is determined as the sum of all its local weightages multip-
lied by the corresponding distance factors, in an attempt to rank relevant terms higher
than irrelevant terms.

Multi-modal Systems

In the earlier years where loosely-coupled models utilized both image contextual in-
formation and image content, WebSeer [5], AMORE [16], ImageRover[18] and
iFind[2] all focused on using textual cues that come from the image’s filename, ALT
attribute within the <IMG> tag of the HTML file, link text, title of the HTML page
and the text surrounding the image (the definition for this differs for every system).
According to Sclaroff et al. [18], the text surrounding the image is defined as 10
words appearing before the <IMG> tag and 20 words appearing after the <IMG> tag.
Emphasized words in bold and italics, word frequency and word proximity to the
image are all taken into account using the Latent Semantic Indexing (LSI) method.
The words that are closer to the image are ranked higher for word proximity. Some
resear consider a paragraph of text withoutspecifying a number of words before and
after an image [5], [16]. Frankel et al. [5] consider texts are weighed according to the
text source/location of the image filename, image caption, ALT attribute, HTML page
title and link text; where these features are assumed to be analogous to the likelihood
of the text being useful in an image search, though Chen et al. [2] usetf-idf model
torank the texts. On the other hand, the hyperlink text and html addresses (e.g. uni-
form resource locator — URL) is being utilized by inWebSeek image and video re-
trieval system to index multimedia resources on the internet [21].

4 Conclusions

The different types of image retrieval systems, their differences and drawbacks have
been addressed in this paper. Content based image retrieval systems require human
annotation and labeling while context based image retrieval systems require surrounding
contextual information. There are problems with both, the former requires extensive
labor while the latter can be automated by a well-designed computer system. Based on
our observations, it seems that current trends concentrate more on the multi modal ap-
proach, and with the introduction of ontologies, current approaches tend to adopt these
techniques as a tool for image indexing and retrieval. Though ontology techniques are
generally slow, it is foreseen that these techniques will be the future tools due to their
ability to analyze the conceptual and semantic properties of a document.
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Abstract. Software defects are an indicator of software quality. Soft-
ware with lesser number of defective modules are desired. Prediction of
software defects using software measurements facilitates early identifica-
tion of defect-prone modules. Association relationship between software
measures and defects improves prediction of defective modules. To find
association relationship between software measures and defects, each nu-
meric measure is divided into bins. Each bin is called 1-itemset (or an
itemset of length 1). When certain itemsets and defective modules appear
together in a dataset, they are considered associated with each other. Fre-
quency of their co-occurrence depicts the strength of the association re-
lationship. Existing studies find the relationship between 1-itemsets and
defective modules. Itemsets that have high association with defects are
called focused itemsets. Focused itemsets can be used to build prediction
models with higher Recall values. This paper explores the relationship
between defective modules and itemsets with length greater than 1. Fo-
cused itemsets with length greater than 1 involve multiple bins at same
time. Identification of the focused itemsets has improved the performance
of decision tree based defect prediction model.

1 Introduction

Software quality is an important characteristic for success of a software system.
One way to measure software quality is to count number of defective modules.
Prediction of defective modules helps in: a) planning of resources during devel-
opment and testing b) reducing defect correction cost and time [8], [9], [10], [12].
Techniques used to predict defects include statistical methods, machine learning
and data mining methods, parametric models and mixed algorithms [4]. Most of
the defect prediction techniques use software measures collected during design
and coding phases. Studies have emphasized the need to understand relation-
ship between software measures and defects [5], [12]. Association mining have
been used to find association relationship between the two [12]. The associa-
tion relationship is identified by discretizing the numeric software measures into
bins and identifying 1-itemsets that coexist with software defects [12]. 1-itemset
means one interval from the range of values of a single software measure (also
known as an attribute). Each attribute is divided into multiple bins and software
defect data contains multiple attributes. Therefore association information be-
tween one bin of a single attribute and defective modules is not enough. Also, to
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understand the relationship in a holistic manner [5] requires the contribution of
multiple bins in the relationship. To get a more complete view of the relationship
this paper identifies the longer itemsets that co-occur with defective modules.
The longer itemsets provide more information about the defective modules than
the information provided by 1-itemset. This paper also uses these itemsets to
develop decision tree based prediction model [6]. The itemsets have improved
the Recall (or true positive rate) of the decision tree model.

The rest of this paper is organized as follows. Section [ presents an overview
of the related work. Section Bl presents our research methodology. Results are
presented in section M and section [l discusses these results. Finally, section
concludes the paper.

2 Related Work

Among other techniques data mining and machine learning methods are widely
used for defect prediction. Challagulla et. al have compared the linear regres-
sion, pace regression, support vector regression, logistic regression, neural net-
work, naive bayes, instance-based learning, J48 trees and 1-rule using four defect
data sets [4]. Their findings are that instance-based learning together with 1-rule
gave better prediction and that size and complexity attributes are not enough
for accurate prediction. Defect prediction models have been criticized for using
size and complexity measures only by Fenton et. al [5]. Fenton et al advocate
use of a model with a holistic view of a software system to predict defects. Un-
like Challagulla, Fenton et. al do not use static code measures and suggest a
model based on Bayesian Belief Networks (BNN) which involves expert based
judgement. However, there are numerous studies that use static code attributes
to predict defects. Menzies et. al stated that predictor’s performance could have
suffered if static code attributes were not helpful [§]. Their motivation was to uti-
lize code metrics to improve the performance of defect predictors. Based on code
attributes Ma et al. suggested using association based classification for defect
prediction [2]. They have compared association based classification, CBA2, with
other rule based classification methods. Their comparison suggested that CBA2
performed better than C4.5 and RIPPER based on the measures Area Under
Curve(AUC), accuracy, sensitivity and specificity. Kamei et. al have proposed
an association mining and logistic regression based approach to predict defect
prone modules [7]. The hybrid approach was superior to other prediction models
on the bases of li ft measure [6], [7]. Other studies have also used the static code
attributes and association mining to facilitate prediction of software defects [I],
[12]. Zafar et. al have identified attribute values that have high association with
defective modules [12].

3 Methodology

This paper adapts the methodology by Zafar et. al [12] to explore the relation-
ship of itemsets with length > 2 with defective modules. The public data [3]
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Dataset;

. . Generate Select Indifferent Evaluate Using
Discretize and .
" Frequent and Focused J48 Decision
Partition
Iltemsets Itemsets Tree

Fig. 1. Methodology to Find Focused Itemsets

used for this study consists of numeric attributes. These numeric attributes are
software measures collected during development phases. The data also has a
class attribute. Each record in a dataset represents a software module. The class
attribute categorizes each module as defective D or not-defective ND. Figure
[[ shows the steps involved in finding the longer focused itemsets. As shown in
the figure the first step is to discretize date so that itemsets can be generated
in later phases of the methodology. Datasets used are imbalanced and consist
of more N D modules than the D modules [12]. Each dataset is partitioned into
two based on the class attribute value. For each partition Apriori algorithm [6]
is used to generate frequent itemsets of length two and greater. Support of all
the itemsets is used to identify focused and indifferent itemsets. J48 [11] (java
implementation of C4.5 [6]) is used to validate the generation focused itemsets.
Rest of the section discusses each step in detail.

3.1 Discretization and Partitioning of Data

Apriori algorithm works on discrete data only so each attribute is divided in 10
equi-frequency bins. From these bins, combinations of bins that are highly asso-
ciated with defective modules are identified. The discretized data is partitioned
such that partition D; includes defective modules whereas, partition Dy includes
not-defective modules. As a next step, Apriori algorithm is applied to generate
frequent itemsets.

3.2 Finding Frequent Itemsets and Support of Each Itemsets

Frequent itemsets are generated for each partition with respect to their asso-
ciation with the class attribute. The frequent itemsets also satisfy a minimum
support threshold in addition to occurring frequently with the class attribute
in a partition. Apriori algorithm generates itemsets of various lengths in each
partition. The 2-itemsets and 3-itemsets studied in this paper satisfy the mini-
mum support thresholds MinSupport, and MinSupport; in partitions D; and
Dy respectively. Support of an itemset is the proportion of the modules in a
partition that contain the itemset.
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3.3 Selection of Indifferent and Focused Itemsets

Indifferent itemsets are the itemsets that appear in both partitions D; and Dy
and satisfy a; and ay thresholds in the respective partition. These itemsets do
not affect the classification of D modules and can be ignored when developing a
classification model with high Recall. Itemsets that appear in the partition Dy,
satisfy a; and are not indifferent itemsets are called focused itemsets. Focused
itemsets are the combinations of bins that co-occur with the defective modules.

3.4 Evaluation Framework

This paper uses decision trees based 2 phase criterion to evaluate results. In
phase 1, J48 decision tree is generated for each datasets and the branches of the
tree that trace towards defect prone modules are analyzed. From these branches
the attributes that appear at decision points are observed. These attributes
with their ranges are compared to the focused 2 and 3-itemsets and results are
validated. If a certain combination of itemsets appears as decision nodes in more
datasets, vote count for the combination will be high. High vote counts represent
that certain combinations of bins associate highly with defects and should be
considered important when developing prediction models with better Recall.
Recall (or True Positive Rate) is proportion of actual D modules in the modules
predicted as D.

In phase 2, the impact of indifferent and focused itemsets on detection of
defects is studied. Performance of the decision tree is measured at 4 different
points: without any pre-processing, after dropping the attributes with indifferent
itemsets, after relabeling focused 1-itemsets, after relabeling focused 2-itemsets.
The focused 1-itemsets and 2-itemsets are relabeled as missing value for the N.D
modules only. This process of relabeling the focused itemsets should improve
Recall of the decision tree. Increase in Recall should indicate that these itemsets
are related to the defective modules.

4 Results

To find focused itemsets, each dataset passes through the phases described in
section Bl Four datasets [3] used in this study are listed in Table[Il While passing

Table 1. Min Support, a; and oy, used in this study, for each dataset

Partition D; Partition Dy
Dataset MinSupport; «o; MinSupporty oy
cml 15 % 25 % 10 % 30 %
jml 15 % 20 % 10 % 30 %
kel 15 % 25 % 20 % 25 %
ke2 20 % 30 % 20 % 30 %

pcl 20 % 25 % 10 % 30 %
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through the phases all independent numeric attributes of each dataset are dis-
cretized into 10 equi frequency bins. The discretized dataset is partitioned into
Dy and D;. Apriori algorithm is applied on each partition of all the datasets
to generate frequent itemsets. Minimum support thresholds MinSupport, and
MinSupports used to apply Apriori are given in Table[Il As the next step sup-
port and frequency of all the 2-itemsets and 3-itemsets in all the datasets is
calculated. Indifferent and focused itemsets are identified using the a; and oy
threshold, given in Table[Il All the itemsets are sorted in descending order ac-
cording to their support value. The itemsets above the support threshold value
are marked either as focused or indifferent. As in the study by Zafar et al [12]
ay < o for all datasets. This is because the data is imbalanced and partition D,
contains very small number of examples as compared to examples in partition
Dy.
Table 2] shows top 3 focused and indifferent 2-itemsets with their support.
Itemsets in bold face are focused itemsets and indifferent itemsets have been
marked as {Indifferent}.

Table 2. Top 3 2-Itemsets and their Support; in each partition

Partition D, Partition Dy

Dataset 2-Itemset Support; 2-Itemset Support;
ev(g)= (-inf-1.2] 61.22 % ev(g)= ’(-inf-1.2] 76.61 %
locCodeAndComment="(- locCodeAndComment="(-

CM1 inf-0.5) {Indifferent} inf-0.5]” {Indifferent}
loc=¢(65.5-inf)’ loc- 34.69 % iv(g)= '(-inf-1.2) 50.78 %
CodeAndComment locCodeAndComment="(-
=(-inf-0.5] inf-0.5)

loc="  (65.5-inf)’ 28.57 % ev(g)='(-inf-1.2] iv(g)= (- 46.77 %
10Comment=*¢(34.5- inf-1.2)
inf) ’
10Comment="(-inf-0.5)’ 49.72 % 10Comment="(-inf-0.5]’ 66.76 %
locCodeAndComment="(- locCodeAndComment="(-

JM1  inf-0.5]" {Indifferent} inf-0.5]" {Indifferent}
10Blank="(-inf-0.5]’ loc- 21.56 % iv(g)="(-inf-1.2]’ 37.65 %
CodeAndComment =’(- locCodeAndComment="(-
inf-0.5]’ inf-0.5)
e=’(48232.24-inf)’ 21.27 % ev(g)="(-inf1.2] iv(g)="(- 35.39 %
t="(2679.57-inf)’ inf-1.2)"
ev(g)="(-inf-1.2]’ 65.34 % ev(g)="(-inf-1.2]’ 86.26 %
locCodeAndComment="(- locCodeAndComment="(-

KC1 inf-0.5) {Indifferent} inf-0.5)" {Indifferent}
e=’(14140.38-inf)’ 28.83 % ev(g)="(-inf-1.2) iv(g)="(- 66.74 %
t="(775.605-inf)’ inf-1.2)’
n="(147.5-inf)’ 28.53 % iv(g)="(-inf-1.2) 65.68 %
v="(795.61-inf)’ locCodeAndComment="(-

inf-0.5)

Continued on next page
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Table [2] — continued from previous page

Partition D, Partition Dy
Dataset 2-Itemset Support; 2-Itemset Support;
ev(g)="(-inf-1.2]’ 44.86 % ev(g)="(-inf-1.2)’ 83.13 %
10CodeAndComment="(- 10CodeAndComment="(-
KC2 inf-0.5) {Indifferent} inf-0.5]" {Indifferent}
v="(1403.34-inf)’ 34.58 % ev(g)="(-inf-1.2]’ 70.84 %
uniq Opnd=’(36-inf)’ 10Comment="(-inf-0.5]’
uniq Opnd="(36-inf)’ 34.58 % 10Comment="(-inf-0.5]’ 69.40 %
total Op="(151.5-inf)’ 10CodeAndComment="(-
inf-0.5]

5 Analysis and Discussion

Most of the itemsets found in [I2] appear in longer itemsets generated in this
study. Almost all the datasets contain the 1-itemset of study [I2]in combination
with other attributes as focused 2 and 3-itemsets with the exception of jml
dataset. For example, for cm1 dataset loc= ’(65.5-inf)’, l10Comment= ’(34.5-
inf)’, and n= "(400.5-inf)’ appeared as focused 1-itemset [12]. In this study, 57%
of the focused 2-itemsets and 80% of the focused 3-itemsets contain these 1-
itemsets in combination with other attributes for cm1 dataset. This shows that
1-itemsets that appeared as focused earlier still appears as focused but now in
conjuncture with other attributes.

Also, it can be analyzed that 2-itemsets and 3-itemsets frequently contain
the same attributes with same ranges but in different combination. For exam-
ple the focused 2-itemsets for pcl dataset are: loc="(54.5-inf)’ N="(279.5-inf)’,
loc="(54.5-inf)” V="(1713.03-inf)’, loc="(54.5-inf)’ B="(0.565-inf)’, loc="(54.5-
inf)’ 10Code="(54.5-inf)’. 3-itemsets for the same dataset are: loc="(54.5-inf)’
N="(279.5-inf)’ V="(1713.03-inf)’, loc="(54.5-inf)’ N="(279.5-inf)’ B="(0.565-
inf)’, loc="(54.5-inf)’ N=’(279.5-inf)’ uniq Opnd="(50.5-inf)’. It is clear that
the combination of loc=’(54.5-inf)’, N=’(279.5-inf)’, V="(1713.03-inf)’ and
B="(0.565-inf)’ primarily contribute towards defects. These measures with the
ranges and combinations as identified by the experiment can be used by the
managers to monitor the quality of the software project.

The identified indifferent itemsets show lower values of attributes for all the
datasets meaning thereby low values of the 2-itemset do not contribute in oc-
currence or absence of defects. Most of the 2-itemsets in all datasets are sim-
ilar. However, 10Blank="(-inf-0.5]" locCodeAndComment="(-inf-0.5]" appeared
in jm1 only. This shows that low number of blank lines and small sized code do
not affect the module as being defective or non-defective. Similarly, ev(g)="(-inf-
1.2) 10Comment="(-inf-0.5]” locCodeAndComment="(-inf-0.5]" is the 3-itemset
that is common in most of the datasets as indifferent. The number of indiffer-
ent 3-itemsets reduces in all the datasets because the combination of attributes
becomes rare in the partitions D; and Dy.

The results of the experiment are validated by generating decision tree for each
dataset using Weka. For CM1 decision tree the root node I0Comment="(34.5-inf)’
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Table 3. Performance of Decision Tree Model in terms of Recall

KC1 KC2 JM1 CM1
No Pre Processing  0.34 0.505 0.13 0.22
Attributes Dropped 0.507 0.527 0.155 0.154
1-Ttemsets Relabelled 0.553 0.587 0.258 0.449
2-Ttemsets Relabelled 0.553 0.613 0.339 0.449

together loc="(65.5-inf)’, ev(g)="(-inf-1.2)’, and 10Blank = ’(-inf-0.5) contributes
towards defective modules. Our results are similar to these results that is combi-
nation of these attributes exist in 2-itemsets and 3-itemsets.

Performance of the Decision Tree (DT) model (in terms of Recall) has in-
creased by identification of the focused and indifferent itemsets. Table [ shows
Recall of the decision tree at four points. First row shows the performance of
the DT when no modifications are done in data. Row 2 shows the performance
when attributes with indifferent itemsets are dropped from the data. Row 3 and
4 respectively show the impact of relabeling 1-itemsets and 2-itemsets as miss-
ing values. Recall of the model has increased for each dataset after each step.
Increase in performance has been 61. 76%, 21.38%, 160.76% and 100.04% for the
datasets KC1, KC2, JM1, and CM1 respectively.

6 Conclusions and Future Work

Information regarding association between software measurements and defective
modules is useful in predicting defective modules early in lifecycle. This paper
identifies the association relationship between defective modules and combina-
tion of 2 and 3 software measures. The paper divides the numeric software mea-
sures into equi frequency bins (called itemsets) and uses Apriori algorithm to see
which longer itemsets (with length > 2) associate with defective modules. These
longer itemsets are called focused itemsets. Most of the longer itemsets include
the 1-itemsets reported in [I2]. J48 decision trees have been developed for each
of the discretized datasets. The branches of the tree tracing towards defective
modules have been examined to validate if the longer itemsets appear as decision
nodes in the tree. For all the datasets the focused itemsets appear as decision
nodes of the respective trees. Focused itemsets have been used to develop deci-
sion tree based prediction model. Average performance improvement of 79% has
been achieved for the decision tree model. We plan to use the indifferent and
focused itemsets to improve performance of other prediction models.
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Abstract. This paper proposes an unobtrusive way to detect fatigue
for drivers through grip forces on steering wheel. Simulated driving ex-
periments are conducted in a refitted passenger car, during which grip
forces of both hands are collected. Wavelet transformation is introduced
to extract fatigue-related features from wavelet coefficients. We compare
the performance of k-nearest neighbours, linear discriminant analysis,
and support vector machine (SVM) on the task of discriminating drowsy
and awake states. SVM with radial basis function reaches the best accu-
racy, 75% on average. The results show that variation in grip forces on
steering wheel can be used to effectively detect drivers’ fatigue.

Keywords: fatigue detection, grip force, wavelet transformation.

1 Introduction

The world vehicle population was reported to have surpassed the 1 billion-unit
mark in 2010 (240 million in U.S. and 78 million in China) [I]. Automobile has
been becoming the most important necessity for travel. However, accompanied
with it is that more and more traffic accidents have happened. Driving fatigue
has long been identified as one of the major causes of traffic accidents. It was
founded that the crash risk was fourteen time higher for drives who had almost
fallen behind the wheel [2]. According to National Highway Traffic and Safety
Administration (NHTSA) report, driver fatigue and drowsiness causes 100,00
crashes annually, resulting in more than 40,000 injuries. If we can determine the
onset of driving fatigue, such accidents can be avoided.

Most of the existing driving fatigue detection methods can be divided into
three categories [3]:

1) Physical and physiological data of drivers are used to detect their driving
fatigue. These include the Electroencephalography (EEG), Electrooculogra-
phy (EOG) and eye patterns and head movement by video [4]. PERCLOS
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(© Springer-Verlag Berlin Heidelberg 2013



142 F. Li, X.-W. Wang, and B.-L. Lu

(PERcent eyelid CLOSure), put forward by Carnegie Melon Driving Research
Center, is one of the most effective measure for driving fatigue detection [5].

2) Driving performance is indirectly assessed by raw rate, lateral position and
longitude speed. Daimler Chrysler [6] has developed a detection algorithm
that jointly analyzed these signals to detect drivers’ fatigue.

3) Drivers in drowsy status would handle steering wheel and tread pedals (gas,
brake and clutch) more slowly and improperly than in sober state [3[7U8].
Drivers would diminish grip force when falling into drowsy, even loosen the
steering wheel fully, which could easily lead to accident. Thum Chia Chieh [7]
proposed a statistical method to accumulate the logarithm of probability ratio
of staying in drowsy or awake state. But the model was too simple to work
well. Eskandarian and Mortazavi [§] trained an artificial neural network to
detect drivers’ fatigue, based on the hypothesis that under a drowsy state, the
steering wheel movements become less precise and larger in amplitude. The
proposed method had a big default that he did not fully consider time-order
of steering wheel angle, which would lower detection accuracy.

Vigilance, the ability to maintain attention and alertness over prolonged periods
of time, is an effect measurement of fatigue. In this paper, a simulated driving
system was designed and subjects were asked to finish driving task in a real
car. We collected drivers’ grip force and response time to an audio signal which
was used to measure drivers’ vigilance while driving. We proposed an effective
feature extraction method to extract features from time domain and wavelet
coefficients through wavelet transformation. We compared the performance of
three classifiers — support vector machine (SVM), linear discriminant analysis
(LDA) and k-nearest neighbours (KNN), on the task of discriminating drowsy
and awake states.

2 Experiment

2.1 Platform

Grip Force Detection

The setup for grip force detection is shown in Fig.[[l The wheel is fully covered
by two pieces of force sensors to detect drivers’ force of left and right hands. The
force sensitive resistor (FSR) was available from Interlink Electronics, which is
a very thin polymer thick film (PTR) device and will give little influence on
driving. When force applied to its active surface, its resistance decreases. The
resistance is converted to voltage through a simple resistance to voltage converter
circuit. The output voltage V,,,+ characterizes the force exerted on the wheel, and
is collected by a commercial USB collection card with a multi-channel AD chip
to PC for analysis. The sampling rate is 100 Hz for each hand’s force.

Simulated Driving System
A car has been refitted for experiment. The car’s driving operational devices
(wheel and pedals) were replaced with Logitech’s simulated controllers, whose
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Fig. 1. Platform of detecting grip force of steering wheel

size and operation way are similar to real ones. We have developed a simulated
driving software to imitate complex driving scenes with different weather, road
conditions on a large LCD screen to cover subject’s sight. The driving state
parameters, such as driving speed, steering wheel angle, in curved or straight
road and so on, will be recorded. Video cameras are installed to record subjects’
face status and hand action, which can be aided to determine whether the subject
is in a drowsy state.

video camera

subject left sensor right sensor

Fig. 2. Platform of simulated driving system

2.2 Procedure and Subjects

As shown in Fig. Bl subjects sit in the driver’s seat to finish a two-hour-long
driving task. They are asked to drive carefully to avoid crash with other cars.
To measure subjects’ vigilance, they need to do a periodical audio task which
would not influence driving [9]. Fig. [ shows the trial sequence. The trail period
is 20 sec, and in the second half period, it will randomly play a two-second-long
frog-croak sound. Once hear frog-croak, the subject would tread a special pedal
with a resistance. When the pedal is trodden, its resistance value decreases,
then through the same transfer circuit and USB collection card in Fig. [ tread
signal is recorded. During experiment, if the subject has fallen into sleep, he or
she would be waken up to get a transitory sober status and restart driving. Four
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i T y‘

Fig. 3. The vigilance task. Trial period T is 20 s, t is the time of producing sound, t’
is the tread time of subject, and At =t —t’ is the response time.

healthy subjects of 19-25 years old have participated in this experiment for twice
and the interval was one week. Experiments were carried out in a sound-proof
room during 20:00 — 22:00 pm.

2.3 Data Collection

For each experiment, steering wheel angle signal is recorded by driving software
at 100 Hz. Grip Force and tread signals are sampled by USB collection card at
100 Hz. And the time of sound played is recorded by PC, which is accurate to 1
millisecond. All these signals would be down sampled at 10 Hz and enough time
stamps are made to synchronize them.

2.4 Vigilance Measurement

To train an effective fatigue detection method, reference vigilance indexes are
necessary for supervised learning. In our experiment, the reaction time At; of
i-th trial can be used as reference vigilance level in that trial period, for there
is an increase in average reaction time when the subject is becoming drowsy in
vigilance task [10]. Because the cycle length of vigilance’s fluctuation is usually
longer than 4 min [I1], to eliminate the variation of reaction time, we use a
triangle weighted moving average (WMA) method to measure vigilance value in
i-th trial period within a 2-min window:

S LA i) At
YDA SR

Fig. @ shows the vigilance curve after WMA for one experiment.

(1)

vigilance; =

3 Method

3.1 Feature Extraction

The original signals we collect are two channels of time-varied grip force, through
which it is difficult to detect the subject’s temporal vigilance level. We can
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Fig. 4. Vigilance value represented by reaction time. The green curve is the original
reaction time, and the red curve is the reaction time after WMA.

extract fatigue-related features in time domain and from wavelet coefficients of
original signals through wavelet transformation.

The time-window length for one sample we choose is 25.6 sec. For the sample
frequency is 10 Hz and interval is 0.1 sec, in a sample window, there are 256 data
points of force, thus it is convenient to make 8-level wavelet transformation. And
the moved step for sample windows is 6.4 sec, quarter of the length of a sample
window.

Four kinds of statistical features are extracted in time domain. They are
maximal value, minimal value, mean value and standard deviation, which can
roughly characterize the range of force.

Because wavelet transformation is localized in both time and frequency, it can
characterize the power spectrum in frequency domain. Haar wavelet function is
chosen, so wavelet coefficients at i-th level, which characterize variation of signal
in the corresponding time scale, can be calculated:

(j—1)-2" 4271 jooi
w=r| Y w- > @ 2)
k=(j—1)-2¢+1 (j—1)-2i+2i-141
where i = 1,2,...,8, j =1,2,..., };, | = 256, and r is a positive normalization

coefficient. The following features can be extracted from wavelet coefficients at
i-th level to represent the time-frequency distribution of force signals:

1) Square sum of the wavelet coefficients, which represents the power of force
signals in the corresponding frequency band.

pi = Z i (3)

2) Ratio of positive coefficients in the whole wavelet coefficients.

1 Cij 0
pﬁ‘:ZJ £j1> / (4)
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When grip force is increased, corresponding coefficient will be positive. It
represents the time proportion of increasing grip force.

3) Ratio of sum of positive coefficients to sum of absolute value of negative
coefficients, which characterizes the amount of increased force relative to
decreased force. To calculate conveniently, logarithm value is used.

> leijl - {eiy > 0}
lpnr; = log J 5
P =810 el ey < 0} ©)

Therefore, a total of 56 features can be extracted from two channels of force
signals.

3.2 Classification

There exits difference in each subject’s fatigue mode, so original labeled vigilance
value was regularized firstly. By referring to recorded driving video, a specified
threshold was chosen to determine whether the subject was stay in drowsy or
awake status for each subject. In a two-hour-long experiment, there are about
700 cases.

We classified samples using three kinds of algorithms, k-nearest neighbors
(KNN), linear discriminant analysis (LDA) classification and support vector ma-
chine (SVM). KNN is a non-parametric method for classifying the test case based
on k most nearest training example. LDA is a linear classifier based on statis-
tical characteristics of the training samples. SVM maps the input features into
another feature space using kernel function, and iteratively approaches the opti-
mal hyperplane with maximal margins. LIBSVM [12] was the tool to train SVM
classifier we used, and the selected kernels were linear and radial basis function
(RBF). At first, we employed these algorithms within one single experiment’s
samples. 3/4 samples were randomly chosen from drowsy set and awake set re-
spectively as training samples, and the other as test samples. Then we attempted
to use samples of the first experiment as training set to predict samples of the
second experiment.

4 Results and Discussions

The classification performance of the aforementioned classifiers is listed in Ta-
ble M and Table 2l Accuracies within one single experiment are higher than that
between two experiments of one subject, due to strong correlation of force signals
in one single experiment. The performance of LDA is close to SVMs, because of
the fact that one sample only contains time sequence with 512 data points of grip
force, a linear classifier with the 56 original features is sufficient to characterize
the influence of subject’s fatigue on grip forces. KNN is the worst one, and the
accuracy of SVM-RBF is higher than SVM-linear and LDA, for it maps original
features into more complex feature space. The performance of these classifiers is
different among subjects.
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Table 1. Classification accuracies of different classifiers within one single experiment

Classifier Subject 1 Subject 2 Subject 3 Subject 4 Average

KNN 0.695 0.800 0.692 0.784 0.742
LDA 0.853 0.877 0.757 0.830 0.829
SVM-linear  0.848 0.890 0.757 0.824 0.830
SVM-RBF 0.856 0.862 0.758 0.855 0.833

Table 2. Classification accuracies of different classifiers between two experiments

Classifier Subject 1 Subject 2 Subject 3 Subject 4 Average

KNN 0.652 0.686 0.636 0.677 0.663
LDA 0.720 0.804 0.670 0.680 0.719
SVM-linear 0.733 0.795 0.642 0.740 0.727
SVM-RBF 0.751 0.793 0.674 0.783 0.750

5 Conclusion

In this paper, we have proposed an unobtrusive drivers’ fatigue detection method
based on grip force on steering wheel. Wavelet transformation was used to extract
fatigue-related features. By comparing performance of three kinds of classifiers,
SVM with radial basis function reaches the best accuracy, but it needs more time
for training model and detecting fatigue in practice. As a trade-off, SVM with
linear kernel is preferred, for it is faster and owns a good classification accuracy.
The experiment was conducted in a simulated environment, and in the future,
we will conduct experiment in real driving environment to check the feasibility
of the proposed method.
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Abstract. This paper proposes a new approach for handwritten
digit image classification using a nonparametric Bayesian probabilistic
model, called multinomialized subset infinite relational model (MSIRM).
MSIRM realizes a three-way clustering, i.e., a simultaneous clustering of
digit images, pixel columns, and pixel rows, where the numbers of clus-
ters are adjusted automatically with Chinese restaurant process (CRP).
We obtain MSIRM as a modification of subset infinite relational model
(SIRM) by Ishiguro et al. [4] While this modification is straightforward,
our application of MSIRM to handwritten digit image classification leads
to an impressive result. To represent a large number of training digit im-
ages in a compact form, we cluster the training images and then classify
a test image to the class of the cluster most similar to the test image.
By extending this line of thought, MSIRM clusters not only digit images
but also pixel columns and pixel rows to obtain a more compact repre-
sentation. With this three-way clustering, we achieved 2.95% and 5.38%
test error rates for MNIST and USPS datasets, respectively.

Keywords: clustering, Bayesian nonparametrics, handwritten digit
recognition.

1 Introduction

Handwritten digit recognition is an old problem. The Web site of well-known
MNIST datase presents many evaluation results achieved by a great variety
of methods. This paper proposes a new probabilistic approach widely different
from those that can be found on the MNIST Web site. Our approach works like
document-word co-clustering [2] in text mining. That is, we cluster not only digit
images but also pixels. More precisely, we cluster digit images, pixel columns and
pixel rows, simultaneously. In this manner, we conduct a three-way clustering
over training digit images (cf. Fig.[I]). We could not find any existing approaches
similar to ours. Therefore, it can be said that our main contribution is to provide
a completely new solution for handwritten digit recognition.
The advantages of our approach are as follows:

!http://yann.lecun.com/exdb/mnist/
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Fig. 1. This figure shows piled-up images of handwritten digit 7 from MNIST dataset.
We cluster not only digit images but also pixel columns (blue) and pixel rows (green).

1. We adopt bag-of-features philosophy and conduct clustering based on feature
frequencies. All features are discrete and have no intrinsic relation to one
another. The features presented in this paper can be replaced with other
features without modifying our approach.

2. Our approach is not instance-based. We represent training images in a com-
pact form by clustering them. When we classify a test image, we calculate
its similarity to each cluster and assign it to the class of the cluster giving
the largest similarity. We use less memory than instance-based approaches.

3. We automatically determine the number of clusters with Chinese restaurant
process (CRP) as in [4], which is a well-known technique of Bayesian non-
parametrics. Consequently, we can reduce the number of free parameters.

4. We detect irrelevant pizels. Pixels in the peripheral part of digit images are
often filled with the background color. Our approach detects such pixels as
irrelevant and makes classification faster by ignoring irrelevant pixels.

5. We conduct a three-way clustering. That is, we cluster not only digit images
but also pixel columns and pixel rows. By piling up all training images of
the same class, we obtain a 3D rectangle as is depicted in Fig. Il We conduct
a three-way clustering on this 3D rectangle. Z-clustering, i.e., clustering in
the vertical direction, corresponds to clustering of training images. X- and
Y-clusterings correspond to clusterings of pixel columns and of pixel rows,
respectively. We will show that this three-way clustering works.

While the method by Masada et al. [8] shares the first four advantages, the
authors do not consider image clustering and gives no remarkable accuracies. In
contrast, our approach gives accuracies close to those of previous works.

The rest of the paper is organized as follows. Section Rlreviews previous works.
Section [3 describes the three approaches compared in the experiment. Section M
presents evaluation results obtained for MNIST and USPS datasets. Section
concludes the paper with future work.
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2 Previous Works

The Web site of MNIST dataset provides the following three approaches that
can give remarkable classification accuracies: k-NN, SVMs, and neural networks,
where we regard convolutional networks as a variant of neural networks. This
section discusses how our approach is different from them.

Firstly, since k-NN is an instance-based approach, it is widely different from
our approach. We conduct a clustering of training images and thus represent
a large number of training images in a compact form. Secondly, SVMs are a
discriminative approach where no probabilistic models of observed data are con-
sidered. In contrast, our approach uses a probabilistic model, called MSIRM,
which gives a description of how observed data are generated. Therefore, our ap-
proach is a generative one and is widely different. Thirdly, neural networks are
the approach giving the best classification accuracy ever published for MNIST
dataset. One of the outstanding advantages of this approach is that an elaborated
feature extraction is automatically realized with the multi-layered architecture
of neural networks. This advantage leads to excellent accuracies. However, the
work giving the best accuracy for MNIST dataset [I] contains no results for an-
other famous dataset, USPS dataset. Further, it is not clear how the authors
could determine the highly complicated architecture of their neural networks,
because the architecture is, in a sense, a free parameter. By inspecting several
works using both datasets, not restricted to those adopting neural networks, we
found that USPS tended to give an accuracy worse than MNIST. Halkias et
al. [3] achieve 1.17% and 5.15% test error rates for MNIST and USPS, respec-
tively. Maji et al. [7] achieve 0.56% and 2.7% error rates with SVMs. Keglevic
et al. [5] describe USPS as “more challenging” than MNIST and give 0.76% and
2.84% error rates with SVMs under a setting different from [7]. Keysers et al. [0]
give 1.0% and 2.2% error rates with an instance-based approach.

We will explain later that our approach achieves 2.95% and 5.38% test error
rates for MNIST and USPS datasets, respectively. For MNIST dataset, we need
to find more effective settings when compared with the existing results. However,
our result for USPS dataset is close to that of [3]. While the main contribution of
this paper is to provide a new approach for handwritten digit recognition, further
improvements can follow through using a sophisticated feature extraction.

3 Compared Approaches

This section contains a description of our three-way clustering along with de-
scriptions of the two compared methods. However, before giving the descriptions,
we explain what kind of features we use in these three compared methods.

We extract image features as follows. 1) We apply the 3x3 pixels Gaussian
blur filter. 2) At each pixel, we calculate brightness differences with respect to
the upper, lower, left, and right pixels and encode each difference as a ternary
value from {—,0, +} depending on its sign. This feature extraction gives 3* = 81

2 http://www-i6.informatik.rwth-aachen.de/%7Ekeysers/usps.html
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different features. 3) We reduce the brightness of every pixel to a binary value
from {0,1} depending on whether the brightness is smaller than half of the full
brightness or not. We combine these two types of features and obtain 81 x 2 =
162 different features in total. Consequently, every pixel of digit images can be
regarded as an occurrence of one among the 162 features. In this paper, we use
these simple features, which can be sophisticated in the future.

We compared the following three approaches: one-way clustering, two-way
clustering, and our three-way clustering. The first one is the baseline approach.
We introduce some notations. Let N, I, and J denote the numbers of digit
images, pixel columns, and pixel rows, respectively. For MNIST dataset, N =
60,000 and I = J = 28. For USPS dataset, N = 7,291 and [ = J = 16. Let
Zni; be an observed variable referring to the feature occurring at the pixel (i, 5)
in the nth training image, where 7 and j mean the ¢th column and the jth row,
respectively. X = {x,;;} is our observed data for all compared methods.

The baseline method clusters training images and thus conducts a simple one-
way clustering. Let z,, be a latent variable representing the cluster to which the
nth training image belongs. The probability of training images can be written
asp(X, z) =p(z1,...,2N) HnN:1 p(xn|zn). We run an MCMC inference [10] and
iteratively update the values of z1, . .., zy. With respect to the cluster assignment
probability p(z1, ..., zn5), we adopt Chinese restaurant process (CRP). Let K be

the number of clusters. We obtain a probability p(z, = k|z\") o Ng" for the
existing clusters k = 1,..., K, where \n means a removal of the nth image, and

N, ,}n is the number of images belonging to the kth cluster after removing the nth
image. For the new cluster, we obtain p(z, = K + 1|2\") « o, where ag is the
hyperparameter of CRP. We set oy = 1, because other settings gave no significant
differences. The observed data probability [ ], p(€x|2,) given the latent variables
z can be written as [],, HZ ; G2, ijz;» Where @iz, denotes a probability that the
wth feature occurs at the pixel (7, ) in the images belonging to the kth cluster.
We apply a Dirichlet prior Dir(3) to all ¢,;s and integrate ¢,,;s out. Therefore,

the probability is rewritten as [], H” H?ﬁ(gz)) l}(@i (ﬁiZJ:wflfj))’ where cpijy is
the number of occurrences of the wth feature at the pixel (i,7) of the images
belonging to the kth cluster, and ci; = ), crijw. Consequently, we obtain a
probability for MCMC update of the cluster assignment of the nth image as

e w
O L I
p(zn = K +1|X,2\") o ag x I, g“’ gj for the new cluster.

We call the second compared method two-way clustering, because this method
clusters not only digit images but also pixels. Let cg,, denote the number of oc-
currences of the wth feature at the pixels belonging to the [th pixel cluster in the
digit images belonging to the kth image cluster. Let uj, be a latent variable repre-
senting the pixel cluster to which the Ath pixel belongs. In our MCMC inference,
we alternately update image cluster assignments z and pixel cluster assignments

) for the existing kth cluster and as

u. We make \ h mean a removal of the hth pixel and let H l\h denote the number of
pixels belonging to the Ith pixel cluster after removing the hth pixel. Let L be the
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Fig. 2. From the top left panel to the bottom right panel, we give an example of
clustering of pixel columns and pixel rows for from class “0” to “9” of MNIST dataset,
respectively. Pixels belonging to the same pair of pixel column cluster and pixel row
cluster are in the same color. Irrelevant pixel columns and rows are in black.

number of pixel clusters. While we skip details due to space limitation, we obtain
a probability for MCMC update of the pi\xel cluster assi\gnment of the hth pixel
h h

s o = 13,23y o 13 TL P G o he i
ing Ith pixel cluster and p(up, = L+ 1| X, z,u\") &< a; x I, Hc:ii’“gfg;“) %:: 6’8:
for the new cluster, where cgp,, is the number of occurrences of the wth feature at
the hth pixel of the images belonging to the kth image cluster, cxn = Y, Ckhw,
and oy is the hyperparameter of CRP for pixel clustering. a; is also set to 1.

The third compared method is our three-way clustering based on MSIRM we
obtain by modifying SIRM [4]. In MSIRM, we have three types of clusters, i.e.,
image clusters, pixel column clusters, and pixel row clusters. Let u; be a latent
variable representing the pixel column cluster to which the ¢th pixel column
belongs and v; be a latent variable representing the pixel row cluster to which
the jth pixel row belongs. Our MCMC inference alternately updates three types
of latent variables, i.e., z = {z1,...,2n}, u = {u1,...,ur},and v = {v1,...,v5}.
As in SIRM, we can detect an irrelevant subset for each data domain by using
special latent variables rg, 71, and r2 in MSIRM. 7o, =0, 71, =0, and r9; =0
mean that the nth training image, the ith pixel column, and the jth pixel row
are irrelevant, respectively. However, for both MNIST and USPS datasets, we
obtained no irrelevant digit images. That is, rg, = 1 for all n. This means that
MSIRM regarded all training images as relevant for classification.

We present an example of three-way clustering results obtained for each of
the ten classes of MNIST dataset in Fig. 2l The pixels filled with the same color
belong to the same pair of pixel column cluster and pixel row cluster. Black
pixel columns and rows are those that MSIRM detects as irrelevant. It can be
considered that, since the pixels in these columns and rows are likely to be filled
with the background color, MSIRM detects them as irrelevant. With respect to
digit image clusters, we give an example of cluster size distributions obtained by
MSIRM for all ten classes of MNIST dataset in Fig. [l where we sort all clusters
in the decreasing order of their sizes and plot them for each class.
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Fig. 3. Sizes of clusters given by MSIRM for MNIST in decreasing order

With respect to MSIRM, we can obtain probabilities for MCMC update of
latent variables in a manner similar to SIRM by replacing binomial distributions
with multinomial distributions and by increasing the number of domains from
two to three. We refer readers to [4]. For example, we obtain a probability that
the nth image is assigned to the kth existing image cluster as:

p(zn = k,Ton = 1\z\”,r(\)",u,rl,v,rg,ao,bo,’y,ﬁ)

N ao + Ry .H[F@}mqnwﬂw)]. Moy
Iy, \"+qnw+7w)) " FQY +7w) ao + Ry"

\n

HH{ (Ckstw + ﬁw)) H F(Ckstw + Cnstw + ﬁw)} ) (1)

Z ( Crstw + Cnstw +6w)) w F( Chstw +6w)

For all symbols in Eq. (Il), the superscript \n means that we obtain the cor-
responding count after removing the nth digit image. ag and by are the hyper-
parameters of the beta prior for the binomial distribution that determines the
number of relevant and irrelevant images. Ry is the number of relevant images.
Q. is the number of irrelevant pixels that are occurrences of the wth feature.
(nw 1s the number of irrelevant pixels that are occurrences of the wth feature and
are placed in the nth image. v,, is the hyperparameter of the Dirichlet prior for
the multinomial distribution generating features at irrelevant pixels. mqy is the
number of images belonging to the kth image cluster. ay is the hyperparameter
of CRP for digit image clustering. Note that the term m(\)Z/(ao + R(\)n) comes
from this CRP. ¢ is the number of occurrences of the wth feature at the pixels
simultaneously belonging to the sth column cluster and to the tth row cluster in
the images from the kth image cluster. ¢t is the number of occurrences of the
wth feature at the pixels simultaneously belonging to the sth column cluster and
to the tth row cluster in the nth digit image. In MCMC inference, we optimize
Dirichlet hyperparameters with Minka’s fixed point iteration [9].

We explain how we classify test images based on a result of clustering. In all of
the three compared approaches, clustering is conducted separately on each of the
ten classes, from class “0” to class “9”. Consequently, the training images of each
class are split into clusters. We calculate the similarity of a test image to each
image cluster as the probability that the test image is generated as a member of
the cluster. We calculate this probability based on latent variable values given by
MCMC. For example, we consider the probability of a test image & with respect
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Table 1. The mean and standard deviation of error rates for 20 clustering results

one-way clustering two-way clustering three-way clustering
MNIST 4.18+0.11% 3.664+0.30% 3.68+0.11%
USPS 6.63+0.20% 5.984+0.20% 6.334+0.30%

to the kth image cluster obtained by our three-way clustering conducted on the
training images of class “7”. Let Z;; denote the feature occurring at the pixel
(i,7) of the test image. When this pixel is relevant, its probability is written as
(c,;‘z;vjjij + Bsi;)/ Dow (C/:Z;vjw + Buw), where ckztw means Cgsty (cf. the previous
paragraph) calculated for class “7”. The pixels in irrelevant columns and rows
(cf. black pixels in Fig. ) are regarded as generated with probability 1. This
means that we ignore irrelevant pixels in calculation of test image probabilities.
Therefore, we can accelerate test image classification. In this manner, we take
advantage of the fact that MSIRM can detect irrelevant pixels. By multiplying
the probabilities across all pixels in the test image, we obtain the probability
that the test image belongs to the kth image cluster of class “7”. We calculate
the probability of all test images with respect to all image clusters of all classes
in this manner and classify them to the class of the cluster giving the largest
probability, because the largest probability means the largest similarity.

4 Experiment

Our evaluation experiment compared the above three approaches, i.e., one-way,
two-way, and our three way clusterings, on MNIST and USPS datasets. Our
evaluation measure is test error rate, i.e., the percentage of misclassified test
images. The numbers of test images are 10,000 and 2,007 for MNIST and USPS
datasets, respectively. We conducted 300 iterations of MCMC inference of each
approach after initializing latent variables randomly. We ran this MCMC 20
times and obtained 20 clustering results for each dataset by each approach.

We compare the three clustering approaches in two ways. Firstly, we give the
mean and standard deviation of 20 test error rates corresponding to 20 clustering
results (cf. Table [[]). By using two-sided ¢-test at 5% significance level, we can
say that both two-way and three-way clusterings give error rates smaller than
the baseline. While three-way clustering gives no better result than two-way
clustering, it accelerates classification, because we can ignore irrelevant pixels in
probability calculation. Secondly, we select ten clustering results randomly from
the 20 results obtained by each approach and merge the selected ten results
to make an enlarged collection of image clusters. We repeat this ten times and
make ten different enlarged collections of clusters. Then we use each of these
ten enlarged collections for classifying test images. The number of clusters used
for classification is ten-times larger than that in the first evaluation. Therefore,
we can obtain a smaller error rate by using a ten-times larger space for storing
cluster data. Table 2] contains the mean and standard deviation of ten test error
rates corresponding to ten enlarged cluster collections. Our method shows an
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Table 2. The mean and standard deviation of error rates for ten cluster collections

one-way clustering two-way clustering three-way clustering
MNIST 3.41+0.05% 2.9440.05% 2.9540.06%
USPS 5.86+0.11% 5.5440.16% 5.384+0.15%

advantage over two-way clustering for USPS and gives a comparable error rate for
MNIST. This may be because our method gives more divergent clustering results
when compared with two-way clustering. It can be concluded that, our method
is better than one-way clustering and is comparable with two-way clustering,
though our method can accelerate classification by ignoring irrelevant pixels.

5 Conclusion

We propose a completely new approach for handwritten digit recognition. Our
method is a three-way clustering and is better than one-way clustering in test
error rate as the experiment shows. While two-way clustering achieves almost the
same error rate, our method can detect irrelevant pixels and thus can accelerate
test image classification by ignoring irrelevant pixels. It is an important future
work to improve the error rate further e.g. by using more sophisticated features.
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Abstract. Inspired by the efficient coding hypothesis and simple-to-
complex cell hierarchy of the visual system, we study a universal visual
dictionary learned from natural scenes using sparse coding for recogni-
tion. The vocabularies are similar to V1 simple cells receptive fields. Max
pooling is done in a local region (”block”) so that the features are trans-
lation invariant, which is the function of complex cells. Macro-features
of a grid of overlapping spatial blocks are built and fed to a linear SVM
classifier for recognition. We have tested the learned universal visual dic-
tionary on different recognition tasks and demonstrated the effectiveness
of the model.

Keywords: sparse coding, dictionary learning, object recognition.

1 Introduction

A fundamental function of the visual system is to encode the building blocks of
natural scenes-edges, textures and shapes-that subserve visual tasks such as ob-
ject recognition and scene understanding.Many algorithms have been proposed
to model the cortical image representation of human visual system, for example,
the feedforward HMAX model [I] and deep belief networks[2].

Sparse coding was first introduced to compute a sparse representation of the
natural stimuli data [3]. The dictionary learned from natural scene using sparse
coding is similar to the receptive fields of V1 simple cells. Inspired by the work
from neuroscience community, there has been an increasing interest on sparse
image representation. Dictionaries for sparse coding have been mostly learned
from training images in the problem domain in an unsupervised way [45]. Some
work studied discriminative dictionary learning for recognition [GJ7I8I9T0]. Back-
propagation was applied to learn the dictionary[89IT0]. It is not clear if the prob-
lem domain dictionary learned in a supervised or unsupervised way is relevant
or necessary for object recognition.

In this paper, we evaluate the effectiveness of a universal dictionary. We first
apply the sparse coding algorithm on natural images to learn the universal vi-
sual words that mimic the tuning properties of V1 simple cells. The dictionary
is generic and universal in the sense that it is learned from natural scenes in
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an unsupervised way and can support the recognition of many different object
categories. Then we perform a max-pooling operation in a larger region. The
result of the pooling over positions is that the features become insensitive to
the location of the stimulus, which is a hallmark of cortical complex cells. The
proposed model, which is referred to SCMAX, is still a single-layer model, and
the cortex hierarchy is not implemented yet. Therefore, to encode the spatial
relationship, features of a grid of densely and uniformly spaced blocks are con-
catenated to a macro-feature, which is used to represent an object and fed to a
classifier for recognition. We tested the proposed approach on different recogni-
tion tasks, and demonstrated that the universal dictionary is very efficient and
powerful for different object representation.

2 Related Work

Some biologically motivated models have been proposed for object recognition.
A feedforward model with features inspired visual cortex was proposed in [IJ.
It suggested that a task-independent, unsupervised, developmental-like learning
stage may exist in the ventral stream to generate a large generic dictionary
of shape-tuned units with various degrees of selectivity and invariance from
V1 to IT, consistent with recent anatomical and physiological data. In HMAX
model [I], the filters of the first layer are pre-defined Garbor filters with four
orientations, while in this paper we use a universal visual dictionary learned
from natural images using sparse coding, the resulting filters have various loca-
tions, orientations and spatial bandwidths, therefore should be more efficient and
powerful.

The idea of universal visual feature was also proposed in [I1], which suggests
that all visual stimuli share some characteristic in common such that knowledge
obtained from one set of stimuli can be applied to a completely different set of
visual stimuli. It was observed that the common property shared by the appear-
ance of human faces and the backyard view is the local statistical structure. The
difference between our approach with Shan and Contrell [II] is neither block
partition nor pooling was done in their approach.

In [B], a self-taught learning algorithm was proposed that uses sparse coding
to construct higher-level features using the unlabeled data in classification tasks.
The dictionaries learned from unlabeled data were applied to represent labeled
data and the classification performance was improved, for example a dictionary
learned from hand-written digits was used to represent hand-written characters.
In this paper, we extended their work and evaluated a generic and universal
dictionary for different recognition tasks.

3 Method

3.1 Sparse Coding

The goal of sparse coding is to represent input vectors approximately as a
weighted linear combination of a small number of (unknown) ”basis vectors”
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or vocabularies. These basis vectors thus capture high-level patterns in the in-
put data.

Let X be a set of image patches, i.e. X = [x1,Xa2, ..., Xn], here N is the number
of patches,and x; € R™(n is the number of pixels in a patch). Sparse coding can
be formulated as the following optimization problem/[3].

N
min Y {||x; — Dsill3 +7llsil:} (1)
D Si—l

Here D = [dy, ...,d,] is the learned basis or dictionary, and S = [s1, S, ..., SN]
is the sparse code of the patches. The basis set can be over-complete (v >
n), and can thus capture a large number of patterns in the input data. v is a
regularization parameter which control the tradeoff between reconstruction error
and sparsity.

Sparse coding has a training phase and a coding phase. In the training phase,
Eq. (1) is solved with respect to D and S; In the coding phase, for each image
patch, the sparse code is obtained by optimizing Eq. (2) with respect to s only:

min{||x — Ds|3 + [s1} (2)

We applied the sparse coding algorithm on ten 512x512 natural images avail-
able from Olshausens homepage [3]. We normalized each image to have zero mean
and unit variance, then extracted 161290 8x8 image patches and subtracted the
local mean from each image patch. The learned 128 basis (i.e. columns of D) are
shown in Fig.1(top)which are the universal dictionary used in the experiments in
section 4. It should be pointed out that dictionary learning has been extensively
studied in recent years. However, most of the dictionaries were learned from the
training example, thus are problem dependent [J6I10], as in Fig.1(bottom). In
this paper, the dictionary was learned from general natural scenes.

3.2 Max Pooling

Max pooling procedure is well established by biophysical evidence in visual cor-
tex (V1) and is used in many algorithms [I4] to extract invariant features.

In our model, an image is partitioned into BxB blocks. The block size is w*h
pixels. In each block, we extracted patches with PxP pixels, and then calculated
the sparse code sP = [s!, ..., sP]T for each patch using (2). The local descriptor
of a block s” = [s%, ..., s]T was obtained by max pooling over all patches inside

the block. The superscripts p and b are for patch and block respectively.
sé’- :mgxsg-',jzl,...,v (3)
After max pooling over positions, we obtained the features for all blocks, which

were then concatenated to form a large feature vector z in (4). This feature vector
will be fed to a linear SVM classifier for recognition.

z = [s',s%, ..., 857 4)
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Fig. 1. Dictionaries learned from natural images (top) and from English characters
images (bottom)

4 Experiments and Results

In this section, we use the universal visual dictionary learned from natural scene
for different recognition tasks, including handwritten digits, handwritten English
characters and faces.

4.1 TUSPS Dataset

The USPS dataset has 7291 training images and 2007 test images of size 16x16.
The images of this dataset were partitioned to 2x2 blocks. We extracted patches
with 8x8 pixels in each block. To demonstrate the advantage of the proposed
approach, we compared our approach with a baseline approach, that is, the patch
size (16x16) is the same as the image size. No pooling was performed in this case,
and the sparse codes of the patch were fed directly to a classifier.

First, we tested different block sizes B= 8, 10, or 12. For B=8, the four blocks
are non-overlapping, and there is only one patch in each block, therefore no
pooling is needed; For B= 10 or 12, there are 4 or 8 pixels shared by two neighbor
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blocks. The results are shown in Table 1. It can be seen that the accuracies of
block size B=10 or 12 are always better than that of B=8. This is because larger
block is more insensitive to the shift variance due to the pooling operation.

Next, we tested different dictionary size v=64,128, or 256. As shown in Table
1, in the baseline approach, no pooling is performed, the accuracy for a larger
dictionary size is better. However, in the proposed SCMAX, a larger dictionary
size does not always mean a higher accuracy. This is contrast to the findings
in [I0]. It may be because the pooling operation in our approach compensates
the weakness of a smaller dictionary size. Furthermore, the proposed approach
performs better than the baseline approach for all dictionary sizes. The efficiency
of the block structure and max pooling is verified.

Table 1. Recognition accuracy for USPS for different dictionary sizes and block sizes

Block size(B) Dictionary size(V)

64 128 256
8 95.01 96.51 96.46
10 97.86 98.45 98.60
12 97.41 98.80 98.71
16(Baseline)  91.33 94.37 95.32

Finally, we compared our results with the state-of-the-art approaches in the
literature. The best results of these approaches were shown in Table 2. Our error
rate (ScMAX) is significantly better than other approaches. It should be noted
in Mairal et al[I0], no block partition and pooling was performed, the results in
Table 2 for unsupervised and supervised approach in [I0] were both for dictio-
nary size 300, our result is for dictionary size 128. Their unsupervised approach
is same as our baseline, except that they used a problem domain dictionary.
In their supervised approach, the dictionary was not only in problem domain,
but updated with back-propagation for recognition. However, our result with a
smaller(128 versus 300) and universal dictionary is much better.

Table 2. Error rate for USPS for different approaches

approaches Mairal et al [10] Mairal et al [10] ScCMAX
(unsupervised)  (supervised)
Error rate 4.58 2.84 1.20

4.2 MNIST Dataset

The MNIST dataset has 60000 training examples and 10000 test examples. The
digits have been size-normalized and centered in 28x28 images. We scaled the
images to 24x24 pixels.Each image was partitioned to 3x3 blocks, and all patches
of 8x8 pixels were extracted in each block. We tested three different block sizes,
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Table 3. Recognition accuracy for MNIST for different block sizes

Block size (B) 8 10 12
Accuracy 95.64 98.80 99.21

B=8,10, or 12, and the dictionary size is 128. The recognition accuracy is shown
in Table 3. The best result (99.21%) was obtained with block size 12.

We compared our results with some approaches in the literature. The best
results of the approaches were shown in Table 4. Our error rate is slightly larger
than the supervised dictionary learning in Mairal et al [I0], but is smaller than
the unsupervised dictionary learning in Mairal et al [10]. From the MNIST
dataset website, the best accuracy on the dataset so far was obtained by the
model in [I2], which is a committee of 35 convolutional nets, much more compli-
cated than the proposed ScMAX model. The approach in [4] is similar to ours,
except that they used a problem domain dictionary and SVM classifier with
Gaussian kernel. Their result was slightly better than ours because of the large
training set (6000 training images per class).

Table 4. Error rate (%) for MNIST for different approaches

Mairal et al [10] Mairal et al [10] Labusch Ciresan
Approaches (unsupervised)  (supervised) et al [4] ScMAX et al[12]
ErrorRate 2.36 0.54 0.59 0.79 0.23

4.3 Hand-Written Character Dataset

We also tested the proposed model on hand-written character dataset down-
loaded from (http://ai.stanford.edu/ btaskar/ocr/). The dataset has 52152 En-
glish characters. The image size is 16x8 pixels. We padded and scaled the images
to size 24x24, as in [5lf§]. Each image was partitioned into 3x3 blocks. Block size
is 12x12, patch size is 8, and the dictionary size is 128. We randomly selected M
images as the training set, the rest as the test set. The average accuracies of 50
runs for different M were shown in Table 5.

In order to compare the universal dictionary with the specific dictionary
learned from training images, we tested a baseline approach with a problem
domain dictionary, in which all parameters were same as in ScMAX. The dic-
tionary learned from English character images is shown in Fig.1(bottom). Com-
pared with the universal dictionary in Fig.1(top), it can be seen the dictionary
atoms are for the specific problem, and cannot be used for other problems. The
recognition results of the baseline are also in Table 5. It can be seen that the
results of the universal dictionary are better when the training data set is less
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than 5000 and comparable with larger training sets. This conclusion is consistent
with the self-taught learning in [5].

In [5], a basis learned by L1-regularized sparse coding on handwritten digits
was shown to improve classification performance when used for handwritten
character recognition with small training data sets. As shown in Table 5, our
results from the universal dictionary are better with all training data sets than
the results in [5].

In Bradley et al [8], a differentiable smooth KL prior for sparse coding was
proposed to improve the prediction performance over L1-prior, and supervised
dictionary learning through back-propagation further improved the performance.
As shown in Table 5, their results are better than our SCMAX due to the KL
prior and supervised learning.

Table 5. Recognition accuracy for hand-written character dataset

Training Sparse coding [5]  L1[8] KL[8] KL+Dbackprop[8] BaseLine ScMAX
100 39.7 44.0 49.4 50.7 37.2 42.8
500 58.5 63.7 69.2 69.9 59.3 62.1
1000 65.3 69.5 75.0 76.4 66.8 68.5
5000 - 78.9 82.5 84.2 78.6 78.8

20000 - 83.3 86.0 89.1 84.6 83.4

4.4 Face Recognition

We also evaluate the algorithms performance on face database CMU PIE[L3].
The database consists of 41,368 images of 68 people, each person under 13 poses,
43 different illumination conditions and with 4 different expressions. In [9I14], a
subset of the dataset was used, which contained only five near frontal poses (C05,
C07, C09, C27,C29) under all illuminations. Therefore, there are 170 images for
each individual. We use the same subset for fair comparison.

The size of each cropped face image is 64*64 pixels. We rescaled the images
to size 24x24. Each image was partitioned into 3x3 blocks. Block size is 10x12,
patch size 8x8, and the dictionary size 128. A random subset of images per
person was selected as the training set and the rest of the database is considered
as the testing set. We run 10 times for each case, the average training errors
were shown in Table 6. We also run a baseline approach, in which the dictionary
was learned from the face images. It can be seen that the universal dictionary
performs better when the training set is small (< 70).

We compare our approach with previous model in Table 6. Our results are
better than in [I4], but not as good as in [9]. It is because supervised dictionary
learning was used in [9], therefore, the dictionary was adapted to the specific
recognition through back propagation, which is top down processing in the brain.
Our model is a bottom-up processing.
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Table 6. Recognition error rate for CMU PIE face dataset

Training 30 50 70 90 130
S-LDA[14] 3.6 2.5 2.1 1.8 1.6
S-SC[9] 0.49 0.15 0.12 0.037 0
Baseline 5.96 3.28 2.11 1.39 0.82

ScMAX 4.89 3.01 2.06 1.69 1.18

5 Conclusion

In this paper, a biologically motivated model was proposed for object recogni-
tion. Sparse coding was applied to natural images to learn a universal visual
dictionary, which replicate the tuning properties of V1 simple cells and can be
used to represent different kinds of objects, for example the hand-written digits,
characters and faces. Max-pooling was performed inside a local region to make
the feature position invariant, which mimics the function of complex cells. The
model was tested on benchmark datasets using the learned universal visual dic-
tionary, and it was found that the universal dictionary is more efficient than the
dictionary in the problem domain when the training set is small.

In the future work, we will extend the simple-complex cell operations to the
higher levels of the visual cortex hierarchy, and test the model on more complex
objects, such as the ones in VOC PASCAL datasets.
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Abstract. Emotional semantic image retrieval systems aim at incorpo-
rating the user’s affective states for responding adequately to the user’s
interests. One challenge is to select features specific to image affect de-
tection. Another challenge is to build effective learning models or clas-
sifiers to bridge the so-called “affective gap”. In this work, we study
the affective classification and retrieval of abstract images by applying
multiple kernel learning framework. An image can be represented by dif-
ferent feature spaces and multiple kernel learning can utilize all these
feature representations simultaneously (i.e., multiview learning), such
that it jointly learns the feature representation weights and correspond-
ing classifier in an intelligent manner. Our experimental results on two
abstract image datasets demonstrate the advantage of the multiple ker-
nel learning framework for image affect detection in terms of feature
selection, classification performance, and interpretation.

Keywords: Image affect, multiple kernel learning, group lasso, low-level
image features, image classification and retrieval.

1 Introduction

Multimedia contents such as audio, image, and video contain information that
can trigger people’s affective feelings or emotions. Such information can be used
by search engines for better modeling the user’s preferences. Affective image
classification and retrieval has attracted increasing research attention in recent
years, due to the rapid expansion of the digital visual libraries on the Web.
While most of the current content-based image retrieval (CBIR) systems [6] are
designed for recognizing objects and scenes such as plants, animals, outdoor
places etc., an emotional semantic image retrieval (ESIR) system [I7] aims at
incorporating the user’s affective states to enable queries like “beautiful flowers”,
“cute dogs”, “exciting games”, etc.

Though emotions are highly subjective human factors, still they have certain
stability and generality across different people and cultures [12]. As an example,
Figure[llshows four pictures taken from an abstract art image collection [19]. The
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(a) Exciting (b) Boring (c) Relaxing (d) Irritating

Fig. 1. Example images from the abstract art image data set [19] with the ground
truth labels of Exciting, Boring, Relaxing, and Irritating

ground truth labels are determined by the emotion that has received the most
votes from people. Intuitively, the “Exciting” and “Relaxing” pictures usually
make people feel pleasant or evoke a positive feeling, whereas the “Boring” and
“Irritating” pictures may evoke a negative feeling to the viewer.

In analogy to the concept of “semantic gap” that implies the limitations of
image content description, the “affective gap” can be defined as “the lack of
coincidence between the measurable signal properties, commonly referred to as
features, and the expected affective state in which the user is brought by per-
ceiving the signal” [§]. Among the challenges from image affect detection, one is
to select suitable image features to reflect people’s affective states, and another
one is to build effective learning models or classifiers to bridge the “affective
gap” .

Many works (e.g., [BIII]) have focused on designing features specific to im-
age affect detection, while others (e.g., [T4/19]) simply utilized the traditional
low-level color, shape, and texture features. Concerning the classifiers, support
vector machines (SVM) [4] have been adopted in most of the works. However,
one usually has to spend much time and effort in picking up the most suitable
feature representation that can best reflect the viewer’s emotions. For exam-
ple, the authors in [I4IT9] utilized Fisher score to first rank and then select the
most descriptive features, without considering the classifier at all. The authors
in [BIT1] picked each feature one by one with respectively an SVM and a naive
Bayes classifier as the base learner to boost the performance, which requires ex-
plicit cross-validation steps for selecting features while optimizing the classifier
parameters, and thus suffers from heavy computational complexities.

An image can be represented by different feature spaces. Multiple kernel learn-
ing (MKL) [2] can utilize all these feature representations simultaneously, such
that it jointly learns the feature representation weights and the corresponding
classifier for selecting automatically the most suitable feature representation or a
combination of them. This can improve the classification performance and makes
the interpretation of the results straightforward. MKL has earlier been applied
for object detection in [I6], and we are the first to introduce it into image affect
detection. Our experimental results demonstrate the advantages of the MKL
framework in affective classification and retrieval of abstract images.



168 H. Zhang et al.

Section [Z] introduces the image features used in this paper. Section [B] intro-
duces the MKL framework and an efficient algorithm that implements MKL. In
Section ] the experimental results on affective abstract image classification and
retrieval are reported. Finally, the conclusions and future work are presented in
Section

2 Image Features

We have utilized a set of ten generic low-level color, shape, and texture features
to represent each image. Table[Il gives a summary of these features. The features
are extracted both globally and locally. For local features, a five-zone tiling mask
is employed, where the image area is divided into four tiles by the two diagonals
of the image, on top of which a circular center tile is overlaid [15]. All the features
are extracted using the PicSOM system [10].

Table 1. The set of low-level image features used

Index Feature Type Zoning Dims.
F1 Scalable Color Color Global 256
F2 Dominant Color Color Global 6
F3 Color Layout Color 8§ x 8 12
F4 5Zone-Color Color 5 15
F5 5Zone-Colm Color 5 45
F6 Edge Histogram Shape 4 x4 80
F7 Edge Fourier Shape Global 128
F8 5Zone-Edgehist Shape 5 20
F9 5Zone-Edgecoocc Shape 5 80
F10 5Zone-Texture Texture 5 40

Four of the features are standard MPEG-7 descriptors: Scalable Color, Dom-
inant Color, Color Layout, and Edge Histogram. 5Zone-Color is defined as the
average RGB values of all the pixels within the zone. 5Zone-Colm denotes the
three central moments of HSV color distribution. Edge Fourier is calculated as
the magnitude of the 16 x 16 FFT of Sobel edge image. 5Zone-Edgehist is the
histogram of four Sobel edge directions. 5Zone-Edgecoocc is the co-occurrence
matrix of four Sobel edge directions. Finally, 5Zone-Texture is defined as the
histogram of the relative brightness of the neighboring pixels. More information
about the features can be found in [I5].

3 Multiple Kernel Learning

We can represent an image with different feature representations or views. How-
ever, the most suitable representation for a given task is generally not known a
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priori. Instead of using a single representation (i.e., single-view learning), we can
also make use of different representations simultaneously (i.e., multiview learn-
ing). Multiview learning with kernel-based methods is known as multiple kernel
learning, which is a principled way of combining kernels calculated on different
views to obtain a better prediction performance than single-view learning meth-
ods (see [7] for an extensive survey). In addition, MKL can learn the feature
representation weights by itself according to the data and task at hand during
the training stage without an explicit feature selection step, which makes the
interpretation easy and straightforward.

Among the MKL algorithms, we use the group Lasso MKL [I] as our learning
framework in that it is simple and efficient [18]. Both studies [1I18] have formu-
lated an alternating optimization method that solves an SVM at each iteration
and updates the kernel or feature representation weights 7,, as follows:
pil
N = ||wm||2 . (1)

P 2p P
(510

h=1

m

where ||wn, |3 = 12, Zfil Zj\; @i yiyjkm (], 7') is from the duality condi-
tions. ky, (—, —) denotes the kernel function calculated on the mth feature repre-
sentation. P is the number of kernels or feature representations (P = 10 in our
case), and p is chosen to be 1 so that 22:1 Mm = 1.

After updating the kernel weights in equation (), the algorithm then solves a
classical SVM problem by maximizing SVM dual formulation with the combined
kernel k = Z:L:l Nmkm as follows:

N N
1
W(a)=> a;— 5 > aiagyiy;k(ai, x;) (2)
i=1

ij=1

subject to the constraints: 0 < a; < C for all i = 1,..., N, and Zfil a;y; = 0,
where C' is the regularization parameter and y; is the label (£1) of training
sample x;. The two steps alternate until convergence.

4 Experiments

In this section, we present the experimental results using the MKL framework
in the classification and retrieval of abstract images. We implemented the group
Lasso MKL in MATLAB and took 20 alternating iterations for inference. We
chose the LIBSVM [3] package for solving the classical SVM problem. For the
group Lasso MKL, We set C' = 1 and calculated the standard Gaussian kernel on
each feature representation separately with the kernel width s = 2v/D,,,, where
D,,, is the dimensionality of corresponding feature representation. Therefore, no
cross-validation steps are needed for learning the feature representation weights
or the parameters of SVM classifier in group Lasso MKL.
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4.1 Datasets

We have chosen abstract art images as our learning target instead of the pho-
tographic images since the latter contain contextual information that may af-
fect the viewer’s emotional assessment, which in turn would bias the learn-
ing results. Two abstract image datasets have been used in the experiments,
Abstract100f] [19] and Abstract280f [11].

The Abstract100 dataset contains 100 images of abstract art paintings with
different sizes and qualities through Google image search. These paintings were
originally created by artists with various origins and periods. Each image has
been evaluated by 20 college students (10 females and 10 males) including Asians
and Europeans for two descriptive/adjective pairs “Exciting vs. Boring” and
“Relaxing vs. Irritating” from the ratings of {—2,—1,0,1,2}.

The Abstract280 dataset contains 280 abstract art images that were peer-
rated from a Web survey. Each image was labeled as the single emotion that had
received the most votes from the eight affective categories: Amusement, Anger,
Awe, Contentment, Disgust, Excitement, Fear, and Sad(ness). The 280 images
were rated by nearly 230 people, where each image was rated about 14 times.

4.2 Affective Abstract Image Classification

Experimental Setup. We use only the Abstract100 dataset in this task, as
SVM is optimized for binary classification problems. To obtain the ground truth
labels for the classifier, we adopt a heuristic thresholding strategy: the image
samples with ratings > 0 in each descriptive pair are treated as the positive
class, whereas those with ratings < 0 are treated as the negative class. For ex-
ample, if an image receives an average rating of (0.2,1.5), then it is thresholded
as (+1,41), which can be interpreted as both “Exciting” and “Relaxing”. This
results in roughly equal numbers of positive and negative samples. For training
and testing, we use 5-fold cross-validation and calculate the average classification
accuracy for each adjective pair. For comparisons, SVM all uses the concatena-
tion of all the 10 feature representations of an image as a single input, while
SVM best uses each of the 10 feature representations individually (as in [BUTI1])
and reports the one that has obtained the highest accuracy. Note that meth-
ods in both papers [BITT] require explicit cross-validation steps to select features
and to optimize parameters (C' and s), whereas no cross-validation procedures
are involved in learning the adopted group Lasso MKL. The baseline result is
calculated as the proportion of the majority class in each case.

Results. Figure [ shows the average feature representation weights (i.e., kernel
weights) in the range [0, 1] based on 5-fold cross-validation using group Lasso
MKL algorithm. We clearly see that, for the “Exciting vs. Boring” pair, Scalable
Color (F1) ranks first, followed by Zone5-Color (F4), Edge-Histogram (F6), and

! An updated version: http://research.ics.aalto.fi/cbir/abstract100
2 http://www.imageemotion.org
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The feature weights learned by group Lasso MKL
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Fig. 2. The average feature representation weights over 5-fold cross-validation by using
group Lasso MKL for two adjective pairs: Exciting-Boring and Relaxing-Irritating

Zoneb-Colm (F5) etc. For the “Relaxing vs. Irritating” pair, Zone5-Color (F4)
ranks first, followed by Edge Fourier (F7), Zone5-Edgecoocc (F9), and Zoneb-
Colm (F5) etc. This also confirms most of the studies (e.g., [II]) that colors
and edges of an image are the most informative features for affect detection.
Thus, multiple kernel learning serves as a natural testbed to identify the relative
importance of feature representations automatically. Table [2] shows classifica-
tion results on Abstract100 dataset. It is clear that the group Lasso MKL

Table 2. The classification performances on Abstract100 dataset. For

SVM all/SVM best, we conducted grid search to choose the best (C,s) pair, with

C € (0.5, 1, 2, 4, 8) and s € (0.0078, 0.0156, 0.0312, 0.0625, 0.1250, 0.25, 0.5, 1, 2).
Cases/Adjective Pair  Baseline SVM all SVM best group Lasso MKL

Exciting-Boring 0.55 0.62 0.61 0.67
Relaxing-Irritating 0.55 0.55 0.72 0.73

Table 3. The computation time (s) of the comparison methods. All the methods were
implemented in MATLAB on a Macintosh computer with an Intel Core i5 processor.
Cases/Adjective Pair  Baseline SVM (all) SVM (best) group Lasso MKL

Exciting-Boring - 6.10 9.70 0.20
Relaxing-Irritating - 6.01 9.70 0.20
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(a) Cott. (0256) (

(a) Contt. (0142)  (b) Rel. (064)

(a) Anger (0172) (b) Irr. (074)

(a) Disgt. (0164) (b) Trr. (074) © Tor, (046) () Trr. (019)

Fig. 3. The image retrieval results (displayed in “Groundtruth (index)” form) using
the Abstract280 images as queries shown in the first column, whereas the last three
columns correspond to the top three retrieved images from the Abstract100 dataset
ranked by distance. The first three rows correspond to the query-retrieval results with
kernel weights learned from Exciting-Boring adjective pair, whereas the last three rows
correspond to the kernel weights of Relaxing-Irritating pair. Excit. = Excitement,
Amuse. = Amusement, Contt. = Contentment, Disgt. = Disgust; Exc. = Exciting,
Bor. = Boring, Rel. = Relaxing, Irr. = Irritating.
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algorithm has achieved better classification performances than the other com-
parison methods in both cases. Table Bl gives the computation time of the com-
pared methods. In either of the two cases, the computation time of group Lasso
MKL is only about 1/30 of the SVM (all) and around 1/50 of the SVM (best).

4.3 Affective Abstract Image Retrieval

Experimental Setup. Both Abstract100 and Abstract280 datasets are used
in this task. Firstly, we define the dissimilarity measure (the Euclidean distance
in the implicit feature space) between a query image (q) and a retrieved image
(r) as:

de(q,7) = Vke(q,q) + ke(r,7) — 2kc(q,7)

p
ke(q,q) = Z Nmkm (4, q)

m=1

P
/{Ee(’l",’l") = Z nmkm(ra T’)
m=1

p
ke(q,r) = Z Nmkm (g, )
m=1

where k;,,(-,-) denotes the kernel function calculated on the mth feature rep-
resentation and 7, is the weight for the corresponding kernel learned by the
group Lasso MKL method. Therefore, given a query image g, our aim is to find
those images with the smallest d.(q, r) values. In essence, the smaller d.(q, ) is,
the more probable that the retrieved image r evokes similar affective feelings in
people. We use the Abstract280 images as query images and let the MKL algo-
rithm find the most relevant images from the Abstract100 dataset. The kernel
weights are selected on the complete set of Abstract100 images (without split-
ting), either based on the “Exciting vs. Boring” or the “Relaxing vs. Irritating”
adjective pair.

Results. Figure [3 shows the image retrieval results of certain query images for
both cases. For the first case “Exciting vs. Boring”, the “Excitement” image
(0238) from Abstract280 dataset successfully finds the other three “Exciting”
images from Abstract100 dataset as the first three returns. Similar results (ex-
cept the “Boring” image (081)) can be observed for the “Amusement” image
(0200) and the “Contentment” image (0256), due to the fact that the three emo-
tional categories conceptually correlate with each other in the affective space [9].
For the second case “Relaxing vs. Irritating”, the “Contentment” image (0142)
also finds the other three “Relaxing” images as its top matches, which shows
that an “Exciting” image often makes people feel “Relaxing” as well and vice
versa. Both the “Anger” image (0172) and the “Disgust” image (0164) have re-
trieved “Irritating” images as their most relevant candidates. According to the
Oxford Dictionary, the adjective word “Irritating” is defined as causing (some-
one) annoyance, impatience, anger, or irritation to a body part.
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5 Conclusions and Future Work

In this paper, we have applied multiple kernel learning framework for affective
classification and retrieval of abstract art images. MKL can make use of dif-
ferent feature representations or views of an image simultaneouly such that it
jointly learns the feature representation weights and the corresponding classi-
fier, which seeks for maximizing the classification performance without explicit
feature selection steps. The group Lasso MKL algorithm has been adopted in
the framework in that it is simple and efficient. The experimental results on two
abstract image datasets have demonstrated the advantages of the group Lasso
MKL in terms of feature selection, classification performance, and interpretation,
for the affective abstract image classification and retrieval task.

It is worth emphasizing that MKL framework is not confined to detecting
affect on abstract art images, but can be easily extended to other artistic (pho-
tographic) images and other affective stimuli such as audio and video data,
given that the features and labels are available. Due to the varying subjectiv-
ity in humans and the limit of the available affective databases, it is of course
not guaranteed that the MKL algorithm can make a perfect classification or re-
trieval for every single image. Methods such as zero-shot learning [13] may help
to relieve the subjectivity and annotation issues. Eventually, the development in
this interdisciplinary area relies on the joint efforts from, for instance, artificial
intelligence, computer vision, cognitive science, psychology, and art theory.
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Abstract. This paper presents a novel approach for image parsing based
on nonparametric model in superpixel level. Spatial context and mutual
information between object co-occurrence are introduced and applied
for improving the accuracy of image parsing. These methods make the
probability of object co-occurrence more reliable, and thus the inference
of object label from K nearest neighbors is more accurate. Our system
integrates the probability of object co-occurrence with the spatial context
and mutual information into a Markov Random Field(MRF) framework.
Experimental results on SIFTFlow and Barcelona dataset shows that
the spatial context and the mutual information are promising methods
to improve the accuracy of nonparametric image parsing models.

Keywords: image parsing, MRF, superpixel, spatial context, mutual
information, SIFTFlow.

1 Introduction

Image parsing is one of hard problems in computer vision. The challenging recog-
nition task is focused in many recent works [1, 2, 4, 5, 6, 12, 14]. Firstly as noted
in [5], this issue is an incredible confusing of visual words, that means one region
can be matched with another region from hundreds of different labels. Secondly,
the scenes are random, the objects are assumed to appear randomly leading to
huge object distribution. Thirdly, due to the limit of the number of object la-
bels in a parsing model, thus it is hard to build a completely plausible model,
since the number of objects in the real scenes are actually unlimited. Recently,
several works based on nonparametric models for image parsing are presented
in literature [4, 5, 6, 12, 14]. Our system is inspired from the method intro-
duced by Tighe and Lazebnik for image parsing [4] using scalable nonparametric
model in superpixel levels. Their system shows pioneer result using the K near-
est neighbor method which is then become the basis for other researchers for
improvement. There are several directions to improve the performance of MRF
model [4]. Among them, the probability of object co-occurrence are commonly
utilized [5, 6]. For example, if one object label is already categorized as ”street”,
then it has a high probability to believe that the surrounding object labels are

»” N

likely ”car”, ”sidewalk”, ”building” etc. Hence, taking into account this mutual
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Fig. 1. Spatial context and mutual information are projected in our method

relationship, the accuracy of the image parsing model can be enhanced. The
previous approaches only consider the object co-occurrence information, and do
not consider the spatial relationships of objects [4, 5, 6, 12, 14]. Therefore, in
the proposed approach, the spatial context is utilized to prevent this weakness.
In addition, the mutual information (e.g frequency of co-occurrence objects) is
meaningful for the co-occurrence probability of joint object labels as illustrated
in Fig. 1 for configuring class labels in the spatial context and mutual informa-
tion. Our key contribution is that the spatial context and mutual information are
used to measure relationship of co-occurrence objects. Therefore, the probability
of object co-occurrence becomes more reliable leading to a more accurate image
parsing model. Our system achieves better accuracy rate up to 1.05% comparing
to the previous methods by several experiments presented in Sect. 4.

The outline of this method is organized as below: Section 1 introduces in
general image parsing reviewing previous methods and briefly describes our pro-
posed approach. The spatial context and mutual information are detailed in
Sect. 2. Section 3 presents our proposed approach of image parsing model using
these two features. The experimental results are shown in Sect. 4. Finally, Sect.
5 discusses about this problem.

2 Proposed Method

2.1 Spatial Context in the Scene

In the area of object recognition and parsing image, the spatial context is also
already applied for computing the weight function in previous works [1, 8, 9,
10]. In the work of C.Galleguillos et al. [1] the spatial context is modeled as
3D spatial descriptor to categorize object labels. In model [10], Singhal et al.
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pre-defines the relationship between regions of image and the spatial context is
presented by binary value of specific relationship for categorizing. In contrast,
our system employs conditional probability between object labels having spatial
context in pixel level.

As mentioned above, the spatial context is useful for capturing spatial rela-
tionship between two co-occurrence objects. To keep the scalable property of
our model, the probability of location relationship is calculated by accumulating
from the training set. Figure 1(a) shows a skeleton of our proposed model based
on the spatial context. In our system, four location relations are defined: above,
below, inside, and around. For each relation, the relation probability is estimated
as:

~ N (,5/r)

N (i, 7)
where r is the location relationship; N (4, j) is the number of times pixel ¢ and
pixel j are neighbors; N (i,j/r) is the number of times pixel ¢ and pixel j are
neighbors in the relation r. Then the smoothing energy of spatial context can
be modeled as follows:

4
1
Espatial = _2 IOg (E P (lu l]/r)> (2)
r=1

Incorporating the spatial context in our image parsing system, the performance
is improved up to 0.75%. This result proved that the spatial context is promising
feature to improve the performance in our model.

P (i, /) (1)

2.2 Mutual Information between Object Co-occurrence

Several previous works [11, 17, 18] have estimated the weight function of object
labels based on mutual information. However, usage of only the mutual informa-
tion to measure the probability of co-occurrence is seemly not enough because
the mutual information gives out only the object co-occurrence in one image
while the neighboring objects probability is not considered. Thus, in our system
both information are considered to estimate the weight function. Figure 1(b)
shows an illustration about the mutual information between "mountain” and
"tree”, that represents co-occurrence frequency of these objects in one image.

Similar to [11], the mutual information is used as the weight function, as more
informative co-occurrence is provided, the feature becomes stronger. Following
the method proposed in [4], the mutual information is calculated as:

P(lialj) — log Niotal fTeq (li,lj)
(L) P (1) freq (L) freq (1)

where P (I;,1;) is the probability of co-occurrence objects I; and l;; Niotar is
the number of class labels; freq (z) is the frequency of object x in the dataset;

1(:1;) =log , (3)
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freg (z,y) is the co-occurrence frequency of object z and object y in the dataset.
Using the mutual information, the co-occurrence energy is defined by:

Emutuar = —1log (P (i /1;) + P (1; /i) + I (I, 1)) (4)

where P (I;/1;) is the conditional probability of object {; having ; and I (;,1;)
is the mutual information between two classes.

In our system, the mutual information improves the performance up 0.3%.
The effectiveness of combining the spatial context and mutual information is
proved by several experiments where the accuracy rate is increased up to 1.05%
comparing to the previous works.

3 Proposed Image Parsing Method Based on Spatial
Context and Mutual Information

3.1 Retrieval Set and Superpixel Level

In image parsing problem, as mentioned in Sect. 1, the distribution of object
is not uniform, hence we prefers to use nonparametric model that infers a su-
perpixel from the most similar superpixels in the so-called retrieval set of image
which contains K images most similar to the test image. Based on [14] our system
also uses four types of global image features: Spatial pyramid, GIST, Tiny image
and Color histogram to calculate the distance from each image in the training
set to the test image. Then K images corresponding to smallest distances are
selected to put into the retrieval set. An informative retrieval set should contain
scene images similar to the test image.

As several approaches in image parsing area [4, 5, 6, 12, 14], the labels are
assigned in the superpixel level. As mentioned in [4], this reduces computational
load for this system. The superpixel is a region produced by a segmentation
algorithm. In this work, the fast graph-based segmentation algorithm [3] is ap-
plied for segmenting image into superpixels; and each superpixel is presented
by 20 features as in [14]. These features are calculated for every superpixel in
each image to measure the distance between superpixels in the test image and
superpixels in the retrieval set.

3.2 Contextual Inference

In order to enforce contextual constraints on image parsing problem, MRF model
is preferred to the CRF model because the CRF model is very costly in learning
and inference. Therefore, to assign label I = {l;,12, ...,1; } to the set of superpixels
S = {s1,82,...,8;} the per-class likelihood score of superpixels and probability
of every co-occurrence object in retrieval set are put into the fully connected
MRF model[11]. Similar to [4, 5, 6, 12, 14], the image labeling is formulated as
minimization of standard MRF energy function defined based on labels I:

J() = Z (1, 8:) + Esmooth (5)

j=lnji=1:m
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Fig.2. Comparison per-class rate between Barcelona and SIFTFlow dataset. The
Barcelona dataset has 170 labels, however we only show some labels which are common
in SIFTFlow dataset to compare.

where n and m are the number of object labels in the retrieval set and superpix-
els in the test image; p (15, s;) presents negative logarithm of per-class likelihood
scores for each superpixel s;; smoothing term Fgp,00tn Shows the negative loga-
rithm of probability between two object labels in retrieval set. This probability
is calculated by accumulating the number of object co-occurrence in the dataset.
In our system, in order to increase plausibility of inference, Fg00tn is defined

by (6):
Esmooth = Espatial + Ernutual (6)

where Egpatial and Epytyer energy from (2) and (4). These two values contain
the information about probability of object co-occurrence labels including the
spatial context and mutual information.

4 Experiments

For evaluating our proposed approach, several experiments on the Barcelona(a
part of LabelMe dataset) and SIFTFlow datasets[19] are conducted. The
Barcelonna dataset contains 14871 training images and 279 testing images in
170 labels. The SIFTFlow dataset includes 2488 train images and 200 test im-
ages in 33 labels. Figure 2 displays per-class accuracy rate for both datasets
showing that our system can be executed in scalable datasets with large changes
due primarily to differences in the label frequency (e.g., there are no fences in
the Barcelona dataset). It is clear that classes are very non-uniform, there are
few classes like "sky”, ”building”, ”tree” are very common, but some classes are
rare like ”people”, "door”. Therefore the nonparametric model is preferred for
these unbalanced data sets.
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Table 1. Compare accuracy rate of image parsing system on SIFTFlow dataset

Result(%) Liu[14] J.Tighe[4] David[5] J.Young[6] J.Tighe[12] Proposed method

2011 2009 2012 2012 2013 2013
Per-pixel 76.67  76.90 77.10 77.14 77.00 78.19
Per-class x 29.38 32.5 32.29 30.10 30.11

As the SIFTFlow dataset is commonly used for the experiments in the pre-
vious works [4, 5, 6, 12, 14], this paper intends to compare the performance of
the proposed method based on this dataset. Our result is displayed in Table 1,
that shows the effectiveness of using the spatial context and mutual information
on image parsing problem, the evaluation method is same as [4]. As shown in
Table 1, our system achieves an overall per-pixel accuracy rate of 78.19% while
the state-of-the-art per-pixel rate is 77.14% as reported in [6]. This table also
shows that our per-class rate is similar to another method. Therefore, our model
is a scalable image parsing method [12] but the performance is better than [12].

Example of the classified test image from our experiments are shown in Fig.
3(a, b, ¢, d). As seen in the figure, Fig. 3(a, b, d) show accurate results of
object labeling when the spatial context and mutual information of co-occurrence
object are used. To see the advantage of our system, Fig. 3(d) and Fig. 3(e)
show the results of image parsing with/without using the spatial context and
mutual information. In Fig. 3(e), ”building” is completely surrounded by ”field”,
"mountain”, "plant”, "tree” and ”sky”. This error occurs because ”building”
sometimes co-occurs with ”"tree”, ”plant”, ”mountain” in training images. In
our model, the spatial context and frequency of co-occurrence objects are both
considered. Therefore the probability of ”building” in this image becomes smaller
because the ”building” completely surrounded by ”plant”, ”tree”, ” mountain”
is avoided.

Clearly, the spatial context and mutual information that capture the relation-
ship of object location and frequency of co-occurrence objects in an image is a
strong visual cue. That will provide more avenues for improving categorization
accuracy. Figure 3(c) shows the error case with object labels have low occurrence
frequency in training dataset(”sand”).

5 Discussion

This paper has presented a novel approach for image parsing inspired by [4]. The
proposed approach is not time-consuming for training except for basic computa-
tion of some statistics such as label co-occurrence probability. The accuracy of
image parsing is improved in our proposed method by incorporating the spatial
context and mutual information into MRF framework.

Our key contribution is that the co-occurrence relationship between object
l; and I; can be viewed as the spatial context P (l;,1;/r) and weighted by the
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Fig. 3. Results of our parsing image system on SIFTFlow dataset. The first row is
the test images, the second row is the result images. The columns (a, b, ¢, d) are
results of our model in which column (c) shows error case when the object label has
low frequency appearance in training image. The columns (d, e) compare image result
between BaseMRF (e) model and our proposed approach(d). The ”building” appears
in Base MRF model(e) while it is not included in the test image. In our approach(d),
the result does not contain the ”building”.

mutual information I (I;,1;). To project all the object labels into spatial matrix,
the probability of co-occurrence in each special location relation is considered.
The distribution for co-occurrence objects is calculated for each relation r (e.g.
above, below, inside, around) and then E,pqtq; energy is computed as the sum
of the distributions. The mutual information is retrieved by accumulating the
frequency of co-occurrence in the dataset that gives out the distributions of [;
and [;.

The experiment shows that our system based on simple but effective features
to get the spatial context and mutual information, therefore it can be apply for
various datasets. The main limitation of our system is that it uses nonparametric
model hence the result sometimes depends on the retrieval set. In the future
works, we will prevent this limitation by improving weight function between
co-occurrence objects.
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Abstract. This paper presents a method of text-prompted multistep speaker ver-
ification for reducing verification errors. The method is developed for our speech
processing system which utilizes competitive associative nets (CAN2s) for learn-
ing piecewise linear approximation of nonlinear speech signal to extract feature
vectors of pole distribution from piecewise linear coefficients reflecting nonlinear
and time-varying vocal tract of the speaker. This paper focuses on reducing veri-
fication errors by means of multistep verification using Gibbs-distribution-based
extended Bayesian inference (GEBI) in text-prompted speaker verification. The
effectiveness of GEBI and the comparison to BI (Bayesian inference) is shown
and analyzed by means of experiments using real speech signals.

Keywords: Text-prompted multistep speaker verification, Gibbs-distribution-
based extended Bayesian inference, Competitive associative net.

1 Introduction

This paper presents a method of text-prompted multistep speaker verification. Here,
from [1]], text-prompted speaker verification has been developed to combat spoofing
from impostors and digit strings are often used to lower the complexity of processing.
However, since it would be simple for today’s devices to record a person saying 10 dig-
its and to produce digits by simply typing on a keypad, text-prompted modality itself
is not enough for anti-spoofing. So, we would combine other information, such as a
knowledge database, other biometrics, and so on, and a specific method would be de-
signed depending on the application. From another point of view, the present method
focuses on reducing verification errors by means of multistep verification using Gibbs-
distribution-based Bayesian inference (GEBI). Here, GEBI has been introduced for
overcoming a problem of multistep Bayesian inference (BI) for rejecting unregistered
speaker in speaker identification [5]]. Note that the error rate is considered to be reduced
with the increase of the number of test digits. However, this property has not been ex-
amined in detail so far, although there are experimental results showing this property,
e.g. [2]] shows five-digit sequences gives lower error rate than four-digit sequences.

On the other hand, the present method employs competitive associative nets (CAN2s).
Here, the CAN2 is an artificial neural net for learning efficient piecewise linear approx-
imation of nonlinear function [3]]. Recently, we have shown that feature vectors of pole

M. Lee et al. (Eds.): ICONIP 2013, Part I1I, LNCS 8228, pp. 184-[[92] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Diagram of text-prompted speaker verification system using CAN2s

distribution extracted from piecewise linear predictive coefficients obtained by the bag-
ging (bootstrap aggregating) version of the CAN2 reflect nonlinear and time-varying
vocal tract of the speaker [4]. Here note that the most common way to characterize
the speech signal in the literature is short-time spectral analysis, such as Linear Predic-
tion Coding (LPC) and Mel-Frequency Cepstrum Coefficients (MFCC), where spectral
features of the speech are extracted from each of consecutive interval frames spanning
10-30ms [|6]. Thus, a single feature vector of LPC and MFCC corresponds to the aver-
age of multiple piecewise linear predictive coefficients of the bagging CAN2. Namely,
the bagging CAN2 learns more precise information on the speech signal.

In the next section, we show an overview and formulation of singlestep speaker and
digit verification system using CAN2s. And then we introduce multistep speaker and
digit verification to execute text-prompted speaker verification. In order to use the same
thresholds for all speakers and digits, we show a method to tune the thresholds for bi-
narizing continuous output of CAN2s. In[3] we show experimental results and examine
the effectiveness of the present method.

2 Text-Prompted Multistep Speaker Verification System

2.1 Singlestep Digit and Speaker Verification

Fig.[ll shows an overview of our text-prompted speaker verification system using
CAN2s. In the same way as general speaker recognition systems [6], it consists of four
steps: speech data acquisition, feature extraction, pattern matching, and making a deci-
sion. In this research study, we use a feature vector of pole distribution obtained from a
speech signal (see [4] for details). In order to achieve text-prompted speaker verification
using digits, let S = {s;|i € Is} and D = {d;|i € Ip} denote a set of speakers s € S
and digits d € D, respectively, where Is = {1,2,---,|S|} and Ip = {1,2,--- ,|D|}.
Furthermore, let RLM™! for M = S and M be a set of regression learning machines
RLM™ (m € Ip), and each RLM™ Jearns to approximate the following target
function:

1if g € Q™
—1 otherwise

ylml = flml(q) = { (1)
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In the following, we apply the same procedures for both speaker and digit processing,
and we use the variables m and M for representing s and S for speakers and d and
D for digits. After the learning, singlestep verification or two class classification by
binarizing the output " = flml (™) of RLM!™ as

s o [m [m]
[m] _ Lif giml > Yo 2
Y { —1 otherwise ' @

Namely, we accept the speaker m if v = 1, and reject otherwise. Here, note that the
threshold ¥y is tuned for stable verification as shown below.

2.2 Multistep Digit and Speaker Verification

In order to execute text-prompted speaker verification, or to execute speaker verifica-
tion only when digit sequence is accepted, we employ multistep verification of digit
and speaker parallelly, and then combine the result. For each multistep verification, we
suppose the probability of the output vector v!™! = (vl ... M) of binarized
output of RLM™! obtained for a feature vector q € Q" of the signal source m € M
holds the conditional independence as follows:

[T p@™dm

mi;EM

3)

Furthermore, let ’U[M] = ’U[M] [M] .- [ "I be the sequences of v!M! obtained for an

input (speaker or d1g1t) sequence mi.p = mims---mp. In order to verify whether

v[lj\{p] is a response of a reference sequence m[f:]T, we use GEBI (see Appendix [A.T)

and calculate two recursive posterior probabilities for ¢t = 1,2, --- , T as follows,

po (b 1) = ) g (s 1oB0) ™ p (o )

v (mf4 1) = g v (o 1o2) (o )

Here, Z, is the normalization constant for holding pg (m[’“] | v[lht[ ]) +pa ( I vlhf ]>
— 1, and we employ p (0" | ml"T) = 32 guieny 2 (08 1) /(1011 = 1),
Att =T, we provide the decision of T-step digit verification by
: ]) > (D]
Vl[:D]_{ 1lpr( 1T‘v Py (6)

—1 otherwise
and T'-step speaker and digit verification, or text-prompted speaker verification, by
. D S s
ol [ vt (ViR =1) A (po (st 1ol ) = 6f7) o
T .
—1 otherwise

where p[g I and p[ I are thresholds. Of course, Vl[:l%] = 1and Vl[:sj]? J = 1 indicate the

acceptance, and —1 the rejection.
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Fig. 2. (a) Schematic relationship between the threshold y[m‘] and the performance ratios T[FP‘],
rgﬁf] TLFP L TLFP The horizontal axis indicates all training feature vectors q = qgm’] (1=

1,2,---) obtained from speakers m; = s; € S or digits m; = d; € D. The vertical axis
indicates the corresponding output y[mi] of RLM[™:l. Experimental results (see @) of o, rrp,
rrN for the original y9 = 0 and tuned ys are shown in (b) and (c), respectively.

2.3 Tuning the Threshold yo of Regression Learning Machines

In order to use the same thresholds for all speakers and digits, we tune the threshold
Yo = y([,m] in (@) for speakers m = s € S and digits m = d € D, respectively, by
the following procedure. First, note that the performance of RLM™! (m; € §) to
classify the feature vectors g of m is characterized by FP (false positive) and FN (false

negative). The ratio of them for randomly selected data is estimated as

my 1 m; i m;
M=oy 2 (e =tim). = (= 1) ®)
meM\m,
while the ratio of TP (true positive) and TN (true negative) is r ] =1- [ N] and

T[TT\I‘] =1- rgp‘]. Here, note that each RLM!*/] is trained to minimize the mean square

error <(v[mi] — ylmil )2> which indicates the minimization of the error rate:

Qs L m] 1yl
i = gy (T (0] = e ©

Fig.2la) shows that T%PL] decreases and T%N] increases for the increase of yé . con-

sidering this relationship, we obtain the set Y™ of triplets (yg'f;], r%"lg’]n, T{;KI ]n) for
trial thresholds y[m’] = (n/ny) (ygg”} — y%ﬂi]>+yﬁ”] forn e I, ={0,1,2,--- ,ny},
where y} il and yg\, il are the mean of positive and negative output y[™) for all train-

ing feature vectors g, and n,, is the number of partitions. Next, we divide the data in
Y™l (m € M) into
lely

V= {(ye,TFP,TFN) € Y™ |1 = argmin|rpp — Tl’} ’ (10)

where r; = (I/ny)(r1 — 1) + 1o forl € I, 7o = min{T[FT;»],Am € M,n¢€ Iy} and

71 = max {TFTD ame M,ne Iy}. Then, we calculate the mean and the variance of
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(yo, rrP,TFN) € )/l[m], which we denote (E m1 (Yg), E ! (rrp), Eyl[m] (rFN)) and
(V m1 (Yo), V ] (rrp), Vy[m] (rFN)>, foreachm € M andl € I,. Then, we obtain
1

lel y which minimizes the sum of all variances of rrp and rgy as

[ = argmin Z ( i (rep +Vy[m (TFN)) (11)
lel,

Thus, we use the threshold y[m] =Ey, (ye) for expecting smaller variance of r{, ™ and

TLﬂN] forall m € M.

3 Experiments

3.1 Experimental Setting

We have used the speech data sampled with 8kHz of sampling rate
and 16 bits of resolution in a silent room of our laboratory. They
are from seven speakers (2 female and 5 mail speakers): S =
{tHS, IMS, mKK, mKO, mMT, mNH, mYM} for ten Japanese digits D =
{/zero/, /ichi/, /ni/, /san/, /yon/, /go/, /roku/, /nana/, /hachi/, /kyu/}.  For
each speaker and each digit, ten samples are recorded on different times and dates
among two months. We denote each spoken digit by z = z, 4; fors € S, w € W and
le L={1,2,---,10}, and the given dataset by X = (x5 4|5 € S,d € D,l € L).

In order to evaluate the performance of the present method for untrained data, we
employ the following OOB (out-of-bag) estimate which is expected to have smaller bias
and variance than LOOCYV (leave-one-out cross-validation) [7]]. For a reference speaker
54, we make the original training dataset Z!: = ((q(z), y!*!(x))|z € X), where q(x)
is the feature vector obtained from 2 € X, and y[*!(2) = 1 if z € X is of the speaker
si, and —1 otherwise. Next, we execute resampling with replacement to make the bags
Zlsial 2051 gor j € JPd where |Z!*!| indicates the number of elements in the
bag for a constant « called bagsize ratio, and JI* = {1,2,--.[JP|} is an index

set. Here, it is expected that me™“ elements in Z!sil are not in Z[Si’o“z[si”u’j] Thus,
we execute the OOB estimate of yl*!/(z) by glsil(z) = (gls:7] (x)>j€J[é o0, Where
g1#:71(z) is the output of RLM"7] which has learned Z[Si’o“z[si”u’j}, and Jif“’h] =
{il(q(x), y*1(x)) ¢ Z[S“‘X‘Z[Si]‘u’j],j € J™}. Here (-) indicates the mean and the
subscript indicates the range of the mean. Note that the experiments shown below are
done for |JI| = 300, o = 1.6, | Z[*1| = |S||D||L| = 700. For regression learning
machines we use CAN2s with the number of units NV = 40 for learning 38-dimensional
feature vector g (see [4] for details of q). The OOB estimate for digit verification is
done by the same procedure as above.

To examine the present method, we show experimental results for a number of
datasets, whether each dataset consists of 1000 pair of T-length digit sequences of test
and reference speakers. Precisely, for a test digit sequence di.7 = dids - - - dr of a test
speaker s and the corresponding reference digit sequence d[lr]T = d[lr] d[;] e d[jf] of a
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Table 1. Experimental result of acceptance rates rL?J and rﬁ?] achieved by the methods using (a)

GEBI and tuned 9y, (b) BI and tuned %y and (c) GEBI and original yo = 0, and four datasets with
(ros,rep) = (0,1), (1,1), (1,4/5) and (1, 3/5). The values of ri2) and 135" are expressed by

the rate [%] to the total 1000 test sequences for each case. The thresholds are p[GD] = 0.96 for (a)

and (b), 0.942 for (c), p”) = 0.5 and T’ = 15.

(1) GEBI& s  (b)BI& s (c)GEBI& yg =0
,plsD] D] [sD] (D] [SD]
TCS TCD acc acc acc acc acc acc

0 1 97.5 0.0 94.9 0.0 984 00
1 98.1 98.1 96.3 944 98.0 98.0

4/5 76.3  76.3 725 70.5 84.8 84.8

3/5 0.2 0.2 44.5 437 0.8 0.8

—_— =

reference speaker 3[7"], we select d;, s, dl[f], and sl randomly under the condition that
dy1.7 involves correct digits holding d; = dy] with a ratio of rcp = ncp /T, where
ncp represents the number of correct digits, while we consider all 7" digits are of the
same speaker (rcs = ncs/T = 1) or not (rcg = 0). Here note that for a digit d € D
of a speaker s € S, we use x, 4, with [ selected randomly.

3.2 Experimental Results and Analysis

We show an experimental result in Table[Il Here, we consider a situation that each test
digit sequence consists of 5-digits, such as a date consisting of month, day and the
last digit of the year. In order to avoid spoofing from impostors, we suppose that the
users have previously registered their secret dates and the corresponding questions to
answer the dates in the enrollment phase, and then a test speaker is prompted to answer
three questions by uttering the dates in the verification phase, where the questions are
selected randomly. Thus, we use 7' = 15 = 5 X 3. The top row in Table[l] for
(rcs,rep) = (0, 1) shows the result of test sequences of incorrect speakers (rcs = 0)
consisting of all correct digits (rcp = 1), and we can see that all of them are rejected
successfully (rﬁg] = 0). The rows under the top are the results for test sequences of
correct speakers (rcg = 1) involving 0, 1 and 2 incorrect digits in each 5-digit sequence
for rep = 1, 4/5 and 3/5, respectively. Thus, rgsclg] for (rcs,rep) = (1,1), (1,4/5)
and (1, 3/5) indicates TA (true-acceptance), FA (false-acceptance) and FA, respectively,

and the big rﬁg] [%] for (rcs, rep) = (1,4/5) is not desirable. However, the very small

value rioy) = 0.2 by the method (a) for (rcs,7cp) = (1,3/5) indicates that the test
sequences involving 2 incorrect digits in each 5-digit sequence is rejected. Since it is
not so easy for an impostor speaker to provide 4 correct digits in each 5-digit sequence,
the present method is supposed to work for avoiding spoofing.

Now, let us examine the values in Table[l] in detail by means of multistep proba-
bilityies shown in Fig.3l From (a) and (c), we can see that the probability curves of
GEBI for r¢s # 0 increases and the variance decreases with the increase of ¢. From
the probability curves for digits shown on the left in (a) and (c), we can see that the
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Fig. 3. Experimental result of multistep probability for digits (left) and speakers (right). The plus

and minus error bars indicate RMS (root mean square) of positive and negative errors from the

mean, respectively. The curves for different datasets are shifted slightly and horizontally to avoid
CrOSSOVers.

bottom curves and the error bar ranges are below the threshold p[gD] = 0.96 and 0.942,

respectively, at £ = 15. Furthermore, from the curves for speakers shown on the right
in (a) and (c), we can see that the upper curve for rcg = 1 and the lower curve for

rcs = 0 can be separated by the threshold p[gs] = 0.5. Therefore, we can understand
[SD]

the values of 74ec° by the methods (a) and (c) for (rcg, rcp) = (1,3/5) in Table[I are

very small. The threshold p[GD] = 0.942 for (c) in Table[Tlis set smaller than 0.96 for
(a) in order for TLLSC](?] to be almost the same value, where smaller value is necessary for
(c) because the error range of the corresponding probability on the left in Fig.[3(c) is
suppoed to be slightly wider owing that the tuned threshold ¢y used in (a) achieves the
smaller variance of classification error ratios (see Fig.2lb) and (c)).

For (rcs,rep) = (1,1) in Table[T] the false rejection rate (FRR) is given by FRR=
1007742[3]3] [%]. Precisely by the method (a) for the increase of t = 5, 10, - - -, 50, we have
obtained decreasing FRR= 10.0, 4.3, 1.9, 1.7, 1.1, 1.0, 0.5, 0.4, 0.4, 0.3, respectively.
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Furthermore, for (rcg, 7ep) = (1,3/5), we have obtained decreasing false acceptance
rate (FAR) as FAR= 732'=0.5,0.3,0.2 and 0 for t = 5, 10, 15 and 20, respectively. This

monotonically decreasing property is considered to be obtained from that the probability
of GEBI, pg (m|’u[1]vf]> given by (I3) shown below, converges monotonically for the

increase of ¢. On the other hand, the probability of BI, pg (m\v[l]vt[]) given by (13), also

converges monotonically but slowly. Namely, pg <m\v[1]:\;[]) reaches convergence at ¢

[m

satisfying f/u] > |logpo(m)|/t, but pg <s|’u[1]vf]) does not reach convergence at ¢

satisfying f/[f:';] > |logpo(m)|/t. From Fig.Bl(b), we can see that the error ranges of
the curves are large and fluctuate. Therefore, we can see that ’I“(LSC]C)] in Table[d] for (b)

using BI indicates worse performance.

4 Conclusion

We have presented a method of text-prompted multistep speaker verification using
GEBI for reducing verification errors. We have shown that the probability of GEBI
is more stable and reduces verification error rates much more than BI by means of the
analysis of probabilities and experimental results using real speech signals. This pa-
per considers only registered test speakers, while additional method is supposed to be
necessary for unregistered test speakers, which is for our future research study.

This work was supported by JSPS KAKENHI Grant Number 24500276.

A Appendix

A.1 Multistep BI and GEBI

We briefly show a problem of multistep BI (Bayesian inference) and introduce Gibbs-
distribution-based extended Bayesian inference (GEBI) (see [S]] for details): For an out-
put sequence v[lhf = v[lM]v[QM] e 'vl[tM] responding to an input signal source m € M
(m and M represent s and S or d and D shown in 2.1)), we can estimate the posterior

by the naive BI as

e (mlolf') = o (mlof2L,) p (o) - (12)

where Z; is the normalization constant for holding ) 0 -, pB (m|v[lhf ]) = 1. From this
equation fort = 1,2, -- -, we have

1 ~ 1
DB (m\v%‘?) = _exp|—t L[l:z] — logpo(m) , (13)

Zy t
where  po(m) = pB(m|v[1]:\g]) denotes the prior, and f/[lwz] =
71 (ZZ=1 logp (vLM]\m))is the normalized negative log-likelihood. Then, the

ratio of the probability of m; € M to m, = argmax pg(m; |1J[1Nf])
m; €M

becomes
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vy, & PBOmil)  pe(mi) ozl — ) - { 1, mi = m,
T pe(my oy pe(my e e 0, mi # my

(14)

for ¢ — oo, because ZmeMpB(mw[l]f]) = 1. Thus, pB(m|'u[1{\f]) becomes very large
for a registered m = m, even when the current signal is of an unregistered source. To
overcome the problem, let us use the following Gibbs distribution:

1 -
j2e (m\'v[M]) = g, O (5 (L[l - logpo( ))) , (15)

where po(m) = pg(m\v%]) indicates the prior, and 3 is a parameter called inverse
temperature. Then, for the increase of ¢, the ratio of pg (m\'v[l{\f]) form = m; tom, =

argmax pg(m; |1J[1Ntﬂ) converges to a constant value less than 1 as follows;
m;EM

(M)
|0y 7lmi my
rg i, & Potml btﬂ) —exp (<BEN - L) » <1 a6

pG(mV‘vl:t )

Thus, we can avoid the above problem of multistep BI. Here, from (I3), we derive the
following stepwise inference,

e (miol) = | po (ol )" (o)™ an)

where 3; = [/t (t > 1) and By = 1. Note that the conventional BI is given by
B¢ =1 (t > 0), and we name this inference by GEBI.

References

1. Beigi, H.: Fundamentals of speaker recognition. Springer-Verlag New York Inc. (C) (2011)

2. Melin, H., Lindberg, J.: Prompting of Passwords in Speaker Verification Systems, Fonetik-97,
Phonum 4, Umera University, Sweden, May 28-30 (1997)

3. Kurogi, S., Ueno, T., Sawa, M.: A batch learning method for competitive associative net and
its application to function approximation. In: Proc. SCI 2004, vol. V, pp. 24-28 (2004)

4. Kurogi, S., Mineishi, S., Sato, S.: An analysis of speaker recognition using bagging CAN2 and
pole distribution of speech signals. In: Wong, K.W., Mendis, B.S.U., Bouzerdoum, A. (eds.)
ICONIP 2010, Part I. LNCS, vol. 6443, pp. 363-370. Springer, Heidelberg (2010)

5. Mizobe, Y., Kurogi, S., Tsukazaki, T., Nishida, T.: Multistep speaker identification using
Gibbs-distribution-based extended Bayesian inference for rejecting unregistered speaker. In:
Huang, T., Zeng, Z., Li, C., Leung, C.S. (eds.) ICONIP 2012, Part V. LNCS, vol. 7667, pp.
247-255. Springer, Heidelberg (2012)

6. Campbell, J.P.: Speaker Recognition: A Tutorial. Proc. the IEEE 859, 1437-1462 (1997)

7. Kurogi, S.: Improving generalization performance via out-of-bag estimate using variable size
of bags. J. Japanese Neural Network Society 16(2), 81-92 (2009)



Dynamics of Neuronal Responses in the Inferotemporal
Cortex Associated with 3D Object Recognition Learning

Reona Yamaguchil, Kazunari Hondal, Jun-ya Okamura', Shintaro Saruwatariz,
Jin Oshima®, and Gang Wang""

! Department of Information Science and Biomedical Engineering, Graduate School of Science
and Engineering, Kagoshima University, Japan
{k1868980,k7756509}@kadai.jp, jokamura@ibe.kagoshima-u.ac. jp,
gwang@ibe.kagoshima-u.ac.jp
2 Department of Information Science and Biomedical Engineering, Faculty of Engineering,
Kagoshima University, Japan
{k0428951,k8763048}Rkadai.jp

Abstract. Discrimination of objects at the same viewing angles develops view-
invariant object recognition in some extent. To reveal the underlying neuronal
mechanism, we investigated the activities of the inferotemporal cell populations
responding to object images with different prior experiences. With different ob-
ject sets, the monkeys were trained beforehand with the Object task in which
view-invariant object recognition across similar objects was required, and the
Image task in which only the discrimination at the same viewing angles was re-
quired. We found, in the level of cell population, that the responses to the
images with the prior experience of the Image task were similar to those to the
images with the prior experience of the Object task. The highest level in re-
sponse similarity was found 260 ms after the stimulus onset. The results suggest
that the view-invariant neuronal representations developed through the expe-
rience of the object discrimination at the same viewing angles.

Keywords: inferotemporal cortex, object recognition, monkey.

1 Introduction

We can recognize objects even if they are seen from different viewing angles. The
capability to recognize objects across changes in the viewing angle develops as the
viewer repeatedly sees both the object and distractors in rotation. It has been proposed
that different views of an object become associated when they are experienced in
succession during rotation [1-2]. However, our previous behavioral studies demon-
strated that, in monkey, the discrimination of objects at the same viewpoint was
enough for the formation of perceptual tolerance in the range of viewing angle change
up to 60 deg [3]. It was shown further that the fine object discrimination experience at
each of several viewing angles was required for the development of such ability for
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the discrimination across similar objects, whereas coarse discrimination experience
didn’t generate any cross-view object discrimination ability [4]. Single-cell recordings
from the macaque inferotemporal (IT) cortex have shown that cells respond to views
of familiar objects and show moderately broad tunings for viewing angles [5]. Theo-
retical studies suggested the view-tuned units converge onto the view-invariant units
[6]. It was also noted that the IT cells show broad tunings for viewing angles of 3D
objects in untrained animals [7]. In the present study, we investigated the responses of
cell population in the monkey inferotemporal cortex to the object images with the
prior experience of discrimination of similar objects at the same viewing angles.

2 Method

We used two male macaque monkey (Macaca fuscata) weighting 6.5 and 7.5 kg,
respectively. All procedures were performed in accordance with the guidelines of the
Japan Neuroscience Society and were approved by the Animal Experiment Commit-
tee of Kagoshima University.

2.1  Visual Stimuli

Stimulus objects were created using three-dimensional graphics software (shade 9; e-
frontier, Tokyo, Japan). Details of the object creation have been described previously
[3]. In brief, we created four artificial objects by deforming a prototype in four differ-
ent directions in three-dimensional feature space. Seven parameters of the object
shape were combined into three parameters that spanned the entire feature space. In
order to create the four different views, each object was rotated with a 30-deg interval
around an axis perpendicular to the visual axis that connected the viewer’s eyes and
the object. Each stimulus set consisted of 16 images (4 views x 4 objects).

Six object sets (set A-F) were generated from 6 prototypes which were distinct
from each other. The similarity for a pair of object images across sets was significant-
ly lower than that for any pair of objects in the same set. The size of object image was
6.5 deg on average. We used human psychophysics to make the difficulty of discrimi-
nation within each set comparable among different stimulus sets, with the percentage
of correct responses ~80%.

2.2  Training Task

Before the electrophysiological recording, object images were exposed to monkeys
extensively in the training session, during which the monkeys were asked to make
discrimination between the objects. In the process for object discrimination, the sti-
mulus image presentation was controlled in different ways in three tasks, i.e. the Im-
age task, the Object task, and the Exposure task. Consistent across the three tasks, a
trial started with monkey’s lever press, which turned on a fixation spot at the center of
the screen. After continuous pressing the lever and fixating for 500 ms, the first sti-
mulus appeared. Two to five stimuli were presented in each trial. Each stimulus was
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presented for 500 ms with 500 ms inter-stimulus intervals. The monkey had to main-
tain eye fixation with an accuracy of +2.5 deg and keep pressing the lever until the
last stimulus appeared. The monkey had to release the lever within 1 s when the ob-
ject changed to get a juice reward. When the monkey made an incorrect response or
broke the eye fixation, the trial was aborted with a beep sound. The inter-trial interval
was 1.5 s after a correct response and 2.5 s after an incorrect response.

In the Exposure task, after an identical image was presented 1-4 times, an image
selected from a different object set appeared. No discrimination was required between
the images in the same object set. In the Image task, the images were exposed to the
monkey without the opportunity to associate different views of each object. Monkeys
were trained to discriminate among the images within each of the four viewing an-
gles. After an identical image was presented 1-4 times, the image of the other object
in the same set at the same viewing angle appeared. The Object task required the as-
sociation across different views of each object. After different views of the same ob-
ject were presented 1-4 times randomly, the image of the other object in the same set
appeared.

In the training session, object set A and B, set C and D, and set E and F were used
in the Exposure task, the Image task, and the Object task, respectively, for Monkey K.
For Monkey H, the object sets were swapped across tasks. Object set C and F, set A
and E, and set B and D were used in the Exposure task, the Image task, and the Object
task, respectively.

2.3  Single Cell Recoding

After the monkey’s performance in training session reached a saturation level, we
conducted single cell recordings from the inferotemporal cortex. Recordings were
conducted with tungsten electrodes (FHC, Bowdoinham, ME, USA), which passed
through a guide tube and were advanced by a micro-manipulator (Narishige, Tokyo,
Japan). The recoding sites were determined with reference to MRI images taken be-
fore the first preparatory surgery. Cells were recorded from a ventrolateral region of
the inferotemporal cortex, lateral to the anterior middle temporal sulcus, in the post-
erior/anterior range between 18 and 26 mm anterior to the ear bar position for monkey
K and between 16 and 19 mm for monkey H. All recordings were conducted while
the monkey was performing the Exposure task.

2.4  Analyses of the Neural Data

We analyzed neuronal responses to the first stimulus presentation in each trial. Only
those for trials with correct responses were included. The responses in the time win-
dows of 60-560 ms, 60-240 ms and 240-420 ms from the stimulus onset were defined
as the responses in the whole period, early and late phases, respectively. The magni-
tude of the responses was determined as mean firing rate during the whole period (60-
560 ms), early phase (60-240 ms) and late phase (240-420 ms) minus the spontaneous
firing rate during the 500 ms period immediately preceding the stimulus presentation.
For each neuron, the significance of the response was tested with one-way ANOVA
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(p < 0.05) in the three time windows. For the population analysis, we calculated a
population response vector for each image. The population response vector for the
images consisted of the mean firing rates of the cells that showed statistically signifi-
cant stimulus selectivity among the 16 images in the set. We measured the correlation
coefficient between the population response vectors to evaluate the similarity between
the population responses to each image. We compared correlation coefficients be-
tween the response to the images separated by the viewing angles of 30, 60 and 90
deg of the same object (Cs) and different objects (Cd) in a set.

3 Results

We recorded single unit activity of 353 inferotemporal cells. Among the 353 cells,
201 cells showed significant excitatory responses (84 cells for monkey K, 117 cells
for monkey H) in the whole period, 177 cells showed significant excitatory responses
(70 cells for monkey K, 107 cells for monkey H) in the early phase and 197 cells
showed significant excitatory responses (80 cells for monkey K, 117 cells for monkey
H) in the late phase.

Fig. 1 shows the averaged Cs and Cd values for the responses to the objects expe-
rienced in the Exposure task, Image task and Object task. In the whole period, at the
viewing angle difference of 30 deg, two-way ANOVA with the factors of task (Expo-
sure, Image and Object) and correlation coefficient (Cs, Cd) was performed to com-
bined data of the two monkeys. The main effect of the factor of task (df = 2, F = 3.72,
p < 0.05) and the main effect of the factor of the correlation coefficient (df = 1, F =
29.95, p < 0.0001) were significant. Also, the interaction between the factors (df = 2,
F =3.25, p < 0.05) were significant. Post-hoc test with Bonferroni correction showed
statistically significant larger Cs value than Cd value in the responses to the objects
experienced in the Image task and in those in the Object task (Image task: p < 0.001,
Object task: p < 0.0001), whereas there was no significant difference between the Cs
and Cd values in the responses to the objects experienced in the Exposure task. Fur-
thermore, Cd value for the objects experienced in the Object task were significantly
smaller than the Cd values for the objects experienced in the Exposure task and the
Image task, respectively (Object task vs. Exposure task: p < 0.0001; Object task vs.
Image task: p < 0.01). Similarly, in the late phase, at the viewing angle difference of
30 deg, the Cs value was significantly larger than the Cd value for the objects expe-
rienced in the Image task and Object task (Image task: p < 0.0001, Object task: p <
0.0001). However, in the early phase, no significant differences between the values
could be confirmed at the viewing angle differences of 30, 60 and 90 deg.

The data collected from the whole period and the late phase showed similar result,
with clear difference from those from the early phase. To examine the time course of
the Cs and Cd for each image, the Cs and Cd values were calculated in a 40 ms time
window sliding from the stimulus onset to 1000 ms after stimulus onset with a step of
20 ms. The 201 cells showing significant excitatory responses in the whole period
were pooled here. The bold horizontal bars in Fig. 2 represent the time bins in which
the Cs value was significantly larger than the Cd value (p < 0.05, unpaired z-test).
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The difference between the Cs and Cd values started to be significant at 260 ms bin
for the sets with the prior experience of Image task at the view separation of 30 deg.
For the object sets with the prior experience in the Object task, the Cs became signifi-
cantly larger than Cd 200 ms after the stimulus onset for both the cases of 30-deg
view separation and 60-deg view separation. For the object set with the prior expe-
rience of the Exposure task, there was no significant difference between the Cs and
Cd values at the view separation of 30, 60 and 90 deg.
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4 Discussion

In the present study, population responses of the IT neurons to the object images with
different prior experiences were compared. The correlation coefficients between the
population responses to 30-deg separated views of the same object (Cs) were signifi-
cantly larger than those between the population responses to views of different objects
(Cd), after the monkeys experienced the images in the Image task. Such difference
between Cs and Cd was also observed in the population responses to the object im-
ages with the prior experience of the Object task, but not in the responses to the im-
ages with the prior experience of the Exposure task. The results thus suggest that the
different views of the same object experienced in the Image task were represented in
much more similar manner than the representations for the views of different objects.
In the Image task, discrimination between similar objects, even if it was at the same
viewpoints, generated the representations of the experienced views for the same ob-
jects, with differentiation of the representations for the experienced different objects.
The generation for views of the same objects and differentiation for views of different
objects were dependent on the extent of requirement for the prior discrimination
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experience, since the results were limited to the fine discrimination (the Image task)
but not the coarse discrimination (the Exposure task). The experience dependent
change in the representation of object image was similar to that generated by the Ob-
ject task which required the association of the views for the same object. The differ-
ences between the Cs and Cd were not significant at the viewing angle differences in
60 deg and 90 deg in the population responses to the object images experienced in the
Image task, Object task and Exposure task. Further analysis may be necessary in order
to examine the baseline of the correlation coefficients and the preference of the neu-
rons to the object images experienced, since the sensitivity of the IT neurons changes
depending on the discrimination experience of the objects [8].

Temporally, the Cs value didn’t differ significantly from Cd value in the early
phase of the responses no matter of the prior experience on the object images. At the
viewing angle difference of 30 deg (Fig. 2), the difference between the Cs and Cd
values became significant at 260 ms and 200 ms after the stimulus onset for the res-
ponses to the object images with the prior experiences of the Image task and the Ob-
ject task, respectively. It remained significant in almost all the late phase for both of
the cases, but in the case with the prior experience of the Object task the significance
between the Cs and Cd values kept until about 900 ms after stimulus onset. Consider-
ing the time necessary for the visual information to reach the inferotempral cortex, it
is reasonable to think that the response in the early phase should mainly represent the
bottom-up information from the early cortical areas. Therefore, the formation of view-
invariant object recognition should not be completed in the earlier cortical stages. The
convincing significance between the Cs and Cd values in the late phase suggest the
similar representations for views of the same objects and distinct representations for
different objects in the time period of 240-420 ms, which should contribute to the
formation of view-invariant object recognition ability.
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Abstract. In this paper, a multiple metric learning scheme for human
pose estimation from a single image is proposed. Here, we focused on
a big challenge of this problem which is; different 3D poses might cor-
respond to similar inputs. To address this ambiguity, some Euclidean
distance based approaches use prior knowledge or pose model that can
work properly, provided that the model parameters are being estimated
accurately. In the proposed method, the manifold of data is divided into
several clusters and then, we learn a new metric for each partition by
utilizing not only input features, but also their corresponding poses. The
manifold clustering allows the decomposition of multiple manifolds into a
set of manifolds that are less complex. Furthermore, the input data could
be mapped to a new space where the ambiguity problem is minimized.
Our guiding principle for learning the distance metrics is to preserve
the manifold structure of the input data. The proposed method employs
Tikhonov regularization technique to obtain a smooth estimation of the
labels. Experiments on the data set of human pose estimation demon-
strate that the proposed multiple metric learning consistently outper-
forms single-metric learning method across different activities by a wide
margin.

Keywords: Multiple metric learning, semi-supervised estimation, hu-
man pose estimation.

1 Introduction

3D human pose estimation from monocular images has been a well-studied topic
in the computer vision. This problem faced with some challenges such as many
different poses may have similar image descriptors. Human pose estimation
becomes even more challenging if the image descriptors cannot be properly de-
tected due to self-occlusion or presence of complex background. Effective solu-
tions for these difficulties will affect performance of many applications such as
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video surveillance, activity recognition, motion capture, and human-computer
interaction. In general, there are three schools of thought in this area as follows:

The model-based methods employ a parametric body model, based on
prior knowledge and estimate the configuration of human body by optimization
methods. These approaches require both good initialization and proper models.
In addition, the model-based methods have got high computational cost to find
the solution. Moreover, these methods may trap into sub-optimal solutions [IJ.

The learning-based methods utilize a direct mapping between the input
and output spaces to confront the demand for initialization, precise body mod-
eling, and other difficulties [23]. These methods are attractive because many
learning techniques exist for pose estimation in real-time applications. One draw-
back of the learning-based methods is that their performance depends on the size
of the training data.

The example-based methods store a set of training data that correspond-
ing poses are known, and then these methods use a similarity measure to find the
most similar training data to the unknown test input [4J5]. The main problem
of these methods is their need to perform a query, both quickly and reliably. In
addition, we should incorporate enough examples to reach a good performance.

Both the learning-based and example-based approaches, such as nearest neigh-
bors, regression and mixture of experts, face a big challenge: different 3D poses
might correspond to similar inputs. Some methods use the available knowledge
regarding the output space to deal with this situation, while there are difficulties
such as learning lots of parameters and incorporating large training sets to cover
the variability in people appearances [6]. Euclidean distance based approaches
cannot solve this problem because they are influenced by the distance metric.

Recently, several attempts have been made to reduce this problem by pre-
senting new distance metric. We can make Euclidean distance more useful by
learning a linear transformation of variables with the goal that for each exam-
ple, examples of the same classes stay near together and examples with different
classes becoming far from each other. One popular solution is Large Margin
Nearest Neighbors (LMNN) [7], which learns the distance metric while the k-
nearest neighbors belong to the same class and data points from dissimilar classes
separated by a large margin. The LMNN approach and the most of other metric
learning approaches are specially designed for classification problems. However,
human pose estimation is a regression problem and the constraints in the LMNN
method and previous research are not feasible for separating the data points of
different classes [§]. To the best of our knowledge, [5] and [3] are only met-
ric learning approaches for human pose estimation. However, [5] proposed an
example-based method to human pose estimation. Hence, it needs lots of train-
ing data to cover the variations and [3] learns only one metric for whole input
spaces without considering manifold structure and input space complexity.

In this paper, we present a multiple metric learning approach to overcome
aforementioned problems by partitioning the data manifold into a set of man-
ifolds, and then we learn distance metrics for each manifold by minimizing
quadratic objective function. We use the label information of the data not only
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in manifold construction, but also in multiple metric learning. Since the labels
provide important cues about similarities among samples, learning metrics with
this approach decreases ambiguity and provides better distance metric, at which
similar samples tend to stay close and dissimilar data points become far from
each other, particularly under a small given dataset.

The rest of the paper is organized as follows: In Section ] we present our
multiple metric learning approach. Section Bl demonstrates the experimental
results and finally, Section [] provides the conclusions and outlines future work.

2 Proposed Method

In this paper, we use a graph based semi-supervised approach for 3D human
pose estimation. We assume that the data lies on a low dimensional manifold,
and the labels change smoothly on this manifold. Manifold assumption is held
in many real world applications such as human pose estimation due to the fact
that input features of human shapes captured from human activities, have a
small degree of freedom [3]. Thus, the labels change smoothly over the mani-
fold with little changes in the feature space. The manifold structure is estimated
under the assumption that the whole data space is locally Euclidean, hence Eu-
clidean distance is used to understand the local structure of the original space.
Consequently, we cannot estimate the manifold structure properly and the data
manifold roughly bends over itself, particularly when the data dimension is high
and the number of data is not enough. Therefore, we cannot estimate the man-
ifold structure properly and the data manifold bends close to itself, particularly
when the data dimension is high and the number of data is not enough. This
situation contradicts with the assumption that the labels variations are smooth
on the manifold and causes reduction of the performance. Using good judgment,
FEuclidean distance based approaches cannot handle this problem because they
are influenced by the distance metric.

Empirical studies [10] show that learning multiple metrics from the data can
improve the performance of methods. In this paper, a multiple metric learning
has been considered, where the data manifold is partitioned into several man-
ifolds, and then we learn a distance metric for each manifold independently.
Our aim is to map the data into a space, where the projected data does not
have the previously mentioned problems, so the semi-supervised pose estimation
could obtain better accuracy. Experiments show that even we can obtain better
results than MTIK [3] with a simple manifold partitioning method such as k-
means. Experiments show that we can even obtain better results than MTIK [3]
with a simple manifold partitioning method such as k-means. Fig.[[l(a) visualizes
the data manifold (using a 3-nearest neighbor graph) related to part of “Walk”
activity before the mapping. The manifold partitions are colored with different
colors, where the edges connect similar points. We have reduced the dimension-
ality of the original space to 3 for presentation purposes. Fig.[I{b) visualizes the
estimated manifold of the same data in a similar manner after mapping through
the proposed multiple metric learning. As it can be seen, the data manifold in
the new space approximately bends over itself in fewer places.
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Fig. 1. The estimated manifold of the data with three clusters. Figures (a) and (b)
show the manifold before and after mapping respectively.

2.1 Multiple Metric Learning

In this section, we, firstly, focus on the single metric learning problem. Then
we propose a multiple metric learning method and the optimization func-
tion. The learning method takes a training set of N observations, S =
{(x1,91), (v2,92), ..., (xN,yn)}, where z; € R? are the input features and
y; € RF are their labels in the pose space. The goal of the metric learning
problem is to find a transformation matrix A, after applying which, the distance
between two inputs z; and x; may be measured as:

da(zi, ;) = \/(wz' — ;)T Az — x5), (1)

where A is a symmetric positive definite matrix (4 » 0), is known as the Ma-
halanobis distance matrix. The eq. ([l gives the Euclidean metric if A = T,
the identity matrix. The distance d4(z;, ;) should preserves the local neighbor-
hood property that two data points stay close if their labels are similar. For this
purpose, we introduce the regularization function H(A) as follows:

() =Y IV (@ ) - 6% ©)

where (;; = 1ify; and y; are connected in a k-nearest neighbor graph constructed

in the pose space, and (;; = —1 otherwise. Also, J(i,j) is the measure of the
desired distance that [3] and [8] defined as follows:

dA(’L,]) :( OCHyz _y]H2 +'Y

C—llyi—yglla+ &) < 17 =l (3)
? J

In the desired distance measure, we utilize the label information to modify the
distance between data by a factor of the variation tendency of data (i.e. if the
distance between the labels of two data is large, then the desired distance is also
large, vice versa). Here, «, -, which denotes the labeling noise, and p, making
data easier to discriminate, are three constants, C' = max; ;{||y; —y;||2}, and € >
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0 which ensures the denominator never equals zero. The single metric learning
problem is to minimize the following cost:

min H(A),

1 (G —1
s.t. mZ(C]2 )di(xi—xj)éﬂ (4)
2,7

A= 0,

Where 7 > 0 is the margin and m is the number of dissimilar points. The second
term in (@) puts the dissimilar data points by a margin in the new space. In
other words, the distance of two similar data in the new space should be small
by a factor of J(z, j) and larger than 7 otherwise.

Suppose we cluster the original manifold of data into K manifolds using clas-
sical k-means algorithm. For each cluster £ € K, we are given mj examples
{(«¥,y}), ..., (& .k .)}. We have now reduced the original problem into K
smaller problems, for each we learn a distance metric. Our multiple metric learn-
ing algorithm achieves this goal by minimizing the following objective:

1 K
Al g 21

K
1 I (Gi=1Y) o ek
s.t. szkz 5 da, (27 —xi) <7
k=1 7
A =0,k=1,... K.

For each individual partition, the matrix Ay is symmetric and positive semi-
definite and can be decomposed as A = Lka. We utilize these linear transforms
to project the whole data from the original input space to a new one by:

e — (wlL{x + U)QL;«T + ...+ U)}CL};-.%), (6)

where wg = dg(; on) and ¢ is center of the k-th partition. After mapping, we
find the labeling function with respect to the mapped data. In the following we
will explain the smooth labeling function over the manifold in the new space.

2.2 Regression on Manifold

Before estimating the human pose by a graph based semi-supervised method,
we would require a manifold construction method. To model the manifold, we
use k-nearest neighbor in the new space to connect each point to k of its nearest
neighbors. Then the pose estimation can be done by finding a labeling function,
where we combine Tikhonov regularization term and the error term, and solve
the optimization problem [12/3]:



Multiple Metric Learning for Graph Based Human Pose Estimation 205
Table 1. Comparison of methods for different activities

Activity Train # RVM TGP TIK MTIK MMTIK Imp. %

100  56.37 15.49 598 5.74 5.56 3.1
Acrobatic 200 5.86 5.37 5.09 5.08 5.02 1.2
400 5.16 4.69 4.81 4.67 4.39 6.0

100 2290 6.79 5.09 4.99 4.91 1.6
Golf 200 547 4.69 4.92 4.70 4.63 1.4
400 4.24 4.16 4.88 4.66 4.65 0.2

100  24.80 17.72 3.95 3.90 3.77 3.3
Laugh 200 4.88 4.67 3.16 3.08 2.92 5.1
400 436 4.19 2.82 275 2.71 14

100  26.36 11.71 3.53 3.37 3.26 3.2
Walk 200 3.68 3.58 2.96 2.91 2.83 3.1
400 3.12 3.01 2.61 2.56 2.50 2.3

min Y (y; — f(2:)" (yi — f(2:)) + Mrace(FTLF), (7)

Where T represents the training data, y; is a true pose for input z;, f(z;) is an
estimated pose, A is a positive trade-off parameter balancing the smoothness and
exactness of labels, F' is a matrix where F; = f(x;), and matrix L =D — W is
the graph Laplacian of the manifold in the new space. Here, W is the adjacency
matrix of the graph and D is a diagonal matrix, D;; = Zj Wj;. The above
optimization problem finds a trade-off between reconstruction error for each
training data (first term) and smoothness of labels over the manifold (second
term). We solve this problem by setting the derivative of the function (@) (with
respect to f) equal to zero.

3 Experimental Result

In this section, we present experiments on the human pose data set. In all of our
experiments, we used the average (over all angles) root mean square difference
and automatically determined the parameters a and p with 2-fold cross valida-
tion (for speed reasons). A, 7, and € were set to values in order of 10~4. We set
k = 3 in k-NN for manifold construction and finding nearest neighbors. We clus-
ter the manifold of input space into 3 partitions and then learn the metrics in
these clusters separately. We used the histograms of shape contexts as described
in [2] to encode silhouette shapes as 100-D descriptors z and 3D body model
with 19 joints which results in a 57-D pose y. For each activity, we took 600
frames and used specific number of them as a training set, and used the rest as
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Fig. 2. Some sample 3D pose estimation for various activities not included in the train-
ing set: The rows show input silhouettes, ground-truth and outputs of our algorithm
(MMTIK), and MTIK, respectively. The columns show “Golf”, “Walk”, “Acrobatic”
and “Laugh” activities, respectively.

a test data set. In all of the sequences, we processed each frame independently
without considering any temporal consistency. In our experiments, we compared
proposed method (MMTIK) against recent proposed metric learning method
for human pose estimation, namely MTIK [3], the Relevance Vector Machine
(RVM) [2], the Twing Gaussian Process (TGP) [11], and Tikhonov regulariza-
tion (TIK) [I2]. We computed the estimation error, using four activities “Golf”,
“Walk”, “Acrobatic”, and “Laugh” of the CMU Mocap data set [9]. Numeric
results are shown in Table[Il We illustrate the improvement ratio of the MMTIK
with respect to MTIK in the last column of Table [l for comparison purpose. We
compute the percentage of the improvement by:

(6MTIK - eMMTIK) % 1007 (8)

EMTIK
where eprrx and epyrrx are MTIK and MMTIK errors (in degrees) respec-
tively. The performance of RVM and TGP is dependent on the number of train-
ing data points, thus with 100 training data points the estimation error of these
algorithms is dramatically high, as it can be seen in Table [[l This table indi-
cates how a certain amount of training data points might have influence on the
performance of the methods. The presented method generally performs better
than MTIK utilizing a graph-based approach to human pose estimation, in all
activities with different number of training samples, with an average 2.65% in
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improvement ratio. A few sample images of the qualitative result using 200 train-
ing data points for various activities are shown in Fig. Bl The rows show input
silhouettes, ground-truth and outputs of our algorithm (MMTIK), and MTIK,
respectively. The columns show “Golf”, “Walk”, “Acrobatic” and “Laugh” ac-
tivities, respectively. Notice that MMTIK has successfully reconstructed the test
input, except for the hands in the “golf” and “acrobatic” sequences.

4 Conclusion

We proposed a new method for multiple metric learning which utilizes the label
information to project the data to a new space where the ambiguity problem of
3D human pose estimation is reduced. We partition the manifold into several
manifolds, and then learn one metric for each partition. This is an extension of
existing metric learning method (MTIK) from single metric to multiple metric
learning. Our experiments on different activities, show that our multiple metric
learning algorithm performs significantly better than the other state-of-the-art
approaches. Future work includes learning multiple metrics independently, while
a shared metric between all of partitions will be learned. Finding a proper algo-
rithm to partition the manifold of data is also part of the future research.
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