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Preface

This volume is part of the three-volume proceedings of the 20th International
Conference on Neural Information Processing (ICONIP 2013), which was held in
Daegu, Korea, during November 3–7, 2013. ICONIP is the annual conference of
the Asia Pacific Neural Network Assembly (APNNA). This series of conferences
has been held annually since ICONIP 1994 in Seoul and has become one of the
premier international conferences in the areas of neural networks.

Over the past few decades, the neural information processing community has
witnessed tremendous efforts and developments from all aspects of neural infor-
mation processing research. These include theoretical foundations, architectures
and network organizations, modeling and simulation, empirical study, as well
as a wide range of applications across different domains. Recent developments
in science and technology, including neuroscience, computer science, cognitive
science, nano-technologies, and engineering design, among others, have provided
significant new understandings and technological solutions to move neural in-
formation processing research toward the development of complex, large-scale,
and networked brain-like intelligent systems. This long-term goal can only be
achieved with continuous efforts from the community to seriously investigate
different issues of the neural information processing and related fields. To this
end, ICONIP 2013 provided a powerful platform for the community to share their
latest research results, to discuss critical future research directions, to stimulate
innovative research ideas, as well as to facilitate multidisciplinary collaborations
worldwide.

ICONIP 2013 received tremendous submissions authored by scholars coming
from 30 countries and regions across six continents. Based on a rigorous peer
review process, where each submission was evaluated by at least two qualified
reviewers, about 270 high-quality papers were selected for publication in the
prestigious series of Lecture Notes in Computer Science. These papers cover all
major topics of theoretical research, empirical study, and applications of neural
information processing research.

In addition to the contributed papers, the ICONIP 2013 technical program
included a keynote speech by Shun-Ichi Amari (RIKEN Brain Science Institute,
Japan), 5 plenary speeches by Yoshua Bengio (University of Montreal, Canada),
Kunihiko Fukushima (Fuzzy Logic Systems Institute, Fukuoka, Japan), Soo-
Young Lee (Brain Science Research Center, KAIST, Korea), Naftali Tishby (The
Hebrew University, Jerusalem, Israel) and Zongben Xu (Xi’an Jiatong University,
China). This conference also featured invited presentations, regular sessions with
oral and poster presentations, and special sessions and tutorials on topics of
current interest.

Our conference would not have been successful without the generous patron-
age of our sponsors. We are most grateful to our sponsors Korean Brain Research
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Institute, Qualcomm Korea. We would also like to express our sincere thanks to
the International Neural Network Society, European Neural Network Society,
Japanese Neural Network Society, Brain Engineering Society of Korea, and The
Korean Society for Cognitive Science for technical sponsorship.

We would also like to sincerely thank honorary chair Shun-ichi Amari, Soo-
Young Lee, the members of the Advisory Committee, the APNNA Governing
Board and past presidents for their guidance, the organizing chair Hyeyoung
Park, the members of the Organizing Committee, special sessions chairs, Pub-
lication Committee and publicity chairs, for all their great efforts and time in
organizing such an event. We would also like to take this opportunity to express
our deepest gratitude to the members of the Program Committee and all review-
ers for their professional review of the papers. Their expertise guaranteed the
high quality of the technical program of the ICONIP 2013!

Furthermore, we would also like to thank Springer for publishing the pro-
ceedings in the prestigious series of Lecture Notes in Computer Science. We
would, moreover, like to express our heartfelt appreciation to the keynote, ple-
nary, panel, and invited speakers for their vision and discussions on the latest.

Finally, we would like to thank all the speakers, authors, and participants for
their great contribution and support that made ICONIP 2013 a huge success.

This work was supported by the National Research Foundation of Korea
Grant funded by the Korean Government.

November 2013 Minho Lee
Akira Hirose

Rhee Man Kil
Zeng-Guang Hou
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Abstract. It has been suggested that directional spike propagation in
a paradoxical way is organized in a recurrent network with anisotropic
inhibition when excitatory connections to excitatory neurons (E–E) and
inhibitory interneurons (E–I) are updated through spike-timing depen-
dent plasticity. In this study, we show that both E–E and E–I connections
have distance- and direction-dependent synaptic weight distributions in
the recurrent network. E–E and E–I connections in the direction of spike
propagation are more potentiated with increasing the distance between
pre- and postsynaptic neurons. However, excitatory connections in the
opposite direction of spike propagation are depressed regardless of the
distance. In this network, the removal of the distance-dependency of E–I
connections expands the width of directional spike propagation. On the
other hand, the removal of the direction-dependency of E–I connections
contracts spike propagation. These results show that the distance- and
direction-dependent synaptic weight distributions contribute to direc-
tional spike propagation. The distance-dependent synaptic weight distri-
bution, which suppresses activities in the lateral areas of the directional
spike propagation, stops the progress of synaptic enhancement in those
areas as if the synaptic plasticity is equipped with a self-actuated shut-
down mechanism.

Keywords: recurrent network, spike propagation, STDP, distance- and
direction-dependency, synaptic weight distribution.

1 Introduction

Yoshida and Hayashi have demonstrated that a hippocampal CA3 recurrent
network organizes radial spike propagation from a stimulus site when recurrent
excitatory connections between excitatory neurons (E–E) are updated by spike-
timing dependent plasticity (STDP) [1]. The recurrent network consists of ex-
citatory neurons and inhibitory interneurons. Both types of neurons are locally
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connected with other neurons. Although the radial spike propagation is orga-
nized in the CA3 network model, it has been observed that the directional prop-
agation of neuronal activity occurs in the rat hippocampal CA1 [2]; it is quite
possible that directional spike propagation in CA3 is projected to CA1. We have,
therefore, demonstrated that a recurrent network causing anisotropic inhibition
organizes directional spike propagation through STDP because axon arbors of
O-LM cells (inhibitory interneurons) anisotropically spread in the hippocam-
pus [3]. Furthermore, the modification of excitatory connections to inhibitory
interneurons (E–I) alters the direction of spike propagation to the paradoxical
direction where inhibitory interneurons have long inhibitory axons. These results
imply that the organization of E–I connections is important for the directional
spike propagation.

In this study, we show that the synaptic weights of excitatory connections
(E–E and E–I connections) have different distributions depending on the direc-
tion of postsynaptic neurons with respect to the direction of spike propagation
organized in the recurrent network. The synaptic weight distribution of excita-
tory connections to postsynaptic neurons in the direction of spike propagation
depends on the distance between pre- and postsynaptic neurons. Long excita-
tory connections tend to acquire the maximum synaptic weight (distance de-
pendency). On the other hand, synaptic weights of excitatory connections in
the opposite direction of spike propagation tend to be weakened regardless of
the distance between neurons; therefore synaptic weight distribution depends
on the direction of postsynaptic neurons with respect to the direction of spike
propagation (direction-dependency).

Furthermore, we removed either dependency of E–I connections by initializ-
ing synaptic weights of E–I connections in a recurrent network that organized
paradoxical directional spike propagation. The removal of distance-dependency
expands the width of directional spike propagation. On the other hand, the re-
moval of direction-dependency contracts spike propagation. These results show
that the direction-dependency of E–I connections allows a recurrent network to
propagate spikes and the distance-dependency of E–I connections stops spike
propagation in a direction perpendicular to the direction of spike propagation.
The distance-dependent synaptic weight distribution, which suppresses activi-
ties in the lateral areas of the directional spike propagation, stops the progress
of synaptic enhancement in those areas as if the synaptic plasticity is equipped
with a self-actuated shutdown mechanism.

2 Methods

2.1 Recurrent Network

A recurrent network consists of excitatory neurons and inhibitory interneurons.
Two types of neurons were a simple spiking model that was developed by Izhike-
vich [4]. The membrane potential of the ith neuron is calculated as follows:

v′i = 0.04v2i + 5.0vi + 140.0− ui + Ii(t), (1)

u′
i = a(bvi − ui), (2)
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where ui is the membrane recovery variable, a is the rate of recovery, and b is the
sensitivity of the recovery variable. Ii(t) represents inputs from other neurons
and external inputs to the ith neuron that are calculated as follows:

Ii(t) =

Ni∑
j

wij

N fired
j∑
k

δ(t− tkj − τij) + wstim

Nstim
i∑
l

δ(t− tli), (3)

where Ni is the number of presynaptic neurons of the ith neuron and wij rep-
resents synaptic weight between the ith and jth neurons. Nfired

j is the number

of firing of the jth neuron. δ(·) is the Dirac delta function and tkj is the kth
firing timing of the jthe neuron. τij is a synaptic delay between the ith and jth
neurons. wstim is a synaptic weight for external inputs and N stim

i is the number
of external inputs to the ith neuron. tli is the timing of external inputs. If vi is
larger than 30, the neuron fires and vi and ui are reset to c and ui + d, respec-
tively. Excitatory neurons were modeled as an intrinsic bursting neuron, so that
we set parameters as follows: a = 0.02, b = 0.2, c = −55, d = 5. We modeled
inhibitory interneurons as a fast spiking neuron, so that we set parameters as
follows: a = 0.1, b = 0.2, c = −65, d = 2.

Figure 1 shows a part of network structure. 10, 000 excitatory neurons were
placed on 100 × 100 lattice points. 1, 250 inhibitory interneurons were placed
uniformly among excitatory neurons. Excitatory neurons were connected to sur-
rounding 26 excitatory neurons and 1− 6 inhibitory interneurons randomly se-
lected within each excitatory connectable region (9 × 7). On the other hand,
inhibitory interneurons were connected to 48 excitatory neurons (I–E) randomly
selected within each inhibitory connectable region (7× 11). The connectable re-
gion of a neuron near the edge of the network was moved inside to keep the
number of connectable neurons. Excitatory (E–E and E–I) connections had 2.0
ms synaptic delay, and E–E and E–I connections have respective initial synaptic
weights of 4.0 and 3.0. Inhibitory (I–E) connections had 1.0 ms synaptic delay.
The synaptic weights of I–E connections was −6.0, but the synaptic weight of
interneurons near the edge was −18.0.

2.2 Synaptic Plasticity

Excitatory (E–E and E–I) connections were updated by STDP [5]. A spike of
the ith neuron is paired with a arrival spike from the jth neuron in the nearest
neighbor manner. In each spike pair, the modification rate of a synaptic weight
from the jth neuron to the ith neuron is calculated as follows:

Δwij =

{
A+ e−tij/τSTDP if Δ tij > 0
A− etij/τSTDP if Δ tij ≤ 0,

(4)

Δtij denotes an arrival timing of a spike from jth neuron relative to a spike
timing of ith neuron. A+, A− are the maximal potentiation and depression rates
respectively. τSTDP is the time constant for STDP. We set these parameters as
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Fig. 1. A part of network structure. A gray dot is an excitatory neuron and a gray
open circle is an inhibitory interneuron. The solid line box is an excitatory connectable
region of a neuron (•). The dashed line box is an inhibitory connectable region of an
interneuron (©).

follows: A+ = 0.1, A− = −0.12, τSTDP = 20 ms. Each synaptic weight was
updated at each 1.0 ms. Synaptic weights are limited to the range of 1.0 ≤ w ≤
6.0.

3 Results

3.1 Directional Spike Propagation Organized in a Paradoxical
Direction

In this simulation, we observed spike propagation organized in 30 trials. At the
beginning of a trial, we initialized all connections and randomly chose 35 neurons
within the central 15× 15 region of the network (input region). The 35 neurons
were fired by stimuli every 500 msec for 1, 000 sec.

Figure 2 shows firing probability during simulation in 30 trials. First, neurons
in the central region were activated by stimulation (Fig. 2 (a)). The activities,
then, expanded to surrounding region especially in the horizontal direction (Fig.
2 (b)). Finally, the expansion of the activities became steady because the dif-
ference between Fig. 2 (b) and (c) is small. The activities evoked by stimuli
always propagated to the right and left sides from the input region. Thus, this
network organized spike propagation paradoxically in the horizontal direction
where inhibitory interneurons have long inhibitory axons.

3.2 Distance- and Direction-Dependent Synaptic Weight
Distributions

Radial spike propagation was organized in the network by decreasing the number
of inhibitory connections (48→ 28). Under the condition, we obtained synaptic
weight distributions from neurons in the area that does not include the edge of
the network and the input region. Here, we divided excitatory connections into
two groups depending on the direction of postsynaptic neurons. One group con-
sists of excitatory connections to postsynaptic neurons in the direction of spike
propagation. The other group consists of excitatory connections to postsynaptic
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Fig. 2. The organization of horizontal spike propagation. Firing probability of each
excitatory neuron in 30 trials are calculated at 50 (a), 750 (b), and 1000 (c) sec.

neurons in the opposite direction of spike propagation. The direction of spike
propagation is different from neuron to neuron depending on its location and
organized spike propagation in the network.

Synaptic weights of excitatory connections (E–E and E–I connections) have
distributions depending on the direction of postsynaptic neurons (Fig. 3). Synap-
tic weights of excitatory connections depend markedly on the distance between
pre- and postsynaptic neurons in the direction of spike propagation (Fig. 3 (a),
(b)). Longer excitatory connections tend to be potentiated. On the other hand,
excitatory connection in the opposite direction of spike propagation have almost
no distance dependency (Fig. 3 (c), (d)). Many excitatory connections were de-
pressed regardless of the distance between neurons in this direction; therefore,
these synaptic weights depend only on the direction of postsynaptic neurons
with respect to the direction of spike propagation.

3.3 Removal of Direction- and Distance-Dependent Synaptic
Weight Distributions

It is inferred from the previous study [3] that organizing E–I connections is im-
portant for the directional spike propagation because it changes the direction
of spike propagation. Therefore, we investigated effects of the removal of the
distance- and direction-dependencies of E–I connections on the spike propaga-
tion.

We collected 10 trials that finally organized steady horizontal spike propaga-
tion reaching both sides of the network. Figure 4 (a) shows the firing probability
of excitatory neurons during the steady horizontal spike propagation. Figure 4
(b) shows the firing probability of developing spike propagation. The dark region
where neurons highly fire is wider than that of the steady propagation. These
results indicate that the network organizes wide spike propagation before the
propagation reaches a steady state.

We removed each dependency of E–I connections by initializing the synaptic
weights of E–I connections of neurons that fired for the developing period. After
that, we applied an input that caused a steady spike propagation in each trial
and we confirmed the changes of the spike propagation caused by the input.
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Fig. 3. Distance- and direction-dependent synaptic weight distributions. The ordi-
nates are percentages of the maximum (black circle), the minimum (gray circle), and
the intermediate (open circle) synaptic weights in each distance bin (the bin width
was 0.4). Distance is the length of orthogonal projection of a connection between pre-
and postsynaptic neurons onto the direction of spike propagation. E–E (a) and E–I (b)
connections in the spike propagation direction have distance-dependent weight distri-
bution. E–E (c) and E–I (d) connections in the opposite direction of spike propagation
have almost no distance-dependency.

Figure 4 (c) shows the firing probability in the recurrent network where the
direction-dependency is removed by initializing E–I connections in the oppo-
site direction of spike propagation. Spike propagation organized in the network
shrank compared to the steady spike propagation. The direction-dependency of
E–I connections in the opposite direction of spike propagation allows the network
to propagate spikes. Figure 4 (d) shows the firing probability in the recurrent
network where the distance-dependency is removed by initializing E–I connec-
tions in the direction of spike propagation. In this case, the input activated not
only the same neurons in the steady propagation but also other neurons that
were not fired in the steady propagation. Spike propagation became wider than
the steady propagation. The dark region of Fig. 4 (d) is similar to that of Fig.
4 (b). Therefore, acquiring distance-dependency of E–I connections makes spike
propagation narrow as shown in Fig 4 (b) → (a). This means that the distance-
dependency of E–I connections in the direction of spike propagation prevent the
network from propagating spikes in a direction perpendicular to the direction of
spike propagation.
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Fig. 4. Firing probability of excitatory neurons in 10 trials calculated from steady
spike propagation (a), developing spike propagation (b), and spike propagation after
the removal of direction dependency (c) or distance dependency (d)

4 Conclusion and Discussion

Directional spike propagation in a paradoxical way is organized in a recurrent
network with anisotropic inhibition when E–E and E–I connections are updated
through STDP.

We found that E–E and E–I connections have different distributions depend-
ing on the direction of postsynaptic neurons with respect to the direction of
spike propagation in the recurrent network organizing spike propagation. Excita-
tory connections in the direction of spike propagation have a distance-dependent
synaptic weight distribution. On the other hand, excitatory connections in the
opposite direction of spike propagation have no distance-dependency. We found
that the removal of the direction- and distance-dependencies of E–I connections
shrink and widen spike propagation, respectively. The direction-dependency al-
lows a recurrent network to cause spike propagation and the distance-dependency
restricts the range of spike propagation in a direction perpendicular to the di-
rection of spike propagation. Consequently, distance- and direction-dependent
synaptic weight distributions contribute to cause directional spike propagation
in a recurrent network.

The distance-dependency of E–I connections prevents a network from propa-
gating spikes in a direction perpendicular to the direction of spike propagation.
Synaptic plasticity progresses no further in this direction because no neuronal ac-
tivities occur in this direction. Thus, as if synaptic plasticity had mechanisms of
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self-actuated shutdown, synaptic plasticity switches itself on and off according to
the progress of synaptic change. Indeed, excitatory connections to inhibitory in-
terneurons are updated through synaptic plasticity in the brain (reviewed in [6]).
The automatic shutdown mechanisms of synaptic plasticity might be equipped
in the brain; therefore, we should also focus on the reorganization of E–I con-
nections in ongoing activities to understand the function in the brain activity.

Acknowledgements. This study was supported by MEXT -Supported Pro-
gram for the Strategic Research Foundation at Private Universities, 2009–2013.
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Abstract. Recent functional magnetic resonance imaging (fMRI) technique 
with real-time (rt) feedback has widely been adopted to regulate one’s own neu-
ronal activity within regions-of-interest (ROIs). Despite the fact that the func-
tional connectivity (FC) between ROIs has also been modulated via rt-fMRI 
neurofeedback (NF), however there is no study to explicitly provide the FC pat-
terns in addition to neuronal activity levels during rt-fMRI NF trials. In this 
study, we adopted both neuronal activities within an ROI and FC patterns be-
tween ROIs to investigate a potential utility of the FC information. Fourteen 
heavy smokers could voluntarily control their brain activity based on the neuro-
feedback of both neuronal activation within an ROI related to smoking resist 
and FC patterns between ROIs. Our proposed rt-fMRI method appears to mod-
ulate not only the neuronal activity but also the neuronal connectivity levels.  

Keywords: Functional magnetic resonance imaging, smoking resist, real-time 
fMRI neurofeedback, orbitofrontal cortex, anterior cingulate cortex, posterior 
cingulate cortex, precuneus, functional connectivity. 

1 Introduction 

Functional magnetic resonance imaging (fMRI) modality has been widely used to 
explore various functions of human brain in a noninvasive manner [1]. Recently, mul-
tiple fMRI research groups have investigated the feasibility of regulating the brain 
activity using real-time (rt) neurofeedback (NF) [2, 3]. Using rt-fMRI NF technique, 
the potential therapeutic benefit has been explored for a number of disorders includ-
ing the chronic pain [4], Parkinson’s disease [5], schizophrenia [6], and major depres-
sion [7]. Moreover, a feasibility of rt-fMRI NF for treatment of addictive disorders 
including nicotine dependence has been demonstrated [8].  

In these previous studies, it has also reported that the functional connectivity (FC) 
of brain regions could be modulated via rt-fMRI NF adopting feedback information 
based on neuronal activity of a region-of-interest (ROI). However, there is no study to 
explicitly provide the FC as well as neuronal activity levels as feedback information 
in the rt-fMRI NF. 

                                                           
* Corresponding author. 
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We hypothesized that the neuronal activity and connectivity patterns related to 
smoking resist would efficiently be modulated through rt-fMRI NF based on the 
feedback signal consisted of both neuronal activity and FC compared to the conven-
tional approach employing the neuronal activity only.  

2 Materials and Methods  

2.1 Participants and Imaging Parameters 

Fourteen right-handed male heavy smokers without any neurological and neuropsy-
chiatric disease were recruited. Inclusion criteria were: the Fagerström Test of Nico-
tine Dependence scores (> 4, 4.86±0.95; [9]); years of smoking (> 5 years, 
7.36±1.91); and number of cigarettes per day (> 10, 16.50±2.93). The expired-air 
carbon oxide (CO) levels (piCO smokerlyzer; Bedfont Scientific, Ltd., Rochester, 
UK) were measured in normal condition (21.21±4.14) and before each of two fMRI 
sessions with at least 6 hours cessation (session1: 8.43±3.16, session2: 9.57±3.41). 
The blood-oxygenation-level-dependent (BOLD) fMRI scans were acquired from all 
participants using a Siemens Tim Trio 3-T scanner (Erlangen, Germany). Functional 
data were obtained using a standard T2

*-weighted gradient-echo echo-planar-imaging 
(EPI) pulse sequence from the whole brain (TR/TE = 1000/24 ms; FoV = 24×24 cm2; 
matrix size = 64×64; voxel size = 3.75×3.75×7.0 mm3; FA = 90°; interleaved 20 axial 
slices with no gap). 

2.2 Real-Time fMRI (rt-fMRI) NF Method  

Figure 1 shows the overall rt-fMRI NF method including steps to acquire raw fMRI 
signals from workstation of MR control, to analyze the acquired data in real-time, and 
to present the NF to the participants through visual goggles. The reconstructed EPI 
volumes in MRI workstation were transferred to a laptop computer via TCP/IP file 
transfer protocol. The received fMRI data were preprocessed including the head mo-
tion corrections and temporal smoothing across the 3TR time points before extracting 
the feedback signal in the rt-fMRI NF trials.  

 

Fig. 1. An illustration of real-time fMRI NF setup 
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2.3 Experimental Procedure  

In each of two scanning sessions, four non-real-time runs were performed as designed 
with block-based paradigm using smoking-related images for all participants (two 
runs before rt-fMRI runs and two runs after rt-fMRI runs). For each non-real-time run 
(5-min 20-sec), five blocks for each of smoking and neutral scenes were counter-
balanced and interleaved with ten fixation blocks (5-images per block; 3-sec per im-
age). All participants underwent each of non-real-time runs with the instruction to 
‘allow oneself to crave’ or to ‘resist the urge to smoke’. Two conditions of craving 
(C) and resistance (R) to smoke are counter-balanced before and after rt-fMRI runs 
(i.e., CR…rt-fMRI runs…RC). 

Two smoking-resist related ROIs were defined as the (1) bilateral medial orbito-
frontal cortex and anterior cingulate cortex (ROI1; [10, 11] and (2) bilateral precuneus 
and posterior cingulate cortex (ROI2; [10, 11]). At the start of each rt-fMRI scan, first 
acquired EPI volume was normalized to Montreal Neurological Institute (MNI) tem-
plate and then two ROIs were warped to normalized EPI. Seven participants were 
included in the first group (FB1) and they were provided the NF signal solely based 
on neuronal activity level within an ROI1. The remaining seven participants were 
included in the second group (FB2) and they were provided a NF signal consisted of 
both the neuronal activity in an ROI1 and FC between the ROI1 and ROI2. Partici-
pants in the FB1 and FB2 were randomly assigned from all 14 volunteers and were 
matched in their demographic information. Six rt-fMRI scan runs were acquired after 
at least 6 hours of smoking cessation during two separate visits in one week apart. 
Each run was consisted of 15-sec calibrations, 30-sec cross fixation, 3-sec ready in-
struction, 180-sec video stimuli with smoking scenes, 10-sec craving rate question, 
and 20-sec cross fixation (258-sec for each run). Twelve video stimuli consisted of 3 
minutes of smoking scenes were pseudo-randomly played to each participant and 
delivered to the participants via MR-compatible visual goggles (NordicNeuroLab 
Inc., www.nordicneurolab.com).  

In a real-time NF run, the NF signal was represented as contrast changes of the 
smoking-related video clip display. In detail, participants were instructed to attempt to 
black out the screen, i.e. the screen becomes darker when the feedback signal is in-
creased and vice versa. For participants in the FB1 group, the percentage BOLD (PB) 
intensity of the ROI1 was calculated and then used as a feedback signal. The averaged 
BOLD signal across the voxels within the ROI1 was band-pass filtered with range 
from 0.008 to 0.1 Hz and was detrended. To estimate the level of PB of the ROI1, the 
period of cross fixation with delay of 6-sec from 21-sec to 45-sec was determined as 
the baseline of BOLD signal. The level of PB was continuously updated as an aver-
aged BOLD signal across recent 3 volumes. 

For the participants in the FB2 group, both the neuronal activity in the form of the 
PB level of the ROI1 and the FC level between the two ROIs was used as feedback 
signal. The FC between the average BODL signals of the ROI1 and ROI2 was calcu-
lated using Pearson’s correlation coefficients. 



12 D.-Y. Kim and J.-H. Lee 

 

2.4 Preprocessing and Data Analysis  

The acquired BOLD fMRI data of each rt-fMRI run were preprocessed using rea-
lignment to the head motion correction and spatial smoothing using an 8 mm isotropic 
FWHM Gaussian kernel in SPM8 toolbox (www.fil.ion.ucl.ac.uk/spm). The first 45 
volumes during the calibration and cross-fixation were excluded from raw BOLD 
fMRI data and the preprocessed fMRI data were band-pass filtered with the range 
from 0.01 to 0.08 Hz and then were detrended. 

In the individual level analysis, the level of PB was calculated voxel-wise using the 
preprocessed fMRI data and an average of lower 10 percentile values across the video 
stimulus presentation was adopted as baseline level. The criterion which is to main-
tain at least three seconds (i.e., 3 TR) was applied to select those values. This baseline 
level was adopted in our study due to an inability to define the resting period in the 
real-time feedback trial during 180-sec (i.e. the lower 10 percentiles values were con-
sidered to be baseline levels) [12]. The top 10 percentile PB intensity values were 
used to calculate their increased BOLD intensity based on the NF trials. The averaged 
PB patterns were normalized by z-scoring across voxels within an ROI. To investigate 
the feasibility of modulation effect, the mean value within a cluster (z > 1.96) was 
estimated for each run of each session.  

To estimate the FC level, the averaged time-series within each of ROIs were used 
as the reference time-series in each of the two ROIs. The Pearson’s correlation coeffi-
cients were calculated between two reference time-series for each run of each subject. 

3 Results  

3.1 Self-modulation Effects of Neuronal Activity  

Figure 2 represents the mean and standard error of active patterns from the averaged 
PB within each of the two ROIs across subjects. A paired t-test was conducted for 
investigating the difference of neuronal activity between two sessions. On the domain  
 

 

Fig. 2. Averaged level of percent BOLD signals of each of two ROIs across all subjects 
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of each rt-fMRI run for ROI1, significant difference was estimated only in first run of 
FB2 (p=3.66×10-5) and moderate differences were found in first run of FB1 (p=0.06) 
and second run of FB2 (p=0.08; p of other cases > 0.1). For the neuronal activity in 
ROI2, only the fifth run in FB2 group showed significant difference between two 
sessions (p=0.05). 

Group-level analysis was performed using a paired t-test between FB1 and FB2 
groups of all six runs for each session and between sessions of all seven subjects for 
each group as shown in Figure 3 (mean±standard error of ROI1: 1.37±0.05% for FB1 
in the first session, 1.42±0.05% for FB1 in the second session, 1.39±0.01% for FB2 in 
the first session, and 1.49±0.02% for FB2 in the second session). Between two groups 
for ROI1, no significant difference was reported for each of two sessions. On the 
other hand, the significant session difference was found in FB2 group (p=0.01), but 
not in FB1 group (p=0.18). For ROI2, the neuronal activity from averaged PB across 
runs (mean±standard error: 1.25±0.01 and 1.26±0.01% for FB1 in the first and second 
session, respectively, 1.26±0.01 and 1.33±0.01% for FB2 in the first and second ses-
sion, respectively) was significantly different between sessions in FB2 group (p=0.02) 
but not in FB1 group (p=0.89). 

 

Fig. 3. Averaged level of percent BOLD signals of each of two ROIs across subjects/runs 

3.2 Effect of Functional Connectivity between Two ROIs 

Figure 4 illustrates the individual level of FC between averaged time-series of two 
ROIs (mean±standard deviation of correlation coefficients: 0.58±0.16 and 0.60±0.22 
for FB1 in the first and second sessions, respectively, 0.65±0.18 and 0.66±0.18 for 
FB2 in the first and second sessions, respectively). From a paired t-test result, there 
was no difference between two sessions for each group (all p > 0.5). It was interesting 
that the significant group difference (FB2 > FB1 group) was found in the first session 
(p=0.04) but not in the second session (p=0.19). 
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Fig. 4. Functional connectivity between two ROIs for all subjects/runs 

4 Discussion  

The results found in this study suggest that the self-modulation can be improved 
through repeated runs in the first visit but not the second visit regarding the neuronal 
activity. The degree of modulation from neuronal activity in the first (both FB1/FB2) 
and second runs (only FB2) are different between two sessions but the level of PB are 
comparable between sessions in latter runs. These results may indicate that the self-
modulation is fully learned in the first visit, so the self-modulation effect does not 
increase further in the second visit but maintained. Another intriguing fact is that the 
meaningful difference of neuronal activity between sessions is not reported for FB1 
but for FB2 group. This result may suggest that the degree of self-modulation is af-
fected by the type of NF using both neuronal activity and FC. Even though the degree 
of FC was not different between two sessions for each group, the relatively stronger 
connection was estimated in FB2 compared to FB1 group. Hence, if the feedback 
signal is generated considering both neuronal activity and FC between an ROI and the 
ROI-connected brain regions, the effect of modulation of brain function would be 
increased through repeated real-time fMRI runs. 

One of the most important issues in treating nicotine dependence is that the ability 
to modulate smoking desire in MRI scanner can be applied to the natural environ-
ments [8]. With the limitation in mind, future works are warranted to investigate the 
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modulated neuronal patterns within ROIs using acquired non-rtfMRI scans be-
fore/after rt-fMRI scans and the potential facilitation of self-modulation from rt-fMRI 
neurofeedback scans. Compared to previous rt-fMRI studies [3, 4, 8], we showed the 
increased performance using NF signals as both neuronal activity and FC patterns. 
The proposed of rt-fMRI NF method constituting feedback signal using the FC levels 
in addition to the neuronal activity appears to benefit to efficiently regulate neuronal 
networks compared to the method based on the feedback signal using the neuronal 
activity level based on our preliminary analysis. 

It is important to note that we observed that the BOLD signals of the voxels within 
the ROI1 and ROI2 were shown substantial fluctuations even between the voxels in 
proximity. Based on our evaluation, it seems that there are non-neuronal artifacts 
including the head motions and physiological artifacts dominant in the white matter 
and cerebro-spinal fluids were confounded in the BODL signal used in this report. 
Thus, it would be an interesting further study, how these non-neuronal components 
could alter the analytic results from the data measured in our study by removing these 
non-neuronal components via least-squares based denoising method. The conclusive 
evidence on the efficacy of our proposed rt-fMRI NF scheme is pending until the 
systematic analysis is conducted using the artifact reduced BOLD signals. The impor-
tant other is that the observed BOLD signals have the different resting and active 
periods depending on the voxels even the voxels are located in same ROI. Therefore, 
it should be managed in future study that the resting and active periods are not loca-
lized for all voxels within ROI. 

5 Conclusion  

In this study, we presented the feasibility of alteration of neuronal networks using 
real-time fMRI NF scheme using both the neuronal activity and functional connectivi-
ty levels as feedback signal. Further investigation is warranted to justify the efficacy 
of the proposed scheme via systematic comparisons with the conventional rt-fMRI NF 
scheme based solely on the neuronal activity level.  
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Abstract. This paper proposes a parameterized digital circuit design
approach for pulse-coupled phase oscillators. Our approach aims to con-
struct a reconfigurable hardware platform that emulates a large-scaled
pulse-coupled network with complicated interconnection toward spike-
based computing. The network, which is described by the parameterized
Verilog-HDL, can change the calculation accuracy, the coupling function
shape of oscillators, the network size and interaction between oscillators
by parameters. Experimental results show that a prototype designed by
the proposed approach emulates well in-/anti-phase and different (out-
of-phase) synchronization.

Keywords: pulse-coupled phase oscillator, synchronization, FPGA, pa-
rameterized hardware design.

1 Introduction

As the first step to construct intelligent information processing systems mimick-
ing the brain architecture, which we call brain-inspired systems, we have pro-
posed analog computation approaches with continuous-time nonlinear dynamics
and time-domain computation using pulse-modulation signals or asynchronous
spike pulses [4,6,7]. Such analog computation can be modeled by using pulse-
coupled phase oscillator systems [9].

In a pulse-coupled phase oscillator system, mutual interactions are represented
by phase sensitivity functions, and different functions lead to different synchro-
nization phenomena. Coupling between oscillators are determined by the timing
of pulses output from each oscillator. Based on this principle, because nonlinear
information processing is performed by a single state transition at spike tim-
ing, high-performance and low-power intelligent information processing VLSI
systems can be constructed.

In order to implement spike-based computation and to show its effectiveness,
we have designed a CMOS circuit using the pulse-coupled phase oscillator, and
applied it to a coupled Markov Random Field (MRF) model. The coupled MRF

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 17–24, 2013.
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models provide practical algorithms for detecting discontinuities in motion, in-
tensity, color, and depth in image scenes [2,3,5]. It can be applied to region-based
image segmentation and implemented with pulse-coupled phase oscillators. The
proposed circuit introduced a simplified region-based coupled MRF model for
efficient hardware implementation [6]. By circuit and numerical simulations, we
demonstrated that the proposed simplified MRF model not only retains the
advantages of our old model [4], but also improves the processing speed and
the region segmentation performance. From the above previous works, we con-
firmed the effectiveness of spike-based computing implemented by the merged
analog/digital circuits. It is a promising approach for direct modeling of spike-
based computation in the brain.

On the other hand, simulating very large-scaled pulse-coupled networks with
complicated interconnection is desired to analyze realistic behavior of spike-based
computation in the brain. Although the merged analog/digital circuit by means
of ASIC implementation is appropriate to realizing neuromorphic VLSI, it has
a drawback from the reconfigurability point of view to change the network size
and network interconnection. Therefore, a reconfigurable platform to simulate
various sizes and interconnections of pulse-coupled networks is required.

In this work, we propose a parameterized digital circuit design approach of
pulse-coupled phase oscillators. The proposed design can change the calcula-
tion accuracy, the coupling function shape, the network size and interaction
between neurons by parameters. It is described by the parameterized Verilog-
HDL (Hardware Description Language) and run on a Field Programmable Gate
Array (FPGA). Experimental results show that the proposed circuits well emu-
late pulse-coupled oscillator systems, and generates in-/ anti-phase and different
(out-of-phase) synchronization.

2 Pulse-Coupled Phase Oscillator Model with
Three-Valued Coupling Functions

The concept of coupled phase oscillators was firstly proposed by Winfree [9] and
its dynamics is expressed as follows:

dφi

dt
= ωi + Z(φi)Spk(t), (1)

where φi is the i-th phase variable with 2π periodicity, ωi the i-th natural angular
frequency, Z(φi) the phase sensitivity function, which gives the response of the
i-th oscillator. Inputs from other oscillators, Spk(t), are assumed here the pulse
inputs as follows:

Spk(t) =
K0

N

N∑
j=1

∞∑
n=1

δ(t− tjn), (2)

where K0 is the coupling strength, N the number of oscillators, and tjn a firing
time. Function δ is mathematically Dirac’s delta function, and represents input
spike timing without a pulse width. However, in real hardware, a spike pulse has
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a definite width Δt, during which φi is updated according to the value of Z(φi).
As a specific case, if it is assumed that Z(φi) = − sin(φi), the dynamics of the
pulse-coupled oscillators are schematically illustrated in Fig. 1.

In order to simplify the function shape of Z(φi) for hardware implementation,
we have used three-value functions as Z(φi); a typical function shape is shown
in Fig. 2, which is expanded in the time domain and has values: −1, 0, 1 [7]. In
the update operation, “−1” and “1” correspond to decrease and increase of φi,
respectively, and “0” means no updating. Increasing φi results in leading of next
spike firing timing and vice versa.

We have also introduced parameter α as a span during which Z(φi) = 0, as
shown in Fig. 2 [7]. By setting α > Δt, we can prevent connected oscillators
from over-updating when they approach to a synchronization state. Compared
with sinusoidal functions, the three-value functions lead to faster convergence
and simpler circuit implementation.

3 Parameterized Digital Hardware Design of
Pulse-Coupled Phase Oscillators

A circuit architecture of a pulse-coupled phase oscillator is shown in Fig. 3(a).
It consists of an oscillator circuit, a function generator circuit and an update
circuit.
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The oscillator circuit consists of an n-bits counter (CNT), a spike genera-
tor (SPK GEN) and combinational circuits, as shown in Fig. 3(b). The n-bits
counter represents phase variable φi and counts the clock inputs for realizing ωi

in Eq. (1). The spike generator outputs a spike pulse Spikei to other oscillators
when the n-bits counter reaches to the maximum value. The oscillator circuit
also outputs cMSB, cMid0 and cMid1 which determine the shape of function
Z(φi) and are used in the function generator circuit.

The function generator circuit combines signals cMSB, cMid0 and cMid1
into Zp and Zn, as shown in Fig. 3(c). The update circuit receives Zp, Zn and
spike pulses Spikej received from other oscillators and outputs signal update, as
shown in Fig. 3(d). It updates the value of the counter in the oscillator circuit
for realizing lead and lag operations.

Figure 4 shows waveforms related to function Z(φi) generated by the function
generator. If sign signal sign = 0, then signals Zp and Zn are output as the
simplified function of − sin(x) shown in Fig. 2. On the other hand, if sign = 1,
they are output as + sin(x).

In the proposed design, counter size n and span parameter α can be changed
to control the calculation accuracy and the span during when Z(φi) = 0, respec-
tively. The following is a description on parameterization by Verilog-HDL that
was used in the experiments.

parameter CNT_SIZE = 6;

parameter alpha = 1;

assign cMSB = cnt[CNT_SIZE-1];

assign cMid0 = |cnt[CNT_SIZE-2:alpha];

assign cMid1 = &cnt[CNT_SIZE-2:alpha];

4 Experimental Results

4.1 Logic Simulation

We simulated the pulse-coupled phase oscillator circuit system, and observed
synchronization phenomena with a clock frequency of 200 MHz, where the sim-
plified three-valued function shown in Fig. 4 was used.

Results of synchronization phenomena are shown in Fig. 5. When sign = 0
and the initial phase difference was 0.96π, two oscillators synchronized with an
in-phase mode as shown in Fig. 5(a). On the other hand, when sign = 1 and the
initial phase difference was 0.03π, two oscillators synchronized with an anti-phase
mode as shown in Fig. 5(b).

In addition, out-of-order synchronizations were observed if we set α = 3.
When sign = 0 and the initial phase difference was 0.78π, two oscillators came
close to each other but did not synchronize with an in-phase mode as shown in
Fig. 5(c). Similarly, when sign = 1 and the initial phase difference was 0.25π,
two oscillators came away from each other but did not synchronize with an
anti-phase mode as shown in Fig. 5(d).
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From the above simulation results, we confirmed that the proposed digital
circuit emulated three kinds of synchronization phenomena.

4.2 Results of FPGA Implementation

The proposed circuit shown in Fig. 3 was synthesized by Precision logic synthesis
tool [8]. The target FPGA device was Altera Stratix II EP2S60F672C [1].

Table 1 shows a synthesized result of the pulse-coupled phase oscillator cir-
cuits. Circuit parameters CNT SIZE and α were the same as Section 4.1. These
results show that our proposed circuit can be realized with small FPGA re-
sources, and we expect that the proposed design approach enables to make a
large pulse-coupled network emulator in a massively parallel manner.
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Figure 6 shows relationships between the circuit parameters and synthesized
results. Maximum operation frequency fmax lowers with increasing CNT SIZE,
as shown in Fig. 6(a). It means that there is a trade-off between the two.
Parameter α has a little effect on the utilization ratio of LUTs as long as
α < CNT SIZE − 2 (CNT SIZE + 11 in this case), as shown in Fig. 6(b).

Also, fmax is independent of the number of oscillators, as shown in Fig. 6(c).
This means that the proposed approach enables a massively parallel circuit ar-
chitecture.
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Table 1. Resource and frequency reports

State Resource Used Avail. Utilization

in-phase LUTs 70 48352 0.14%
anti-phase Registers 26 48352 0.05%

out-of-phase LUTs 70 48352 0.14%
Registers 26 48352 0.05%

State Frequency

in-phase 281.611MHz
anti-phase

out-of-phase 538.793MHz
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5 Conclusion

We proposed a parameterized digital circuit design approach for pulse-coupled
phase oscillators. Our approach aimed to construct a reconfigurable hardware
platform that emulates a large-scaled analog pulse-coupled phase oscillator net-
work. The proposed design achieves a small circuit size and high operating fre-
quency because oscillators are coupled with only spike pulses and the operation
part consists of only combinational circuits. The precision of calculation, the
shape of coupling function and the number of oscillators in the network can be
parameterized. Thus, it is easy to change the circuit architecture and to emulate
various types of pulse-coupled networks. We observed three synchronization phe-
nomena similar to those obtained in the analog LSI implementation. The results
showed that the analog model was reproducible on the digital hardware model.

In future work, we will apply the proposed design to a coupled MRF model.
We will extend the proposed parameterized design to a reconfigurable platform
to realize a large-scaled coupled MRF network and its emulator. After we verify
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behavior of the coupled MRF network by the emulator, we will feed back its
knowledge to ASIC implementation to realize an ultra-low power consumption
neuromorphic VLSI, and then we will apply it to autonomous robot vision.
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Abstract. English rhythm instruction materials (RIM) encourage one to learn 
English rhythm. In RIM, you have to speak loud following the English teach-
er’s song looking at the phrases of the song in the text. During the learning the 
power of theta band (4 - 8Hz) of electroencephalogram (EEG) increased at the 
frontal region. When you repeat the lesson several times, you become bored. 
The powers of alpha (8-14 Hz), beta (14-30 Hz) and gamma (30-50 Hz) bands 
started to decrease in a wide regions before the subjects felt bored. On the other 
hand, theta power did not change. In addition, the coherence between the two 
recording sites mainly the electrode pairs along the midline was significantly 
different comparing between before and after subjects felt bored. The coherence 
of theta band did not change. These results suggest that using the characteristics 
of EEG, e-learning system for English rhythm can be developed. 

Keywords: EEG, Boredom, α wave, β wave, γ wave, Coherence. 

1 Introduction 

Japanese has been widely accepted as a mora-timed language, while English is recog-
nized as a stress-timed language. Nakano designed English rhythm instruction materi-
al (RIM) modified from Jazz Chants for Children [5], which includes audio and text 
with rhythmic symbols. The test group of students underwent a weekly 20 minute 
period of RIM-based instruction for one month period. Pre-test and post-test oral 
readings were recorded and the duration of the inter-stress interval (ISI) of each re-
cording was measured. The results showed the students’ inter-stress interval (ISI) was 
shortened following the RIM indicating the RIM is effective in enabling Japanese L2 
learners to acquire English rhythm patterns. During learning RIM, the subjects’ elec-
troencephalograms (EEGs) were recorded. Theta power at the frontal part increased, 
and after finishing learning the power decreased [6]. 

We can see the word “boredom” in a dictionary. But the word has had few scientif-
ic basis. Two earlier studies have been reported using EEG. First is that the subjects 
have to push a button by their right or left hands for a long time, and then the cohe-
rence of β wave decreases [1, 4]. Second is that the subjects had to learn RIMs many 
times, and then β wave decreased [2]. We feel “bored” in various situations. For ex-
ample, you feel bored when you are exercising, and then the exercising efficiency is 
down you feel. In the other situation, if you keep eating the same food, you feel bored 
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and then you may dislike the food. Thus you use the word “bored” when you feel 
something bad. On the other hand, you can also assume the “bored” feeling as turning 
point of the behavior [3]. If we can scientifically verify whether you are bored or not, 
you can develop more efficient education system, know the timing you should have a 
rest in a lesson or exercise.  

2 Materials and Methods 

2.1 Recording Method for EEG 

Eight healthy male subjects (average years 23.6 ± 0.53) took part in the present expe-
riment. At first we recorded EEG when each subject opened his/her eyes and was 
calm for 30 seconds (control). After that, subjects had to have one of the lessons of 
the English RIM. In a lesson, they had to speak in a loud voice following the English 
teacher’s song given from the computer. They were instructed to raise their hands 
when they felt bored. The lyrics were shown on the monitor. They had to repeat the 
same RIM more than fifteen times. Total time was about 1000 sec. Eight EEG elec-
trodes were put on the subject’s head according to the international 10/20 system all 
through the RIM lessons. EEG signal was amplified by the amplifier (X10000: 
DIGITEX LAB Co, Ltd), filtered between 0.5 and 100 Hz, and recorded in a comput-
er using  a LaBDAQ-2000 (Matsuyama Advance Co, Ltd) with the sampling rate at 1 
kHz. Before starting this experiment they were instructed to raise their hands when 
they felt bored. 

2.2 Analysis Method 

In time-frequency analysis the time course of the spectrum powers was calculated by 
Fast Fourier Transformation (FFT) of the EEG signal using MATLAB software 
(Mathworks, Inc., USA). Time window of FFT is 500 msec, and the overlap time is 
250 msec. The power at each frequency was divided into four wave groups, theta 
wave power (averaged from 4 to 8 Hz), alpha wave power (8 - 14 Hz) and beta wave 
power (14 - 30 Hz), and gamma wave power (30 – 50 Hz). The control power was 
averaged for 30 sec. They were averaged in the lesson per 70 sec, and subtracted the 
control power (Fig. 1). Coherence was calculated by the equation (1). The time win-
dow and overlap time are the same with FFT. Sxx and Syy are auto spectrum of signal x 
or y. Sxy is cross spectrum of signal x and y (Fig. 1). Performance ratios are evaluated 
whether subjects could follow each rhythm in RIMs. 
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Fig. 1. The analytical method for the power and the coherence of θ, α, β, and γ waves. The time 
averaged control power was subtracted from the power at each frequency during RIMs. 

3 Results 

The typical temporal change of performance ratio in a subject is shown in Fig. 1. Six 
out of eight raised their hands after the ratio reached to 80%. The ratio of the rest of 
two was above 80% from the first. They raised their hands after a while after the start 
of the lesson  

The power in the α, β, and γ bands remained constant near the start of the lesson, 
but it begin to decrease around 200 s after the start of a lesson at several electrode 
positions. After the decrease, the power values held constant. On the other hand, the 
power of θ wave remained constant not only just after the start, but also after >200 s. 
The subjects reported bored feeling after α, β, and γ power started to decrease (Fig. 3). 
Similar results were obtained across the eight electrode positions. The power of the α, 
β, and γ power waves decreased significantly at almost all electrode positions, while 
the power of θ wave did not decreased (Fig. 4).  

We statistically compared the power before and after the subjects’ raising their 
hands in Fig. 4. The three smallest significant probabilities were picked up and shown 
in Fig. 5. The probability of β wave at Oz is the smallest of all. The results suggest 
that among the power, the detection of decreasing in the power of β wave at central 
occipital area will be the most efficient to detect the bored state of the subjects. 

Next, we calculated the coherences between the pairs of the recording positions. 
Temporal changes of coherence between Pz and Oz in subject A are shown in Fig. 6. 
Coherence also increased for the first time after starting the training, and after some 
while the coherence of the α, β, and γ waves started to decrease, while that of θ wave 
did not decreased. The decreasing coherence also reached to the steady state after 
some time. The subjects raised their hands after the time when the coherence of α, β, 
and γ waves started to decrease.  

The coherence before and after raising the subjects’ hand was statistically com-
pared at all waves at all positions. The results show that the coherence at all bands 
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except theta band decreased mainly on the electrode pairs along the midline. The 
three smallest significant probabilities were picked up and shown in Fig. 7. The prob-
ability of α wave at Fz-Oz is the smallest of all. There results suggest that among the 
coherences, the detection of decreasing in the coherence of α wave at central front-
occipital area will be the most efficient to detect the bored state of the subjects. In 
addition, the order of the significant probabilities of the coherences are much lower 
than those of the powers. 

 

Fig. 2. The typical temporal change of performance ratio in a subject. Six out of eight raised 
their hands after the ratio reached to 80%. The ratios of the two were above 80% from the first. 

 

 

Fig. 3. Representative temporal changes in the powers of EEG in Fz location. The blue rectan-
gle indicates the peaks of the power of each brain wave. The pink rectangle indicates the time 
of the subjects raising their hand. Time zero indicates the onset of the lesson in this and the 
following figures. 
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Fig. 4. The comparison of the power of each wave between before and after raising hands for 
50 sec. Filled circles indicate the site where the power decreased and the significant probabili-
ties are below 0.05 (Paired t-test; p < 0.05; n = 6). 

 

Fig. 5. The three smallest significant probabilities picked up from Fig. 4 are shown. The proba-
bility of β wave at central occipital area is the smallest of all (red circle). Significant probabili-
ties are arranged in ascending order from left to right. 

 

Fig. 6. Temporal change of coherence between Pz and Oz in subject A. The eclipse indicates 
the peak of the coherence of each brain wave. The thin blue rectangle indicates the timing of 
the subjects raising their hand. Red line indicates the time when the performance ratio of the 
subject reached to 80%. Coherence data are also analyzed with moving averaging method as 
Fig. 3. 
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Fig. 7. The three smallest significant probabilities picked up from Fig. 6 are shown. The proba-
bility of the coherence of alpha wave recorded at Fz-Pz is the smallest (red circle). Significant 
probabilities are arranged in ascending order from left to right. 

4 Discussion 

In previous studies, researchers assumed that vigilance decrement is identical to bore-
dom [4, 7]. The vigilance decrement has been described as a slowing of reaction times 
or an increase in error rates as an effect of time-on-task during tedious monitoring 
tasks. In those experiments, whether or not the subjects actually felt bored was not 
clarified. On the other hand, the present study elucidated the changes in EEG that 
occur when subjects felt bored. Therefore, EEG can be a better index for physiologi-
cal “boredom” condition of a subject. 

In the present study, after the power of α, β, and γ waves decreased widely across 
the skull, all subjects raised their hands. In contrast, the change in the power of θ wave 
was smaller than those of α, β, and γ waves. These results suggest that the decreases in 
α, β, and γ power across the head can cause the subjects’ bored feelings. Because there 
are some delays between the start of the decrease in powers and the time when the 
subjects felt bored, it seems that it may take time for us to become consciously aware 
of the bored feeling, which results from unconscious neural activity. 

The coherences of α, β, and γ waves also decreased mainly along the central front-
occipital area, and all subjects felt bored. In contrast, the change in the coherence of θ 
wave was smaller than those of α, β, and γ waves. These results suggest that the de-
creases in α, β, and γ coherence can cause the subjects’ bored feelings. Because there 
are some delays between the start of the decrease in coherences and the time when the 
subjects felt bored. 

Which parameter can detect the subjects’ bored feeling more efficiently, power or 
coherence? The averaged powers and coherence for 50 sec before and after the sub-
jects felt bored were calculated, and compared. The significant probability of β at 
occipital region was the smallest among the comparison of powers, and the probabili-
ty of α at front-occipital area was the smallest among the comparison of the cohe-
rence. The probability of the coherence had a smaller order than that of the power. 
These results suggest that we may easily detect the subjects’ bored feeling using the 
coherence. 

In the previous studies, decreased attention is thought to correspond with boredom 
[7]. Parieto-occipital α waves can contribute to attention [4]. In the present study, not 
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only parietal α waves but also β and γ waves in other regions change with boredom. 
Boredom is accompanied by other processes than decreases in attention [7]; the 
change in brain waves across a wide area of the head—beyond parietal α waves—
may reflect these processes. Further studies are necessary to confirm this possibility. 

Other psychophysiological parameters than brain waves, heart rate, blood pressure, 
etc. [7] have been studied on the relationships with bored feelings. Compared with 
measuring heart rate or blood pressure, measuring EEG has a high time resolution. It 
would be very useful for the e-learning system to respond immediately when the 
learners feel bored. 

As reported previously, after the powers of alpha, beta and gamma waves decrease, 
all subjects raised their hands. Coherence at most electrodes pairs decreased before 
raising their hands. These suggest that the decrease in the powers and coherence re-
flect subject’s bored feeling. Because there are some delays between the start of the 
decrease in the decrease in power and coherence, and the timing of subjects raising 
their hands, it seems that it may take some time for us to realize our bored feeling 
after the response of EEG. In addition, performance ratio is not correlated with each 
subjects. Therefore, it’s assumed using EEG powers and coherence is effective to 
identify boredom. 

 

 

Fig. 8. Proposed e-learning system for learning English rhythm 

Finally we propose e-learning system for learning English rhythm (Fig. 7). A 
learner’s provided one of English learning materials via internet, and learn it while 
his/her EEG is recorded. EEG analysis machine is analyzing the feature of EEG, for 
example, the power and the coherence of EEG. When the machine is detecting the 
increase in θ power, the learner is learning the material with concentrated power, and 
the system keep providing the materials. When the system detects that the feature of 
EEG which reflects the learner’s bored feeling, the system exchanges the material to a 
new one to refresh the learner’s brain. 
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5 Conclusions 

1. The power of α, β, and γ waves first kept constant after RIM learning and began to 
decrease as each subject repeated a RIM lesson.  

2. Performance ratios during RIMs reached to 80% then the subject felt bored.  
3. All subjects had bored feelings after the power of α, β, and γ waves began to de-

crease. The change in θ wave power was smaller compared with the changes. 
4. The coherence of α, β, and γ waves began to decrease mainly along fronto-occipital 

line except that of theta wave. 
5. All subjects felt bored after the coherence of α, β, and γ waves started decreasing. 
6. The power spectra of θ wave did not change significantly, and the coherence of it 

changed with wide variability. 
7. E-learning system for learning English rhythm using EEG is proposed. 
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Abstract. Home robotics is a continuously growing field in academic research 
as well as commercial market. People are becoming more interested in ad-
vanced intelligent robots that can do housework and take care of children and 
elderly. A brain-inspired intelligent system is a possible solution to make the 
robot capable of learning and predicting risks at home. In order to solve diffi-
cult problems such as ambiguous situations and unclear causality, we propose a 
robotic system inspired from human working memory functions, which consists 
of an Event Map for storing observed information, and a Causality Map for  
representing causal relationships through supervised learning. The two maps 
couple together to enable the robot to evaluate various situations based on the 
appropriate context. More importantly, the Causality Map takes into account the 
dynamical aspects of physical attributes (e.g. the decreasing temperature of a 
hot pot). Our case studies showed that this is a satisfactory solution for predict-
ing many risky situations at home. 

Keywords: Home robotics, brain-inspired intelligent system, risk management, 
causality, learning. 

1 Introduction 

Recently, home robots such as automatic vacuum cleaners and robotic pets have been 
gaining popularity. People are expecting more advanced intelligent robots for doing 
housework and security check. The prospect is optimistic as Bill Gates believes that 
every home will have a robot [1], and South Korean Government stated that this pop-
ular home robot will be available by 2020 [2]. An important application of home ro-
bot is to look after elderly and children. In Japan, it is expected that the percentage of 
population over 65 years of age will increase to nearly 30% after 2020 [3]. In USA, 
there are nearly 2800 children die each year due to home accidents, which counts for 
55% of all child deaths [4]. Indeed, looking after children and elderly requires a lot of 
human efforts. Therefore, it will be very useful if an intelligent robot is available for 
monitoring the home situation, providing a reliable evaluation of the safety / risk 
level, and then giving an appropriate response. 
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Learning and prediction of risks at home is a challenging problem. In particular, 
for some home accidents, there exists a flexible time lag between the cause and the 
effect (e.g. a knife was left on the table and then after a flexible time lag, a child 
reaches the table). This kind of situation cannot be analysed by conventional methods 
such as Granger causality which assumes a stable covariance within some time win-
dows [5]. Probabilistic methods such as Bayesian inference [6] is also not appropriate 
in the case of home safety evaluation. For example, when a child is near a dining 
table, it is not useful to say that there is a 70% chance that the child will be safe and 
30% chance that the child will be in danger. The robot must identify the exact causal-
ity in order to make useful prediction.  

In this paper, we develop a new method for a robot to learn and predict what is 
dangerous and what is safe to a child by observing a teacher (e.g. a mother). This 
method is inspired from human brain mechanism. The hippocampus manages epi-
sodic memories to encode past behavioural temporal events with emotional expres-
sions in accordance with the amygdala functions [7] and the prefrontal cortex plays a 
prominent role in decision making, which is involved in episodic memories in the 
hippocampus as contextual information [8]. In this sense, the prefrontal cortex is con-
sidered to maintain a function of logical reasoning by not only referring to semantic 
memory but also episodic memory being coupled together [9,10]. Based on this, we 
develop a robotic brain system which consists of an Event Map and a Causality Map. 

2 The Robotic Brain System for Learning and Prediction of 
Risks at Home 

2.1 Problem Formulation 

Suppose there is a robot observing and recording some events that happened in the 
home environment. The goal of the robotic brain is to predict the consequences of 
events, and identify if some of the predicted events are dangerous. Mathematically, 
the problem can be formulated in this way: 

( ) ( )mjtyxEkityxEG ji ,,1)},,({,,1)},,({:  =′→=                    (1) 

where {Ei}  represents some previous and present events located in a 2D space at 
position (x, y)  and time t  (from some previous time t = tnow − Δt  to the present time 

nowtt = ), as recorded by the robot; G  denotes the reasoning process which maps 

some previous events (as causes) to some future events (as effects); and }{ jE′  repre-

sents the events in future at position (x, y)  and some future time t  as predicted by 
the robot. Some subsets of events in }{ jE′  may be dangerous (Fig. 1). In theory, it is 

difficult to construct Fig. 1. According to Frame problem [11] and Butterfly effect 
[12], an initial action causes changes in a large number of event-primitives in the real 
world. In practice, however, we assume that after the robot learns from human ex-
perts, the prediction of risky events is sufficiently reliable. Based on Eq. 1, we formu-
late a brain-inspired model, which consists of an Event Map for representing events 
( {Ei} and }{ jE′ ) and a Causality Map for defining the knowledge of causality ( G ). 

Details of Event Map and Causality Map are explained below. 
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Fig. 1. Problem formulation. We consider a set of all events that can happen at home. The robot 
observes and records some events (blue circles). After that, it uses a reasoning process (repre-
sented as arrows in the figure). This reasoning process gives prediction to some future events 
(purple and red circles). A subset of the predicted events can be dangerous (red circles). The 
problem is: what is the best way for the robot to learn the events and the causality? 

2.2 Event Map – Internal Representation of the External World 

When the robot observes some events in the home environment, we assume that the 
observed information would be decomposed into many event-primitives. This is based 
on the fact that human brain also decomposes an object into different functional fea-
tures [13]. Event-primitives include the position, time, states and physical attributes of 
an object. They are organized in a hierarchical structure, as shown in Fig. 2. We  
assume that there are 3 classes of objects: people/animals; movable; and fixed. Exam-
ples of people/animals include child, mother, dog, cat, etc. Examples of movable ob-
jects include book, toy, pot, knife, etc. Examples of fixed objects include bathtub, 
dining table, bed, sofa, etc. For each object, the robot keeps track of the states (how 
people can treat the object) and attributes (physical properties of the object). Some 
examples have been provided in Fig. 2. 

The Event Map is used to store the position and time of events observed by the ro-
bot. From Eq. 1, we define an event-primitive {Ei (x, y, t)}  which is the value of a 
state or physical attribute of an object in the 2D space (x, y)  and time t . Hence, an 
event is defined as a change of state or physical attribute in the space-time. The values 
of {Ei (x, y, t)}  may be Boolean or real numbers being normalized within 0 and 1. For 
example, whether a knife is being sheathed or not can be described as 1 or 0; the tem-
perature of water can be described as a real number by normalizing between 0 and 
100 degree Celsius; etc. These values are generated by observation of the robot.  
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Fig. 2. The robot has an ontological understanding on objects and their physical properties. 
Values (in Boolean or normalized real number) of the states and attributes will be used as 
event-primitives in the Event Map 

2.3 Causality Map – Learning the Knowledge of Risks at Home 

The Causality map is a neural network-type system that learns and stores the know-
ledge of causality. The Causality map consists of two learning mechanisms: synaptic 
connections and intrinsic dynamics, which is recently discovered in neurons known as 

“intrinsic excitability” [14]. In our model, a future event ′
1E  may occur due to occur-

rences of a combination of multiple previous events E1,E2,E3 as shown in Fig. 3. As 
a similarity to the synaptic plasticity, a weight 

ii EEw ′,  can be considered to change the 

relationship between events, according to the learning.  

Secondly, the intrinsic dynamics represents a dynamics of intrinsic property or val-
ue, as we mentioned event-primitives in the Event Map (Section 2.2). Important point 
is that the value changes according to time, having specific time profile such as a flat, 
decaying, growing, and Gaussian shaped function depending on the internal dynam-
ics. For example, a decreasing temperature of a hot pot can be modeled by a decay 
function of the form )(

.
0tt

temppot eE −−= γ  according to Newton’s law of cooling, while  
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the occurrence of a child playing with a toy can be modeled by a Gaussian function of 

the form 
22

0 2/)(
.

widthpeak tttt
playchild eE

−−−= according to behavioral modeling [15], where 

t0  is the onset time of the event. Based on the Causality Map, the robot makes some 
predictions of future events, which project back to the Event Map: }{}{ ji EE ′→ . If the 

predicted events are risky, then the robot will make an alert signal. 

 

Fig. 3. Basic design of Causality Map, which consists of intrinsic dynamics for describing the 
internal changes of event-primitives with time, and synaptic connections for describing the 
interactions between event-primitives 

3 Case Studies 

We provide some examples below to illustrate how Causality Map can represent dif-
ferent kinds of dynamical causal relationship between events. 

3.1 Child and Bookshelves 

Let us consider a child walking towards the bookshelves. There are many possible 
future events: the child may take a book and read it; the child may climb up the book-
shelves for fun (but dangerous); or the child may just leave and go to another place; 
etc. These possibilities are represented by connecting some arrows from event-
primitive child.position(x,y) = bookshelves.position(x,y) to some possible event-
primitives such as child.state = reading_book; child.state = climbing; etc. (Fig. 4). 
One of the possible events (child.state = climbing) is risky. Therefore, the robot will 
monitor the child and if necessary, prevent her from climbing. 
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Fig. 4. An example showing the present state (the child walks towards the bookshelves) in blue 
circle; and some possible future events in orange circles 

3.2 Toy in Plastic Bag 

Suppose the child receives a present which is a toy inside a plastic bag. There are 
again many possible future events. The child may play with the toy; or the child may 
play with the plastic bag (which is dangerous due to the risk of suffocation). In this 
case, the robot considers two present states (child.position(x,y) = toy.position(x,y) and 
child.position(x,y) = plastic_bag.position(x,y)). The two present states project some 
possible future events as shown in Fig. 5.  

 

Fig. 5. An example showing two present states (the child is near a toy which is inside a plastic 
bag) in blue circles; and some possible future events in orange circles  
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3.3 Temperature of Pot  

Suppose the child walks towards a pot. There is a possibility that the child may touch 
the pot in future. However, whether it is dangerous or not depends on the temperature 
of the pot. In this case, the robot considers pot.attribute = temperature and uses this 
information to decide whether the consequence is risky or not (Fig. 6).  

 

Fig. 6. An example showing the present state (blue circle) and future states (orange circles) of a 
child. In addition, the physical property of a pot (green circle) is taken into account to evaluate 
the risky level of consequences (red circles). 

4 Conclusion 

In this paper, we introduced a theoretical framework of a brain-inspired model for a 
robot to learn and predict risks at home. The system consists of an Event Map for 
representing events happening in the home environment, and a Causality Map for 
representing the dynamics and causality between events. We provided some examples 
to show that this design can encode many different kinds of causal and dynamical 
patterns. A rule based fuzzy cognitive map has been proposed to learn causal relations 
[16]. In their approach, membership functions are used to provide a flexible combina-
tion of connections with different degrees of change, which can be incorporated into 
the formulation of synaptic connection in our model. However, the fuzzy cognitive 
map does not consider changes of individual properties that happen internally. In our 
brain-inspired model, an important idea is that both synaptic and intrinsic parameters 
are considered. This provides multi-dimensional flexibilities in representing causal 
relations according to the spatio-temporal context. One unsolved problem is how to 
provide a general form for the intrinsic dynamics and derive a unique learning rule. In 
addition, we shall also need to solve implementation problems such as the limitations 
of robotic observations by external sensors. We hope that by solving these problems, 
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the important function of home safety evaluation will be achieved as soon as possible, 
which will become a substantial benefit for the society.  
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Abstract. We propose a computational model to extend the region of attention 
in a visual scene. We assume that the visual information that is collected 
through bottom-up process is integrated by various mechanisms of perception 
process which in result further decides the attention regions of the object to ac-
curately determine the object. This cycle is known as perception-action cycle. 
In our study we try to quantify relation between initial attention region and sur-
rounding regions using Gestalt principles. 

Keywords: Visual attention, gestalt principles, action-perception cycle. 

1 Introduction 

A very common notion about human visual perception is that humans can perceive an 
image in their visual field at once. However, recent research suggests that human 
visual system is far more complex and various sub-processes are involved in a single 
case of visual perception. Recent studies have shown that fragments of a visual scene 
are focused or attended to in a scene perception. For example, Pettet and Gilbert 
(1992), in their study, found dynamic activation changes in receptive-field size in 
cat’s primary visual cortex. They claimed that neurons in low-level areas of the visual 
cortex (V1) extract low-level features in their small receptive fields [1]. This indicates 
the role of attention, which plays an important role by continuously moving and fo-
cusing on various parts of the visual scene to extract feature information in order to 
understand the whole scene. In other words, first few attention induces actions (eye-
movement, etc) and estimates the perception result. This partial perception in return 
guides attention and searches for relevant information from the scene to confirm and 
complete the perception process. This process in which action and perception mutual-
ly contributes to each other is commonly known as ‘Action-Perception cycle’ [2]. 

Based on the above stated assumption that visual scene is represented by a set of 
image fragments, our aim, in this research is to find meaningful regions or features 
from bottom-up information of image fragments (like short contour elements, small 
patches and so on) that attract human attention and consequently helps perception. In 
this regard, Psychologists have proposed various models to explain what features 
                                                           
* Corresponding author. 
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attract human attention and how human visual system organizes a complex visual 
input (having different kinds of features) into unitary object(s). Gestalt principle is 
one of those models, which explains the organization mechanism of features in hu-
mans [3]. In last few decades, several Gestalt principles have been suggested. Gestalt 
attempts to describe how people organize visual elements into groups or unified 
wholes when certain principles are applied. 

In the field of computer vision, Gestalt principles are widely used in detection, res-
toration, and segmentation. Gestalt principles have been applied especially on seg-
mentation method. For example, Koostra and Kragic (2011) used an additional varia-
ble, Gestalt principle, to measure the goodness of a segment [4]. Similarly, Richtsheld 
and his colleagues (2012) focused on finding relations between surface patches [5]. 
They used Gestalt principles to determine if patches belonged to same kind to form an 
object. 

The latest research on attention uses bottom up information based on human visual 
system. Itti, Koch, and Niebur (1998) introduced a computational model of focal vis-
ual attention called the saliency map (SM) [6]. Saliency map is a brain-like vision 
model that imitates receptive parts of human visual cortex. It uses bottom-up features 
such as color, intensity, and edge information to infer salient regions and compare 
them with surrounding environment. Jeong and Lee (2008) in their research used 
entropy variation between different attention areas for finding meaningful boundaries 
of an object [7].  

In this paper, we propose a method to expand initial attention area, based on per-
ception-action cycle, by modeling three Gestalt principles namely (1) principle of 
similarity, (2) principle of continuity and (3) principle of proximity.  We also explain 
our method of measuring these gestalt principles. Finally we present our experiment 
results.    

2 Background 

2.1 Perception-Action Cycle and Spread of Attention 

An action (like eye movement) can spark from previous perception experiences, if the 
available information from a visual stimulus is insufficient to recognize it. Basically, 
the perception-action cycle is the circular flow of information that takes place be-
tween the organism and its environment in the course of a sensory-guided sequence of 
behavior towards a goal [2]. In our study we define “perception” as the gestalt relation 
between initial attention area and surrounding area. It is calculated by basic features 
in attention area such as color, edge and so on. The “action” is defined as shift of 
attention, the extent of its movement in image, and its size of window to get sufficient 
information. An indirect support for perception-action cycle comes from the study of 
Roelfsema and Houtkamp (2011), They proposed an incremental grouping theory [8]. 
This theory addresses the spread of enhanced neuronal activity that corresponds to the 
labeling of image elements with object-based attention. Fig. 1 shows an example of 
incremental grouping theory. In this example, there are two zebras having their own 
distinguishing features that have distinctive qualities from surrounding objects and 
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background. For example, there are colors, contours and striped patterns. If we have 
an initial attention area (which is located in the object), then it can be compared with 
surrounding areas. The attention spreads until an object is represented as a perceptual 
group (whole). It is a meaningful region even if the whole object does not cover the 
attention boundary. 

 

Fig. 1. Incremental grouping in natural image (Source: Roelfsema et al. (2011), [8]) 

2.2 Gestalt Principles 

Gestalt principles explain how parts are grouped as a unified whole by applying vari-
ous principles. In Gestalt theory, relations between elements are defined by several 
characteristics. For example, similarity, proximity, common fate, connectedness, good 
continuity, etc. These characteristics are also known as laws or principles of Gestalt. 
Several brain studies have confirmed the application of Gestalt principles. For in-
stance, Wannig et al. (2011), recorded neuronal activity in area V1 of macaque mon-
keys and observed an automatic spread of attention to image elements outside of the 
attentional focus when they were bound to an attended stimulus by Gestalt criteria [9]. 
This result shows neurological correlates of operating Gestalt principles. Fig. 2 shows 
some images that are grouped differently using various principles of Gestalt. Humans 
are aware about which part belongs to a group explained by which principle.   

 

Fig. 2. Examples of Gestalt principles: (a) Similarity, (b) Proximity, (c) Common fate (d) Con-
nectedness, (e) Good continuation, (f) Common region 

3 Proposed Model 

Roelfsema et al. [8] conjectured that Gestalt grouping is implemented by connecting 
neurons tuned to image features that are likely to belong to the same perceptual ob-
ject. Koostra and Kragic used Markov random field and graph-cut techniques for 
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segmenting the object from the background. They tried to quantify seven Gestalt prin-
ciples to improve the accuracy of segmentation model.  

Our study is partly motivated by Koostra and Kragic’s attempt to quantify Gestalt 
principles in computer vision. In our model we focused on expansion of attention. We 
gradually expand the area of interest using Gestalt relation between visual elements. 
For implementing our model, we define an attention region with 30x30 window. It is 
an atomic element which can formulate relations with other regions (see Fig. 3 (b)). 
Initial attention point is given by maximum of the result of saliency map [6]. 

An attention region can consist of foreground and background, and distinguishing 
them is a problem. For example, consider the problem of background and foreground 
recognition in Rubin’s cup problem (Fig. 3 (a)). In this optical illusion, people can not 
see two faces (with black as a foreground) and a cup (with white as a foreground) at 
the same time. To solve this problem, however, in our method, we select the object or 
foreground part using saliency map and assume that densest part is more likely to be 
an object.  

 

 

Fig. 3. (a) Rubin’s cup, (b) The comparison between two attention regions 

 
In our model, we consider three Gestalt principles for defining attention region name-
ly (1) similarity, (2) good continuation and (3) proximity. 

First, the principle of similarity is defined by the similarity of features. The color 
similarity is measured as:  

௖ܩ  ൌ 1 െ ඥ|௩భ|మା |௩మ|మିଶ|௩భ||௩మ| ୡ୭ୱ ఏඥ|௩భ|మା |௩మ|మାଶ|௩భ||௩మ| ୡ୭ୱ ఏ (1) 

|௜ݒ|  ൌ  ටݎ௢௜ଶ ൅ ݃௢௜ଶ ൅ ܾ௢௜ଶ (2) 

 cos ߠ ൌ  ௥೚భ௥೚మା௚೚భ௚೚మା௕೚భ௕೚మ|௩భ||௩మ|  (3) 

௖௖ܩ  ൌ  ඥ0.59ሺݎ௢ െ ௕ሻଶݎ ൅ 0.3ሺ݃௢ െ ݃௕ሻଶ ൅ 0.11ሺܾ௢ െ ݃௕ሻଶ (4) 

Color similarity ܩ௖ is calculated from RGB vector (ݒ௜) between interest areas [10]. ݎ௢, ݃௢, ܾ௢ is respectively mean of color in object region and have unit norm. Color 
contrast ܩ௖௖is defined as weighted distance in RGB color vector. ݎ௕, ݃௕, ܾ௕ is re-
spectively mean of color in background region and have unit norm. 

The principles of good continuation is defined by the continuous and smooth con-
tour of the object. 
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௚௖ܩ  ൌ  ଵ௡ ∑ κ௜∈஼  (5) 

 κ ൌ  ቚ௫�௬��ା௬�௫��ቚሺ௫�మା௬�మሻయ/మ  (6) 

C in formula (5) is the set of all contour points. N is total number of contour points. 
K in formula (6) is curvature of contour. 

And the principle of proximity is defined by Euclidean distance and grouping 
range is limited. 

௣ܩ  ൌ  ඥሺݔ௜ െ ሻଶݔ ൅ ሺݕ௜ െ  ሻଶ (7)ݕ

A relation between various attention regions can determine the extension of atten-
tion region. A visual representation of our proposed model is shown in Fig. 4. 

 

 

Fig. 4. A visual representation of attention model based on Gestalt principles 

4 Results  

To test our method we implemented it on several images. Fig. 5 shows the sequence 
of our model. First, initial attention region is acquired from saliency map. Initial at-
tention region is the point of maximum density of saliency map and is compared with 
visual search process by parallel mechanism of attention in feature integration theory 
[11]. Perception occurs using several basic features such as color and contour of edge. 
Attention region is expanded by the relation of perception based on three Gestalt prin-
ciples namely color similarity, continuity and proximity. Color similarity was used 
based on the assumption that an object is of one and same color. Continuity and prox-
imity are used to restrict spreading direction and distance. The Gestalt relationship 
between initial attention region and surrounding region is expressed like a saliency 
map. We integrate those maps, and shift of attention is accomplished using this inte-
grated map. At the end of this process, we can get a part of object. Next we present 
visual representation of our method as well as some of the results.  

Fig. 6 explains the expansion of attention region by the iteration of the method in 
Fig. 5. Fig. 6 (a) is the original image and has two major locations of attention from 
saliency map that are specified from maximized region of saliency density. Fig. 6 (b) 
shows the relation image of color similarity, edge continuity and location proximity 
by Gestalt principles. When it is integrated, it generates Gestalt relation map and the 
shift of attention can be determined by Gestalt relation map. A cumulative attention 
by shift expands attention part. Fig. 6 (c) is the same process as with Fig. 6 (b) from 
the second location of initial attentions. 
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Fig. 5. The Sequence of our model 

 

Fig. 6. The expansion of attention parts of an object using our method : a) Shift of attention by 
saliency map. We can get initial attention location from maximum density of saliency map. b), 
c) Spread of initial attention. It shows Initial attention,  color similarity, continuity, proximity, 
integrated gestalt map, shift of attention,  expanded boundary of attention, expanded region of 
attention. b) made from fist initial region, c) made from second initial region. 

This process can be explained as ‘Action-perception cycle’ again. First, the percep-
tion occurs in initial attention area. Second, the area of attention is expanded using 
gestalt relations. This is the ‘action process’. The combination of each attention part is 
used in recognition of the object (Perception). Fig. 7 shows the expansion area for 
several objects. 
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Fig. 7. Expanded region of attention 

5 Conclusion and Future Works 

In this paper, with the assumptions of perception-action cycle, we explored how per-
ception result and information integration mechanism affect human visual attention. 
We tried to implement a computational model by quantifying Gestalt principles to 
determine the attention region in visual stimulus. We also explained our method of 
quantifying principles of similarity, continuity and proximity using primary informa-
tion in visual system such as color, edge, and so on.   

As a result, when an initial attention area is given, the result of perception, which is 
obtained by bottom-up information, determines next location of attention. The itera-
tion of this process can define partial region of object. 

Existing research on saliency map theory defines saliency region of a scene by fea-
ture integration with color and edge information. But in our study we achieve this 
goal of defining salient region by integrating Gestalt principles which also confirm to 
the assumption of “Action-Perception cycle”. We assume that our approach is novel 
and closer to human visual perception mechanism and can generate better results in 
object recognition. . 

In our future research, we plan to quantify more laws of Gestalt and selectively 
choose relevant principles in a visual scene. We also plan to analyze the relationship 
between the flow of the gaze and gestalt principles.  
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Abstract. We studied a triggered initiation of retrograde propagation
of an action potential in a one-dimensional cable of FitzHugh-Nagumo
models. The triggered events occurred in the phase-dependent manner. A
single stimulation induced alternation in action potential duration at the
peripheral part of the pacemaker elements. The retrograde propagation
automatically stopped.

Keywords: Triggered event, FitzHugh-Nagumo model, Wave
propagation.

1 Introduction

Complex patterns of excitatory wave, such as spiral wave [1] or rotors [2], appear
in an excitable media. An abnormal wave propagation may lead to undesired
results, such as cardiac arrhythmia. Such abnormal activity can be initiated
at an ectopic focus or spatial inhomogeneity in the electrical properties of an
excitable media. The abnormal activity paroxysmally initiates and stops.

The premature beat is an occasional premature depolarization in the heart.
In the non-sustained premature ventricular contraction, two or more premature
beats in a row appear between normal cardiac beats. Those abnormal beats
automatically stop. Rapid excitatory event may introduce a fatigue in a cell. If
the fatigue is accumulated, an abnormal activity is terminated.

Beat-to-beat changes in the shape of action potential has been considered to
associate cardiac arrhythmia [3]. The shortening of the action potential dura-
tion (APD) allows to sustain the spiral wave. A beat-to-beat alternation may
lead to instability of the spiral wave [4]. A cascade of bifurcations of the wave
propagation can result in an unstable pattern of the cardiac electrical activity [5].

An electrical stimulation leads to dynamical changes in an excitatory wave
propagation. In a model study, a single stimulation induces sustained repetitive
activity in a one-dimensional cable of excitable cells [6]. In their model, ectopic
pacemaker cells were assumed. The sustained retrograde propagation is triggered
by a single stimulation. Another stimulation is needed for the termination of the
retrograde wave propagation.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 49–54, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In the present study, pacemaker elements were located at the end of a one-
dimensional cable of the excitable elements. The excitatory wave evoked by the
pacemaker elements was bound in the neighbors. A single stimulation triggered
the retrograde wave propagation in the phase-dependent manner. The retrograde
wave propagation automatically stopped.

2 Methods

Fig. 1. A one-dimensional cable of the FitzHugh-Nagumo models. The cable consists
of 100 FHN elements. The right 3 elements are periodically fired by a constant de-
polarizing bias current. The left 10 elements are stimulated by a short depolarizing
pulse.

The cell model was the FitzHugh-Nagumo (FHN) equations. A one-dimensional
cable of the FHN model was described as follows:

∂v

∂t
= D

∂2v

∂x2
+ v(1− v)(v − a)w + I (1)

∂w

∂t
= ε(v − w) (2)

where v is the fast variable and w is the slow variable. D was a diffusion constant
and I is a constant bias current. The parameters were a = 0.139, ε = 0.005, and
D/(Δx)2 = 0.038.

A one-dimensional cable consisted of 100 FHN elements (Fig. 1). The right end
of the cable was assumed to be abnormal pacemaker elements (#97 - #99). The
pacemaker elements were depolarized (I = 0.08), and consequently spontaneous
firing occurred. Other elements were excitable, but not spontaneously active
(I = 0).

A single shot was given 10 elements at the left end of the cable. The duration
of the stimulus pulse was 10(= 1000 steps). The amplitude of the stimulus pulse
was 2.

An action potential was repeatedly generated at the pacemaker elements.
When D/(Δx)2 was below 0.042, the propagation of an action potential was
bound in the peripheral part of the pacemaker elements. However, whenD/(Δx)2

≥ 0.036, an action potential evoked by a short depolarizing pulse propagated
from the left end of the cable to the right end.

The element #91 was near the edge of the peripheral part of the pacemaker
elements. The element #91 was forced to fire due to the pacemaking elements.
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Fig. 2. Definition of the phase. The upper trace is the fast variable v of the element
#88. The lower trace is the fast variable v of the element #91. The phase of the
simulation φ is T1/T0.

Figure 2 shows the definition of the phase of the stimulation. T0 was the in-
terspike interval immediate before the arrival of the stimulation at the element
#91. T1 was the spike interval of the element #88 since the last action poten-
tial of the element #91. The phase φ of the stimulation was defined as T1/T0.
The stimulation might elicit an action potential at the element #91 or lengthen
the interspike interval. We measured the action potential duration (APD) after
the stimulation. The APD defined as the time from 0.2 on the upstroke of an
action potential to 0.2 on the repolarizing curve of action potential. Before the
stimulation, the mean APD of the element #91 was 40.9 ms.

A explicit Eular scheme was used for the numerical integration. The time step
(Δt) was 0.01. Neumann boundary conditions were used.

3 Results

Wave propagation induced by the pacemaker elements was limited in the periph-
eral part of the pacemaker elements. The excitatory wave did not reach the left
end of the cable. The stimulation to the left 10 elements elicited an excitatory
wave (Fig. 3a). The wave front reached near the pacemaker elements at φ =
0.33. This excitatory wave did not induced retrograde wave propagation from
the pacemaker elements (Fig. 3a).

When the timing of the stimulation was slightly delayed (= 2000 steps delay),
the excitatory wave evoked by the stimulation induced the retrograde wave prop-
agation (Fig. 3b). The retrograde wave propagation occurred after the arrival of
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Fig. 3. Triggered initiation and spontaneous termination of the retrograde wave propa-
gation. The horizontal axis is the cell number. The vertical axis is time. The membrane
variable v was plotted every 5000 steps. a) φ = 0.33. The stimulation does not induce
the triggered wave propagation. b) φ = 0.42. The action potential retrogradely propa-
gates from the right end of the cable to the left end. The retrograde wave propagation
automatically stops after three action potentials. c) φ = 0.9. The retrograde wave
propagation is not repeated.

the stimulation with a delay. A single stimulation triggered the wave propaga-
tion from the pacemaker elements. Three action potentials in a row appeared.
The retrograde wave propagation automatically stopped.

The number of the triggered events depended on the timing of the simulation.
In the early phase (φ = 0.12 ∼ 0.38), the triggered event did not occur. In the
middle phase of the period (φ = 0.42 ∼ 0.50), 3 action potentials were allowed
to propagate retrogradely. In the late phase (φ = 0.55 ∼ 0.99), 1 or 2 triggered
action potentials occurred (Fig. 3c).

Figure 4 shows the trace of the fast variable v of the peripheral part (#90 and
#91) and the pacemaker element #99. The stimulation failed to elicit an action
potential of the element #91. After a long pause of the failure of excitation,
a wide (APD = 43.4 ms) and high amplitude action potential appeared. The
stimulation lengthened the interspike interval. The wide action potential of the
element #91 elicited an action potential of the neighbor elements retrogradely.
The retrograde wave propagation was initiated. The wide action potential was
followed by a small depolarization (APD = 6.0 ms). The small depolarization
did not evoke an action potential of the neighbors. A second wide action poten-
tial followed the small depolarization. The alternation of APD appeared several
times. The APD alternation eventually ceased. The APD returned to the stable
duration. Consequently, the retrograde propagation stopped.

When the stimulation arrived in the late phase of the period, the wide action
potential occurred immediately after the stimulation. However, the first wide
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Fig. 4. The retrograde wave propagation. The stimulation (#88) elicits an action po-
tential of the element #91. The large or small action potentials alternatively occur at
the element#91. The alternation in action potential duration lasts several times after
the stimulation. The thick arrow indicates the direction of the wave propagation.

action potential was blocked by the refractory period of the element #90. The
second wide action potential was allowed to elicit an action potential of the
neighbors. As the first wide APD did not contribute the retrograde propagation,
the number of the triggered events reduced.

When the stimulation arrived in the early phase, the stimulation failed to
elicit an action potential at the element #90. This is because the wave front of
the simulation met a refractory period of the element #90. The stimulation was
blocked before the element #91.

4 Discussion

The present study shows the triggered initiation and automatic termination
of the retrograde wave propagation. A single stimulation at a critical phase
initiates repetitive retrograde wave propagation. The wave front with a wide
APD sequentially evokes an action potential of the neighbors. As the action
potential duration returns to the stable value with time, the retrograde wave
propagation was automatically terminated.

The triggered retrograde wave propagation depends on the phase resetting
property of the peripheral part of the pacemaker elements. As the peripheral
part is driven by the pacemaker elements, the periodic oscillation occurs. When
the stimulation arrives in the middle phase of the period, the interspike inter-
val is lengthened. The long interspike interval escapes the refractory period of
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the neighbor. Therefore, the retrograde wave propagation is drawn from the
pacemaker elements. The stimulation at the late phase shortens the interspike
interval. Such immediate response is blocked by the refractory period of the
neighbor. This reduces the number of the triggered events.

A one-dimensional cable model proposed by van Capelle and Durrer [6] pos-
sesses the bistability: repetitive firing and quiescent. The cable is initially stable,
but the stimulation starts periodic firing. The bistability provides a mechanism
for the triggered activity of a network model of cardiac cells. In their network
model, arrhythmia does not stop automatically. The termination of arrhythmia
needs an extra stimulation. A fatigue term is necessarily introduced into the cell
model for automatic termination of the retrograde propagation. The fatigue term
reduces the excitability of the model cells during firing. Bub and his coworkers
have reported bursting calcium rotors in cultured cardiac monolayer [7]. The cal-
cium rotors paroxysmally start and stop. The triggered activity is reproduced by
introducing spatial heterogeneity in their model [8]. Their cell contains a fatigue
term. The present cable of the FHN models automatically stops after several
wave propagation without a fatigue term.

A single stimulation draws the retrograde wave propagation out from the
caged pacemaker activity in a one-dimensional cable of the excitable elements.
The retrograde wave propagation automatically stops after two or three action
potentials. Those features of the present cable are potentially a model for the
non-sustained premature ventricular contraction. The number of the triggered
events is determined by the adaptation time of the APD alternation. If the
APD alternation lasts, the retrograde wave propagation turns into the persistent
activity.
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Abstract. The paper presents a method for the classification of EEG
data recorded in two cognitive scenarios, a relaxing and memory task.
The method uses a reservoir of spiking neurons that are activated by the
spatio-temporal EEG data. The states of the reservoir are periodically
read out and classified producing in a continuous classification result over
time. After suitable optimization of the model parameters, we achieve
a test accuracy of 82% on a small data set. Future applications of the
proposed model are discussed including its use for an early detection of
a cognitive impairment such as in Alzheimers disease.

Keywords: Spiking Neural Networks, Liquid State Machines, Reservoir
Computing, EEG data classification, Cognitive tasks.

1 Introduction

Intellectual functioning including memory testing is a commonly used diagnosis
tool to characterize the state of cognitive impairments such as Alzheimer’s dis-
ease. In this paper, we investigate the idea to use the classification ability of a
machine learning algorithm as an indicator for the detection of memory related
cognitive diseases. We have collected EEG recordings from a single healthy sub-
ject performing a relaxing and a memory task; the latter represents the cognitive
scenario. If the subject is healthy, a distinct difference between the EEG record-
ings of the two scenarios is expected and a classification algorithm should be
able to tell the memory and relax scenarios reliably apart. Therefore, if a high
classification accuracy is observed, the subject is expected to be healthy. On
the other hand, if the classification performance is poor, it may be an indicator
for memory related cognitive disease. In this paper, we investigate a brief proof
of concept only. We are especially interested in establishing the suitability of a
reservoir computing approach for the described learning scenario. Reservoir com-
puting has reported promising results on the detection of epileptic seizures [1]
and the classification of motor imagery based on EEG data streams [6]. While
the above studies have investigated the suitability of Echo State Networks [4],
we explore Liquid State Machines (LSM) [7] for classifying spatio-temporal EEG
signals in this paper.
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2 SNN Model and Experimental Setup

An LSM consists of two main components, a “liquid” (also called reservoir) in the
form of a recurrent Spiking Neural Network (SNN) [3] and a trainable readout
function. The liquid is stimulated by spatio-temporal input signals causing neural
activity in the SNN that is further propagated through the network due to its
recurrent topology. Therefore, a snapshot of the neural activity in the reservoir
contains information about the current and past inputs to the system.

The function of the liquid is to accumulate the temporal and spatial infor-
mation of all input signals into a single high-dimensional intermediate state in
order to enhance the separability between network inputs. The readout function
is then trained to transform this intermediate state into a desired system output.

2.1 EEG Data Related to a Cognitive Memory Task

EEG data was collected using a standard 14-channel EEG recording device1.
The tool is affordable, easy to transport and users do not need to be experts to
manipulate it. The data was collected following two scenarios which were labelled
as either the “relax” or the “memory” scenario. The EEG data was recorded from
a single healthy subject over a period of 40 seconds for each of the two scenarios.
The length of a session was chosen in accordance with the duration of the memory
task. Brief test periods are preferred because they are more reliably to reproduce
even if the participants are affected by a particular disorder [2]. The experiment
labelled “Relax” was recorded with closed eyes, in order to avoid disturbing
artefacts from blinking and the subject was asked to avoid thinking or planning
thoughts as much as possible. For the “memory” experiment the Stenberg’s
Memory Scanning Test (SMT) was adopted. The experiment was performed
using the NBS Presentation software2. The SMT method is used in a wide range
of scientific areas as it is an easy and practical model for evaluating information
processing in working memory [2]. Both scenarios were each repeated for five
times resulting in 2 × 5 = 10 sessions with a total of 400 seconds of recorded
data altogether.

Fig. 1 depicts the recorded EEG time series for each channel and each session.
Each plot contains two EEG traces, one for each class label (either “relax” or
“memory” scenario). Due to the limitations of the used EEG device and the
more or less informal recording conditions, some parts of the data might be
impacted by artefacts and noise (cf. e.g. channel 8 in session 4). For the further
processing, the recorded data was normalized by scaling it to zero mean and
unit standard deviation and extreme outliers (values outside the first and 99-th
percentile) were replaced by the mean of the time series of the corresponding
channel.

The ten sessions were concatenating into a multiple time series containing the
14 EEG channels. The data mining task studied in this paper is to classify the

1 Emotiv EPOC, www.emotiv.com
2 version 0.7, www.neurobs.com

www.emotiv.com
www.neurobs.com
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Fig. 1. EEG data recorded in 2 × 10 sessions (five sessions for each task) using a
14-channel (C1 to C14) EEG recording device

data on-line while it streams into a classification algorithm. Our goal is to be
able to detect the scenario type of a (short) sequence of EEG activity using a
Liquid State Machine approach.

2.2 Encoding EEG Data into Spike Sequences

The time series data obtained from the EEG device is presented to the reservoir
in the form of an ordered sequence of real-valued data vectors. In order to obtain
an input compatible with the SNN, each real value of a data vector is transformed
into a spike train using a spike encoding. In [11], the authors explored two
different encoding schemes, namely Ben’s Spike Algorithm and a population
encoding technique. Since only the latter one reported satisfying results on a
temporal classification task, we restrict our analysis to this technique. Population
encoding uses more than one input neuron to encode a single time series. The idea
is to distribute a single input to multiple neurons, each of them being sensitive
to a different range of real values. Our implementation is based on arrays of 50
receptive fields with overlapping sensitivity profiles as described in [9]. We refer
to the mentioned references for further details and examples of this encoding
algorithm.

As a result of the encoding, input neurons emit spikes at predefined times
according to the presented data vectors. The input neurons are connected with
a random set of reservoir neurons. The connection weights between input and
reservoir neurons are initialized uniformly in the range [−1, 1]nA and then scaled
using a linear scaling factor win. As a consequence, after scaling the input weights
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are in the range [−win, win] nA. Configuring parameter win is very important,
since it determines how strong the state of the reservoir neurons is influenced by
the input signal. A low input scaling factor decreases the influence of the input
signal and increases the influence of the recurrently connected reservoir neurons.
Thus, by carefully adjusting parameter win, we decide how strongly the network
responds to the input and how strongly it reacts to the activity generated by its
reservoir neurons.

2.3 SNN Reservoir Structure

For the reservoir, we employ the Leaky Integrate-and-Fire neuron with expo-
nential synaptic currents and a dynamic firing threshold [10] along with dy-
namic synapses based on the short-term plasticity (STP) proposed by Markram
et al. [8]. We generate a recurrent SNN by aligning 1000 neurons in a three-
dimensional grid of size 10 × 10 × 10 in which the neurons are interconnected
using the small-world pattern described in [7]. More details on the creation of
this network and a complete description of all SNN parameters are given in [11].

2.4 Readout and Learning

A typical readout function convolves every spike by a kernel function which
transforms the spike train of each reservoir neuron into a continuous analogue
signal. We use an exponential kernel with a time constant of τ = 50ms. The
convolved spike trains are then sampled using a time step of 10ms resulting in
1000 time series – one for each neuron in the reservoir. In these series, the data
points at time t represent the readout for the presented input sample. Readouts
were labelled according to their readout time t. If the readout occurred at a time
corresponding to either a relax or a memory session, then the corresponding
readout is labelled accordingly.

The final step of the LSM framework consists of a mapping from a readout
sample to a class label. The general approach is to employ a machine learning
algorithm to learn the correct mapping using the readout data. Since the readout
samples are expected to be linearly separable with regard to their class label [7],
a comparably simple learning method can be applied for this task. From the
labelled readouts, we compute a ridge regression model for mapping a reservoir
readout sample to the corresponding class label. Ridge regression is essentially a
regularized linear regression that can counteract model over-fitting by adjusting a
regularization parameter α. We explored suitable configuration of this parameter
in the experiments presented below.

3 Modelling EEG Data and Experimental Results

The LSM has a large number of parameters which have to be carefully adjusted in
order to obtain satisfying classification results. We have worked with these type
of neural networks in other studies [10,11] and we have identified some critical
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variables which require careful optimization. These variables are the scaling win

of the input weights, the scaling ws of the connection weights of the reservoir, the
connection density λ of the reservoir neurons and the regularization parameter
α that is used for learning the mapping of the reservoir state to the class label.

3.1 Parameter Optimization

We have performed a grid search in which 400 network configurations are eval-
uated regarding their test accuracy. We investigate all possible combinations of
the following parameter options: win ∈ [5, 10, 20, 40, 60], ws ∈ [5, 10, 20, 40, 80],
λ ∈ [3, 8] and α ∈ [0, 1, 5, 10, 20, 50, 75, 100].
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Fig. 2. Grid search for suitable parameter configurations for the LSM

The results of this grid search is reported in Fig. 2. Each point in this plot
represent one of the 400 configuration tested during the grid search. The y-axis
represents the test accuracy of the trained model which is our performance metric
for this study. Since the data is perfectly balanced (identical number of instances
for both classes), a test accuracy of 50% corresponds to a random classification
of the data.

In the figure, we clearly note the impact of the regularization parameter α
which directly controls the generalization capabilities of the trained model. If the
regularization is too small/large the regression model over/under-fits the data.
Also the input scaling has a considerate influence on the working of the model
although the rule of this influence is less clear. The network density does not
seem very important for this data set. From the grid search we select α = 1,
win = 40, ws = 10 and λ = 3 as the most suitable configuration.



60 S. Schliebs, E. Capecci, and N. Kasabov

3.2 EEG Classification

Fig. 3 shows the outputs obtained from each of the individual processing steps
of the LSM framework using the findings obtained in the previous section. Our
data consists of a set of 14 time series over a time window of 2× 5× 40 seconds
sampled at 128Hz. We have down-sampled this time series to 13Hz (keeping only
every 10-th data sample) resulting in 5160 data frames. A frame was fed every
1ms as an input to the LSM which in turn was simulated for 5160ms, cf. Fig. 3A.

The encoded spike trains (population encoding) derived from the time series
are depicted in 3B. The figures show a raster plot of the neural activity of the
input neurons over time. A point in these plots indicates a spike fired by a
particular neuron at a given time.

The obtained spike trains were then fed into a reservoir resulting in charac-
teristic response patterns of the reservoir neurons, cf. Fig. 3C. The reservoir is
continuously read out every 10ms of the simulation time using the technique de-
scribed in section 2.4. Fig. 3D shows the readouts over time for the population-
encoded reservoir inputs. The color in these plots indicates the value of the
readout obtained from a certain neuron; the brighter the color, the larger the
readout value.

The learning and classification step of the LSM framework is presented in
the last plot of Fig. 3. The ridge regression model was trained on the first 3100
time points of readout data (60% of the entire time series) and then tested on
the remainder of the time series. The raw output of the regression model was
smoothed using a moving average with a small window size of 10 time points.
Finally, we discretized the smoothed output using a simple threshold model with
a cutoff value of 0.5. More specifically, if the regression reported a value larger
than 0.5, then the sample was classified as the “memory class” and otherwise as
the “relax class”. The model reported an expected excellent classification on the
training data (100%) and a satisfying classification accuracy on the testing data
(82.3%). The alternating pattern of the relax and the memory sessions is clearly
visible from the model output and additional post-processing could potentially
further improve the results. Despite possible over-fitting of the regression model,
we could not improve the test accuracy by simply increasing the regularization
parameter α.

4 Conclusions and Future Directions

From the here presented results, it seems principally possible to distinguish be-
tween the described two cognitive scenarios. Considering the short training pe-
riod, the noisy nature of the data, its rather informal collection and the technical
limitations of the EEG reading device, the initial results seem very acceptable.
However, more extensive evidence is needed to establish the feasibility of a purely
data driven diagnosis method for memory related diseases. Further improvement
of the classification accuracy could be obtained by replacing the simple regres-
sion learning with more sophisticated learning techniques, e.g. the recently intro-
duced NeuCube architecture [5], and through the automatic selection of relevant
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Fig. 3. Experimental results obtained from the activity recognition
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features (EEG channels). Future work could involve the acquisition of a more
suitable data set that also involves the EEG recordings from subjects suffering
from cognitive diseases.
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Abstract. A vast amount of complex spatio-temporal brain data, such
as EEG-, have been accumulated. Technological advances in many disci-
plines rely on the proper analysis, understanding and utilisation of these
data. In order to address this great challenge, the paper utilizes the
recently introduced by one of the authors 3D spiking neural network en-
vironment called NeuCube for spatio-temporal EEG data classification.
A methodology is proposed and illustrated on two small-scale examples:
classifying EEG data for music- versus noise perception, and person iden-
tification based on music perception. Future development and usage of
the NeuCube environment can be expected to significantly further the
creation of novel brain-computer interfaces, cognitive robotics and med-
ical engineering devices.

Keywords: EEG, spatio-temporal data, spiking neural networks, music
perception, NeuCube.

1 Introduction

Over the last couple of decades a vast amount of information about struc-
tural and functional characteristics of the human brain has been accumulated
[1,2,3,4,5]. An enormous quantity of Spatio-Temporal Brain Data (STBD) has
been collected, such as: Electroencephalogram (EEG) [6,7], Magneto Encephalo-
graph (MEG) [8], functional Magnetic Resonance Imagining (fMRI) [9,10,11],
gene expression data related to brain states [12], etc. However, the analysis of
this type of data presents a challenge to researchers. Traditional methods, such
as Multiple Linear- and Logistic Regression, Support Vector Machines (SVM),
Multilayer Perceptron Neural Networks, Hidden Markov Models, rule-based sys-
tems, etc. have been used with limited success [13] for the classification of EEG
data [6,7]. All these methods emphasise either the spatial or temporal compo-
nent of the data, but do not take into account their dynamic interaction, and
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neither can they accommodate multimodal STBD and prior information about
the source of this data. They are therefore less appropriate for the classification
and interpretation of brain data than the approaches discussed below.

The brain represents and processes information in the form of many trains
of temporal electrical potentials that can be considered binary events (spikes)
and are transferred between neurons through synaptic connections. Through
learning from data the synaptic connections are modified to reflect more pre-
cisely the timing of the data from the sensory inputs. And this is one of the
principles of spiking neural networks (SNN), considered the third generation
of brain-inspired neural network techniques [16]. SNN methods and engineering
systems have been developed for: learning from data [14,15,16,17]; system design
and implementation [18,19]; encoding continuous input data into spike trains,
such as the silicon retina [20] and the silicon cochlea [21] sensory devices; neu-
rogenetic computation [22,23]; high performance and neuromorphic engineering
systems and supercomputers [24,25].

Promising features of SNN are: compact representation of space and time;
fast information processing; time-based and frequency-based information rep-
resentation. They are therefore more appropriate for use with brain data, as
this is inherently spatio- and spectro-temporal. Recently novel SNN methods for
spatio-temporal pattern recognition were developed [31]. Among them are two
types of evolving SNN classifiers (deSNN [26] and SPAN [27]), and pilot appli-
cations for moving object recognition and simple EEG data classification1. This
paper develops further this research towards EEG STBD classification using the
framework recently proposed by Kasabov for STBD – NeuCube [28].

2 The NeuCube Framework for STBD

The NeuCube framework (fig.1) consists of:

– A module for encoding input data into spike sequences. Input STBD are
encoded into trains of spikes that capture the data temporal characteristics
using for example some of the following methods: Population Coding [19];
Address Event Representation (AER) [20,21]; Bens Spike Algorithm [26].
In the AER method for example a spike (either positive or negative) is
generated if only the difference between two consecutive values of an input
variable is above a defined threshold, thus capturing temporal differences in
the data.

– A 3D SNN reservoir (SNNr) of leaky integrate and fire model (LIFM) neu-
rons. The spike trains are entered into the reservoir (SNNr) where each
neuron has predefined 3D spatial coordinates. The STDP learning rule [14]
is applied that will allow the SNNr to create connections based on temporal
associations between input spikes.

– Output classification module. Neurons from the 3D SNNr are connected to
neurons in the output classification module and spiking activity patterns of
the SNNr are continuously passed as input information to the classifier.

1 http://ncs.ethz.ch/projects/evospike
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Fig. 1. A block diagram of the NeuCube framework (from [28])

– Gene Regulatory Network (GRN) module for parameter control and opti-
misation of SNNr (optional). GRN models can also be added as additional
parameters to control the activity of the neurons in the SNNr.

NeuCube utilises for the first time the following principles for the design and
development of a system for STBD modelling and pattern recognition:

1. The same paradigm, spiking information processing, that generates STBD
at a low level of brain information processing, is used to represent and to
process data.

2. An information model, created for STBD, will not only use the available
data, but also using prior knowledge, namely structural and functional in-
formation about the source of the data. The SNN system has a spatial struc-
ture that approximates spatially located areas of the brain where STBD is
collected.

3. Brain-like learning rules, such as STDP [14], are used to learn temporal
cause-effect relationships between spatially distributed neurons in the SNN
system to reflect on spatio-temporal interaction in the input data.

4. The system is evolving as previously unknown classes could be added incre-
mentally as a result of new STBD patterns being learned and recognised,
which is also a principle of brain cognitive development [29].

5. The system will always retain a transparent spatio-temporal memory that
can be mined and interpreted either in real time or retrospectively for new
knowledge discovery.

6. The system is able to recognise and predict the outcome of a new STBD
pattern that is similar to previously learnt ones even before the new pattern
is fully presented to its inputs.
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Fig. 2. A block diagram of using NeuCube for EEG STBD classification (from [28])

(a) Spiking activity (b) Connectivity before
training – small world
connections

(c) Connectivity after
training

Fig. 3. Illustrative visualisation of connectivity and spiking activity of a SNNr that
consists of 1471 neurons

3 Methodology for EEG STD Classification in the
NeuCube Environment

The following methodology is proposed here for EEG STD classification imple-
menting the block diagram from Fig. 2 with the use of NeuCube:

1. Collected EEG signals are encoded into trains of spikes using the Address
Event Representation (AER) method.

2. These spike trains are entered into a reservoir SNNr with 1471 spiking neu-
rons. For EEG we use the mapping of EEG channels into the Talairach
template coordinates from [30]. The 3D coordinates of the neurons in the
SNNr correspond to the Talairach coordinates [2] so that any EEG data for
an arbitrary human subject can be mapped into the 3D SNNr.

3. All 1471 neurons from the 3D SNNr are connected to neurons in the output
classification module and spiking activity patterns of the SNNr are contin-
uously passed as input information to the classifier. As a classifier we use
deSNN [26].

4. EEG STBD is learned in the 3D SNNr in an unsupervised mode using the
STDP learning rule [14].
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Fig. 4. Example spiking activity over time for the example experiment

5. After that the training EEG STBD is propagated again and a classifier is
trained in a supervised mode to recognise labelled patterns from the SNNr.

6. The system is tested on test EEG STBD.
7. If necessary, parameters are optimised for a better performance
8. The system is analysed for a better EEG STBD understanding and new

knowledge discovery.

As an illustration, Fig. 3 shows the spiking activity (a) and connectivity of
a SNNr of 1471 neurons trained on EEG STBD collected through a 14 channel
EEG wireless headset (Emotiv) before training - (b) and after training - (c).
It can be seen that as a result of training, new connections have been created
that represent spatio-temporal interaction between EEG channels captured from
the data. The connectivity can be viewed dynamically for every new pattern
submitted.

4 Examples of EEG STBD Classification in NeuCube

As an illustration of the above methodology here we use two examples of EEG
data classification of music perception. Data was collected with the use of the
14 Emotiv channels: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8,
and AF4, as labelled in the standard International 10-20 scheme. Two scenarios
are presented.

In the first scenario EEG data was collected from a single subject with the ob-
jective to classify EEG data of music versus noise perception. Each of the stimuli
was presented 6 times for a duration of 10 seconds each, altogether 12 sessions.
Six sessions were used for training the NeuCube system and six for testing (Fig.
4). The test results indicated 100% accurate classification on training data and
83.33% classification accuracy on test data (one session of music was classified
incorrectly as noise).

In a second scenario, the research question was if perception of music can be
used to identify a person. EEG data from two subjects was collected in the same
way above, with the same music used as stimulus. The trained NeuCube can
identify the subjects based on musical response with 100% accuracy on training
data and 83.33% accuracy on test data (only one miss-classified session). When
the system was trained on the EEG perception of the two subjects data of the
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noise stimulus, the system could not discriminate the subjects. The experiments
above are of a very small scale and any hypotheses drawn from these experiments
need to be further tested in the future.

5 Conclusion

The paper presents a methodology and illustrative examples for EEG STBD clas-
sification with the use of the NeuCube framework [28]. The conclusion is that
the NeuCube has the potential to become a valuable environment for classifica-
tion of EEG data and for a better understanding of the data. More experiments
will be conducted in the future for a detailed comparative analysis, for a larger
scale of EEG data, and for investigation of more complex cognitive problems.
The application of the method for the design of new BCI will also be studied.
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Abstract. One of the most important issues among active rehabilitation tech-
nique is how to extract the voluntary intention of patient through bio-signals,
especially EEG signal. This pilot study investigates the feasibility of utilizing a
3D spiking neural networks-based architecture named NeuCube for EEG data
classification in the rehabilitation practice. In this paper, the architecture of the
NeuCube is designed and a Functional Electrical Stimulation (FES) rehabilita-
tion scenario is introduced which requires accurate classification of EEG sig-
nal to achieve active FES control. Three classes of EEG signals corresponding
to three imaginary wrist motions are collected and classified. The NeuCube ar-
chitecture provides promising classification results, which demonstrates our pro-
posed method is capable of extracting the voluntary intention in the rehabilitation
practice.

Keywords: Spiking Neural Network, Rehabilitation, EEG classification, FES,
NeuCube.

1 Introduction

Patients who have Spinal Cord Injury (SCI) or stroke always suffer from motor dis-
order, poor blood circulation on the affected limbs as well as psychological problems,
since their ability of controlling the limbs is weakened caused by muscle denervation.
Rehabilitation exercises are required to restore the lost movement function of para-
lyzed limbs, which help patients out of the predicament physiologically and psycho-
logically [1]. Traditional rehabilitation methods are executed by moving the paralyzed
limbs repeatedly with the help of the physical therapist, which is time-consuming and
laborious [2]. Due to the rapid development of modern technology, this manual treat-
ment is gradually replaced by rehabilitation equipments such as rehabilitation robot
and Functional Electrical Stimulation (FES) device, etc. These devices are designed for
repetitive movement exercises for paraplegic or hemiplegic patients. These advanced
rehabilitation techniques have enhanced the effect of rehabilitation excises, especially
when the patient’s intention of how to move the limb and the actual movement (either
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assisted by rehabilitation robot or induced by FES) is coordinated. This is the concept
of active rehabilitation introduced recent years [3].

To achieve this active rehabilitation strategy, the critical issue lies on the extraction
of the patient’s voluntary intention. Traditional methods utilize force/torque sensors to
measure the active force/torque of patients applied on the rehabilitation devices. How-
ever, SCI or stroke patients don’t have sufficient muscle strength in most cases. On
the other hand, bio-signals, such as surface Electromyography (sEMG) and Electroen-
cephalography (EEG) have been utilized as bio-feedback to improve the efficiency of
rehabilitation excises and can be also used to extract intention of the patients [4, 5].
Among all kinds of bio-signals, EEG signal is the most direct indicator of brain activ-
ities, and its signal strength doesn’t decline when it comes to SCI or stroke patients,
making EEG the ideal bio-signal for voluntary intention extraction.

Variety of algorithms using EEG data for intention extraction have been developed
recently, such as Support Vector Machines (SVM), traditional artificial neural networks,
hidden Markov models, etc. But they have limited capacity to achieve the integration
of complex and long temporal spatial/spectral components because they usually either
ignore the temporal dimension or over-simplify its representation [6]. However, Spiking
Neural Networks (SNN) which is a dynamic system, using trains of spikes to encode the
data, has the potential to perform computation on temporal patterns [7]. In this paper,
we implement an SNN named NeuCube [6,8,9] proposed by one of the listed authors to
classify three classes of EEG data in an FES-involved rehabilitation scenario, and this
research is a pilot study for future design of active rehabilitation strategy. The rest of
this paper is organized as follows. In Section 2, the scenario of this pilot study as well
as the architecture of NeuCube are described in detail. Then classification results are
presented in Section 3. Finally, conclusion and future work are drawn in Section 4.

2 Methods

2.1 Scenario Description and Data Collection

This pilot study concerns the application of NeuCube architecture to classify EEG data
which is a Spatio-Temporal Brain Data (STBD), and the classification results are uti-
lized as the control signal for FES therapy. FES is a commonly used therapy method
for stroke and SCI patients. FES involves artificially inducing a current in the specific
motor neurons to generate muscle contractions which has shown satisfactory results in
movement restoration and neuro rehabilitation [11]. In traditional FES therapy, current
stimulus with predefined intensity is applied on the limbs of paralyzed patients to help
them achieve certain limb movement. Nevertheless, without regarding voluntary inten-
tion of patients, the rehabilitation effect is limited in traditional FES therapy, for the
reason that this purely passive process is less likely to inspire patients to be involved in
the training. To improve rehabilitation effect, human-in-loop FES control is introduced,
in which the patients’ intention is extracted and then used to control the FES intensity to
achieve certain induced contraction of muscles according to the willing of the patients.

Figure 1 shows a case of human-in-loop FES control. The paralyzed patient lost his
control of wrist, and FES is applied on the wrist extensor and flexor to assist patients
in restoring the hand movement function. During the training, the intention of either
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extent wrist or flex wrist is classified by NeuCube architecture using the EEG data of
the patient. The classification result is employed to adjust FES parameters to certain
proper intensity so that the desired wrist position can be achieved. Fulfillment of this
human-in-loop FES control entirely depends on the precise classification of the EEG
data. Therefore, for a pilot study, we first focus on the classification phase and then take
control phase into account. To demonstrate the capability of the proposed methodology,
EEG data of three classes, i.e. EW (imagine extent wrist), FW (imagine flex wrist) and
RP (imagine maintain wrist in natural and relaxed position) were collected and utilized
in training as well as validation.

Fig. 1. A block of human in loop FES control based on NeuCube architecture

EEG data were collected by Emotive, which is a commercial EEG acquisition hel-
met with 14 channels. A healthy male subject was asked to repeatedly imagine three
motions, i.e. EW, FW and RP after a sound ‘beep’ as a reminder with his eyes closed to
minimize noise signals. Each class of imagination was repeated for 50 times, 1 sec for
each time. Every sample contained 128 data points for each channels. The 150 samples
were randomly and evenly divided into training group and validation group.

2.2 NeuCube Architecture

The NeuCube Architecture consists of three main modules: a brain-like SNN reservoir,
an Address Event Representation (AER) encoding module and an output classification
module [8]. The overall architecture is shown in Figure 2. The EEG data are collected
and transferred into trains of spikes, which are passed into the SNN reservoir. According
to Spike-Timing-Dependent-Plasticity (STDP) learning rule, the patten of the spatio-
temporal EEG data can be remembered in the form of the spiking activities of all the
neurons. The states of all the neurons in the reservoir are recorded and latter used to train
the classifier. In this pilot study, we chose Dynamic Evolving Spiking Neural Networks
(deSNN) as classifier [9].
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Fig. 2. Overall architecture of NeuCube for EEG data classification (from [6])

Reservoir Structure. The brain-like reservoir is a 3D SNN of 1471 neurons based on
the Leaky Integrate and Fire Model (LIFM) [12], and it is a 3D approximate map of
brain areas. 14 of these 1471 neurons are specified as the input neurons, from which the
trains of spikes transferred from EEG data are propagated into the reservoir. The coor-
dinates of these input neurons are as the same as the locations where the 14 channels
of EEG data are collected [8]. Figure 3(a) is the visualization of the 3D structure of the
reservoir. Those blue dots represent internal neurons, while those yellow ones represent
14 input neurons. The internal neurons of the reservoir utilize LIFM to calculated their
states, i.e. spike or not spike. To initialize the connection weights between neurons in
the reservoir, the Small World Connection (SWC) rule is applied. The spatial distance
of two neurons is calculated to determine their initial connection weight. According
to this rule, neurons within small area are more densely connected, and the weight of
the connections are depended on the distance between the neurons [8]. Arbitrarily, 80
percent of connections are initialized to be exhibitory and the other 20 to be inhibitory.
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(a) 3D structure of SNN reservoir (b) EEG data of one sample collected by Emo-
tive and trains of spikes encoded from these data
using AER

Fig. 3. Reservoir structure and data encoding
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EEG Data Encoding. To transfer the EEG data which are analogue values into trains
of spikes, Address Event Representation (AER) algorithm is applied [13]. The differ-
ence of adjacent data points of the same input variable is calculated, once the difference
reach certain threshold, a spike will be emitted at the input neuron which represents this
particular channel. This algorithm is suitable for fast encoding compared with other
encoding algorithm such as Bens Spike Algorithm (BSA) encoding or population en-
coding [14, 15]. Figure 3(b) shows EEG data of one sample collected by Emotive and
trains of spikes encoded from these data using AER.

Unsupervised Learning Rule of the Reservoir. The unsupervised STDP learning rule,
used here to train the brain-like reservoir, utilizes Hebbian plasticity. Whether synapses
strengthened or weakened is based on the spike timing of pre-synaptic and post-synaptic
neurons [10]. If pre-synaptic neuron spikes first, then the connection weight between
the two neurons increases, otherwise it decreases. The smaller the time interval of those
two spikes emitted by the pre- and post-synaptic neuron, the greater the modification of
the connection weight is. The amount of synaptic modification F(Δt) can be calculated
as follows:

F(Δt) =

⎧
⎪⎪⎨
⎪⎪⎩

A+ exp(Δt/τ) if Δt < 0

−A− exp(Δt/τ) if Δt ≥ 0
(1)

where Δt is the time interval between the spike of pre- and post-synaptic neurons. The
parameter τ determines the ranges over which the STDP become effective. A+ and A−
determine the maximum amounts of synaptic modification [10].

Output Classification Module. deSNN, which is employed as the output classifica-
tion module of the NeuCube architecture, combines Rank Order (RO) and Spike Driven
Synaptic Plasticity (SDSP) learning rules to evolve a new spiking neuron and new con-
nections to learn new patterns from incoming data [8, 9]. For each training sample, a
new output neuron is evolved, and this output neuron is labeled as the particularly class
belonged to the training sample. To calculate the connection weight between this new
evolved output neuron and all the deSNN neurons, both RO learning and SDSP learn-
ing rules are adopted. The RO learning sets the initial values of the connection weights,
the SDSP rule dynamically adjusts these connection weights based on further incoming
spikes. For the ith output neuron, at time t, the connection weight between this output
neuron and the jth neuron of the deSNN can be calculated as follows:

wj,i(t) = α · modorder j,i +

t∑

k=1

e j(k) · D (2)

where α is a factor which determines how much of the RO learning is involved in the
calculation of the connection weight. mod is modulation factor and order j,i is the order
of first spike from the jth neuron of the deSNN. e j = 1 if there is a consecutive spike at
synapse j at time k and e j = −1 otherwise.

Learning of deSNN is one-pass, and the amount of output neuron equals to the
amount of training samples. For a validation sample, another output neuron is created
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using the same method when training process is executed. Then the Euclidean distances
between the weights vector of this new neuron and all the existed neurons are calcu-
lated, The new validation sample is associated with the closest output neuron based on
the minimum distance between the weight vectors.

3 Results

150 samples which belonged to three different classes i.e. EW, FW and RP were ran-
domly and evenly divided into training group and validation group. After training, the
spatio-temporal patten has been captured from the EEG data which can be visualized
by the connectivity change of the reservoir. Figure 4(a) shows the initial connections of
the NeuCube reservoir before training process was executed. Those dots represent 1471
neurons, and those lines represent the major connections whose weights are greater than
a certain threshold with the colors indicate either these connections are exhibitory or in-
hibitory (blue for exhibitory and red for inhibitory). Figure 4(b) shows the connections
after the training process. Comparison of Figure 4(a) and Figure 4(b) reveals that the
random connections before training became more regular and the connection densities
of certain areas are strengthened especially where the input neurons locate and where
the activity level is relatively high.
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Fig. 4. Connection modification according to STDP learning rule

Figure 5 shows the output of 1471 neurons in NeuCube reservoir for the entire train-
ing process when all the training data were propagated. The output of NeuCube reser-
voir is used to train the deSNN classifier. Training and validation procedure were carried
on for 20 times. The average classification accuracies using NeuCube architecture for
EW, RP and FW are 88%, 83% and 71% respectively. Two comparison classification
algorithms were also carried out. For the first comparison algorithm, only deSNN clas-
sifier was applied, and for the second one, the STDP learning mechanism for NeuCube
reservoir was disabled. Experiment results which are presented in Figure 6 have shown
the average accuracies of using these two comparison algorithms are less than using
NeuCube architecture.
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Fig. 6. Classification results

4 Conclusion and Future Work

In this paper, the NeuCube architecture is described and illustrated with a case study
of EEG data classification for extracting the voluntary intention of the patient in FES
rehabilitation practice. The NeuCube architecture provides promising classification re-
sults even with the data collected just from a 14-channels EEG acquisition equipment.
More satisfactory classification results can be expected when the EEG data are collected
from more precise EEG acquisition equipment with more channels. The potential of the
NeuCube architecture to become an useful algorithm for the EEG data classification in
rehabilitation practice has been proven.

In the future, focus will be on the optimization of the parameters to increase clas-
sification accuracy as well as to improve computing efficiency which is critical for
real-time rehabilitation application. A larger scale of EEG data under more complex
rehabilitation tasks will be collected using 64 channel EEG acquisition equipment to
further validate the effectiveness of the NeuCube architecture. After that, the NeuCube
architecture will be embedded into FPGA chip, so that the time cost of computing can
satisfy the real-time and close-loop control for rehabilitation practice.
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Abstract. Classification and knowledge extraction from complex spatio-
temporal brain data such as EEG or fMRI is a complex challenge. A
novel architecture named the NeuCube has been established in prior lit-
erature to address this. A number of key points in the implementation of
this framework, including modular design, extensibility, scalability, the
source of the biologically inspired spatial structure, encoding, classifica-
tion, and visualisation tools must be considered. A Python version of
this framework that conforms to these guidelines has been implemented.

Keywords: NeuCube, Neurogenetic, Neuromorphic, Neuroinformatic,
Spiking Neural Network, Pattern Recognition.

1 Introduction

The classification and interpretation of spatio-temporal brain data is one of the
most complex challenges in modern machine learning. The sheer scale and com-
plexity of the processing units and connections within the human brain lead to
highly non-linearly-separable patterns, which make classification of these pat-
terns difficult at best. To this end, a novel computational environment, the Neu-
Cube, has been proposed in prior literature [1]. This paper introduces a general
implementation framework, and the specific version written in the Python pro-
gramming language.

1.1 Overview of the NeuCube Framework

A detailed discussion of the NeuCube Framework or the Spiking Neural Networks
upon which it is based is beyond the scope of this paper. For further details see
the paper in which it was first proposed [1].

It consists of the following modules: input information encoding module; Neu-
Cube Reservoir module; output module; gene regulatory network (GRN) module.

� Corresponding author.
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Fig. 1. A block diagram of the NeuCube framework [1]

The input module encodes input data (EEG, fMRI and other brain data) into
trains of spikes which are then directly entered into the main module – the Neu-
Cube reservoir (NCR). The NCR consists of Leaky-Integrate-and-Fire Spiking
Neurons, a brain inspired computing technique. The framework as a whole (incl.
encoding and classification tools) is the ‘NeuCube Environment’.

Example Application on Neuroinformatic Data

Training of a NeuCube Architecture: The NC Reservoir is structured to match
the spatial distribution of the EEG or fMRI data (or both). This retains the
complex spatio-temporal relationships within the data. The available data is
converted into spike trains by the encoding module and entered into the cor-
responding neuron (neurons) in the NC Reservoir. STDP learning is applied to
establish the connection weights of spatial-temporal patterns of pathway connec-
tivity. The output classification module (control module) is trained to recognize
the states of the NC Reservoir into predefined classes (activate desired control
devices).

Recall of the Trained NeuCube Architecture on New Data: New input data is
propagated through the NC Reservoir in the same manner as it is initially
trained. Output classification (control) results are recorded and the activity of
the NeuCube in terms of polychronisation trajectories is analysed and conclu-
sions are made regarding the new input data and the spatio-temporal connec-
tivity and pathways.

Further Adaptation of the NeuCube Architecture: If new data is available that
belongs to either existing or new classes, further training of the NeuCube ar-
chitecture is performed and new output classification (control) neurons are
added/evolved and trained in the same way.
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2 General Framework for Implementation

The following section describes the general framework for an implementation of
the NeuCube system. The italicised headings are aspects that should be con-
sidered over and above the standard implementation of the previously discussed
theory.

Spatial structure: The spatial positioning for the neurons within this reservoir
is drawn directly from the Talairach atlas provided by [2]. Each position in 3D
space represents a physical volume within the brain, and has associated Talairach
data, including Broadmann areas and the gyri it is conceptually located in. This
spatial resolution (number of neurons) should be scaled through the software
environment, and should also be capable of mapping an aribitrarily large number
of neurons within the volume (reasonably constrained by the computational
power available to the environment).

As these locations within the model retain their biological metadata including
functional gyri and Broadmann areas, it is possible for us to incorporate loca-
tion specific connection structures or genetic data based on observed biological
phemonmena. For example, neurons in the area representing the occipital lobe
could easily be connected in columns and layers, mimicking more accurately the
connections in the human brain’s occipital lobe.

Connections: These connections are generated homogenously over the whole
model, in a small-world manner. The degree and probability of the small-world
connections should be configurable. These connections are also capable of per-
forming Spike Time Dependent Plasticity learning [3]. This learning can be ad-
justed or removed depending on the specific experiment.

Input Mapping: Due to this realistic spatial structure, brain data associated with
a physical brain location, can be mapped to the nearest location represented in
our NC Reservoir, preserving the complex spatio-temporal relationships within
the data.

For example, with EEG data, we use the excellent mapping presented in [4]
to associate a standard electrode name location with a specific voxel of brain
tissue. See Table 1 for an example of this electrode – location mapping as used
in the software environment.

Experiment Configuration: A simple configuration script is generated for each
experiment series. This script is written in plain text and contains a number
of necessary configuration parameters defining neuron behaviours, connection
parameters, simulation times, classification tools, and so on. These files are easily
generated in an automated fashion with an included tool, which is of particular
use when performing parameter space searches.

Experiments can be run singly or in a batch job form. Multiple experiments
can be run on the same data set, including the comparison of different classifi-
cation tools or encoding techniques.
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Table 1. Example locations of EEG data input positions in Talairach space [4], used
to select input neurons in the NeuCube Reservoir, retaining the spatio-temporal rela-
tionships within the data

Labels Talairach Coordinates Gyri BA
x y z

F7 -52.1 ± 3.0 28.6 ± 6.4 3.8 ± 5.6 L FL Inferior Frontal 45
T7 -65.8 ± 3.3 17.8 ± 6.8 -2.9 ± 6.1 L TL Middle Temporal 21

Spike Encoding: A number of different spike encoding schemes should be pro-
vided, as different forms of input data require different types of preprocessing.
These take input and provide an output in a standard form across all encoding
schemes. Examples can be found in [1].

Classification: The implementation of multiple classification tools is necessary, as
these serve different end goals for the system. Particular examples include SPAN
[5] for motor signal control and deSNN variants [6] for classification tasks.

Statistics: A statistics and monitoring package, responsible primarily for the
calculation of statistics related to classification error rates and connection pa-
rameters, is necessary.

Parallelisation and Clustering: Scalability is handled through the use of local
machine parallelisation and multi-machine clustering. A standard protocol such
as MPI is encouraged.

Extensibility: The environment should be written in such a way that it is easily
extended with a common language. Functionality that may be extended includes
neural models (for example, implementing a probabilistic neural model as [7]),
connection models, or the addition of tools such as a neurogenetic optimisation
module [1].

2.1 Use of the Tools Independently

As this software environment is developed in a modular fashion, each of these
modules can be used independently or in concert depending on the user’s re-
quirements. For example, a data sample can be encoded into spikes using the
AER Encoding module, and then presented directly to the deSNN module with-
out using the reservoir. Similarly, a pre-encoded spike train can be presented to
the NeuCube Reservoir and the outputs recorded and used elsewhere. See Table
2 for the independent modules currently included in the environment. The main
categories of these are briefly discussed below.

Encoding Module: The included spike train encoding tools can be used to convert
a number of types of spatio-temporal data into spike trains suitable for general
use in either the PyNEST or Brian simulators.
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Table 2. Software tools within the Python NeuCube Environment capable of being
used in a modular fashion either within or external to the environment

Category Type

Encoding AER
BSA
Population

Reservoir NeuCube (STDP)
NeuCube (static synapses)
Standard LSM

Classification MultiSPAN
sSPAN
deSNNs
deSNNr

Utilities SNN Visualisation
Experiment file generator
Statistics

NeuCube Reservoir Module: The NC Reservoir module can be used indepen-
dently as a standard SNN reservoir. An option is provided to disable STDP
learning. In addition, this implementation has the capacity to include a stan-
dard LSM in place of the NCR, to allow for non-NI data to be modelled.

Classification Module: The classification techniques implemented can be applied
to a wide range of spiking neural network pattern recognition tasks, independent
of the NC module.

3 Python Version

An implementation of this framework has been developed in the Python pro-
gramming language, using the NEST spiking neural network simulator’s PyNEST
interface. This implementation has been created following the guidelines previ-
ously established in this paper, with particular emphasis on modularity and
extensibility.

Extensibility: This implementation (including the PyNEST simulator) is easily
extended through standard Python and C++. Computationally intensive tasks
are vectorised or moved to C++.

Visualisation Tools: Of specific interest is the capacity to visualise both spiking
activity and the evolution of neural connectivity over the life cycle of the simula-
tion, in 3D. This is particularly useful for knowledge extraction from the model,
and in itself represents a novel contribution to the field.

Standard SNN visualisation tools including raster plots of spiking activity are
included, and can be extended easily.
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Hardware Implementations: The Python software implementation will allow di-
rect neuromorphic implementations on SNN chips and systems as follows:

1. Implementation of the NeuCube framework on a SNN SRAM chip [8,9].

2. Implementation on the SpiNNaker SNN supercomputer [10]. A Python ver-
sion of the NC is desirable as the SpiNNaker project is compatible with
PyNN scripts [11], providing the NC environment with the capacity to be
run on this large-scale, dedicated hardware system.

3. Implementation on a memristor based highly-parallel computation system
currently in development [12] is also theoretically possible, and warrants
exploration.

3.1 Future Additions

A number of extensions are planned for future versions of this environment. The
primary two are mentioned briefly below.

Neurogenetic Optimisation Module: The neurogenetic optimisation module de-
scribed in [1] will be implemented. This module takes real genetic data acquired
from the Allen Brain Atlas [13] associated with the spatial location of the neurons
in the NC Reservoir and uses this to modulate the behaviour of these neurons
and their connectome. It is also possible to use this gene and brain composition
data to structure the simulation’s connections in such a way that they are more
biologically plausible.

Multi-Simulator Support: As aspects of the model are already compatible with
both the PyNEST and Brian SNN simulators, it is a trivial matter to add the
necessary functionality to make this environment fully compatible with Brian.

The feasibility of implementing this environment in PyNN will be explored in
the near future. This would provide implicit multi-simulator support [14].

4 Conclusion

This paper has presented an introduction to a new spiking neural network brain
data classification framework, and a specific Python implementation of the same.

The environment is also capable of application on general spatio- or spectro-
temporal data. As it is implemented in a modular fashion, selected components
can be utilised separately or as a whole depending on specific user needs. Sim-
ple configuration of experiments through a standard text file format allows for
automated generation and execution of large numbers of experiments. Large
experiments completed at high speeds are possible through the use of local mul-
tithreading, and clustering via MPI. The code is easily extensible, and visual-
isation tools allow for novel knowledge extraction from the system’s dynamic
behaviour.
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Abstract. We consider mixture models consisting of ε-insensitive com-
ponent distributions, which provide an extension of Laplacian mixture
models. An EM-type learning algorithm is derived for maximum like-
lihood estimation of the mixture models. The derived algorithm is ap-
plied to approximate computation of rate-distortion functions associated
with the ε-insensitive loss function. Then the robustness property of the
mixture of ε-insensitive component distributions is demonstrated in a
multi-dimensional mixture modelling problem.

1 Introduction

Mixture models are widely used for clustering, quantization and density estima-
tion. In particular, Laplacian mixture models have been proposed and applied
for the purposes of robust clustering and overcomplete source separation [4,8].
In this article, we consider an extension of the Laplacian mixture model to the
mixture of ε-insensitive component distributions. The ε-insensitive distribution
is defined by an ε-insensitive loss function which, when ε = 0, corresponds to the
absolute loss function appearing in the Laplace distribution. The ε-insensitive
loss function has been used in the support vector regression and other related
methods to provide a sparsity inducing mechanism [3,5,9,10,11]. In a previous
work, upper and lower bounds were obtained for the rate-distortion function
associated with the ε-insensitive loss function [12]. Although the rate-distortion
function shows the theoretically optimal performance of quantization schemes
using the ε-insensitive loss function as a distortion measure, its explicit evalua-
tion has yet to be obtained, and the optimal reconstruction distribution achieving
the rate-distortion function is still unknown.

In this article, we derive an Expectation-Maximization (EM)-type learning
algorithm for maximum likelihood estimation of mixtures of ε-insensitive com-
ponent distributions, which provides an extension of the algorithm for Lapla-
cian mixture models [8]. We apply it to 1-dimensional problems where the rate-
distortion functions associated with the ε-insensitive distortion measure are ap-
proximately computed. We also examine the convergence property of the learn-
ing algorithm numerically. Then we apply the derived algorithm to a multi-
dimensional data set in order to demonstrate the robustness-enhancing feature
of the ε-insensitive component distribution.
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2 Mixture of ε-Insensitive Component Distribution

For x ∈ Rd, let

p(x|w) =
K∑

k=1

akcε(x|θk) (1)

be the mixture model of the component distribution cε(x|θ). The parameter
vector w consists of the parameter θk ∈ Rd for each component and the mixing
proportions {ak} satisfying ak ≥ 0 for k = 1, 2, · · · ,K and

∑K
k=1 ak = 1.

In this paper, we focus on the following component distribution:

cε(x|θ) = 1

Cs
exp {−sρε(||x− θ||)} , (2)

defined by the ε-insensitive loss function ρε(z) = max{|z| − ε, 0} and the Eu-

clidean distance between x and θ, ||x − θ|| =
√∑d

j=1(xj − θj)2. s is a positive

real (global) parameter, which can also be included in the component parameter.
In Eq. (2), the normalization constant Cs is explicitly obtained as

Cs =

∫
x∈Rd

exp {−sρε(||x||)} dx = I(d)

∫ ∞

0

e−sρε(r)rd−1dr

= I(d)

{
εd

d
+

esε

sd
Γ (d, sε)

}
,

where I(d) = d
√
πd

Γ (d/2+1) is the area of the d-dimensional unit hypersphere and

Γ (u) =
∫∞
0

tu−1e−tdt and Γ (u, α) =
∫∞
α

tu−1e−tdt are the gamma and the
upper incomplete gamma functions respectively.

When ε = 0, the component (2) reduces to the (isotropic) Laplace distri-
bution, c0(x|θ) ∝ exp(−s||x − θ||), and the mixture (1) reduces to the Lapla-
cian mixture model [7,4,8]. We refer to the mixture model in Eq. (1) as the
ε-insensitive mixture model (EIMM).

3 EM Algorithm for EIMM

We derive a learning algorithm for maximizing the likelihood of the EIMM based
on the EM algorithm [6,1].

3.1 E and M Steps

Given training samples xn = {x1, · · · , xn}, the log-likelihood of the EIMM is
lower bounded as follows,

n∑
i=1

log p(xi|w) =
n∑

i=1

log

K∑
k=1

akcε(xi|θk)

≥
n∑

i=1

K∑
k=1

ηik {log ak − logCs − sρε(||xi − θk||)− log ηik} ≡ Q(w|w̃)
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where

ηik =
ãkcε(xi|θ̃k)∑K
l=1 ãlcε(xi|θ̃l)

(3)

is the responsibility representing the probability that xi is assigned to the kth
component under the current estimate of the model parameter w̃ = {ãk, θ̃k},
and is satisfying

∑K
k=1 ηik = 1 for i = 1, · · · , n. Maximizing Q(w|w̃) with respect

to w leads to the EM algorithm, which sets an initial value for w̃ and iterates
the following E- and M-steps until convergence, and is guaranteed to increase
the log-likelihood at each iteration:
E-step: Compute ηik for i = 1, · · · , n and k = 1, · · · ,K by Eq. (3).
M-step: For k = 1, · · · ,K,

ãk ← 1

n

n∑
i=1

ηik, θ̃k ← argmin
θk

n∑
i=1

ηikρε(||xi − θk||). (4)

Note that unlike for the Gaussian mixture model, the updating rule of θk in
the M-step is not explicitly solved. We focus on the minimization problem (4)
in the next subsection.

In order to estimate the parameter s, we can use the first order approximation,

logCs 
 log I(d)Γ (d)
sd

+ sε, and include the update rule,

1

s̃
← 1

d

n∑
i=1

K∑
k=1

ηikρε(||xi − θk||) + ε

d
.

3.2 Dual Problem for M-Step and Partial M-Step

The M-step of the EM algorithm requires minimizing a convex function of the
form,

L(θ) =

n∑
i=1

νiρε(||xi − θ||), (5)

where 0 ≤ νi ≤ 1 for i = 1, · · · , n. By introducing slack variables ξ = {ξi}ni=1,
minimization of (5) is reformulated as the following minimization problem with
inequality constraints:

min
θ,ξ

n∑
i=1

νiξi, subj. to ||xi − θ|| − ε ≥ ξi and ξi ≥ 0 (i = 1, · · · , n).

Through the Lagrange dual problem of the above minimization problem we can
see that

L(θ) = max
α∈B

L̃(α, θ), (6)

where α = (α1, · · · , αn), L̃(α, θ) =
∑n

i=1 αi(||xi−θ||−ε), and B = {(α1, · · · , αn) :
0 ≤ αi ≤ νi, i = 1, · · · , n}. In fact, the maximum with respect to αi is achieved
when

αi =

{
νi (||xi − θ|| > ε)
0 (||xi − θ|| ≤ ε)

(7)
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for i = 1, · · · , n. Putting this back into (6) yields the original form of L(θ) in
Eq. (5).

If we first minimize with respect to θ instead of maximizing with respect to
α in (6), we set the derivative of L̃(α, θ) to zero,

∂L̃

∂θ
=

n∑
i=1

αi
(θ − xi)

||xi − θ|| = 0 ⇒ θ =

∑n
i=1

αi

||xi−θ||xi∑n
i=1

αi

||xi−θ||
(8)

Hence, we can think of the fixed-point optimization approach that iterates (7)
and (8) to solve the minimization of L(θ). However, this approach can fail to
minimize L(θ) although it does fully minimize L(θ) in some cases as we will
partly see in Section 4. Instead we propose a single iteration procedure which
iterates (7) and (8) once at each M-step. While this procedure does not fully
minimize L(θ), if the updating rule (8) decreases L(θ) even a little, the overall
EM algorithm monotonically increases the likelihood. This is an example of the
so-called “partial M-step” [1], and reduces to the learning algorithm of Laplacian
mixture model proposed in [8] when ε = 0. Algorithmically, introducing ε > 0
stabilizes the algorithm of [8] which can be unstable when ||xi−θ|| takes a value
close to zero (see Eq. (8)). This is because, when ε > 0, Eq. (7) sets αi = 0 if
||xi − θ|| is small enough.

4 Application to Rate-Distortion Computation

In this section, we apply the learning algorithm developed in the previous sec-
tions to approximate computation of the rate-distortion function for the ε-
insensitive loss [2,12]. The rate-distortion function is obtained by minimizing
the mutual information subject to an average distortion constraint. This prob-
lem can be reformulated as a problem of minimizing the following functional
over the output (reconstruction) density q(θ) [2,12]:

F (q) = −
∫

p(x)

[
log

∫
e−sd(x,θ)q(θ)dθ

]
dx, (9)

where p(x) is the density of the source, and d(x, θ) is the distortion measure
between x and θ. If q̂(θ) is the optimal output density, then the optimal con-
ditional output density is given by q̂(θ|x) ∝ q̂(θ) exp(−sd(x, θ)). The rate and
average distortion corresponding to the slope parameter s are

R(Ds) =

∫
p(x)q̂(θ|x) log q̂(θ|x)∫

p(x̃)q̂(θ|x̃)dx̃dθdx (10)

Ds =

∫
p(x)q̂(θ|x)d(x, θ)dxdθ (11)

−s provides the slope of the tangent of the rate-distortion function R(D) at
(Ds, R(Ds)).
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(a) K = 10, s = 5
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(b) K = 10, s = 25

Fig. 1. Evolution of the negative log-likelihood against EM iterations for (a) K = 10,
s = 5 and (b) K = 10, s = 25

If we take d(x, θ) = ρε(||x − θ||), the above problem of minimizing (9) re-
duces to minimizing the KL-divergence form p(x) to the mixture of ε-insensitive
distributions (2) mixed by q(θ). Hence, this problem is approximated by the
maximum likelihood of the model

∫
q(θ)cε(x|θ)dθ if we approximate the source

p(x) by the empirical distribution, p̂(x) =
∑n

i=1 δ(x−xi), where δ is Dirac’s delta
function, of the samples {x1, · · · , xn} drawn i.i.d. from p(x). Here, we further re-
strict the reconstruction density q(θ) to be a K-component discrete distribution,

q(θ) =
∑K

k=1 akδ(θ − θk). Then the rate-distortion function is finally approxi-
mated by obtaining the maximum likelihood estimate ŵ for the parameter of
the mixture of ε-insensitive distributions (1) for each slope parameter s.

We focused on the 1-dimensional case, d = 1, and fixed ε = 0.1 through-
out the experiment. We generated two data sets of size n = 106 according to
the standard normal distribution and the Laplace distribution with the density
lβ(x) =

β
2 e

−β|x| (β = 1/
√
2) respectively.

We first examined the convergence property of the iterative procedure de-
veloped in Section 3.2. The golden section search was applied for solving the
minimization of L(θ) in Eq. (5) exactly. The M-step using this exact minimiza-
tion procedure is refered to as “exact minimization.” We refer to the M-step that
iterates Eqs. (7) and (8) multiple times (up to 200 times) as “multiple iterations”
and the M-step that iterates them once as “single iteration.”

In most cases, the multiple iteration minimized the loss function (5) in ev-
ery M-step and the overall evolution of the negative log-likelihood against EM
iterations coincided with that of the exact minimization as demonstrated for
the case of K = 10, s = 5 and the Gaussian data set (Fig.1(a)). However,
the multiple iterations can fail to minimize the loss function (5) for example
when there is a severe mismatch in K (or s) as demonstrated for the case of
K = 10 and s = 25 and the Gaussian data set (Fig.1(b)). As implied from these
figures, we can detect this by monitoring the monotonicity of the likelihood.
On the other hand, the EM algorithm using the single iteration monotonically
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decreased the negative log-likelihood in both cases (Fig.1(a) and Fig.1(b)). It
does not fully minimizes the loss function in each M-step, the convergence speed
of its overall EM algorithm can be slower than that of the EM algorithm us-
ing exact minimization while these two both converged to the same estimate
(Fig.1(a)). The EM algorithm using the single iteration M-step can be faster
than the EM algorithm using exact minimization (Fig.1(b)).

Next, applying the EM algorithm with the exact minimization M-step, we
approximately calculated the 6 points on the rate-distortion curve correspond-
ing to s = 1.25, 2.5, 5, 10, 20, 40. For each s, we applied the EIMM with K =
2, 4, · · · , 48, 50 and adopted the number of components K when the increase in
the likelihood was saturated. We calculated the resulting rate (10) and average
distortion (11) for the two data sets, the Laplacian data set (Fig.2(a)) and the
Gaussian data set (Fig.2(b)). Also plotted in these figures are the upper and
lower bounds for the rate-distortion curve which was obtained in [12]. For the
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Fig. 2. Rate-distortion bounds (curves) and approximated values of rate-distortion
pairs (crosses) for (a) the Laplacian data set and (b) the Gaussian data set. Only the
lowest curve in each panel is a lower bound, while the remaining curves (or lines) are
upper bounds.

both data sets, the pairs of rate and distortion for s = 1.25, 2.5, 5, 10 are located
between the upper and lower bounds and are very close to the Shannon lower
bound, which was proved to be strictly smaller than the exact rate-distortion
curve for all D [12]. This implies that the Shannon lower bound provides a very
accurate approximation to the exact rate-distortion curve and that the optimal
reconstruction distribution can be well approximated by a discrete distribution.
The points for s = 40 (for the Laplacian data set) and s = 20, 40 (for the
Gaussian data set) are located above the upper bounds. This seems due to the
limited number of mixture components (up to 50) and the limited number of
EM iterations (up to 500 iterations).
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Fig. 3. Average test errors for different ε. The minimum for each contamination level
is marked by a circle. The minimums of the average test errors for the contamination
levels, 2.5% and 5% are significantly smaller than those of ε = 0 (paired t-test, p <
0.05).

5 Application to Multi-dimensional Problem

It was demonstrated for the support vector regression that the ε-insensitive loss
function induces robustness [3,5,9,10,11]. We investigate the robustness property
of EIMMs by using 10-dimensional synthetic data set.

We generated 500 samples {xi}500i=1 from a 5-component isotropic Laplacian
mixture model (LMM) on 10-dimensional space. The mean parameters of the
true LMMwere fixed to points randomly generated from the uniform distribution
on [−5, 5]10 and we set s = 5. As a contamination, we replaced C = 0, 2.5 and
5% of data by random points uniformly distributed on [−5, 5]10 and made 3 data
sets. We applied the EM algorithm using the partial M-step for the EIMMs with
ε = 0 (LMM), 0.5, 1, 1.5, 2, 2.5 and 3 and obtained the estimate ŵ = {âk, θ̂k}
for each EIMM. We generated the test data {x̃i}Ti=1 (T = 25000) from the true
LMM (without contamination) and calculated the test error measured by the
negative log-likelihood,

E(xn) = − 1

T

T∑
i=1

log
K∑

k=1

âkc0(x̃i|θ̂k),

where we set ε = 0 to ignore the influence of model mismatch and compare
the accuracy of estimates for different ε. We repeated the experiment 100 times
using different training data sets obtained from the same generation process and
calculated the average of the test errors (Fig.3). It can be seen that introducing
a positive ε reduces the average test error when there is a contamination. This
implies that robustness is enhanced by the ε-insensitive component distribution.
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6 Conclusion

In this study, we derived an EM-type algorithm for the EIMM. As demonstrated
in Section 4 for 1-dimensional problems, a 1-dimensional search technique such
as the golden section search is applicable to the M-step. For higher-dimensional
problems, however, this is not the case. Alternatively, we can use the partial
M-step proposed in Section 3.2 which executes a single iteration of Eqs. (7)
and (8). It is an important undertaking to investigate the convergence property
of this EM-type algorithm in higher-dimensional problems. Higher-dimensional
extensions of the rate-distortion analysis are also to be addressed.
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Abstract. Fuzzy c-Means-based Classifier (FCMC) has been proved to
have high performances based on clustering concepts in conjunction with
several parameter optimization methods. In general, FCMC is applied
to high-dimensional data after dimension reduction by Principal Com-
ponent Analysis (PCA). In this paper, the applicability of Independent
Component Analysis (ICA)-based dimension reduction is investigated in
the FCMC context. ICA is a computational method for separating a
multivariate signal into additive subcomponents with the assumption of
non-Gaussian signals. This paper compares the performance of FCMC
using four data sets. Two initialization approaches of the PCA-Tree-
based and k-dimensional tree (kd-Tree)-based are also compared.

Keywords: Classifier, Clustering, Principal component analysis, Inde-
pendent component analysis.

1 Introduction

Fuzzy c-Means-based Classifier (FCMC) is a simple pattern classification ap-
proach based on the clustering concept and the model parameters are optimized
by several heuristic approaches. FCMC shows a high classification performance
on high-dimensional data sets, and has been proved to have advantages com-
pared to LibSVM [1]. In the past study, the original feature dimensions of the
data are reduced by Principal Component Analysis (PCA), but other compres-
sion method has not been tested.

Independent Component Analysis (ICA) is an unsupervised technique, which
in many cases characterizes data in a natural way, and is a useful technique for
Projection Pursuit as well [2] . In the general formulation of ICA, the purpose is
to transform an observed vector linearly into the vector whose components are
statistically as independent from each other as possible. The mutual dependence
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of the components is classically measured by their non-Gaussianity. Maximizing
the non-Gaussianity gives us one of the independent components. Therefore, the
basis vectors of ICA should be especially useful in Projection Pursuit and in
extracting characteristic features from natural data.

In this paper, the applicability of the ICA-based dimension reduction instead
of PCA-based one is investigated through several comparative experiments us-
ing four benchmark data sets, which are available from the UCI benchmark
repository. In the experiments, two ways of initializing cluster centers are also
compared. In FCMC, the following two approaches are applicable, 1) PCA-Tree
[3]: the splitting hyper-plane is perpendicular to the first PCA basis vector of
each internal node cluster, and 2) kd-tree [4,5]: the splitting hyper-plane is per-
pendicular to an original coordinate axis.

2 Fuzzy c-Means-Based Classifier

In FCMC, the membership function of a modified type of FCM clustering [6]
is used for classification. The first phase of FCMC is the generalized hard clus-
tering [7,8], in which FCM-type clustering is performed in a defuzzified manner.
The objective function of FCM with regularization by Kullback-Leibler diver-
gence (KLFCM) [8,9] is linearized and the update rules are derived by using
Lagrangian multiplier method. Let xk ∈ Rp be a feature vector and uki be
the cluster indicator of membership value of xk in the i-th cluster, which is es-
timated by nearest cluster allocation. The clustering criterion is given by the
squared Mahalanobis distance from xk to cluster center vi ∈ Rp:

D(xk, vi;Si) = (xk − vi)
�S−1

i (xk − vi). (1)

Si is a covariance matrix of data samples of the i-th cluster. Let the mixing
proportion of i-th cluster be

αi =

∑N
k=1 uki∑c

j=1

∑N
k=1 ukj

=
1

N

N∑
k=1

uki, (2)

where c denotes the number of clusters and N denotes the number of samples.
The updating rule is called as the generalized hard c-means [7,8].

Although initial locations of cluster centers or membership values are usually
given randomly in the FCM clustering, the classification performance is severely
sensitive to initialization. In order to obtain stable performances, FCMC adopts
the bisection method based on PCA-Tree or kd-Tree. For example in PCA-Tree,
let fk, k = 1, ..., N be PCA scores of the data set X = (x1, ..., xN )� of a class.
fk are associated with the largest singular value of mean corrected X . Initial
memberships of the 1st cluster are given to the data with positive fk. Those of
the 2nd cluster are given to the data with negative fk. This bisection procedure
is repeated on each cluster until the number of clusters becomes equal to a
prespecified number c = 2h, where h is the height of a complete binary tree.
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One of the impediments for FCMC is the singularity of covariance matri-
ces, which frequently occurs when feature dimension is relatively high and the
number of samples in each cluster is small. So, the low-rank approximation of
covariance matrices in the mixture of probabilistic principal component analy-
sis (MPCA) [10] and the character recognition [11] is applied. By reducing the
number r of basis vectors in the approximation of Si, the algorithm becomes
stably convergent. When r=0, Si is a diagonal matrix, hence is non-singular,
and D(xk, vj ;Sj) is reduced to Euclidean distance.

The clustering is done on a per class bases. The classification (i.e., the second
phase) is performed by computing fuzzy memberships. Let πq denote the mixing
proportion (i.e., a priori probability) of class q. Let αqj be αi in (2) for cluster
j of class q. The class membership of k-th data xk to class q is computed as:

u∗
qjk = αqj |Sqj |− 1

γ (D(xk, vqj ;Sqj) + ν)−
1
m , (3)

ũqk =
πq

∑c
j=1 u

∗
qjk∑Q

s=1 πs

∑c
j=1 u

∗
sjk

, (4)

where c denotes the number of clusters of each class and Q denotes the number of
classes. We selected the functional form of u∗ based on the membership functions
derived from the generalized FCM objective function [8] and that of FCM with
regularization by Kullback-Leibler divergence [8,9].

At the completion of clustering for all classes in the first phase of FCMC, we
compute Mahalanobis distances by (1) for all the samples in the test set and
then the distances are fixed. This distance calculation part is coded in Visual C
in the revised training program [1].

The second phase of FCMC is the parameter optimization and the hyper-
parameters, i.e., m ∈ [0, 2], γ ∈ [0, 20] are selected to minimize error rate on the
test sets. ν = 5 is fixed for all the benchmark data in this paper. These ranges
or intervals are fixed and used for all the data sets in [12,13] and also for all the
data sets used in this paper.

3 ICA Formulation and Fast ICA Algorithm

In the conventional research, we applied FCMC to high-dimensional data af-
ter PCA-based dimension reduction and have demonstrated high performances
[12,13]. In this research, the applicability of ICA-based dimension reduction is
investigated.

Let v and s be M -dimensional observed data vector and N (N ≤M) dimen-
sional source signal vector, respectively. In the ICA formulation, v is assumed
to be the linear mixture of si as follows:

v = As, (5)

where the elements of source signals (s1, s2, ..., sD) are mutually statistically
independent and have zero-means. The unknown K ×D matrix A is called the
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mixing matrix to be reconstructed and the goal of ICA is to estimate the source
signals si and the mixing matrix A using only the observed data v.

Fast ICA algorithm proposed by Hyvärinen et al. [14] is a useful algorithm
that is very simple and fast to converge. Generally, in a PCA-based preprocess-
ing, observed data v are transformed into linear combinations z,

z = Mv = MAs = Bs, (6)

such that its elements (z1, z2, ..., zD) are mutually uncorrelated and all have unit
variance, and B = MA is an orthogonal matrix. The elements of B is derived
by minimizing or maximizing the following objective function:

J(wi) = E((w�
i x)

4)− 3||wi||4 + F (||wi||2), (7)

where wi corresponds to one of the columns of the mixing matrix B. The first
two terms represent the fourth-order cumulant or kurtosis for measuring non-
Gaussianity to be maximizing through the fixed-point algorithm for ICA.

In this paper, we downloaded the source code from http://research.ics.aalto.fi/
ica/fastica, and implemented Fast ICA.

4 Experiments

In this section, we report the classification performance of FCMC on four bench-
mark data sets available from the UCI benchmark repository. Table 1 summarizes
the characteristics of the benchmark data sets used in this paper. The original
feature dimensions are shown in the column “feature dimensions”. The numbers
of data samples are given in column “training data” and “testing data”.

Table 1. Benchmark data

data name feature dimensions training data testing data

Heart 44 80 187

Iono 33 200 150

Sonar 60 104 104

Wine 12 2000 4497

In the previous study, following two ways of initial partitioning in the clus-
tering step of FCMC are compared [1]. 1) PCA-Tree: the splitting hyper-plane
is perpendicular to the first PCA basis vector of each internal node cluster, and
2) kd-Tree: the splitting hyper-plane is perpendicular to an original coordinate
axis. So this paper reports the results of comparing between ICA and PCA in
FCMC using the above four benchmark datasets, where the two initialization
methods of clustering are used. Experiments are performed on Dell Precision
T3500, 2.67GHz 3.25GB, Windows XP.
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4.1 Herat, Iono, and Sonar Data

Tables 2-4 show the classification performance on three data sets (Herat, Iono,
and Sonar data). In Heart data (5 dimension, PCA-tree) and Iono data (5 di-
mension, PCA-tree), the test error rates of ICA were worse than those of PCA.
But in other cases, the test error rates of ICA were better than those of PCA.
And the test error rates of FCMC is nearly the same with those of other clas-
sifiers [15,16,17]. For example, the CLIP3 machine learning algorithm achieved
77.0% accuracy on Heart data [15]. So ICA-based approach is effective for FCM
classifier on those data sets.

Table 2. Comparison of accuracy on Heart data

training sample 80, test sample 187, original feature dimension 44

data name (dimension) Initial partitioniing test error (ICA) test error (PCA)

Heart (44→2) kd-Tree 18.18% 21.93%

Heart (44→2) PCA-Tree 18.72% 19.25%

Heart (44→5) kd-Tree 11.76% 16.04%

Heart (44→5) PCA-Tree 17.11% 12.83%

Table 3. Comparison of accuracy on Iono data

training sample 200, test sample 150, original feature dimension 33

data name (dimension) Initial partitioning test error (ICA) test error (PCA)

Iono (33→5) kd-Tree 6.00% 6.67%

Iono (33→5) PCA-Tree 6.67% 5.33%

Iono (33→10) kd-Tree 2.00% 2.67%

Iono (33→10) PCA-Tree 2.00% 3.33%

Table 4. Comparison of accuracy on Sonar data

training sample 104, test sample 104, original feature dimension 60

data name (dimension) Initial partitioning test error (ICA) test error (PCA)

Sonar (60→2) kd-Tree 36.54% 38.46%

Sonar (60→2) PCA-Tree 40.38% 41.35%

Sonar (60→5) kd-Tree 20.19% 28.85%

Sonar (60→5) PCA-Tree 25.00% 25.96%
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4.2 Wine Data

Table 5 shows the results which the test error rates of ICA were worse than those
of PCA. Here, we discuss the characteristics of PCA and ICA-based dimension
reduction in the data sets. Figure 1 shows the contribution ratio of eigenvalues in
eigen decomposition. For example, the first five components account for 55.2%
on Sonar data (Fig. 1-c), and the first two components account for 99.6% on
Wine data (Fig. 1-d). From Fig. 1-d, the contribution ratio in the first principal
component of Wine data was the majority compared to the other data (Herat,
Iono, and Sona). These features imply that the Wine data can be summarized

Table 5. Comparison of accuracy on Wine data

training sample 2000, test sample 4497, original feature dimension 12

data name (dimension) Initial partitioning test error (ICA) test error (PCA)

Wine (12→5) kd-Tree 5.56% 4.85%

Wine (12→5) PCA-Tree 5.58% 4.76%

Wine (12→10) kd-Tree 2.60% 1.58%

Wine (12→10) PCA-Tree 1.65% 1.49%
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only by the first principal component and has no need to reformulate the ICA-
based features. On the other hand, when the multi-dimensional data sets cannot
be summarized by a solo feature value as in the case of the previous subsection,
PCA scores should be further processed into ICA scores for achieving higher
recognition rates.

These results fairly demonstrate the applicability of ICA-based preprocessing
in FCMC.

5 Conclusion

In this paper, the applicability of ICA-based preprocessing to FCM classifier was
investigated. The recognition rate of FCMC was compared using four benchmark
data sets available from the UCI benchmark repository. As the result, in the most
cases, the performances of ICA-based approach were better than those of PCA-
based one, i.e., PCA-based preprocessed data sets should be further processed
by ICA before applying FCMC when the data set can be summarized by two or
more dimensional feature values.

Potential future work includes application of the ICA-based preprocessing
model to much higher dimensional data sets [18].
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Abstract. In the electroencephalography (EEG) data simultaneously acquired 
with the functional magnetic resonance imaging (fMRI) data, the removal of the 
residual magnetic resonance (MR) gradient artifacts has been a challenging is-
sue. To remove gradient artifacts generated from switching MR gradient field, 
average artifact subtraction (AAS) has been widely used. After applying the 
AAS method, however, residual MR gradient artifacts still remained in cor-
rected EEG data. In this study, we proposed a novel method to remove the resi-
dual MR gradient artifacts (GAs) using random segmentation based principal 
component analysis (rsPCA). The performance of rsPCA was compared to that 
of the independent component analysis (ICA) method using data acquired from 
a motor imagery task. The results indicated that rsPCA could suppress further 
the residual MR gradient artifacts remained from the AAS step compared to the 
ICA method.  

Keywords: Simultaneous EEG/fMRI, random segmentation, principal compo-
nent analysis, electroencephalography, functional magnetic resonance imaging, 
MR gradient artifact. 

1 Introduction 

The simultaneous electroencephalography (EEG) and functional magnetic resonance 
imaging (fMRI) technique has shown a great promise for investigating human brain 
function fulfilling both the superior temporal and spatial resolution [1]. However, it 
has long been an issue that the EEG data are corrupted by the artifacts induced from 
MR gradient switching during concurrent fMRI data acquisition [2]. In detail, using 
an gradient-echo echo planar imaging (EPI) pulse sequence to acquire fMRI data, MR 
gradient changes are repeatedly changing over the course of fMRI data acquisition, 
which results in repeated artifactual patterns in the simultaneously acquired EEG data. 
The amplitudes of these MR gradient artifacts (GAs) in the EEG data are several 
times greater than the EEG signal amplitude induced from a neuronal activity [2]. 
Thus, it is crucial to remove these MR-GAs from EEG data and to obtain meaningful 
EEG features associated with neuronal activity.  

                                                           
* Corresponding author. 
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An average artifact subtraction (AAS) method [3, 4] has been widely used for re-
moval of these MR-GAs. The method utilizes the repeated patterns of the MR-GAs 
added in the EEG data to estimate an average MR-GA template. The estimated MR-
GA template is then subtracted from the contaminated EEG data and consequently the 
substantial gradient-related artifacts were successfully attenuated using this approach. 
However, the residual MR-GAs [5] are still remained in EEG data due to the alternat-
ing slice timings across the fMRI volumes and mismatch in the hardware clocks be-
tween the EEG and fMRI systems. To further remove these residual MR-GAs, an 
independent component analysis (ICA) method in the context of a blind-signal separa-
tion (BSS-ICA) approach has been reported [6, 7]. In the resulting separating inde-
pendent sources, the sources related to the MR-GAs were identified via a visual  
inspection and subsequently these sources were removed. However, the BSS-ICA 
approach has been limited to separate the purely residual MR-GAs in the separated 
ICs as often neuronal components were mixed in the separated MR-GA related IC [7]. 

To address this issue, we proposed a novel data-driven approach of random seg-
mentation based principal component analysis (rsPCA), which is a standard PCA 
approach using data sets randomly segmented across a time-series data in each of the 
EEG channel to extract feature sets characterized the MR-GA. We hypothesized that 
our proposed rsPCA approach can extract the MR-GA related features determined 
based on a prior knowledge of frequency information of MR gradient switching. Also, 
we hypothesized that the rsPCA based MG-GA removal method can minimize poten-
tial signal loss. The resulting performance will be explicitly compared with that of the 
ICA approach in the context of the suppressing the MR-GA related spectral powers 
while maintaining the spectral powers potentially representing neuronal activity.   

2  Materials and Methods 

2.1 Data Acquisition  

Four healthy right-handed volunteers participated in this study after providing written 
informed consents. The EEG data were acquired using a 32-channel MR-compatible 
EEG system (including a single electrocardiogram channel, BrainProducts GmbH, 
Germany) and blood oxygenation level dependent (BOLD) fMRI signals 
(TR/TE=1000/28ms, FOV=240×240mm2, matrix size=64×64, the number of inter-
leaved slices=20 with no gap, thickness=7mm) while fMRI data were simultaneously 
acquired using a 12-channel head coil and gradient-echo echo-planar imaging (EPI) 
pulse sequence in a 3-T MRI (Tim Trio, Siemens, Erlangen, Germany). The EEG data 
were referenced to the FCz electrode and sampled at 5000Hz with a resolution of 
0.5uV/bit. When the scanner was operated, 5V TTL pulse from the MRI scanner was 
sent to the EEG device, so the onset timings of each slice acquisition within a whole 
brain volume were recorded as makers on the EEG data that will be used for the AAS 
step. 
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2.2 Experimental Design 

A block-based paradigm with right-hand motor imagery tasks was designed as a task 
paradigm. Four subjects completed an fMRI run (with a single fMRI scan) consisted 
of 10 trials of right-hand motor imagery tasks. As shown in Fig. 1, the fMRI run 
lasted 320 seconds and consisted of 10 task blocks (30s for each) followed by a rest 
block (20s). In the task block, there were two beeping alarm sounds during 0.5s to 
indicate the onset and offset of imagery task. When subjects heard the first beep (i.e., 
onset of the task), they were instructed to imagine their right-hand clenching move-
ments at a pace of 3Hz for 2.5s until the last beeping (i.e., end of the task) was played. 
After the task, subjects were instructed to rest (26.5s) and they performed the right-
hand motor imagery tasks in the remaining trials.  

 

Fig. 1. Experiment design of the adopted right-hand motor imagery task 

3 Random Segmentation Based PCA 

Fig. 2 illustrates an overall flow diagram of our study. First, AAS method was applied 
to the MR-GA contaminated EEG data using Bergen EEG-fMRI toolbox 
(http://fmri.uib.no). In this study, a plugin developed for EEGLAB toolbox 
(http://sccn.ucsd.edu/ eeglabinto) was used. The resulting EEG data were down-
sampled at 80Hz. Then, the rsPCA is applied to the down-sampled AAS applied EEG 
data.  

As shown in the middle plot of the Fig. 2, the entire time-series from a single EEG 
channel was pseudo-randomly segmented. In this study, a time frame with 160 sample 
points (2s) was used as the length of each EEG segment. The duration of the EEG 
segment is two times longer than the duration of the fMRI volume acquisition (i.e. 1s) 
so it could capture the repeated patterns of the MR-GA across two fMRI volumes. A 2-
D matrix (time-by-segments) with randomly segmented EEG data was then generated 
based on the concatenation of these randomly selected EEG segments. Using this 2-D 
data matrix, a PCA was conducted and eigenvalues and corresponding eigenvectors 
were estimated from a covariance matrix of the 2-D data matrix. Then, the estimated 
eigenvectors were transformed into the frequency domain using fast Fourier transfor-
mation (FFT) method with a window size of 160 to calculate the frequency spectrum. 
To select MR-GA related eigenvectors, frequency of the fMRI slice timing acquisitions 
were utilized. More specifically, the frequencies associated with the MR-GA are 20, 
21.5Hz, and 40Hz (i.e. harmonic frequency of 20Hz; sample frequency=80Hz) since 
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the periods of the slice acquisition were 50ms or 47.5ms. Thus, any eigenvectors (i.e. 
MR-GA features) whose center-frequencies are proximal (±10%) to the frequencies 
associated with the MR-GA, these eigenvectors were selected as potential MR-GA 
related features and subsequently removed from the corresponding channel of the EEG 
data. In detail, the coefficients of the eigenvectors were estimated from the EEG data 
of the corresponding channel via least-squares algorithm by minimizing the reconstruc-
tion error between (1) the original EEG data and (2) reconstructed EEG data which is a 
linear combination of the eigenvectors and corresponding coefficients. To remove the 
MR-GAs, the coefficients of the MR-GA related eigenvectors were set to zero and the 
EEG data were reconstructed. This procedure was independently applied to the EEG 
data in each channel and for each subject. 

An Infomax based ICA algorithm implemented in the EEGLAB was also applied 
for performance evaluation. More specifically, a total of 32 ICs were extracted using 
the EEG data across the 32-channels and MR-GA related ICs were selected and sub-
sequently excluded in the reconstruction of EEG data [6]. This ICA based MR-GA 
removal process is identically applied to the data sets from each subject. 

 

 

Fig. 2. The overall process to remove gradient artifact 

4 Results 

4.1 MR-GA Related Features from rsPCA  

Fig. 3 represents that temporal patterns on Fz, Cz, and Pz channels before/after rsPCA 
process from a subject and two representative temporal/frequency patterns related 
with MR-GA. In rsPCA, 160 eigenvectors were estimated and the estimated eigenvec-
tors were transformed into the frequency domain to determine MR-GA related fea-
tures. As shown in the right panel of the Fig. 3, two representative MR-GA related 
eigenvectors were found on temporal/frequency domain among 160 eigenvectors. 
Using the MR-GA related frequencies (i.e., 20, 21.5Hz and 40Hz) estimated from the 
periods of the slice acquisition (i.e., 50ms and 47.5ms), several eigenvectors were 
selected. The selected eigenvectors were excluded during the reconstruction of EEG 
data. After the reconstruction, the rsPCA method showed that MR-GAs left by AAS 
were successfully removed.   
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Fig. 3. Example results of residual MR-GA removal using an rsPCA approach 

4.2 Spectral Profiles  

Fig. 4 shows an example of EEG power spectrums from C3 channel after AAS, ICA, 
and rsPCA process. AAS method was applied into contaminated EEG signals across 
subjects. After applying the AAS method channel, substantial residual MR-GAs were 
removed by ICA and rsPCA. Subsequently, corrected EEG signals from each method 
were z-score normalized and transformed into the frequency domain to qualify evalu-
ation across subjects. 

As shown Fig 4, ICA result presented that frequency powers above 19Hz were rel-
atively decreased compared to the rsPCA. Meanwhile, rsPCA showed that frequency 
powers were considerable overlaps with the frequency power of AAS result except 
the MR-GA frequency ranges (20, 21.5 or 40Hz). These results demonstrated that 
rsPCA achieved the effective artifact suppression with respect to the frequency power 
of the residual MR-GAs.  

 

Fig. 4. The exemplified comparison result from ICA, rsPCA, and AAS applied EEG data 
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5 Discussion  

In this study, we proposed a novel data-driven method to remove the residual MR-
GAs using rsPCA. The performance of rsPCA was compared to that of ICA method 
with AAS applied EEG data sets. The performance results showed the spectral powers 
related MR-GAs were successfully suppressed by rsPCA while the spectral powers 
representing potential neuronal activity maintained. On the other hand, the result from 
the ICA method showed the attenuation of MR-GAs powers as well as non-artifact 
related signal powers. This meant that separated ICs were potentially mixed neuronal 
components. Consequently, rsPCA can effectively suppress the residual MR-GAs 
with minimization of potential signal loss compared to the ICA method. 

However, there may be a potential issue of overestimation. As shown in Fig.4, a 
sharp decline pattern of spectral power at 20Hz was found in subject#4. That may be 
because a small time frame (160 sample points) was adopted to form a 2-D matrix for 
carrying out PCA. For example, if the time frame size is increased, eigenvectors esti-
mated from PCA is more likely to finely separate spectral powers. These separated 
spectral powers would avoid from a sharp decline of spectral power during the feature 
selection of rsPCA. In addition, only use of temporal/frequency information may be 
unobvious which eigenvectors were highly related with MR-GAs due to spectral 
powers around the MR-GA related frequency potentially contain neuronal activity 
signals. To overcome this problem, statistical metrics and methods [10, 11] between 
estimated MR-GA from AAS and reconstructed signals from each eigenvector may be 
useful for feature selection.   

Further work is warranted to utilize statistical metrics and methods (e.g., mutual in-
formation analysis, correlation analysis) and to change the number of sample size to 
avoid overestimation during the feature selection. Moreover, quantitative evaluation 
will be conducted by comparing AAS, ICA, and rsPCA method with a number of 
subjects to prove an efficacy of our method.   

6 Conclusion 

In this study, we proposed random segmentation based principal component analysis 
to effectively suppress residual artifacts left by AAS. The performance on power 
spectrum analysis showed that rsPCA method to successfully remove residual arti-
facts with severe signal loss compared to the ICA method. Our proposed rsPCA 
seems a promising to be able to contribute to enhance the quality of EEG data ac-
quired during concurrent fMRI scanning. 
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Abstract. Slow feature analysis (SFA) is a time-series analysis method
for extracting slowly-varying latent features from multi-dimensional data.
In this paper, the probabilistic version of SFA algorithms is discussed
from a theoretical point of view. First, the fundamental notions of SFA
algorithms are reviewed in order to show the mechanism of extracting
the slowly-varying latent features by means of the SFA. Second, recent
advances in the SFA algorithms are described on the emphasis of the
probabilistic version of the SFA. Third, the probabilistic SFA with rigor-
ously derived likelihood function is derived by means of belief propaga-
tion. Using the rigorously derived likelihood function, we simultaneously
extracts slow features and underlying parameters for the latent dynam-
ics. Finally, we show using synthetic data that the probabilistic SFA
with rigorously derived likelihood function can estimate the slow feature
accurately even under noisy environments.

Keywords: Slow feature analysis, State-space model, Probabilistic in-
formation processing, Bayesian statistics, Latent dynamics.

1 Introduction

Slow feature analysis (SFA) is a time-series analysis method for extracting slowly
varying features from multi-dimensional data [1]. In recent years, the SFA has at-
tracted much attention in computational neuroscience studies to establish models
for complex cells in the visual systems, and those for place cells and grid cells
in the hippocampus and entorhinal cortex [2–4]. In those models, the SFA has
been used under assumption that slowly varying features play an important role
in the information processings in our brain. Moreover, the SFA has been applied
to important machine learning problems such as pattern recognition and feature
extraction from high-dimensional data and so on [5–8].

Recently, a probabilistic version of the SFA has been proposed using the frame-
work of state-space model [9]; probabilistic perspective has been useful for many
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machine learning algorithms such as principal component analysis [10], indepen-
dent component analysis [11] and so on. In the conventional probabilistic SFA
[9], a likelihood function used to estimate parameters of the model is approxi-
mately evaluated by assuming that there exists no observation noise. Although
observed data that we have to deal with would be noisy in general, it has been
unclear whether the slow feature estimated by the conventional probabilistic SFA
is accurate for such noisy data. Actually, a recent theoretical study showed that
the conventional method cannot extract slow features accurately under noisy
environments [13].

In this paper, we discuss recent advances in the SFA algorithms from a the-
oretical point of view. First, the fundamental notions of SFA algorithms are
reviewed from a theoretical point of view in order to show how the SFA extracts
the slowly-varying latent features. Second, recent advancements in the SFA algo-
rithms are discussed on the emphasis of the probabilistic version of the SFA. The
probabilistic SFA with rigorously derived likelihood function is derived by using
belief propagation [12]; the belief propagation is a method to realize rigorous
results for the graphical model with no loops while we can find the probabilistic
SFA has no loops in its graphical structure. Using the rigorously derived likeli-
hood function, a probabilistic version of SFA considering the effect of observation
noise is realized and we can simultaneously extract slow features and underlying
parameters for the latent dynamics. Finally, we show using synthetic data that
the probabilistic SFA with rigorously derived likelihood function can estimate
the slow feature accurately even under noisy environments.

2 Theory

In this section, we first review conventional SFA algorithms and then discuss
recent advances in the SFA algorithm employing a probabilistic framework with
rigorously derived likelihood function by means of belief propagation. We show
that the probabilistic SFA with rigorously derived likelihood function realizes
accurate and robust estimation of the slow feature and parameters even under
noisy environments.

2.1 Deterministic SFA

The original SFA is a deterministic algorithm to extract the most slowly varying
feature (called “slow feature”) from multi-dimensional time series data [1]. A
schematic diagram of the deterministic SFA is shown in Fig. 1 (a).

For multi-dimensional input time series data x(t) ∈ R
M , the output of the

SFA yj(t) (j = 1, · · · , N) is obtained using transformation yj(t) = gj(x(t)). This
transformation gj(x) is determined to minimize the following expression:

Δ(yj) = 〈ẏ2j 〉t (1)

where Δ(yj) is called Δ-value and 〈·〉t denotes an average with respect to time.
Namely, in the deterministic SFA, we perform transformation gj(x) which min-
imizes the derivative of output y(t) with respect to time t. Within outputs of
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Fig. 1. A schematic diagram of slow feature analysis (SFA). (a) In the deterministic
SFA, multi-dimensional time series data x(t) are transformed via scalar functions gj(x)
into outputs yj(t). An element of outputs with minimal Δ-value corresponds to slow
feature. (b) In the probabilistic SFA, latent variables yt are estimated from observed
variable xt by using framework of Bayesian statistics. The latent variable yi,t with the
largest λi corresponds to the slow feature.
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the SFA {yj(t)}, the output yj(t) with minimum Δ-value corresponds to a slow
feature.

Additionally, the constraint conditions are employed:

〈yj〉t = 0, (zero mean) (2)

〈y2j 〉t = 1, (unit variance) (3)

〈yiyj〉t = 0, (decorrelation) (4)

These three constraints are employed to normalize output signals, avoid trivial
results, and guarantees that different output elements have different information.

2.2 Probabilistic SFA

Recently, a probabilistic version of SFA has been proposed [9]. However, the
likelihood function is approximately derived by assuming no observation noise
in the conventional probabilistic SFA [9]. Actually, a theoretical study showed
that the conventional SFA cannot estimate the slow feature accurately under
noisy environment [13].

Here we discuss a probabilistic SFA with rigorous derivation of likelihood func-
tion [14, 15]. We consider extraction of N -dimensional latent variables yt from
M -dimensional observed variables xt based on probability distribution reflecting
the deterministic SFA (Fig. 1(b)).

Latent variables yt including the slow feature is described by system model:

yt = λyt−1 + ηt. (5)

Namely, the latent variable yt at each time depends on that yt−1 at the preceding
time. λ is a parameter for the degree of the dependence of latent variable, and
is expressed by a diagonal matrix with elements λn for the corresponding latent
variables yn,t. ηt describes a system noise obeying white Gaussian noise with
average 0 and covariance Σ, where Σ is a diagonal matrix with elements σ2

1:N .
Thus, the dynamics of latent variables has two kinds of parameters: λ and Σ.
Here each element λn of λ takes a value between 0 and 1. Note that the dynamics
of yn,t is slow for large value of λn whereas the dynamics of yn,t is fast for
small value of λn. Therefore, the latent variable with the largest value of λn

corresponds to slow feature to be extracted in the probabilistic SFA.
Observed variables xt are assumed to be expressed using observation model:

xt = W−1yt + εt (6)

Namely, observed variables xt are generated from the latent variables yt con-
verted by M×N matrix W−1 under observation noise εt. The observation noise
is assumed to be white Gaussian noise with average 0 and covariance σ2

xI, where
I is an identity matrix.

In the probabilistic SFA, the latent variables yt and the observation variables
xt are described by the state space model consisting of system model (Eq. (5))
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and observation model (Eq. (6)). The state space model of the probabilistic SFA
can be expressed by using probability density functions as follows:

p(yt|yt−1,λ,Σ) = N (yt|λyt−1,Σ) (7)

p(xt|yt,W , σ2
xI) = N (xt|W−1yt, σ

2
xI) (8)

2.3 Rigorous Derivation of Likelihood Function by Belief
Propagation

To estimate the latent variables yt, we need to estimate parameters in the state
state model: θ = {W−1,λ,Σ, σ2

x}. For this purpose, the likelihood function of
the probabilistic SFA is derived by means of the belief propagation [12, 14, 15].

Fig. 2. A graphical structure of the probabilistic SFA. Each observed variable xt at
time t depends on a latent variable yt at the same time t, whereas the latent variable yt

at time t depends on the latent variable yt−1 at the preceding time t−1. The graphical
structure of the probabilistic SFA has a straight structure and no loops. Based on this
graphical structure, we perform belief propagation to derive the likelihood function.

The likelihood function of the probabilistic SFA obeys the following expres-
sion:

p(x1:T |θ) =
∫

dy1:T

T∏
t=1

p(xt|yt,W , σ2
xI)p(y1|P0)

T∏
t=2

p(yt|yt−1,λ,Σ) (9)

To evaluate this likelihood function., Turner and Sahani [9] employed an approx-
imation by assuming that observation noise σ2

x is zero. In the approximation, the
probabilistic model of observation model (Eq. (8)) becomes Dirac’s delta func-
tion, and integration in the likelihood function can be easily performed. However,
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this approximation assumes that there exists no observation noise, and estima-
tion accuracy would be lowered for noisy data [13].

Here we discuss the rigorous derivation of the likelihood function in the prob-
abilistic SFA by means of belief propagation [12, 13, 15]. Eq. (9) includes high-
dimensional integration of joint distribution with respect to yt. As shown in Fig.
2, the graphical model of the probabilistic SFA has a straight structure and no
loops. Based on this structure, we overcome the difficulty in high-dimensional
integration by the belief propagation. Thus we can perform integration with re-
spect to each latent variable yt per time subsequently from time t = 1. Since yt

depends on yt−1, integrations after time t = 2 can be performed by using the
integration for the preceding time. By the belief propagation, a marginal distri-
bution α(yt) can be propagated as a message from time t = 1 to time t = T as
the following recursion relation:

ctα(yt) = p(xt|yt)

∫
dyt−1α(yt−1)p(yt|yt−1) (10)

Since probability distributions in the above expression obey Gaussian distribu-
tions, the marginal distribution α(yt) becomes a Gaussian distribution,

α(yt) = N (yt|μt,Vt) (11)

Here coefficient ct is conditional distribution of observation model as follows:

ct = p(xt|x1, . . . ,xt−1) (12)

By conducting analytical treatments using the belief propagation, we rigor-
ously derive the likelihood of the probabilistic SFA as follows:

p(x|θ) =
T∏

t=1

N (xt|W−1λμt−1,Zt−1) (13)

where

Zt = W−1PtW
−1T + σ2

xI, Pt = Σ + λVtλ
T

Vt = (I −KtW
−1)Pt−1, μt = λμt−1 +Kt(xt −W−1λμt−1) (14)

Here Kt is a Kalman gain matrix and is shown to depend on observation noise
σx. The rigorously derived likelihood function p(x|θ) is a product of ct and
average and covariance of each ct can be obtained from that of the preceding
time. In this rigorous framework, we estimate parameters by using the derived
likelihood function and obtain the latent variables yt including slow feature.
Note that the approximated likelihood function used in the probabilistic SFA
proposed by Turner and Sahani [9] can be obtained in the limit of σx → 0.

Using the rigorously derived likelihood function and the state space model of
the SFA, the probabilistic SFA realizes the simultaneous estimation of the slow
feature and its underlying parameters.
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Fig. 3. Estimated results using probabilistic SFAs. (a) Parts of multi-dimensional ob-
served data xt. (b) Estimated slow feature by using the probabilistic SFA with rig-
orously derived likelihood function ỹ1 (black solid line) and true slow feature y1(red
dotted line). (c) Estimated slow feature ỹ1 (black solid line) by using the probabilistic
SFA with approximated likelihood function and true slow feature y1(red dotted line).

3 Results

In this section, we compare the performance of the probabilistic SFAs. Both
latent and observation variables are generated numerically based on the proba-
bilistic SFA. The latent variables yt and the parameters θ = {W−1,λ,Σ, σ2

x}
are estimated using the probabilistic SFA with the likelihood function rigor-
ously derived in the previous section. For simplicity, the dimension of observed
variables xt is set to be the same as that of latent variables yt.

3.1 Estimation of Slow Feature from Multi-dimensional Data

Here we extract a slow feature from noisy observed data by using the prob-
abilistic SFA with rigorously derived likelihood function. The slow feature ỹt

is estimated from multi-dimensional time-series data xt (Fig. 3 (a)). As shown
in Fig. 3 (b), the estimated slow feature ỹt (black solid line) exhibits similar
dynamical behaviors shown in the true slow feature yt. In contrary, the slow
feature estimated by the probabilistic SFA with approximated likelihood func-
tion is less similar to the true one (Fig. 3 (c)). From these results, we find
that the probabilistic SFA with rigorously derived likelihood function [15] gives
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Fig. 4. Comparison between probabilistic SFA with rigorously derived likelihood func-
tion (circles) and conventional one with approximated likelihood function(squares).
Discrepancy between the true slow feature y1 and the estimated slow feature ỹ1 is
evaluated for different values of observation noise σ2

x. We find that the probabilistic
SFA with rigorously derived likelihood function shows better performance than con-
ventional one approximated likelihood function [9] for noisy data.

better performance compared with conventional one with approximated likeli-
hood function [9].

3.2 Effect of Observation Noise on Performance

To evaluate the effect of observation noise on estimation performance, we per-
form estimation for different levels of observation noise. Figure 4 shows how the
discrepancy between the estimated and the true slow feature changes depend-
ing on the observation noise. We find that the probabilistic SFA with rigorously
derived likelihood function gives better performance than conventional one with
approximated likelihood function; even though the results of two methods are
similar when there exists no observation noise, estimation errors for the proba-
bilistic SFA with rigorously derived likelihood function are much smaller than
those for conventional one with approximated likelihood function. From these
results, we find that the probabilistic SFA with rigorously derived likelihood
function extracts slow features more accurately.

4 Concluding Remarks

In this paper, we discussed the latent dynamics extraction algorithms using the
SFA framework. We first described the basic framework of the deterministic
SFA and the probabilistic SFA, and then discussed the recent advances in the
probabilistic SFA. The likelihood function of the probabilistic SFA has been de-
rived rigorously by means of belief propagation, while the likelihood function was
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approximately evaluated by assuming that observation noise is zero in the con-
ventional SFA algorithm. Furthermore, we have shown using numerical data that
the probabilistic SFA with rigorously derived likelihood function can estimate
the slow feature and its underlying parameters for latent dynamics accurately
even under noisy environments.
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Part I. LNCS, vol. 5163, pp. 961–970. Springer, Heidelberg (2008)

7. Legenstein, R., Wilbert, N., Wiskott, L.: Reinforcement Learning on Slow Features
of High-Dimensional Input Streams. PLoS Computational Biology 6, 1–13 (2010)

8. Huang, Y.P., Zhao, J.L., Liu, Y.H., Luo, S.W., Zou, Q., Tian, M.: Nonlinear Di-
mensionality Reduction Using a Temporal Coherence Principle. Inform. Sci. 181,
3284–3307 (2011)

9. Turner, R., Sahani, M.: A Maximum-Likelihood Interpretation for Slow Feature
Analysis. Neural Comput. 19, 1022–1038 (2007)

10. Tipping, M.E., Bishop, C.M.: Probabilistic Principal Component Analysis. J. Royal
Stat. Soc. 61, 611–622 (1999)

11. Beckmann, C.F., Smith, S.M.: Probabilistic Independent Component Analysis for
Functional Magnetic Resonance Imaging. IEEE Trans. Med. Im. 23, 137–152 (2004)

12. Pearl, J.: Probabilistic Reasoning in Intelligent Systems. Morgan Kaufman (1988)
13. Sekiguchi, T., Omori, T., Okada, M.: Effect of Observation Noise in Probabilistic

Slow Feature Analysis. IPSJ Trans. Math. Model. Appl. (in press)
14. Sekiguchi, T., Omori, T., Okada, M.: Belief Propagation for Probabilisitic Slow

Feature Analysis. IEICE Tech. Rep. (2011)
15. Omori T., Sekiguchi, T., Okada, M.: (in prep.)



Challenges in Representation Learning:

A Report on Three Machine Learning Contests

Ian J. Goodfellow1, Dumitru Erhan2, Pierre Luc Carrier, Aaron Courville,
Mehdi Mirza, Ben Hamner, Will Cukierski, Yichuan Tang, David Thaler,

Dong-Hyun Lee, Yingbo Zhou, Chetan Ramaiah, Fangxiang Feng, Ruifan Li,
Xiaojie Wang, Dimitris Athanasakis, John Shawe-Taylor, Maxim Milakov,

John Park, Radu Ionescu, Marius Popescu, Cristian Grozea, James Bergstra,
Jingjing Xie, Lukasz Romaszko, Bing Xu, Zhang Chuang, and Yoshua Bengio
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Abstract. The ICML 2013 Workshop on Challenges in Representation
Learning1 focused on three challenges: the black box learning challenge,
the facial expression recognition challenge, and the multimodal learn-
ing challenge. We describe the datasets created for these challenges and
summarize the results of the competitions. We provide suggestions for or-
ganizers of future challenges and some comments on what kind of knowl-
edge can be gained from machine learning competitions.
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1 Introduction

This paper describes three machine learning contests that were held as part of
the ICML workshop “Challenges in Representation Learning.” The purpose of
the workshop, organized by Ian Goodfellow, Dumitru Erhan, and Yoshua Ben-
gio, was to explore the latest developments in representation learning, with a
special emphasis on testing the capabilities of current representation learning
algorithms (See [1] for a recent review) and pushing the field towards new devel-
opments via these contests. Ben Hamner and Will Cukierski handled all issues
related to Kaggle hosting and ensured that the contests ran smoothly. Ian Good-
fellow and Dumitru Erhan provided baseline solutions to each challenge, mostly
in Pylearn2 [2] format. Google provided prizes for all three contests. The winner
of each contest received $350 while the runner-up received $150. A diverse range
of competitors spanning academia, industry, and amateur machine learning pro-
vided excellent solutions to all three problems. In this paper, we summarize their
solutions, and discuss what we can learn from them.

1 http://deeplearning.net/icml2013-workshop-competition
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2 The Black Box Learning Challenge

Fig. 1. Histogram of accuracies obtained
by different submissions on the BBL-
2013 dataset. Organizer-provided baselines
shown in red.

The black box learning challenge2

was designed with two goals in mind.
First, the data was obfuscated, so that
competitors could not use human-
in-the-loop techniques like visualizing
filters to guide algorithmic develop-
ment. A common criticism of deep
learning is that it is an art requiring
an expert practitioner. By keeping the
domain of the data secret, this contest
reduced the usefulness of the human
practitioner. This idea was similar to
a recent DARPA-organized unsuper-
vised and transfer learning challenge
[3] which used obfuscated data and re-
quired submission of a representation
of the data that would then be used on
the competition server to train a very
weak classifier. In this contest, we al-

lowed competitors to use any method; using representation learning was not a
requirement. The second goal of this contest was to test the ability of algorithms
to benefit from extra unsupervised data. To this end, we provided only very few
labeled examples.

This contest introduced the Black Box Learning 2013 (BBL-2013) dataset.
The scripts needed to re-generate it are available for download3. The dataset
is an obfuscated subset of the second (MNIST-like) format of the Street View
House Numbers dataset[4]. Dumitru Erhan created the dataset. The original
data contained 3,072 features (pixels) which he projected down to 1875 by mul-
tiplication by a random matrix. He also removed one class (the “4”s). These
measures obfuscated the data so competitors did not know what task they were
solving. The organizers did not reveal the source of the dataset until after the
contest was over. To make the challenge emphasize semi-supervised learning,
only 1,000 labeled examples were kept for training. Another 5,000 were used for
the public leaderboard. For these examples, the labels are not provided to the
competitors, but the features are. Each team may upload predictions for these
examples twice per day. The resulting accuracy is published publicy. The public
test set is thus a sort of validation set, but also gives one’s competitors infor-
mation. Another 5,000 examples were used for the private test set. The features
for these examples are given to the competitors as well, but only the contest
administrators see the accuracy on them until after the contest has ended. The

2 http://www.kaggle.com/c/

challenges-in-representation-learning-the-black-box-learning-challenge
3 http://www-etud.iro.umontreal.ca/~goodfeli/bbl2013.html

http://www.kaggle.com/c/challenges-in-representation-learning-the-black-box-learning-challenge
http://www.kaggle.com/c/challenges-in-representation-learning-the-black-box-learning-challenge
http://www-etud.iro.umontreal.ca/~goodfeli/bbl2013.html


Challenges in Representation Learning 119

private test set is used to determine the winner of the contest. We also provided
130,000 unlabeled examples drawn from a set specified to be “less difficult” by
the creators of SVHN.

218 teams submitted 1963 entries to the contest. 75 teams beat the best base-
line (a 3-layer MLP) provided by the organizers. See Fig. 1 for a histogram of
all the teams’ performance. David Thaler won the contest with an accuracy of
70.22% using blending of three models that used sparse filtering[5] for feature
learning, random forests for feature selection [6], and support vector machines[7]
for classification. Other competitors such as Lukasz Romaszko [8] also obtained
very competitive results with sparse filtering. This was an interesting outcome
because sparse filtering has usually been perceived as an inexpensive and sim-
ple method that gives good but not optimal results. David Thaler and Lukasz
Romaszko both observed that learning the sparse filtering features on the combi-
nation of the labeled and unlabeled data worked worse than learning the features
on just the labeled data. This may be because the labeled data was drawn from
the more difficult portion of the SVHN dataset. Dong-Hyun Lee [9] finished
second in the contest, having independently rediscovered entropy regularization
[10]. This very simple means of semi-supervised learning proved surprisingly ef-
fective and merits more attention. In third place, Dimitris Athanasakis and John
Shawe-Taylor developed a new feature section / combination mechanism com-
bined with MKL. Other top scorers included Jingjing Xie, Bing Xu and Zhang
Chuang, who developed ensemble voting techniques for use with denoising au-
toencoders [11] and maxout networks [12].

A recent trend in deep learning has been to forego unsupervised learning en-
tirely following recent improvements to discriminative training. This is probably
a result of most datasets having several labeled examples. In this contest, with
only 1,000 labeled training examples, most of the top scorers still needed to make
use of the unlabeled data in some way.

3 The Facial Expression Recognition Challenge

In the facial expression recognition challenge4 we invited competitors to design
the best system for recognizing which emotion is being expressed in a photo
of a human face. In this contest, we wanted to compare methods on a task
that is well studied but using a completely new dataset. This avoids issues of
overfitting to the test set of a repeatedly used benchmark dataset. One reason
to hold such a contest is that it allows us to compare feature learning methods
to hand-engineered features in as fair a manner as possible.

This contest introduced the Facial Expression Recognition 2013 (FER-2013)
dataset. It is available for download5. FER-2013 was created by Pierre Luc Car-
rier and Aaron Courville. It is part of a larger ongoing project. The dataset
was created using the Google image search API to search for images of faces

4 http://www.kaggle.com/c/challenges-in-representation-learning-facial-

expression-recognition-challenge
5 http://www-etud.iro.umontreal.ca/~goodfeli/fer2013.html

http://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge
http://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge
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that match a set of 184 emotion-related keywords like “blissful”, “enraged,” etc.
These keywords were combined with words related to gender, age or ethnicity,
to obtain nearly 600 strings which were used as facial image search queries. The
first 1000 images returned for each query were kept for the next stage of process-
ing. OpenCV [13] face recognition was used to obtain bounding boxes around
each face in the collected images. Human labelers than rejected incorrectly la-
beled images, corrected the cropping if necessary, and filtered out some duplicate
images. Approved, cropped images were then resized to 48x48 pixels and con-
verted to grayscale. Mehdi Mirza and Ian Goodfellow prepared a subset of the
images for this contest, and mapped the fine-grained emotion keywords into the
same seven broad categories used in the Toronto Face Database [14]. The result-
ing dataset contains 35887 images, with 4953 “Anger” images, 547 “Disgust”
images, 5121 “Fear” images, 8989 “Happiness” images, 6077 “Sadness” images,
4002 “Surprise” images, and 6198 “Neutral” images.

Ian Goodfellow performed some small-scale experiments to estimate the hu-
man performance on this task. He collected 1500 images of members of the LISA
lab acting out the seven facial expressions. This dataset contains no label noise
per se, though poor acting abilities mean that the Bayes rate could be quite
high. On this dataset, human accuracy was 68±5%. FER-2013 could theoretical
suffer from label errors due to the way it was collected, but Ian Goodfellow found
that human accuracy on FER-2013 was 65±5%. While there may be label errors,
they do not make the task significantly harder, at least not for a human. James
Bergstra also determined the best performance of a “null” model, consisting of a
convolutional network with no learning except in the final classifier layer. Using
the TPE hyperparameter optimization algorithm, he found that the best such
convolutional network obtains an accuracy of 60%. Using an ensemble of such
models, he obtained an accuracy of 65.5%. See [15] for details.

56 teams submitted on the final dataset. Of these, four beat the best “null”
ensemble model (which was not presented until after the contest was over–many
more teams beat the simpler baselines provided by the organizers). Their scores
are presented in Table 1. The top three teams all used convolutional neural
networks [16] trained discriminatively with image transformations. The winner,
Yichuan Tang, used the primal objective of an SVM as the loss function for
training. This loss function has been applied to neural networks before, but he
additionally used the L2-SVM loss function, a new development that gave great
results on the contest dataset and others.

One of the questions we hoped to answer in this workshop is whether or not
feature learning algorithms are ahead of other methods. Radu Ionescu, Marius
Popescu, and Cristian Grozea provided the strongest submission that did not
use feature learning. Their approach used SIFT [17] and MKL. This approach
put their performance close to that of Maxim Milakov, who submitted the third
best convolutional network. These results suggest that convolutional networks
are indeed capable of outperforming hand-designed features, but the difference
in accuracy is not extreme. It’s unclear whether the performance of the best
deep network has reached the Bayes rate on this task or not.
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Table 1. Private test set accuracy on FER-13

Team Members Accuracy

RBM [18] Yichuan Tang 71.162%

Unsupervised Yingbo Zhou, Chetan Ramaiah 69.267%

Maxim Milakov
6

Maxim Milakov 68.821%

Radu + Marius + Cristi [19] Radu Ionescu, Marius Popescu,

Cristian Grozea

67.484%

4 The Multimodal Learning Challenge

The multimodal learning challenge7 was intended to spur development of algo-
rithms that discover a unified semantic representation of examples that have
more than one input representation. In this case, the two input modalities were
images and text.

Competitors were advised to use the small ESP game dataset [20] for training
data, but all public sources of training data were allowed. The small ESP game
dataset consists of 100,000 images of varying sizes that were annotated by players
of an online game. Each image is tagged with on average 14 words, with a
vocabulary of over 4,000 words.

In order to provide a new test set, Ian Goodfellow manually labeled 1,000
images obtained by Google image search queries for some of the most commonly
used words in the small ESP game dataset. The labels were intended to resemble
those in the training set. For example, they include incorrect spellings that were
common in the training set. This dataset is available for download8.

Kaggle does not yet provide the kinds of evaluation metrics typically used for
multimodal learning, so the organizers devised a multimodal classification task.
Each test image would be accompanied by two labels from the test set, with the
classification task being to report which of the two labels is correct. Unfortu-
nately, because this is a matching task, it proved too easy to yield interesting
machine learning results. Yichuan Tang found that a base classifier with low
accuracy could be coupled with the Hungarian algorithm to compute the op-
timal matching. The optimal matching constructed in this way obtained 100%
accuracy. The contest ended in a three-way tie with 100% test accuracy. The
winners were “RBM” (Yichuan Tang), “MMDL” [21] (Fangxiang Feng, Ruifan
Li, and Xiaojie Wang), and “AlbinoSnowman” (John Park). RBM won the tie
by submitting the first perfect solution. The tie between MMDL and AlbinoS-
nowman was broken because MMDL submitted a model file for verification and
AlbinoSnowman did not. If a similar contest is organized in the future, we rec-
ommend labeling twice as many test images as are needed, then discarding half

6 http://nnforge.org
7 http://www.kaggle.com/c/

challenges-in-representation-learning-multi-modal-learning
8 http://www-etud.iro.umontreal.ca/~goodfeli/mlc2013.html

http://nnforge.org
http://www.kaggle.com/c/challenges-in-representation-learning-multi-modal-learning
http://www.kaggle.com/c/challenges-in-representation-learning-multi-modal-learning
http://www-etud.iro.umontreal.ca/~goodfeli/mlc2013.html
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of the images and using their labels as the incorrect label for the remaining la-
bels. This removes the matching aspect of the problem and forces the classifier
to label each image independently.

5 Advice to Contest Organizers

Organizing a contest requires a significant amount of work from all parties in-
volved. We offer some suggestions for running a succesful contest:

Allocation of Time: Budget time for the following tasks: Before the contest
launches: Creation of new datasets, verification that state of the art algorithms
perform well but have room for improvement on the dataset, preparation of
baseline solutions, design of rules for the contest. During the contest: Field-
ing questions (on contest rules, how to use the contest website, etc.), resolving
portability issues with contest baselines. After the contest Verification of the
winners’ submissions, distributing the private test data, preparing presentations
and papers about the contest.

Designing Rules: Some things to consider: Should “transductive” meth-
ods that are allowed to observe all test set inputs be allowed? Are contestants
prohibited from labeling the public leaderboard test data and training or cross-
validating with it? What about training with outside data, or scraping the web
for higher resolution versions of input images? How will you enforce the rules?
Datasets that humans can label present many difficulties. Remember that you
need to prevent not just training on the test set, but also selecting hyperparam-
eters on it. The best way to do this is to require all entrants to upload their
trained models at the end of the contest. The organizers release the test set only
after all models are frozen. Entrants then run their submission on the test set
and upload the predictions . The organizers then verify that the winning sub-
missions’ predictions were indeed generated by the previously uploaded model.
Using this system is a powerful deterrent to cheating. In order to run the con-
test smoothly, it is important to plan these measures in advance and put them
in the rules from the start. We initially had fewer cheating deterrants in place,
expecting only a small number of competitors from the academic deep learning
community, but within days of launching the contest someone had already hand-
labeled the entire public test set for the multimodal learning contest. Note that
contestants are interested in obtaining a high rank on the leaderboard even if
they do not win a prize (on Kaggle, one can earn “Kaggle points” for placing in
the top 10% or 25% of a contest). It’s important to reserve the right to verify
all submissions and remove leaderboard entries that can’t be verified.

Difficulty and Participation Rate: Err on the side of making the contest
too hard rather than too easy. We erred on the side of making the contests
easy, in order to increase participation, and this made the multimodal contest
too easy to be interesting. While past workshop-based contests have had a low
participation rate (example: 4 teams in the NIPS 2011 transfer learning challenge
[22, 23]) the participation rate problem can be completely solved by hosting the
contest on Kaggle. Even our least popular challenge had 26 teams.
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Organize Multiple Contests Simultaneously. The marginal cost of run-
ning a second or third contest is low compared to the fixed cost of launching one
contest, and the additional contests provide some insurance that you will obtain
interesting results even if one contest turns out to be poorly devised.

Provide Baselines and a Leaderboard. Baselines boost participation
since entrants don’t need to write boilerplate code to load the data, etc.

6 Discussion and Conclusion

Competitions offer a different and important viewpoint on machine learning al-
gorithms than research papers do. Research papers are expected to be extremely
novel. When writing research papers, the most talented machine learning prac-
titioners focus their skills on tuning methods that they themselves invented.
Contests offer the opportunity to see what happens when a different incentive
structure is applied: skilled practitioners use whatever means they think will
help them win, regardless of how novel the method is or whether they invented
it. The use of a completely new test set also makes the results of the contest a
more realistic evaluation of generalization error. When interpreting the results
of a contest, it is important to remember that a contest is not a controlled exper-
iment complete with statistical analysis. However, contests can serve to refocus
our attention on algorithms that perform well, but may not otherwise receive
their due attention in the research community. This year’s contest highlighted
the performance of SVM loss functions, sparse filtering, and entropy regular-
ization. We hope these results help machine learning practitioners improve the
performance of their algorithms, and that future contest organizers are able to
use this report to plan more contests that highlight more effective algorithms.
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Abstract. Search Engines such as Google is capable of processing user queries 
in a fast and efficient way. Though they are proven to be reliable, they are still 
incapable of handling complex queries. For example, Image Search Engines 
generally suffer from low accuracy when handling complex queries due to the 
lack of information available in an image. This paper presents the various image 
retrieval systems available currently, with in depth discussions on their opera-
tion and drawbacks. We also demonstrated the potential of using ontological 
technique in image retrieval systems, which has shown promising results in 
many research domains. 

Keywords: Human-Centred Design, Webpage Segmentation, Image Indexing, 
Search Engines. 

1 Introduction 

With the wide availability of high speed networks and the growth of World Wide 
Web, information has become widely accessible in the world. Users can easily ac-
quire any information in any location of their choice using devices such as smart 
phones and PDAs. There is a wide range of information available in the web; the most 
typical ones are text based information. Recently, images have become an indispensa-
ble method for humans to express their thoughts and needs. With the recent social 
networking sites and microblogging, people upload and share their images or other 
multimedia-related content over the world on a global scale. Images can be consi-
dered as one of the vital medium of expressing thoughts.  

Current commercial web-based image search engines such as Google Images, 
Bing, Yahoo, etc, provide image annotation so that users can search for them using 
search queries. However, these search engines are unable to handle complicated 
search queries especially search queries which are too specific. Such systems work 
generally fine for most simple queries (e.g., apple, cat, watch, etc). Complicated que-
ries such as “Amazon Rainforest on Fire” are also common and are the reason behind 
most of these failed searches. 

The accuracy of image search engines is crucial and highly dependent on the image 
annotation. Fortunately, images in web do come with precious contextual information. 
This information is widely available and can be located within the nearby region of 
that particular image. However, not all the information located nearby are relevant to 
the image, likewise not all the information located far away are irrelevant to the im-
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age. The focus of this study is thus to garner an in-depth understanding of this infor-
mation for indexing purposes. 

To provide an in depth understanding of this study, our paper is written into two 
parts. The first part of this paper describes the type of image retrieval systems availa-
ble currently, with their pros and cons provided. The second part of this paper pro-
vides an overview of the different categories of image retrieval systems. While the 
study of image retrieval systems is a huge and wide area, our study in this paper is 
primarily focused on the state of the art image retrieval systems and also on the future 
trends of developing these systems. 

This paper contains several sections. Section 2 describes the various image retriev-
al systems while Section 3 gives the categorization of the image retrieval systems. 
And last but not least, Section 4 summarizes our work. 

2 Image Retrieval Systems 

An image retrieval system can be defined as a computer system for browsing, search-
ing and retrieving images from a large database of digital images. Most traditional 
and common approaches of image retrieval utilize variousmethods of adding metadata 
such as captions, keywords, or descriptions to the images so that retrieval can be per-
formed over the annotation words.  

There are two aspects to an image retrieval system; indexing and searching. The 
metadata of the image is indexed and stored in a large database and when a search 
query is performed, the image search engine looks up the index, and queries are 
matched with the stored information. The results are presented in ascending order 
according to its relevancy. 

Generally, the image retrieval system can be divided into 2 methods, which are 
content-based and concept based. Relatively, a third method has become available as 
a result of recent development and research. 

Content-Based Image Retrieval Systems (CBIR) 

Content-based image retrieval (CBIR), also known as query by image content (QBIC) 
and content-based visual information retrieval (CBVIR) is the application of comput-
er vision techniques to the image retrieval problem, which is, the problem of search-
ing for digital images in large databases. It is not required for images to be indexed 
with textual labels for these systems. Instead, images are indexed and retrieved ac-
cording to their low-level visual features of colors, shapes, texture, and/or spatial 
information spatial information [4], [6]. 

There is a growing interest in Content-based IR due to the limitations inherent in 
metadata-based systems, as well as a wide spectrum of potential uses for efficient 
image retrieval. Textual information about images can be easily searched using exist-
ing technology; however human intervention is required to manually describe every 
single image in the database. This is impractical for very large databases, or for  
images that are generated automatically, e.g. from surveillance cameras. It is also 
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possible to miss images that use different synonyms in their descriptions. A disadvan-
tage of Content-based IR is the method of performing the query, since images are 
indexed with low-level features, users can only perform queries by sketch, color com-
position and/or example (i.e. by providing an example image). Query by sketch me-
thod is not desirable for non-artistically inclined users and query by example method 
assumes that the user already has an example on hand. These drawbacks have limited 
CBIR to domain-specific applications and words remain predominant in image index-
ing and retrieval systems, at least in the foreseeable future [17].  

Concept-Based Image Retrieval Systems 

Concept-based image indexing and retrieval, also variably named as "description-
based" or "text-based" image indexing/retrieval, refers to retrieval from text-based 
indexing of images that may employ keywords, subject headings, captions, or natural 
language text. It is opposed to Content-based image retrieval. “Cats”, “oranges”, “ac-
cident on the highway” and etc are examples of such indices. Legacy keyword-based 
image retrieval systems, CBIR systems with high-level semantics, as well as Web-
based image retrieval systems could be categorized under concept-based image re-
trieval systems. 

Legacy keyword-based IR systems involve tagging the images manually with a 
keyword, which initially became costly and impractical. However, with Web 2.0 
technology, it became possible to easily tag images manually with a keyword without 
the drawbacks as implemented in many sites such as Flickr, Deviantart, and similar 
image sharing sites. However, despite such tagging methods, this approachis proven 
have its drawbacks in that it is highly dependent on the indexer; the annotations are 
error-prone, incomprehensive and that its range of successful queries is onlyrestricted 
to the interpretation of the indexer/annotator [4], [8], [20]. 

Concept-based IR systems with higher semantics are capableof learning high-level 
semantic concepts from low-level visual features using advance computer vision and 
machine learning techniques, concentrating on reducing the semantic gap; such sys-
tems include semantic-based image retrieval systems [1], [4], [13] and sig-
nal/semantic-based system [15]. Bradshaw [1] attempted to use a probabilistic model 
in his semantic-based system to recognize four concepts (i.e. natural/man-made and 
indoor/outdoor) in an image. Jeon et al. [9] on the other hand implemented a cross-
media relevance model which could identify 70 object concepts, while Li et al. [13] 
cross-media relevance model could identify 101 object concepts. However, these 
implementations comes with a drawback, visual information is lost in the learning 
process. This is where the signal/semantic-based systems come in, to address this 
issue. In Liu et al. survey on Concept-based IR with high-level semantics, it is men-
tioned that Li et al. [13] 101 object concepts form the largest vocabulary set used in 
object recognition. However, this is far from the 30,000 object concepts perceived by 
humans which show that there is still much to do in order to fill the semantic gap. 
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Multi-modal Web-Based Image Retrieval Systems 

Both Context-based and Concept-based systems have their pros and cons. And as 
such, many researchers have delved into the idea of exploiting the strengths of these 
two systems through fusion and multi-modality, all the while addressing the weak-
nesses that both systems had. 

There are many research papers concerning the fusion of the visual features of the 
Concept-based systems and the contextual information of images on the internet [14], 
[22]. These researches focus on drawing upon the contextual information as a source 
of countless semantic concepts to increase the cardinality of the sets of semantic 
classes, and attempting to overcome the poor retrieval performance of current web-
based systems with the image visual content.  

Some research combined both textual and visual information to cluster images ra-
ther than annotate them [22]. Other research focused on the fusion of both sources for 
image annotation purposes [14], [18], [22]. In the earlier stages of this research [18], 
[14], the textual and visual information were kept in separate data repositories and 
loosely coupled by means of relevant feedback from the user. Users were required to 
provide feedback on which images were relevant/irrelevant in the search result re-
turned by their keyword-based query; though this method causes the system to appeal 
less attractively to the users. As researchers continued refining the methods, some 
research strongly coupled both textual and visual image content by using a bootstrap-
ping approach and graph learning method. The system recall rate has been improved, 
which effectively eradicates the need for user feedback; however, only a minor in-
crease is observed in the system retrieval precision. A probable explanation for this is 
the poor semantic relevance of the textual information attached to the image, which 
only raises the concern of the original problem; the unprecedented quality of the con-
textual information of a web image faced by current Web-based systems. 

3 Categorization of Image Retrieval Systems 

These systems can be categorized into two systems; pure text-based systems or multi-
modal systems (aka fusion-based models). In this section, an analysis shall be made 
on how these two systems make use of an image’s contextual information. 

Text-Based Image Retrieval Systems 

Most commercial image search engines – Google Image, Yahoo! Image and Bing 
Image (formerly Live Search Image and MSN Image) , are text-based systems widely 
used by the public to search for images on the internet. These three image search pro-
viders originated from general text information search engines (Google, Yahoo, Alta-
vista, etc). 

Such systems typically rely on text to index images on the internet. These key-
word-based systems make use of the image’s filename, the hyperlink text pointing to 
the image, and/or the text adjacent to or surrounding the image. In 2009, Google in-
cluded an image content-based similarity feature to look up other similarly colored or 
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textured images after the initial textual query. This feature shares some similarities to 
the early fusion-based models that loosely couple textual and visual features where 
users can submit a text query, select and view other visually similar images from the 
query result [14], [18], [21]. 

While it is hard to determine how much text these search engines consider as adja-
cent to/surrounds an image, it has been reported by Feng et al. [6] that the first or last 
32 words in the text nearest to an image appears to be most descriptive of the image 
according to a survey conducted by Google. However, in the case of Bing Image 
Search (Microsoft), a section of text is extracted using Microsoft’s patented webpage 
segmentation algorithm, otherwise known as VIPS which partitions a webpage into 
several smaller semantic blocks rather than considering a number of terms as the text 
surrounding the image (like Google’s method), instead. 

Examples of pure text-based systems can be found in [4], [7], [8], [11], [19]. An 
image representation model called Weight ChainNet is introduced [29]. This model is 
based on a lexical chain. The Image filename, image ALT, page title and image cap-
tion (e.g. the entire paragraph containing the image) are considered as part of the im-
age’s contextual information, and these texts are modeled as different lexical chains in 
a Weight ChainNet model. The best performance has been demonstrated by a proper 
combination of these chains, each with their own appropriate weightages.Several tests 
of different weight combination are performed to obtain the optimized weight for 
each chain. Hence, the query results is further refined through relevance feedback 
methods. 

Image contextual information was considered as text from multiple sources as well, 
with each part of the text being regarded as an independent source of evidential in-
formation. Four possible sources of evidence are proposed: description tags, meta 
tags, full text and text passages (i.e. surrounding text – words located close to the 
images). An initial experiment was conducted to determine the best size of text pas-
sages where 5, 10 and 20 terms before and after an image as well as full text were 
tested. It can be observed that the size of 20 terms gives the best result. These sources 
of text are then combined in a Bayesian network model to improve the retrieval quali-
ty of image retrieval systems. A combination of text passages and description tags 
provides the best retrieval results and poor retrieval is shown when these text sources 
are used in isolation.  

An image’s contextual information can range from the image caption (e.g. a para-
graph of text) to the entire article text body [8]. HTML tags are classified into either 
block or style tags. The page layout or the relative positioning of the content is af-
fected by the block tag element whereas the visual attribute of the content such as font 
size or color is affected by the style tag element. The identified block tag is then ren-
dered into a content block on the webpage, which they consider as the article text 
body (i.e. the main content of the webpage). A linguistic-based semantic similarity 
algorithm is applied to associate the image to the article text body. A match is found 
for the named entities between the image caption and the text from each of the content 
blocks that make up the article text body. Though, images without captions are consi-
dered as non-article images. 
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The last two papers concentrate on indexing images solely on the surrounding text 
extracted from the entire webpage content. According to Gong et al. [7], the image 
context is put through a stop word removal and stemming process, and the result is 
partitioned into 3 groups – page-oriented text, TM (texts from the title and meta tags), 
link-oriented text, LT (texts attached to the image tag) and caption-oriented text, BT 
(texts of the body). For each term in a block, a local weight corresponding to its se-
mantic relevance to the image is calculated based on its local occurrence (using tf-
idfweighting model) and distance of the block to the image. Thus, the overall relev-
ance of a term to an image is determined as the sum of all its local weightages multip-
lied by the corresponding distance factors, in an attempt to rank relevant terms higher 
than irrelevant terms. 

Multi-modal Systems 

In the earlier years where loosely-coupled models utilized both image contextual in-
formation and image content, WebSeer [5], AMORE [16], ImageRover[18] and 
iFind[2] all focused on using textual cues that come from the image’s filename, ALT 
attribute within the <IMG> tag of the HTML file, link text, title of the HTML page 
and the text surrounding the image (the definition for this differs for every system). 
According to Sclaroff et al. [18], the text surrounding the image is defined as 10 
words appearing before the <IMG> tag and 20 words appearing after the <IMG> tag. 
Emphasized words in bold and italics, word frequency and word proximity to the 
image are all taken into account using the Latent Semantic Indexing (LSI) method. 
The words that are closer to the image are ranked higher for word proximity. Some 
resear consider a paragraph of text withoutspecifying a number of words before and 
after an image [5], [16]. Frankel et al. [5] consider texts are weighed according to the 
text source/location of the image filename, image caption, ALT attribute, HTML page 
title and link text; where these features are assumed to be analogous to the likelihood 
of the text being useful in an image search, though Chen et al. [2] usetf-idf model 
torank the texts. On the other hand, the hyperlink text and html addresses (e.g. uni-
form resource locator – URL) is being utilized by inWebSeek image and video re-
trieval system to index multimedia resources on the internet [21].  

4 Conclusions 

The different types of image retrieval systems, their differences and drawbacks have 
been addressed in this paper. Content based image retrieval systems require human 
annotation and labeling while context based image retrieval systems require surrounding 
contextual information. There are problems with both, the former requires extensive 
labor while the latter can be automated by a well-designed computer system. Based on 
our observations, it seems that current trends concentrate more on the multi modal ap-
proach, and with the introduction of ontologies, current approaches tend to adopt these 
techniques as a tool for image indexing and retrieval. Though ontology techniques are 
generally slow, it is foreseen that these techniques will be the future tools due to their 
ability to analyze the conceptual and semantic properties of a document. 
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Abstract. Software defects are an indicator of software quality. Soft-
ware with lesser number of defective modules are desired. Prediction of
software defects using software measurements facilitates early identifica-
tion of defect-prone modules. Association relationship between software
measures and defects improves prediction of defective modules. To find
association relationship between software measures and defects, each nu-
meric measure is divided into bins. Each bin is called 1-itemset (or an
itemset of length 1). When certain itemsets and defective modules appear
together in a dataset, they are considered associated with each other. Fre-
quency of their co-occurrence depicts the strength of the association re-
lationship. Existing studies find the relationship between 1-itemsets and
defective modules. Itemsets that have high association with defects are
called focused itemsets. Focused itemsets can be used to build prediction
models with higher Recall values. This paper explores the relationship
between defective modules and itemsets with length greater than 1. Fo-
cused itemsets with length greater than 1 involve multiple bins at same
time. Identification of the focused itemsets has improved the performance
of decision tree based defect prediction model.

1 Introduction

Software quality is an important characteristic for success of a software system.
One way to measure software quality is to count number of defective modules.
Prediction of defective modules helps in: a) planning of resources during devel-
opment and testing b) reducing defect correction cost and time [8], [9], [10], [12].
Techniques used to predict defects include statistical methods, machine learning
and data mining methods, parametric models and mixed algorithms [4]. Most of
the defect prediction techniques use software measures collected during design
and coding phases. Studies have emphasized the need to understand relation-
ship between software measures and defects [5], [12]. Association mining have
been used to find association relationship between the two [12]. The associa-
tion relationship is identified by discretizing the numeric software measures into
bins and identifying 1-itemsets that coexist with software defects [12]. 1-itemset
means one interval from the range of values of a single software measure (also
known as an attribute). Each attribute is divided into multiple bins and software
defect data contains multiple attributes. Therefore association information be-
tween one bin of a single attribute and defective modules is not enough. Also, to
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understand the relationship in a holistic manner [5] requires the contribution of
multiple bins in the relationship. To get a more complete view of the relationship
this paper identifies the longer itemsets that co-occur with defective modules.
The longer itemsets provide more information about the defective modules than
the information provided by 1-itemset. This paper also uses these itemsets to
develop decision tree based prediction model [6]. The itemsets have improved
the Recall (or true positive rate) of the decision tree model.

The rest of this paper is organized as follows. Section 2 presents an overview
of the related work. Section 3 presents our research methodology. Results are
presented in section 4 and section 5 discusses these results. Finally, section 6
concludes the paper.

2 Related Work

Among other techniques data mining and machine learning methods are widely
used for defect prediction. Challagulla et. al have compared the linear regres-
sion, pace regression, support vector regression, logistic regression, neural net-
work, naive bayes, instance-based learning, J48 trees and 1-rule using four defect
data sets [4]. Their findings are that instance-based learning together with 1-rule
gave better prediction and that size and complexity attributes are not enough
for accurate prediction. Defect prediction models have been criticized for using
size and complexity measures only by Fenton et. al [5]. Fenton et al advocate
use of a model with a holistic view of a software system to predict defects. Un-
like Challagulla, Fenton et. al do not use static code measures and suggest a
model based on Bayesian Belief Networks (BNN) which involves expert based
judgement. However, there are numerous studies that use static code attributes
to predict defects. Menzies et. al stated that predictor’s performance could have
suffered if static code attributes were not helpful [8]. Their motivation was to uti-
lize code metrics to improve the performance of defect predictors. Based on code
attributes Ma et al. suggested using association based classification for defect
prediction [2]. They have compared association based classification, CBA2, with
other rule based classification methods. Their comparison suggested that CBA2
performed better than C4.5 and RIPPER based on the measures Area Under
Curve(AUC), accuracy, sensitivity and specificity. Kamei et. al have proposed
an association mining and logistic regression based approach to predict defect
prone modules [7]. The hybrid approach was superior to other prediction models
on the bases of lift measure [6], [7]. Other studies have also used the static code
attributes and association mining to facilitate prediction of software defects [1],
[12]. Zafar et. al have identified attribute values that have high association with
defective modules [12].

3 Methodology

This paper adapts the methodology by Zafar et. al [12] to explore the relation-
ship of itemsets with length ≥ 2 with defective modules. The public data [3]
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Fig. 1. Methodology to Find Focused Itemsets

used for this study consists of numeric attributes. These numeric attributes are
software measures collected during development phases. The data also has a
class attribute. Each record in a dataset represents a software module. The class
attribute categorizes each module as defective D or not-defective ND. Figure
1 shows the steps involved in finding the longer focused itemsets. As shown in
the figure the first step is to discretize date so that itemsets can be generated
in later phases of the methodology. Datasets used are imbalanced and consist
of more ND modules than the D modules [12]. Each dataset is partitioned into
two based on the class attribute value. For each partition Apriori algorithm [6]
is used to generate frequent itemsets of length two and greater. Support of all
the itemsets is used to identify focused and indifferent itemsets. J48 [11] (java
implementation of C4.5 [6]) is used to validate the generation focused itemsets.
Rest of the section discusses each step in detail.

3.1 Discretization and Partitioning of Data

Apriori algorithm works on discrete data only so each attribute is divided in 10
equi-frequency bins. From these bins, combinations of bins that are highly asso-
ciated with defective modules are identified. The discretized data is partitioned
such that partition Dt includes defective modules whereas, partition Df includes
not-defective modules. As a next step, Apriori algorithm is applied to generate
frequent itemsets.

3.2 Finding Frequent Itemsets and Support of Each Itemsets

Frequent itemsets are generated for each partition with respect to their asso-
ciation with the class attribute. The frequent itemsets also satisfy a minimum
support threshold in addition to occurring frequently with the class attribute
in a partition. Apriori algorithm generates itemsets of various lengths in each
partition. The 2-itemsets and 3-itemsets studied in this paper satisfy the mini-
mum support thresholds MinSupportt and MinSupportf in partitions Dt and
Df respectively. Support of an itemset is the proportion of the modules in a
partition that contain the itemset.
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3.3 Selection of Indifferent and Focused Itemsets

Indifferent itemsets are the itemsets that appear in both partitions Dt and Df

and satisfy αt and αf thresholds in the respective partition. These itemsets do
not affect the classification of D modules and can be ignored when developing a
classification model with high Recall. Itemsets that appear in the partition Dt,
satisfy αt and are not indifferent itemsets are called focused itemsets. Focused
itemsets are the combinations of bins that co-occur with the defective modules.

3.4 Evaluation Framework

This paper uses decision trees based 2 phase criterion to evaluate results. In
phase 1, J48 decision tree is generated for each datasets and the branches of the
tree that trace towards defect prone modules are analyzed. From these branches
the attributes that appear at decision points are observed. These attributes
with their ranges are compared to the focused 2 and 3-itemsets and results are
validated. If a certain combination of itemsets appears as decision nodes in more
datasets, vote count for the combination will be high. High vote counts represent
that certain combinations of bins associate highly with defects and should be
considered important when developing prediction models with better Recall.
Recall (or True Positive Rate) is proportion of actual D modules in the modules
predicted as D.

In phase 2, the impact of indifferent and focused itemsets on detection of
defects is studied. Performance of the decision tree is measured at 4 different
points: without any pre-processing, after dropping the attributes with indifferent
itemsets, after relabeling focused 1-itemsets, after relabeling focused 2-itemsets.
The focused 1-itemsets and 2-itemsets are relabeled as missing value for the ND
modules only. This process of relabeling the focused itemsets should improve
Recall of the decision tree. Increase in Recall should indicate that these itemsets
are related to the defective modules.

4 Results

To find focused itemsets, each dataset passes through the phases described in
section 3. Four datasets [3] used in this study are listed in Table 1. While passing

Table 1. Min Support, αt and αf , used in this study, for each dataset

Partition Dt Partition Df

Dataset MinSupportt αt MinSupportf αf

cm1 15 % 25 % 10 % 30 %
jm1 15 % 20 % 10 % 30 %
kc1 15 % 25 % 20 % 25 %
kc2 20 % 30 % 20 % 30 %
pc1 20 % 25 % 10 % 30 %
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through the phases all independent numeric attributes of each dataset are dis-
cretized into 10 equi frequency bins. The discretized dataset is partitioned into
Df and Dt. Apriori algorithm is applied on each partition of all the datasets
to generate frequent itemsets. Minimum support thresholds MinSupportt and
MinSupportf used to apply Apriori are given in Table 1. As the next step sup-
port and frequency of all the 2-itemsets and 3-itemsets in all the datasets is
calculated. Indifferent and focused itemsets are identified using the αt and αf

threshold, given in Table 1. All the itemsets are sorted in descending order ac-
cording to their support value. The itemsets above the support threshold value
are marked either as focused or indifferent. As in the study by Zafar et al [12]
αt ≤ αf for all datasets. This is because the data is imbalanced and partition Dt

contains very small number of examples as compared to examples in partition
Df .

Table 2 shows top 3 focused and indifferent 2-itemsets with their support.
Itemsets in bold face are focused itemsets and indifferent itemsets have been
marked as {Indifferent}.

Table 2. Top 3 2-Itemsets and their Supporti in each partition

Partition Dt Partition Df

Dataset 2-Itemset Supporti 2-Itemset Supporti

CM1

ev(g)= ’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

61.22 % ev(g)= ’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

76.61 %

loc=‘(65.5-inf)’ loc-
CodeAndComment
=(-inf-0.5]

34.69 % iv(g)= ’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’

50.78 %

loc=‘ (65.5-inf)’
lOComment=‘(34.5-
inf) ’

28.57 % ev(g)= ’(-inf-1.2]’ iv(g)= ’(-
inf-1.2]’

46.77 %

JM1

lOComment=’(-inf-0.5]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

49.72 % lOComment=’(-inf-0.5]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

66.76 %

lOBlank=’(-inf-0.5]’ loc-
CodeAndComment =’(-
inf-0.5]’

21.56 % iv(g)=’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’

37.65 %

e=’(48232.24-inf)’
t=’(2679.57-inf)’

21.27 % ev(g)=’(-inf-1.2]’ iv(g)=’(-
inf-1.2]’

35.39 %

KC1

ev(g)=’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

65.34 % ev(g)=’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’ {Indifferent}

86.26 %

e=’(14140.38-inf)’
t=’(775.605-inf)’

28.83 % ev(g)=’(-inf-1.2]’ iv(g)=’(-
inf-1.2]’

66.74 %

n=’(147.5-inf)’
v=’(795.61-inf)’

28.53 % iv(g)=’(-inf-1.2]’
locCodeAndComment=’(-
inf-0.5]’

65.68 %

Continued on next page
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Table 2 – continued from previous page

Partition Dt Partition Df

Dataset 2-Itemset Supporti 2-Itemset Supporti

KC2

ev(g)=’(-inf-1.2]’
lOCodeAndComment=’(-
inf-0.5]’ {Indifferent}

44.86 % ev(g)=’(-inf-1.2]’
lOCodeAndComment=’(-
inf-0.5]’ {Indifferent}

83.13 %

v=’(1403.34-inf)’
uniq Opnd=’(36-inf)’

34.58 % ev(g)=’(-inf-1.2]’
lOComment=’(-inf-0.5]’

70.84 %

uniq Opnd=’(36-inf)’
total Op=’(151.5-inf)’

34.58 % lOComment=’(-inf-0.5]’
lOCodeAndComment=’(-
inf-0.5]’

69.40 %

5 Analysis and Discussion

Most of the itemsets found in [12] appear in longer itemsets generated in this
study. Almost all the datasets contain the 1-itemset of study [12]in combination
with other attributes as focused 2 and 3-itemsets with the exception of jm1
dataset. For example, for cm1 dataset loc= ’(65.5-inf)’, lOComment= ’(34.5-
inf)’, and n= ’(400.5-inf)’ appeared as focused 1-itemset [12]. In this study, 57%
of the focused 2-itemsets and 80% of the focused 3-itemsets contain these 1-
itemsets in combination with other attributes for cm1 dataset. This shows that
1-itemsets that appeared as focused earlier still appears as focused but now in
conjuncture with other attributes.

Also, it can be analyzed that 2-itemsets and 3-itemsets frequently contain
the same attributes with same ranges but in different combination. For exam-
ple the focused 2-itemsets for pc1 dataset are: loc=’(54.5-inf)’ N=’(279.5-inf)’,
loc=’(54.5-inf)’ V=’(1713.03-inf)’, loc=’(54.5-inf)’ B=’(0.565-inf)’, loc=’(54.5-
inf)’ lOCode=’(54.5-inf)’. 3-itemsets for the same dataset are: loc=’(54.5-inf)’
N=’(279.5-inf)’ V=’(1713.03-inf)’, loc=’(54.5-inf)’ N=’(279.5-inf)’ B=’(0.565-
inf)’, loc=’(54.5-inf)’ N=’(279.5-inf)’ uniq Opnd=’(50.5-inf)’. It is clear that
the combination of loc=’(54.5-inf)’, N=’(279.5-inf)’, V=’(1713.03-inf)’ and
B=’(0.565-inf)’ primarily contribute towards defects. These measures with the
ranges and combinations as identified by the experiment can be used by the
managers to monitor the quality of the software project.

The identified indifferent itemsets show lower values of attributes for all the
datasets meaning thereby low values of the 2-itemset do not contribute in oc-
currence or absence of defects. Most of the 2-itemsets in all datasets are sim-
ilar. However, lOBlank=’(-inf-0.5]’ locCodeAndComment=’(-inf-0.5]’ appeared
in jm1 only. This shows that low number of blank lines and small sized code do
not affect the module as being defective or non-defective. Similarly, ev(g)=’(-inf-
1.2]’ lOComment=’(-inf-0.5]’ locCodeAndComment=’(-inf-0.5]’ is the 3-itemset
that is common in most of the datasets as indifferent. The number of indiffer-
ent 3-itemsets reduces in all the datasets because the combination of attributes
becomes rare in the partitions Dt and Df .

The results of the experiment are validated by generating decision tree for each
dataset usingWeka. ForCM1 decision tree the root node lOComment=’(34.5-inf)’
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Table 3. Performance of Decision Tree Model in terms of Recall

KC1 KC2 JM1 CM1

No Pre Processing 0.34 0.505 0.13 0.22
Attributes Dropped 0.507 0.527 0.155 0.154
1-Itemsets Relabelled 0.553 0.587 0.258 0.449
2-Itemsets Relabelled 0.553 0.613 0.339 0.449

together loc=’(65.5-inf)’, ev(g)=’(-inf-1.2]’, and lOBlank= ’(-inf-0.5]’ contributes
towards defective modules. Our results are similar to these results that is combi-
nation of these attributes exist in 2-itemsets and 3-itemsets.

Performance of the Decision Tree (DT) model (in terms of Recall) has in-
creased by identification of the focused and indifferent itemsets. Table 3 shows
Recall of the decision tree at four points. First row shows the performance of
the DT when no modifications are done in data. Row 2 shows the performance
when attributes with indifferent itemsets are dropped from the data. Row 3 and
4 respectively show the impact of relabeling 1-itemsets and 2-itemsets as miss-
ing values. Recall of the model has increased for each dataset after each step.
Increase in performance has been 61. 76%, 21.38%, 160.76% and 100.04% for the
datasets KC1,KC2, JM1, and CM1 respectively.

6 Conclusions and Future Work

Information regarding association between software measurements and defective
modules is useful in predicting defective modules early in lifecycle. This paper
identifies the association relationship between defective modules and combina-
tion of 2 and 3 software measures. The paper divides the numeric software mea-
sures into equi frequency bins (called itemsets) and uses Apriori algorithm to see
which longer itemsets (with length ≥ 2) associate with defective modules. These
longer itemsets are called focused itemsets. Most of the longer itemsets include
the 1-itemsets reported in [12]. J48 decision trees have been developed for each
of the discretized datasets. The branches of the tree tracing towards defective
modules have been examined to validate if the longer itemsets appear as decision
nodes in the tree. For all the datasets the focused itemsets appear as decision
nodes of the respective trees. Focused itemsets have been used to develop deci-
sion tree based prediction model. Average performance improvement of 79% has
been achieved for the decision tree model. We plan to use the indifferent and
focused itemsets to improve performance of other prediction models.
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Abstract. This paper proposes an unobtrusive way to detect fatigue
for drivers through grip forces on steering wheel. Simulated driving ex-
periments are conducted in a refitted passenger car, during which grip
forces of both hands are collected. Wavelet transformation is introduced
to extract fatigue-related features from wavelet coefficients. We compare
the performance of k-nearest neighbours, linear discriminant analysis,
and support vector machine (SVM) on the task of discriminating drowsy
and awake states. SVM with radial basis function reaches the best accu-
racy, 75% on average. The results show that variation in grip forces on
steering wheel can be used to effectively detect drivers’ fatigue.

Keywords: fatigue detection, grip force, wavelet transformation.

1 Introduction

The world vehicle population was reported to have surpassed the 1 billion-unit
mark in 2010 (240 million in U.S. and 78 million in China) [1]. Automobile has
been becoming the most important necessity for travel. However, accompanied
with it is that more and more traffic accidents have happened. Driving fatigue
has long been identified as one of the major causes of traffic accidents. It was
founded that the crash risk was fourteen time higher for drives who had almost
fallen behind the wheel [2]. According to National Highway Traffic and Safety
Administration (NHTSA) report, driver fatigue and drowsiness causes 100,00
crashes annually, resulting in more than 40,000 injuries. If we can determine the
onset of driving fatigue, such accidents can be avoided.

Most of the existing driving fatigue detection methods can be divided into
three categories [3]:

1) Physical and physiological data of drivers are used to detect their driving
fatigue. These include the Electroencephalography (EEG), Electrooculogra-
phy (EOG) and eye patterns and head movement by video [4]. PERCLOS
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(PERcent eyelid CLOSure), put forward by Carnegie Melon Driving Research
Center, is one of the most effective measure for driving fatigue detection [5].

2) Driving performance is indirectly assessed by raw rate, lateral position and
longitude speed. Daimler Chrysler [6] has developed a detection algorithm
that jointly analyzed these signals to detect drivers’ fatigue.

3) Drivers in drowsy status would handle steering wheel and tread pedals (gas,
brake and clutch) more slowly and improperly than in sober state [3,7,8].
Drivers would diminish grip force when falling into drowsy, even loosen the
steering wheel fully, which could easily lead to accident. Thum Chia Chieh [7]
proposed a statistical method to accumulate the logarithm of probability ratio
of staying in drowsy or awake state. But the model was too simple to work
well. Eskandarian and Mortazavi [8] trained an artificial neural network to
detect drivers’ fatigue, based on the hypothesis that under a drowsy state, the
steering wheel movements become less precise and larger in amplitude. The
proposed method had a big default that he did not fully consider time-order
of steering wheel angle, which would lower detection accuracy.

Vigilance, the ability to maintain attention and alertness over prolonged periods
of time, is an effect measurement of fatigue. In this paper, a simulated driving
system was designed and subjects were asked to finish driving task in a real
car. We collected drivers’ grip force and response time to an audio signal which
was used to measure drivers’ vigilance while driving. We proposed an effective
feature extraction method to extract features from time domain and wavelet
coefficients through wavelet transformation. We compared the performance of
three classifiers — support vector machine (SVM), linear discriminant analysis
(LDA) and k-nearest neighbours (KNN), on the task of discriminating drowsy
and awake states.

2 Experiment

2.1 Platform

Grip Force Detection
The setup for grip force detection is shown in Fig. 1. The wheel is fully covered
by two pieces of force sensors to detect drivers’ force of left and right hands. The
force sensitive resistor (FSR) was available from Interlink Electronics, which is
a very thin polymer thick film (PTR) device and will give little influence on
driving. When force applied to its active surface, its resistance decreases. The
resistance is converted to voltage through a simple resistance to voltage converter
circuit. The output voltage Vout characterizes the force exerted on the wheel, and
is collected by a commercial USB collection card with a multi-channel AD chip
to PC for analysis. The sampling rate is 100 Hz for each hand’s force.

Simulated Driving System
A car has been refitted for experiment. The car’s driving operational devices
(wheel and pedals) were replaced with Logitech’s simulated controllers, whose
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 Ⅰ. Steering wheel Ⅱ. Signal transfer circuit Ⅲ.USB collection card

left sensor right sensor

Fig. 1. Platform of detecting grip force of steering wheel

size and operation way are similar to real ones. We have developed a simulated
driving software to imitate complex driving scenes with different weather, road
conditions on a large LCD screen to cover subject’s sight. The driving state
parameters, such as driving speed, steering wheel angle, in curved or straight
road and so on, will be recorded. Video cameras are installed to record subjects’
face status and hand action, which can be aided to determine whether the subject
is in a drowsy state.

subject right sensor

video camera

left sensor

Fig. 2. Platform of simulated driving system

2.2 Procedure and Subjects

As shown in Fig. 2, subjects sit in the driver’s seat to finish a two-hour-long
driving task. They are asked to drive carefully to avoid crash with other cars.
To measure subjects’ vigilance, they need to do a periodical audio task which
would not influence driving [9]. Fig. 3 shows the trial sequence. The trail period
is 20 sec, and in the second half period, it will randomly play a two-second-long
frog-croak sound. Once hear frog-croak, the subject would tread a special pedal
with a resistance. When the pedal is trodden, its resistance value decreases,
then through the same transfer circuit and USB collection card in Fig. 1, tread
signal is recorded. During experiment, if the subject has fallen into sleep, he or
she would be waken up to get a transitory sober status and restart driving. Four
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t t’
T

... ...

Fig. 3. The vigilance task. Trial period T is 20 s, t is the time of producing sound, t’
is the tread time of subject, and Δt = t− t’ is the response time.

healthy subjects of 19-25 years old have participated in this experiment for twice
and the interval was one week. Experiments were carried out in a sound-proof
room during 20:00 – 22:00 pm.

2.3 Data Collection

For each experiment, steering wheel angle signal is recorded by driving software
at 100 Hz. Grip Force and tread signals are sampled by USB collection card at
100 Hz. And the time of sound played is recorded by PC, which is accurate to 1
millisecond. All these signals would be down sampled at 10 Hz and enough time
stamps are made to synchronize them.

2.4 Vigilance Measurement

To train an effective fatigue detection method, reference vigilance indexes are
necessary for supervised learning. In our experiment, the reaction time Δti of
i-th trial can be used as reference vigilance level in that trial period, for there
is an increase in average reaction time when the subject is becoming drowsy in
vigilance task [10]. Because the cycle length of vigilance’s fluctuation is usually
longer than 4 min [11], to eliminate the variation of reaction time, we use a
triangle weighted moving average (WMA) method to measure vigilance value in
i-th trial period within a 2-min window:

vigilancei =

∑i+3
j=i−3(4 − |i− j|)Δtj∑i+3

j=i−3(4− |i− j|) (1)

Fig. 4 shows the vigilance curve after WMA for one experiment.

3 Method

3.1 Feature Extraction

The original signals we collect are two channels of time-varied grip force, through
which it is difficult to detect the subject’s temporal vigilance level. We can
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Fig. 4. Vigilance value represented by reaction time. The green curve is the original
reaction time, and the red curve is the reaction time after WMA.

extract fatigue-related features in time domain and from wavelet coefficients of
original signals through wavelet transformation.

The time-window length for one sample we choose is 25.6 sec. For the sample
frequency is 10 Hz and interval is 0.1 sec, in a sample window, there are 256 data
points of force, thus it is convenient to make 8-level wavelet transformation. And
the moved step for sample windows is 6.4 sec, quarter of the length of a sample
window.

Four kinds of statistical features are extracted in time domain. They are
maximal value, minimal value, mean value and standard deviation, which can
roughly characterize the range of force.

Because wavelet transformation is localized in both time and frequency, it can
characterize the power spectrum in frequency domain. Haar wavelet function is
chosen, so wavelet coefficients at i-th level, which characterize variation of signal
in the corresponding time scale, can be calculated:

cij = r ·
⎛⎝(j−1)·2i+2i−1∑

k=(j−1)·2i+1

ak −
j·2i∑

(j−1)·2i+2i−1+1

ak

⎞⎠ (2)

where i = 1, 2, . . . , 8, j = 1, 2, . . . , l
2i , l = 256, and r is a positive normalization

coefficient. The following features can be extracted from wavelet coefficients at
i-th level to represent the time-frequency distribution of force signals:

1) Square sum of the wavelet coefficients, which represents the power of force
signals in the corresponding frequency band.

pi =
∑
j

c2ij (3)

2) Ratio of positive coefficients in the whole wavelet coefficients.

pri =

∑
j 1 · {cij > 0}∑

j 1
(4)
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When grip force is increased, corresponding coefficient will be positive. It
represents the time proportion of increasing grip force.

3) Ratio of sum of positive coefficients to sum of absolute value of negative
coefficients, which characterizes the amount of increased force relative to
decreased force. To calculate conveniently, logarithm value is used.

lpnri = log10

∑
j |cij | · {cij > 0}∑
j |cij | · {cij < 0} (5)

Therefore, a total of 56 features can be extracted from two channels of force
signals.

3.2 Classification

There exits difference in each subject’s fatigue mode, so original labeled vigilance
value was regularized firstly. By referring to recorded driving video, a specified
threshold was chosen to determine whether the subject was stay in drowsy or
awake status for each subject. In a two-hour-long experiment, there are about
700 cases.

We classified samples using three kinds of algorithms, k-nearest neighbors
(KNN), linear discriminant analysis (LDA) classification and support vector ma-
chine (SVM). KNN is a non-parametric method for classifying the test case based
on k most nearest training example. LDA is a linear classifier based on statis-
tical characteristics of the training samples. SVM maps the input features into
another feature space using kernel function, and iteratively approaches the opti-
mal hyperplane with maximal margins. LIBSVM [12] was the tool to train SVM
classifier we used, and the selected kernels were linear and radial basis function
(RBF). At first, we employed these algorithms within one single experiment’s
samples. 3/4 samples were randomly chosen from drowsy set and awake set re-
spectively as training samples, and the other as test samples. Then we attempted
to use samples of the first experiment as training set to predict samples of the
second experiment.

4 Results and Discussions

The classification performance of the aforementioned classifiers is listed in Ta-
ble 1 and Table 2. Accuracies within one single experiment are higher than that
between two experiments of one subject, due to strong correlation of force signals
in one single experiment. The performance of LDA is close to SVMs, because of
the fact that one sample only contains time sequence with 512 data points of grip
force, a linear classifier with the 56 original features is sufficient to characterize
the influence of subject’s fatigue on grip forces. KNN is the worst one, and the
accuracy of SVM-RBF is higher than SVM-linear and LDA, for it maps original
features into more complex feature space. The performance of these classifiers is
different among subjects.
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Table 1. Classification accuracies of different classifiers within one single experiment

Classifier Subject 1 Subject 2 Subject 3 Subject 4 Average

KNN 0.695 0.800 0.692 0.784 0.742
LDA 0.853 0.877 0.757 0.830 0.829

SVM-linear 0.848 0.890 0.757 0.824 0.830
SVM-RBF 0.856 0.862 0.758 0.855 0.833

Table 2. Classification accuracies of different classifiers between two experiments

Classifier Subject 1 Subject 2 Subject 3 Subject 4 Average

KNN 0.652 0.686 0.636 0.677 0.663
LDA 0.720 0.804 0.670 0.680 0.719

SVM-linear 0.733 0.795 0.642 0.740 0.727
SVM-RBF 0.751 0.793 0.674 0.783 0.750

5 Conclusion

In this paper, we have proposed an unobtrusive drivers’ fatigue detection method
based on grip force on steering wheel. Wavelet transformation was used to extract
fatigue-related features. By comparing performance of three kinds of classifiers,
SVM with radial basis function reaches the best accuracy, but it needs more time
for training model and detecting fatigue in practice. As a trade-off, SVM with
linear kernel is preferred, for it is faster and owns a good classification accuracy.
The experiment was conducted in a simulated environment, and in the future,
we will conduct experiment in real driving environment to check the feasibility
of the proposed method.
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Abstract. This paper proposes a new approach for handwritten
digit image classification using a nonparametric Bayesian probabilistic
model, called multinomialized subset infinite relational model (MSIRM).
MSIRM realizes a three-way clustering, i.e., a simultaneous clustering of
digit images, pixel columns, and pixel rows, where the numbers of clus-
ters are adjusted automatically with Chinese restaurant process (CRP).
We obtain MSIRM as a modification of subset infinite relational model
(SIRM) by Ishiguro et al. [4] While this modification is straightforward,
our application of MSIRM to handwritten digit image classification leads
to an impressive result. To represent a large number of training digit im-
ages in a compact form, we cluster the training images and then classify
a test image to the class of the cluster most similar to the test image.
By extending this line of thought, MSIRM clusters not only digit images
but also pixel columns and pixel rows to obtain a more compact repre-
sentation. With this three-way clustering, we achieved 2.95% and 5.38%
test error rates for MNIST and USPS datasets, respectively.

Keywords: clustering, Bayesian nonparametrics, handwritten digit
recognition.

1 Introduction

Handwritten digit recognition is an old problem. The Web site of well-known
MNIST dataset1 presents many evaluation results achieved by a great variety
of methods. This paper proposes a new probabilistic approach widely different
from those that can be found on the MNIST Web site. Our approach works like
document-word co-clustering [2] in text mining. That is, we cluster not only digit
images but also pixels. More precisely, we cluster digit images, pixel columns and
pixel rows, simultaneously. In this manner, we conduct a three-way clustering
over training digit images (cf. Fig. 1). We could not find any existing approaches
similar to ours. Therefore, it can be said that our main contribution is to provide
a completely new solution for handwritten digit recognition.

The advantages of our approach are as follows:

1 http://yann.lecun.com/exdb/mnist/
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Fig. 1. This figure shows piled-up images of handwritten digit 7 from MNIST dataset.
We cluster not only digit images but also pixel columns (blue) and pixel rows (green).

1. We adopt bag-of-features philosophy and conduct clustering based on feature
frequencies. All features are discrete and have no intrinsic relation to one
another. The features presented in this paper can be replaced with other
features without modifying our approach.

2. Our approach is not instance-based. We represent training images in a com-
pact form by clustering them. When we classify a test image, we calculate
its similarity to each cluster and assign it to the class of the cluster giving
the largest similarity. We use less memory than instance-based approaches.

3. We automatically determine the number of clusters with Chinese restaurant
process (CRP) as in [4], which is a well-known technique of Bayesian non-
parametrics. Consequently, we can reduce the number of free parameters.

4. We detect irrelevant pixels. Pixels in the peripheral part of digit images are
often filled with the background color. Our approach detects such pixels as
irrelevant and makes classification faster by ignoring irrelevant pixels.

5. We conduct a three-way clustering. That is, we cluster not only digit images
but also pixel columns and pixel rows. By piling up all training images of
the same class, we obtain a 3D rectangle as is depicted in Fig. 1. We conduct
a three-way clustering on this 3D rectangle. Z-clustering, i.e., clustering in
the vertical direction, corresponds to clustering of training images. X- and
Y-clusterings correspond to clusterings of pixel columns and of pixel rows,
respectively. We will show that this three-way clustering works.

While the method by Masada et al. [8] shares the first four advantages, the
authors do not consider image clustering and gives no remarkable accuracies. In
contrast, our approach gives accuracies close to those of previous works.

The rest of the paper is organized as follows. Section 2 reviews previous works.
Section 3 describes the three approaches compared in the experiment. Section 4
presents evaluation results obtained for MNIST and USPS datasets. Section 5
concludes the paper with future work.
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2 Previous Works

The Web site of MNIST dataset provides the following three approaches that
can give remarkable classification accuracies: k-NN, SVMs, and neural networks,
where we regard convolutional networks as a variant of neural networks. This
section discusses how our approach is different from them.

Firstly, since k-NN is an instance-based approach, it is widely different from
our approach. We conduct a clustering of training images and thus represent
a large number of training images in a compact form. Secondly, SVMs are a
discriminative approach where no probabilistic models of observed data are con-
sidered. In contrast, our approach uses a probabilistic model, called MSIRM,
which gives a description of how observed data are generated. Therefore, our ap-
proach is a generative one and is widely different. Thirdly, neural networks are
the approach giving the best classification accuracy ever published for MNIST
dataset. One of the outstanding advantages of this approach is that an elaborated
feature extraction is automatically realized with the multi-layered architecture
of neural networks. This advantage leads to excellent accuracies. However, the
work giving the best accuracy for MNIST dataset [1] contains no results for an-
other famous dataset, USPS dataset2. Further, it is not clear how the authors
could determine the highly complicated architecture of their neural networks,
because the architecture is, in a sense, a free parameter. By inspecting several
works using both datasets, not restricted to those adopting neural networks, we
found that USPS tended to give an accuracy worse than MNIST. Halkias et
al. [3] achieve 1.17% and 5.15% test error rates for MNIST and USPS, respec-
tively. Maji et al. [7] achieve 0.56% and 2.7% error rates with SVMs. Keglevic
et al. [5] describe USPS as “more challenging” than MNIST and give 0.76% and
2.84% error rates with SVMs under a setting different from [7]. Keysers et al. [6]
give 1.0% and 2.2% error rates with an instance-based approach.

We will explain later that our approach achieves 2.95% and 5.38% test error
rates for MNIST and USPS datasets, respectively. For MNIST dataset, we need
to find more effective settings when compared with the existing results. However,
our result for USPS dataset is close to that of [3]. While the main contribution of
this paper is to provide a new approach for handwritten digit recognition, further
improvements can follow through using a sophisticated feature extraction.

3 Compared Approaches

This section contains a description of our three-way clustering along with de-
scriptions of the two compared methods. However, before giving the descriptions,
we explain what kind of features we use in these three compared methods.

We extract image features as follows. 1) We apply the 3x3 pixels Gaussian
blur filter. 2) At each pixel, we calculate brightness differences with respect to
the upper, lower, left, and right pixels and encode each difference as a ternary
value from {−, 0,+} depending on its sign. This feature extraction gives 34 = 81

2 http://www-i6.informatik.rwth-aachen.de/%7Ekeysers/usps.html

http://www-i6.informatik.rwth-aachen.de/%7Ekeysers/usps.html


152 T. Masada and A. Takasu

different features. 3) We reduce the brightness of every pixel to a binary value
from {0, 1} depending on whether the brightness is smaller than half of the full
brightness or not. We combine these two types of features and obtain 81× 2 =
162 different features in total. Consequently, every pixel of digit images can be
regarded as an occurrence of one among the 162 features. In this paper, we use
these simple features, which can be sophisticated in the future.

We compared the following three approaches: one-way clustering, two-way
clustering, and our three-way clustering. The first one is the baseline approach.
We introduce some notations. Let N , I, and J denote the numbers of digit
images, pixel columns, and pixel rows, respectively. For MNIST dataset, N =
60, 000 and I = J = 28. For USPS dataset, N = 7, 291 and I = J = 16. Let
xnij be an observed variable referring to the feature occurring at the pixel (i, j)
in the nth training image, where i and j mean the ith column and the jth row,
respectively. X = {xnij} is our observed data for all compared methods.

The baseline method clusters training images and thus conducts a simple one-
way clustering. Let zn be a latent variable representing the cluster to which the
nth training image belongs. The probability of training images can be written
as p(X, z) = p(z1, . . . , zN)

∏N
n=1 p(xn|zn). We run an MCMC inference [10] and

iteratively update the values of z1, . . . , zN . With respect to the cluster assignment
probability p(z1, . . . , zN ), we adopt Chinese restaurant process (CRP). Let K be

the number of clusters. We obtain a probability p(zn = k|z\n) ∝ N
\n
k for the

existing clusters k = 1, . . . ,K, where \n means a removal of the nth image, and

N
\n
k is the number of images belonging to the kth cluster after removing the nth

image. For the new cluster, we obtain p(zn = K + 1|z\n) ∝ α0, where α0 is the
hyperparameter of CRP.We set α0 = 1, because other settings gave no significant
differences. The observed data probability

∏
n p(xn|zn) given the latent variables

z can be written as
∏

n

∏
i,j φznijxij , where φkijw denotes a probability that the

wth feature occurs at the pixel (i, j) in the images belonging to the kth cluster.
We apply a Dirichlet prior Dir(β) to all φkijs and integrate φkijs out. Therefore,

the probability is rewritten as
∏

k

∏
i,j

Γ (
∑

w βw)∏
w Γ (βw)

∏
w Γ (ckijw+βw)

Γ (ckij+
∑

w βw) , where ckijw is

the number of occurrences of the wth feature at the pixel (i, j) of the images
belonging to the kth cluster, and ckij ≡

∑
w ckijw . Consequently, we obtain a

probability for MCMC update of the cluster assignment of the nth image as

p(zn = k|X, z\n) ∝ N
\n
k ×∏i,j

∏
w(c

\n
kijw+βw)

c
\n
kij+

∑
w βw

for the existing kth cluster and as

p(zn = K + 1|X, z\n) ∝ α0 ×
∏

i,j

∏
w βw∑
w βw

for the new cluster.

We call the second compared method two-way clustering, because this method
clusters not only digit images but also pixels. Let cklw denote the number of oc-
currences of the wth feature at the pixels belonging to the lth pixel cluster in the
digit images belonging to the kth image cluster. Let uh be a latent variable repre-
senting the pixel cluster to which the hth pixel belongs. In our MCMC inference,
we alternately update image cluster assignments z and pixel cluster assignments

u. We make \hmean a removal of the hth pixel and letH
\h
l denote the number of

pixels belonging to the lth pixel cluster after removing the hth pixel. Let L be the
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Fig. 2. From the top left panel to the bottom right panel, we give an example of
clustering of pixel columns and pixel rows for from class “0” to “9” of MNIST dataset,
respectively. Pixels belonging to the same pair of pixel column cluster and pixel row
cluster are in the same color. Irrelevant pixel columns and rows are in black.

number of pixel clusters. While we skip details due to space limitation, we obtain
a probability for MCMC update of the pixel cluster assignment of the hth pixel

as p(uh = l|X, z,u\h) ∝ H
\h
l ×∏k

∏
w(c

\h
klw+ckhw+βw)

c
\h
kl +ckh+

∑
w βw

c
\h
kl +

∑
w βw∏

w(c
\h
klw+βw)

for the exist-

ing lth pixel cluster and p(uh = L+1|X, z,u\h) ∝ α1×
∏

k

∏
w(ckhw+βw)

ckh+
∑

w βw

∑
w βw∏
w βw

for the new cluster, where ckhw is the number of occurrences of the wth feature at
the hth pixel of the images belonging to the kth image cluster, ckh ≡

∑
w ckhw ,

and α1 is the hyperparameter of CRP for pixel clustering. α1 is also set to 1.
The third compared method is our three-way clustering based on MSIRM we

obtain by modifying SIRM [4]. In MSIRM, we have three types of clusters, i.e.,
image clusters, pixel column clusters, and pixel row clusters. Let ui be a latent
variable representing the pixel column cluster to which the ith pixel column
belongs and vj be a latent variable representing the pixel row cluster to which
the jth pixel row belongs. Our MCMC inference alternately updates three types
of latent variables, i.e., z = {z1, . . . , zN}, u = {u1, . . . , uI}, and v = {v1, . . . , vJ}.
As in SIRM, we can detect an irrelevant subset for each data domain by using
special latent variables r0, r1, and r2 in MSIRM. r0n = 0, r1i = 0, and r2j = 0
mean that the nth training image, the ith pixel column, and the jth pixel row
are irrelevant, respectively. However, for both MNIST and USPS datasets, we
obtained no irrelevant digit images. That is, r0n = 1 for all n. This means that
MSIRM regarded all training images as relevant for classification.

We present an example of three-way clustering results obtained for each of
the ten classes of MNIST dataset in Fig. 2. The pixels filled with the same color
belong to the same pair of pixel column cluster and pixel row cluster. Black
pixel columns and rows are those that MSIRM detects as irrelevant. It can be
considered that, since the pixels in these columns and rows are likely to be filled
with the background color, MSIRM detects them as irrelevant. With respect to
digit image clusters, we give an example of cluster size distributions obtained by
MSIRM for all ten classes of MNIST dataset in Fig. 3, where we sort all clusters
in the decreasing order of their sizes and plot them for each class.
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Fig. 3. Sizes of clusters given by MSIRM for MNIST in decreasing order

With respect to MSIRM, we can obtain probabilities for MCMC update of
latent variables in a manner similar to SIRM by replacing binomial distributions
with multinomial distributions and by increasing the number of domains from
two to three. We refer readers to [4]. For example, we obtain a probability that
the nth image is assigned to the kth existing image cluster as:

p(zn = k, r0n = 1|z\n, r\n
0 ,u, r1,v, r2, a0, b0,γ,β)

∝ a0 +R
\n
0

Γ
(∑

w(Q
\n
w + qnw + γw)

) ·∏
w

[
Γ (Q

\n
w + qnw + γw)

Γ (Q
\n
w + γw)

]
· m

\n
0k

α0 +R
\n
0

·
∏
s

∏
t

{
Γ
(∑

w(c
\n
kstw + βw)

)
Γ
(∑

w(c
\n
kstw + cnstw + βw)

) ∏
w

Γ (c
\n
kstw + cnstw + βw)

Γ (c
\n
kstw + βw)

}
. (1)

For all symbols in Eq. (1), the superscript \n means that we obtain the cor-
responding count after removing the nth digit image. a0 and b0 are the hyper-
parameters of the beta prior for the binomial distribution that determines the
number of relevant and irrelevant images. R0 is the number of relevant images.
Qw is the number of irrelevant pixels that are occurrences of the wth feature.
qnw is the number of irrelevant pixels that are occurrences of the wth feature and
are placed in the nth image. γw is the hyperparameter of the Dirichlet prior for
the multinomial distribution generating features at irrelevant pixels. m0k is the
number of images belonging to the kth image cluster. α0 is the hyperparameter

of CRP for digit image clustering. Note that the term m
\n
0k/(α0 + R

\n
0 ) comes

from this CRP. ckstw is the number of occurrences of the wth feature at the pixels
simultaneously belonging to the sth column cluster and to the tth row cluster in
the images from the kth image cluster. cnstw is the number of occurrences of the
wth feature at the pixels simultaneously belonging to the sth column cluster and
to the tth row cluster in the nth digit image. In MCMC inference, we optimize
Dirichlet hyperparameters with Minka’s fixed point iteration [9].

We explain how we classify test images based on a result of clustering. In all of
the three compared approaches, clustering is conducted separately on each of the
ten classes, from class “0” to class “9”. Consequently, the training images of each
class are split into clusters. We calculate the similarity of a test image to each
image cluster as the probability that the test image is generated as a member of
the cluster. We calculate this probability based on latent variable values given by
MCMC. For example, we consider the probability of a test image x̂ with respect



Three-Way Clustering 155

Table 1. The mean and standard deviation of error rates for 20 clustering results

one-way clustering two-way clustering three-way clustering

MNIST 4.18±0.11% 3.66±0.30% 3.68±0.11%
USPS 6.63±0.20% 5.98±0.20% 6.33±0.30%

to the kth image cluster obtained by our three-way clustering conducted on the
training images of class “7”. Let x̂ij denote the feature occurring at the pixel
(i, j) of the test image. When this pixel is relevant, its probability is written as
(c“7”kuivj x̂ij

+ βx̂ij )/
∑

w(c
“7”
kuivjw

+ βw), where c“7”kstw means ckstw (cf. the previous

paragraph) calculated for class “7”. The pixels in irrelevant columns and rows
(cf. black pixels in Fig. 2) are regarded as generated with probability 1. This
means that we ignore irrelevant pixels in calculation of test image probabilities.
Therefore, we can accelerate test image classification. In this manner, we take
advantage of the fact that MSIRM can detect irrelevant pixels. By multiplying
the probabilities across all pixels in the test image, we obtain the probability
that the test image belongs to the kth image cluster of class “7”. We calculate
the probability of all test images with respect to all image clusters of all classes
in this manner and classify them to the class of the cluster giving the largest
probability, because the largest probability means the largest similarity.

4 Experiment

Our evaluation experiment compared the above three approaches, i.e., one-way,
two-way, and our three way clusterings, on MNIST and USPS datasets. Our
evaluation measure is test error rate, i.e., the percentage of misclassified test
images. The numbers of test images are 10,000 and 2,007 for MNIST and USPS
datasets, respectively. We conducted 300 iterations of MCMC inference of each
approach after initializing latent variables randomly. We ran this MCMC 20
times and obtained 20 clustering results for each dataset by each approach.

We compare the three clustering approaches in two ways. Firstly, we give the
mean and standard deviation of 20 test error rates corresponding to 20 clustering
results (cf. Table 1). By using two-sided t-test at 5% significance level, we can
say that both two-way and three-way clusterings give error rates smaller than
the baseline. While three-way clustering gives no better result than two-way
clustering, it accelerates classification, because we can ignore irrelevant pixels in
probability calculation. Secondly, we select ten clustering results randomly from
the 20 results obtained by each approach and merge the selected ten results
to make an enlarged collection of image clusters. We repeat this ten times and
make ten different enlarged collections of clusters. Then we use each of these
ten enlarged collections for classifying test images. The number of clusters used
for classification is ten-times larger than that in the first evaluation. Therefore,
we can obtain a smaller error rate by using a ten-times larger space for storing
cluster data. Table 2 contains the mean and standard deviation of ten test error
rates corresponding to ten enlarged cluster collections. Our method shows an
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Table 2. The mean and standard deviation of error rates for ten cluster collections

one-way clustering two-way clustering three-way clustering

MNIST 3.41±0.05% 2.94±0.05% 2.95±0.06%
USPS 5.86±0.11% 5.54±0.16% 5.38±0.15%

advantage over two-way clustering for USPS and gives a comparable error rate for
MNIST. This may be because our method gives more divergent clustering results
when compared with two-way clustering. It can be concluded that, our method
is better than one-way clustering and is comparable with two-way clustering,
though our method can accelerate classification by ignoring irrelevant pixels.

5 Conclusion

We propose a completely new approach for handwritten digit recognition. Our
method is a three-way clustering and is better than one-way clustering in test
error rate as the experiment shows. While two-way clustering achieves almost the
same error rate, our method can detect irrelevant pixels and thus can accelerate
test image classification by ignoring irrelevant pixels. It is an important future
work to improve the error rate further e.g. by using more sophisticated features.
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Abstract. Inspired by the efficient coding hypothesis and simple-to-
complex cell hierarchy of the visual system, we study a universal visual
dictionary learned from natural scenes using sparse coding for recogni-
tion. The vocabularies are similar to V1 simple cells receptive fields. Max
pooling is done in a local region (”block”) so that the features are trans-
lation invariant, which is the function of complex cells. Macro-features
of a grid of overlapping spatial blocks are built and fed to a linear SVM
classifier for recognition. We have tested the learned universal visual dic-
tionary on different recognition tasks and demonstrated the effectiveness
of the model.

Keywords: sparse coding, dictionary learning, object recognition.

1 Introduction

A fundamental function of the visual system is to encode the building blocks of
natural scenes-edges, textures and shapes-that subserve visual tasks such as ob-
ject recognition and scene understanding.Many algorithms have been proposed
to model the cortical image representation of human visual system, for example,
the feedforward HMAX model [1] and deep belief networks[2].

Sparse coding was first introduced to compute a sparse representation of the
natural stimuli data [3]. The dictionary learned from natural scene using sparse
coding is similar to the receptive fields of V1 simple cells. Inspired by the work
from neuroscience community, there has been an increasing interest on sparse
image representation. Dictionaries for sparse coding have been mostly learned
from training images in the problem domain in an unsupervised way [4,5]. Some
work studied discriminative dictionary learning for recognition [6,7,8,9,10]. Back-
propagation was applied to learn the dictionary[8,9,10]. It is not clear if the prob-
lem domain dictionary learned in a supervised or unsupervised way is relevant
or necessary for object recognition.

In this paper, we evaluate the effectiveness of a universal dictionary. We first
apply the sparse coding algorithm on natural images to learn the universal vi-
sual words that mimic the tuning properties of V1 simple cells. The dictionary
is generic and universal in the sense that it is learned from natural scenes in

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 157–165, 2013.
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an unsupervised way and can support the recognition of many different object
categories. Then we perform a max-pooling operation in a larger region. The
result of the pooling over positions is that the features become insensitive to
the location of the stimulus, which is a hallmark of cortical complex cells. The
proposed model, which is referred to ScMAX, is still a single-layer model, and
the cortex hierarchy is not implemented yet. Therefore, to encode the spatial
relationship, features of a grid of densely and uniformly spaced blocks are con-
catenated to a macro-feature, which is used to represent an object and fed to a
classifier for recognition. We tested the proposed approach on different recogni-
tion tasks, and demonstrated that the universal dictionary is very efficient and
powerful for different object representation.

2 Related Work

Some biologically motivated models have been proposed for object recognition.
A feedforward model with features inspired visual cortex was proposed in [1].
It suggested that a task-independent, unsupervised, developmental-like learning
stage may exist in the ventral stream to generate a large generic dictionary
of shape-tuned units with various degrees of selectivity and invariance from
V1 to IT, consistent with recent anatomical and physiological data. In HMAX
model [1], the filters of the first layer are pre-defined Garbor filters with four
orientations, while in this paper we use a universal visual dictionary learned
from natural images using sparse coding, the resulting filters have various loca-
tions, orientations and spatial bandwidths, therefore should be more efficient and
powerful.

The idea of universal visual feature was also proposed in [11], which suggests
that all visual stimuli share some characteristic in common such that knowledge
obtained from one set of stimuli can be applied to a completely different set of
visual stimuli. It was observed that the common property shared by the appear-
ance of human faces and the backyard view is the local statistical structure. The
difference between our approach with Shan and Contrell [11] is neither block
partition nor pooling was done in their approach.

In [5], a self-taught learning algorithm was proposed that uses sparse coding
to construct higher-level features using the unlabeled data in classification tasks.
The dictionaries learned from unlabeled data were applied to represent labeled
data and the classification performance was improved, for example a dictionary
learned from hand-written digits was used to represent hand-written characters.
In this paper, we extended their work and evaluated a generic and universal
dictionary for different recognition tasks.

3 Method

3.1 Sparse Coding

The goal of sparse coding is to represent input vectors approximately as a
weighted linear combination of a small number of (unknown) ”basis vectors”
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or vocabularies. These basis vectors thus capture high-level patterns in the in-
put data.

Let X be a set of image patches, i.e. X = [x1,x2, ...,xN ], here N is the number
of patches,and xi ∈ Rn(n is the number of pixels in a patch). Sparse coding can
be formulated as the following optimization problem[3].

min
D,S

N∑
i=1

{‖xi −Dsi‖22 + γ‖si‖1} (1)

Here D = [d1, ...,dv] is the learned basis or dictionary, and S = [s1, s2, ..., sN ]
is the sparse code of the patches. The basis set can be over-complete (v >
n), and can thus capture a large number of patterns in the input data. γ is a
regularization parameter which control the tradeoff between reconstruction error
and sparsity.

Sparse coding has a training phase and a coding phase. In the training phase,
Eq. (1) is solved with respect to D and S; In the coding phase, for each image
patch, the sparse code is obtained by optimizing Eq. (2) with respect to s only:

min
s
{‖x−Ds‖22 + γ‖s‖1} (2)

We applied the sparse coding algorithm on ten 512x512 natural images avail-
able from Olshausens homepage [3]. We normalized each image to have zero mean
and unit variance, then extracted 161290 8x8 image patches and subtracted the
local mean from each image patch. The learned 128 basis (i.e. columns of D) are
shown in Fig.1(top)which are the universal dictionary used in the experiments in
section 4. It should be pointed out that dictionary learning has been extensively
studied in recent years. However, most of the dictionaries were learned from the
training example, thus are problem dependent [4,6,10], as in Fig.1(bottom). In
this paper, the dictionary was learned from general natural scenes.

3.2 Max Pooling

Max pooling procedure is well established by biophysical evidence in visual cor-
tex (V1) and is used in many algorithms [1,4] to extract invariant features.

In our model, an image is partitioned into BxB blocks. The block size is w*h
pixels. In each block, we extracted patches with PxP pixels, and then calculated
the sparse code sp = [sp1, ..., s

p
v]

T for each patch using (2). The local descriptor
of a block sb = [sb1, ..., s

b
v]

T was obtained by max pooling over all patches inside
the block. The superscripts p and b are for patch and block respectively.

sbj = max
p

spj , j = 1, ..., v (3)

After max pooling over positions, we obtained the features for all blocks, which
were then concatenated to form a large feature vector z in (4). This feature vector
will be fed to a linear SVM classifier for recognition.

z = [s1, s2, ..., sB∗B] (4)
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Fig. 1. Dictionaries learned from natural images (top) and from English characters
images (bottom)

4 Experiments and Results

In this section, we use the universal visual dictionary learned from natural scene
for different recognition tasks, including handwritten digits, handwritten English
characters and faces.

4.1 USPS Dataset

The USPS dataset has 7291 training images and 2007 test images of size 16x16.
The images of this dataset were partitioned to 2x2 blocks. We extracted patches
with 8x8 pixels in each block. To demonstrate the advantage of the proposed
approach, we compared our approach with a baseline approach, that is, the patch
size (16x16) is the same as the image size. No pooling was performed in this case,
and the sparse codes of the patch were fed directly to a classifier.

First, we tested different block sizes B= 8, 10, or 12. For B=8, the four blocks
are non-overlapping, and there is only one patch in each block, therefore no
pooling is needed; For B= 10 or 12, there are 4 or 8 pixels shared by two neighbor



A Universal Visual Dictionary Learned from Natural Scenes for Recognition 161

blocks. The results are shown in Table 1. It can be seen that the accuracies of
block size B=10 or 12 are always better than that of B=8. This is because larger
block is more insensitive to the shift variance due to the pooling operation.

Next, we tested different dictionary size v=64,128, or 256. As shown in Table
1, in the baseline approach, no pooling is performed, the accuracy for a larger
dictionary size is better. However, in the proposed ScMAX, a larger dictionary
size does not always mean a higher accuracy. This is contrast to the findings
in [10]. It may be because the pooling operation in our approach compensates
the weakness of a smaller dictionary size. Furthermore, the proposed approach
performs better than the baseline approach for all dictionary sizes. The efficiency
of the block structure and max pooling is verified.

Table 1. Recognition accuracy for USPS for different dictionary sizes and block sizes

Block size(B)
Dictionary size(V)

64 128 256

8 95.01 96.51 96.46

10 97.86 98.45 98.60

12 97.41 98.80 98.71

16(Baseline) 91.33 94.37 95.32

Finally, we compared our results with the state-of-the-art approaches in the
literature. The best results of these approaches were shown in Table 2. Our error
rate (ScMAX) is significantly better than other approaches. It should be noted
in Mairal et al[10], no block partition and pooling was performed, the results in
Table 2 for unsupervised and supervised approach in [10] were both for dictio-
nary size 300, our result is for dictionary size 128. Their unsupervised approach
is same as our baseline, except that they used a problem domain dictionary.
In their supervised approach, the dictionary was not only in problem domain,
but updated with back-propagation for recognition. However, our result with a
smaller(128 versus 300) and universal dictionary is much better.

Table 2. Error rate for USPS for different approaches

approaches Mairal et al [10] Mairal et al [10] ScMAX
(unsupervised) (supervised)

Error rate 4.58 2.84 1.20

4.2 MNIST Dataset

The MNIST dataset has 60000 training examples and 10000 test examples. The
digits have been size-normalized and centered in 28x28 images. We scaled the
images to 24x24 pixels.Each image was partitioned to 3x3 blocks, and all patches
of 8x8 pixels were extracted in each block. We tested three different block sizes,
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Table 3. Recognition accuracy for MNIST for different block sizes

Block size (B) 8 10 12

Accuracy 95.64 98.80 99.21

B=8,10, or 12, and the dictionary size is 128. The recognition accuracy is shown
in Table 3. The best result (99.21%) was obtained with block size 12.

We compared our results with some approaches in the literature. The best
results of the approaches were shown in Table 4. Our error rate is slightly larger
than the supervised dictionary learning in Mairal et al [10], but is smaller than
the unsupervised dictionary learning in Mairal et al [10]. From the MNIST
dataset website, the best accuracy on the dataset so far was obtained by the
model in [12], which is a committee of 35 convolutional nets, much more compli-
cated than the proposed ScMAX model. The approach in [4] is similar to ours,
except that they used a problem domain dictionary and SVM classifier with
Gaussian kernel. Their result was slightly better than ours because of the large
training set (6000 training images per class).

Table 4. Error rate (%) for MNIST for different approaches

Approaches
Mairal et al [10]
(unsupervised)

Mairal et al [10]
(supervised)

Labusch
et al [4]

ScMAX
Ciresan
et al[12]

ErrorRate 2.36 0.54 0.59 0.79 0.23

4.3 Hand-Written Character Dataset

We also tested the proposed model on hand-written character dataset down-
loaded from (http://ai.stanford.edu/ btaskar/ocr/). The dataset has 52152 En-
glish characters. The image size is 16x8 pixels. We padded and scaled the images
to size 24x24, as in [5,8]. Each image was partitioned into 3x3 blocks. Block size
is 12x12, patch size is 8, and the dictionary size is 128. We randomly selected M
images as the training set, the rest as the test set. The average accuracies of 50
runs for different M were shown in Table 5.

In order to compare the universal dictionary with the specific dictionary
learned from training images, we tested a baseline approach with a problem
domain dictionary, in which all parameters were same as in ScMAX. The dic-
tionary learned from English character images is shown in Fig.1(bottom). Com-
pared with the universal dictionary in Fig.1(top), it can be seen the dictionary
atoms are for the specific problem, and cannot be used for other problems. The
recognition results of the baseline are also in Table 5. It can be seen that the
results of the universal dictionary are better when the training data set is less
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than 5000 and comparable with larger training sets. This conclusion is consistent
with the self-taught learning in [5].

In [5], a basis learned by L1-regularized sparse coding on handwritten digits
was shown to improve classification performance when used for handwritten
character recognition with small training data sets. As shown in Table 5, our
results from the universal dictionary are better with all training data sets than
the results in [5].

In Bradley et al [8], a differentiable smooth KL prior for sparse coding was
proposed to improve the prediction performance over L1-prior, and supervised
dictionary learning through back-propagation further improved the performance.
As shown in Table 5, their results are better than our ScMAX due to the KL
prior and supervised learning.

Table 5. Recognition accuracy for hand-written character dataset

Training Sparse coding [5] L1[8] KL[8] KL+backprop[8] BaseLine ScMAX

100 39.7 44.0 49.4 50.7 37.2 42.8

500 58.5 63.7 69.2 69.9 59.3 62.1

1000 65.3 69.5 75.0 76.4 66.8 68.5

5000 - 78.9 82.5 84.2 78.6 78.8

20000 - 83.3 86.0 89.1 84.6 83.4

4.4 Face Recognition

We also evaluate the algorithms performance on face database CMU PIE[13].
The database consists of 41,368 images of 68 people, each person under 13 poses,
43 different illumination conditions and with 4 different expressions. In [9,14], a
subset of the dataset was used, which contained only five near frontal poses (C05,
C07, C09, C27,C29) under all illuminations. Therefore, there are 170 images for
each individual. We use the same subset for fair comparison.

The size of each cropped face image is 64*64 pixels. We rescaled the images
to size 24x24. Each image was partitioned into 3x3 blocks. Block size is 10x12,
patch size 8x8, and the dictionary size 128. A random subset of images per
person was selected as the training set and the rest of the database is considered
as the testing set. We run 10 times for each case, the average training errors
were shown in Table 6. We also run a baseline approach, in which the dictionary
was learned from the face images. It can be seen that the universal dictionary
performs better when the training set is small (≤ 70).

We compare our approach with previous model in Table 6. Our results are
better than in [14], but not as good as in [9]. It is because supervised dictionary
learning was used in [9], therefore, the dictionary was adapted to the specific
recognition through back propagation, which is top down processing in the brain.
Our model is a bottom-up processing.
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Table 6. Recognition error rate for CMU PIE face dataset

Training 30 50 70 90 130

S-LDA[14] 3.6 2.5 2.1 1.8 1.6

S-SC[9] 0.49 0.15 0.12 0.037 0

Baseline 5.96 3.28 2.11 1.39 0.82

ScMAX 4.89 3.01 2.06 1.69 1.18

5 Conclusion

In this paper, a biologically motivated model was proposed for object recogni-
tion. Sparse coding was applied to natural images to learn a universal visual
dictionary, which replicate the tuning properties of V1 simple cells and can be
used to represent different kinds of objects, for example the hand-written digits,
characters and faces. Max-pooling was performed inside a local region to make
the feature position invariant, which mimics the function of complex cells. The
model was tested on benchmark datasets using the learned universal visual dic-
tionary, and it was found that the universal dictionary is more efficient than the
dictionary in the problem domain when the training set is small.

In the future work, we will extend the simple-complex cell operations to the
higher levels of the visual cortex hierarchy, and test the model on more complex
objects, such as the ones in VOC PASCAL datasets.

Acknowledgment. This work is supported by the National Natural Science
Foundation of China under Project 61175116, and Shanghai Knowledge Service
Platform for Trustworthy Internet of Things (No. ZF1213).

References

1. Serre, T., Wolf, L., Poggio, T.: Object recognition with features inspired by vi-
sual cortex. In: IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), vol. 2, pp. 994–1000 (2005)

2. Bengio, Y.: Learning deep architectures for ai. Foundations and Trends R© in Ma-
chine Learning 2, 1–127 (2009)

3. Olshausen, B.A., et al.: Emergence of simple-cell receptive field properties by learn-
ing a sparse code for natural images. Nature 381, 607–609 (1996)

4. Labusch, K., Barth, E., Martinetz, T.: Simple method for high-performance digit
recognition based on sparse coding. IEEE Transactions on Neural Networks 19,
1985–1989 (2008)

5. Raina, R., Battle, A., Lee, H., Packer, B., Ng, A.Y.: Self-taught learning: transfer
learning from unlabeled data. In: Proceedings of the 24th International Conference
on Machine Learning, pp. 759–766 (2007)

6. Mairal, J., Bach, F., Ponce, J., Sapiro, G., Zisserman, A.: Supervised dictionary
learning. arXiv preprint arXiv:0809.3083 (2008)

7. Huang, K., Aviyente, S.: Sparse representation for signal classification. In: Ad-
vances in Neural Information Processing Systems (NIPS), pp. 609–616 (2006)



A Universal Visual Dictionary Learned from Natural Scenes for Recognition 165

8. Bradley, D.M., Bagnell, J.A.: Differential sparse coding. In: Advances in Neural
Information Processing Systems (NIPS) (2008)

9. Yang, J., Yu, K., Huang, T.: Supervised translation-invariant sparse coding. In:
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp.
3517–3524 (2010)

10. Mairal, J., Bach, F., Ponce, J.: Task-driven dictionary learning. IEEE Transactions
on Pattern Analysis and Machine Intelligence 34, 791–804 (2012)

11. Shan, H., Cottrell, G.W.: Looking around the backyard helps to recognize faces
and digits. In: IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 1–8 (2008)

12. Ciresan, D., Meier, U., Schmidhuber, J.: Multi-column deep neural networks for
image classification. In: IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), pp. 3642–3649 (2012)

13. Sim, T., Baker, S., Bsat, M.: The cmu pose, illumination, and expression (pie)
database. In: IEEE Conference on Automatic Face and Gesture Recognition, pp.
46–51 (2002)

14. Cai, D., He, X., Han, J.: Semi-supervised discriminant analysis. In: International
Conference on Computer Vision (ICCV), pp. 1–7 (2007)



Affective Abstract Image Classification

and Retrieval Using Multiple Kernel Learning

He Zhang, Zhirong Yang, Mehmet Gönen, Markus Koskela,
Jorma Laaksonen, Timo Honkela, and Erkki Oja

Department of Information and Computer Science
Aalto University School of Science, Espoo, Finland

{he.zhang,zhirong.yang,mehmet.gonen,markus.koskela,
jorma.laaksonen,timo.honkela,erkki.oja}@aalto.fi

Abstract. Emotional semantic image retrieval systems aim at incorpo-
rating the user’s affective states for responding adequately to the user’s
interests. One challenge is to select features specific to image affect de-
tection. Another challenge is to build effective learning models or clas-
sifiers to bridge the so-called “affective gap”. In this work, we study
the affective classification and retrieval of abstract images by applying
multiple kernel learning framework. An image can be represented by dif-
ferent feature spaces and multiple kernel learning can utilize all these
feature representations simultaneously (i.e., multiview learning), such
that it jointly learns the feature representation weights and correspond-
ing classifier in an intelligent manner. Our experimental results on two
abstract image datasets demonstrate the advantage of the multiple ker-
nel learning framework for image affect detection in terms of feature
selection, classification performance, and interpretation.

Keywords: Image affect, multiple kernel learning, group lasso, low-level
image features, image classification and retrieval.

1 Introduction

Multimedia contents such as audio, image, and video contain information that
can trigger people’s affective feelings or emotions. Such information can be used
by search engines for better modeling the user’s preferences. Affective image
classification and retrieval has attracted increasing research attention in recent
years, due to the rapid expansion of the digital visual libraries on the Web.
While most of the current content-based image retrieval (CBIR) systems [6] are
designed for recognizing objects and scenes such as plants, animals, outdoor
places etc., an emotional semantic image retrieval (ESIR) system [17] aims at
incorporating the user’s affective states to enable queries like “beautiful flowers”,
“cute dogs”, “exciting games”, etc.

Though emotions are highly subjective human factors, still they have certain
stability and generality across different people and cultures [12]. As an example,
Figure 1 shows four pictures taken from an abstract art image collection [19]. The

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 166–175, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(a) Exciting (b) Boring (c) Relaxing (d) Irritating

Fig. 1. Example images from the abstract art image data set [19] with the ground
truth labels of Exciting, Boring, Relaxing, and Irritating

ground truth labels are determined by the emotion that has received the most
votes from people. Intuitively, the “Exciting” and “Relaxing” pictures usually
make people feel pleasant or evoke a positive feeling, whereas the “Boring” and
“Irritating” pictures may evoke a negative feeling to the viewer.

In analogy to the concept of “semantic gap” that implies the limitations of
image content description, the “affective gap” can be defined as “the lack of
coincidence between the measurable signal properties, commonly referred to as
features, and the expected affective state in which the user is brought by per-
ceiving the signal” [8]. Among the challenges from image affect detection, one is
to select suitable image features to reflect people’s affective states, and another
one is to build effective learning models or classifiers to bridge the “affective
gap”.

Many works (e.g., [5,11]) have focused on designing features specific to im-
age affect detection, while others (e.g., [14,19]) simply utilized the traditional
low-level color, shape, and texture features. Concerning the classifiers, support
vector machines (SVM) [4] have been adopted in most of the works. However,
one usually has to spend much time and effort in picking up the most suitable
feature representation that can best reflect the viewer’s emotions. For exam-
ple, the authors in [14,19] utilized Fisher score to first rank and then select the
most descriptive features, without considering the classifier at all. The authors
in [5,11] picked each feature one by one with respectively an SVM and a naive
Bayes classifier as the base learner to boost the performance, which requires ex-
plicit cross-validation steps for selecting features while optimizing the classifier
parameters, and thus suffers from heavy computational complexities.

An image can be represented by different feature spaces. Multiple kernel learn-
ing (MKL) [2] can utilize all these feature representations simultaneously, such
that it jointly learns the feature representation weights and the corresponding
classifier for selecting automatically the most suitable feature representation or a
combination of them. This can improve the classification performance and makes
the interpretation of the results straightforward. MKL has earlier been applied
for object detection in [16], and we are the first to introduce it into image affect
detection. Our experimental results demonstrate the advantages of the MKL
framework in affective classification and retrieval of abstract images.
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Section 2 introduces the image features used in this paper. Section 3 intro-
duces the MKL framework and an efficient algorithm that implements MKL. In
Section 4, the experimental results on affective abstract image classification and
retrieval are reported. Finally, the conclusions and future work are presented in
Section 5.

2 Image Features

We have utilized a set of ten generic low-level color, shape, and texture features
to represent each image. Table 1 gives a summary of these features. The features
are extracted both globally and locally. For local features, a five-zone tiling mask
is employed, where the image area is divided into four tiles by the two diagonals
of the image, on top of which a circular center tile is overlaid [15]. All the features
are extracted using the PicSOM system [10].

Table 1. The set of low-level image features used

Index Feature Type Zoning Dims.

F1 Scalable Color Color Global 256

F2 Dominant Color Color Global 6

F3 Color Layout Color 8× 8 12

F4 5Zone-Color Color 5 15

F5 5Zone-Colm Color 5 45

F6 Edge Histogram Shape 4× 4 80

F7 Edge Fourier Shape Global 128

F8 5Zone-Edgehist Shape 5 20

F9 5Zone-Edgecoocc Shape 5 80

F10 5Zone-Texture Texture 5 40

Four of the features are standard MPEG-7 descriptors: Scalable Color, Dom-
inant Color, Color Layout, and Edge Histogram. 5Zone-Color is defined as the
average RGB values of all the pixels within the zone. 5Zone-Colm denotes the
three central moments of HSV color distribution. Edge Fourier is calculated as
the magnitude of the 16 × 16 FFT of Sobel edge image. 5Zone-Edgehist is the
histogram of four Sobel edge directions. 5Zone-Edgecoocc is the co-occurrence
matrix of four Sobel edge directions. Finally, 5Zone-Texture is defined as the
histogram of the relative brightness of the neighboring pixels. More information
about the features can be found in [15].

3 Multiple Kernel Learning

We can represent an image with different feature representations or views. How-
ever, the most suitable representation for a given task is generally not known a
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priori. Instead of using a single representation (i.e., single-view learning), we can
also make use of different representations simultaneously (i.e., multiview learn-
ing). Multiview learning with kernel-based methods is known as multiple kernel
learning, which is a principled way of combining kernels calculated on different
views to obtain a better prediction performance than single-view learning meth-
ods (see [7] for an extensive survey). In addition, MKL can learn the feature
representation weights by itself according to the data and task at hand during
the training stage without an explicit feature selection step, which makes the
interpretation easy and straightforward.

Among the MKL algorithms, we use the group Lasso MKL [1] as our learning
framework in that it is simple and efficient [18]. Both studies [1,18] have formu-
lated an alternating optimization method that solves an SVM at each iteration
and updates the kernel or feature representation weights ηm as follows:

ηm =
‖wm‖

2
p+1

2(
P∑

h=1

‖wh‖
2p

p+1

2

) 1
p

(1)

where ‖wm‖22 = η2m
∑N

i=1

∑N
j=1 αiαjyiyjkm(xm

i , xm
j ) is from the duality condi-

tions. km(−,−) denotes the kernel function calculated on the mth feature repre-
sentation. P is the number of kernels or feature representations (P = 10 in our

case), and p is chosen to be 1 so that
∑P

m=1 ηm = 1.
After updating the kernel weights in equation (1), the algorithm then solves a

classical SVM problem by maximizing SVM dual formulation with the combined
kernel k =

∑P
m=1 ηmkm as follows:

W (α) =

N∑
i=1

αi − 1

2

N∑
i,j=1

αiαjyiyjk(xi, xj) (2)

subject to the constraints: 0 ≤ αi ≤ C for all i = 1, ..., N , and
∑N

i=1 αiyi = 0,
where C is the regularization parameter and yi is the label (±1) of training
sample xi. The two steps alternate until convergence.

4 Experiments

In this section, we present the experimental results using the MKL framework
in the classification and retrieval of abstract images. We implemented the group
Lasso MKL in MATLAB and took 20 alternating iterations for inference. We
chose the LIBSVM [3] package for solving the classical SVM problem. For the
group Lasso MKL, We set C = 1 and calculated the standard Gaussian kernel on
each feature representation separately with the kernel width s = 2

√
Dm, where

Dm is the dimensionality of corresponding feature representation. Therefore, no
cross-validation steps are needed for learning the feature representation weights
or the parameters of SVM classifier in group Lasso MKL.
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4.1 Datasets

We have chosen abstract art images as our learning target instead of the pho-
tographic images since the latter contain contextual information that may af-
fect the viewer’s emotional assessment, which in turn would bias the learn-
ing results. Two abstract image datasets have been used in the experiments,
Abstract1001 [19] and Abstract2802 [11].

The Abstract100 dataset contains 100 images of abstract art paintings with
different sizes and qualities through Google image search. These paintings were
originally created by artists with various origins and periods. Each image has
been evaluated by 20 college students (10 females and 10 males) including Asians
and Europeans for two descriptive/adjective pairs “Exciting vs. Boring” and
“Relaxing vs. Irritating” from the ratings of {−2,−1, 0, 1, 2}.

The Abstract280 dataset contains 280 abstract art images that were peer-
rated from a Web survey. Each image was labeled as the single emotion that had
received the most votes from the eight affective categories: Amusement, Anger,
Awe, Contentment, Disgust, Excitement, Fear, and Sad(ness). The 280 images
were rated by nearly 230 people, where each image was rated about 14 times.

4.2 Affective Abstract Image Classification

Experimental Setup. We use only the Abstract100 dataset in this task, as
SVM is optimized for binary classification problems. To obtain the ground truth
labels for the classifier, we adopt a heuristic thresholding strategy: the image
samples with ratings ≥ 0 in each descriptive pair are treated as the positive
class, whereas those with ratings < 0 are treated as the negative class. For ex-
ample, if an image receives an average rating of (0.2, 1.5), then it is thresholded
as (+1,+1), which can be interpreted as both “Exciting” and “Relaxing”. This
results in roughly equal numbers of positive and negative samples. For training
and testing, we use 5-fold cross-validation and calculate the average classification
accuracy for each adjective pair. For comparisons, SVM all uses the concatena-
tion of all the 10 feature representations of an image as a single input, while
SVM best uses each of the 10 feature representations individually (as in [5,11])
and reports the one that has obtained the highest accuracy. Note that meth-
ods in both papers [5,11] require explicit cross-validation steps to select features
and to optimize parameters (C and s), whereas no cross-validation procedures
are involved in learning the adopted group Lasso MKL. The baseline result is
calculated as the proportion of the majority class in each case.

Results. Figure 2 shows the average feature representation weights (i.e., kernel
weights) in the range [0, 1] based on 5-fold cross-validation using group Lasso
MKL algorithm. We clearly see that, for the “Exciting vs. Boring” pair, Scalable
Color (F1) ranks first, followed by Zone5-Color (F4), Edge-Histogram (F6), and

1 An updated version: http://research.ics.aalto.fi/cbir/abstract100
2 http://www.imageemotion.org

http://research.ics.aalto.fi/cbir/abstract100
http://www.imageemotion.org
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Fig. 2. The average feature representation weights over 5-fold cross-validation by using
group Lasso MKL for two adjective pairs: Exciting-Boring and Relaxing-Irritating

Zone5-Colm (F5) etc. For the “Relaxing vs. Irritating” pair, Zone5-Color (F4)
ranks first, followed by Edge Fourier (F7), Zone5-Edgecoocc (F9), and Zone5-
Colm (F5) etc. This also confirms most of the studies (e.g., [11]) that colors
and edges of an image are the most informative features for affect detection.
Thus, multiple kernel learning serves as a natural testbed to identify the relative
importance of feature representations automatically. Table 2 shows classifica-
tion results on Abstract100 dataset. It is clear that the group Lasso MKL

Table 2. The classification performances on Abstract100 dataset. For
SVM all/SVM best, we conducted grid search to choose the best (C, s) pair, with
C ∈ (0.5, 1, 2, 4, 8) and s ∈ (0.0078, 0.0156, 0.0312, 0.0625, 0.1250, 0.25, 0.5, 1, 2).

Cases/Adjective Pair Baseline SVM all SVM best group Lasso MKL

Exciting-Boring 0.55 0.62 0.61 0.67

Relaxing-Irritating 0.55 0.55 0.72 0.73

Table 3. The computation time (s) of the comparison methods. All the methods were
implemented in MATLAB on a Macintosh computer with an Intel Core i5 processor.

Cases/Adjective Pair Baseline SVM (all) SVM (best) group Lasso MKL

Exciting-Boring – 6.10 9.70 0.20

Relaxing-Irritating – 6.01 9.70 0.20
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(a) Excit. (0238) (b) Exc. (097) (c) Exc. (009) (d) Exc. (035)

(a) Amuse. (0200) (b) Exc. (097) (c) Exc. (072) (d) Bor. (081)

(a) Contt. (0256) (b) Exc. (055) (c) Exc. (097) (d) Exc. (009)

(a) Contt. (0142) (b) Rel. (064) (c) Rel. (002) (d) Rel. (070)

(a) Anger (0172) (b) Irr. (074) (c) Irr. (046) (d) Irr. (026)

(a) Disgt. (0164) (b) Irr. (074) (c) Irr. (046) (d) Irr. (019)

Fig. 3. The image retrieval results (displayed in “Groundtruth (index)” form) using
the Abstract280 images as queries shown in the first column, whereas the last three
columns correspond to the top three retrieved images from the Abstract100 dataset
ranked by distance. The first three rows correspond to the query-retrieval results with
kernel weights learned from Exciting-Boring adjective pair, whereas the last three rows
correspond to the kernel weights of Relaxing-Irritating pair. Excit. = Excitement,
Amuse. = Amusement, Contt. = Contentment, Disgt. = Disgust; Exc. = Exciting,
Bor. = Boring, Rel. = Relaxing, Irr. = Irritating.
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algorithm has achieved better classification performances than the other com-
parison methods in both cases. Table 3 gives the computation time of the com-
pared methods. In either of the two cases, the computation time of group Lasso
MKL is only about 1/30 of the SVM (all) and around 1/50 of the SVM (best).

4.3 Affective Abstract Image Retrieval

Experimental Setup. Both Abstract100 and Abstract280 datasets are used
in this task. Firstly, we define the dissimilarity measure (the Euclidean distance
in the implicit feature space) between a query image (q) and a retrieved image
(r) as:

de(q, r) =
√
ke(q, q) + ke(r, r)− 2ke(q, r)

ke(q, q) =

P∑
m=1

ηmkm(q, q)

ke(r, r) =

P∑
m=1

ηmkm(r, r)

ke(q, r) =

P∑
m=1

ηmkm(q, r)

where km(·, ·) denotes the kernel function calculated on the mth feature rep-
resentation and ηm is the weight for the corresponding kernel learned by the
group Lasso MKL method. Therefore, given a query image q, our aim is to find
those images with the smallest de(q, r) values. In essence, the smaller de(q, r) is,
the more probable that the retrieved image r evokes similar affective feelings in
people. We use the Abstract280 images as query images and let the MKL algo-
rithm find the most relevant images from the Abstract100 dataset. The kernel
weights are selected on the complete set of Abstract100 images (without split-
ting), either based on the “Exciting vs. Boring” or the “Relaxing vs. Irritating”
adjective pair.

Results. Figure 3 shows the image retrieval results of certain query images for
both cases. For the first case “Exciting vs. Boring”, the “Excitement” image
(0238) from Abstract280 dataset successfully finds the other three “Exciting”
images from Abstract100 dataset as the first three returns. Similar results (ex-
cept the “Boring” image (081)) can be observed for the “Amusement” image
(0200) and the “Contentment” image (0256), due to the fact that the three emo-
tional categories conceptually correlate with each other in the affective space [9].
For the second case “Relaxing vs. Irritating”, the “Contentment” image (0142)
also finds the other three “Relaxing” images as its top matches, which shows
that an “Exciting” image often makes people feel “Relaxing” as well and vice
versa. Both the “Anger” image (0172) and the “Disgust” image (0164) have re-
trieved “Irritating” images as their most relevant candidates. According to the
Oxford Dictionary, the adjective word “Irritating” is defined as causing (some-
one) annoyance, impatience, anger, or irritation to a body part.
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5 Conclusions and Future Work

In this paper, we have applied multiple kernel learning framework for affective
classification and retrieval of abstract art images. MKL can make use of dif-
ferent feature representations or views of an image simultaneouly such that it
jointly learns the feature representation weights and the corresponding classi-
fier, which seeks for maximizing the classification performance without explicit
feature selection steps. The group Lasso MKL algorithm has been adopted in
the framework in that it is simple and efficient. The experimental results on two
abstract image datasets have demonstrated the advantages of the group Lasso
MKL in terms of feature selection, classification performance, and interpretation,
for the affective abstract image classification and retrieval task.

It is worth emphasizing that MKL framework is not confined to detecting
affect on abstract art images, but can be easily extended to other artistic (pho-
tographic) images and other affective stimuli such as audio and video data,
given that the features and labels are available. Due to the varying subjectiv-
ity in humans and the limit of the available affective databases, it is of course
not guaranteed that the MKL algorithm can make a perfect classification or re-
trieval for every single image. Methods such as zero-shot learning [13] may help
to relieve the subjectivity and annotation issues. Eventually, the development in
this interdisciplinary area relies on the joint efforts from, for instance, artificial
intelligence, computer vision, cognitive science, psychology, and art theory.
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Abstract. This paper presents a novel approach for image parsing based
on nonparametric model in superpixel level. Spatial context and mutual
information between object co-occurrence are introduced and applied
for improving the accuracy of image parsing. These methods make the
probability of object co-occurrence more reliable, and thus the inference
of object label from K nearest neighbors is more accurate. Our system
integrates the probability of object co-occurrence with the spatial context
and mutual information into a Markov Random Field(MRF) framework.
Experimental results on SIFTFlow and Barcelona dataset shows that
the spatial context and the mutual information are promising methods
to improve the accuracy of nonparametric image parsing models.

Keywords: image parsing, MRF, superpixel, spatial context, mutual
information, SIFTFlow.

1 Introduction

Image parsing is one of hard problems in computer vision. The challenging recog-
nition task is focused in many recent works [1, 2, 4, 5, 6, 12, 14]. Firstly as noted
in [5], this issue is an incredible confusing of visual words, that means one region
can be matched with another region from hundreds of different labels. Secondly,
the scenes are random, the objects are assumed to appear randomly leading to
huge object distribution. Thirdly, due to the limit of the number of object la-
bels in a parsing model, thus it is hard to build a completely plausible model,
since the number of objects in the real scenes are actually unlimited. Recently,
several works based on nonparametric models for image parsing are presented
in literature [4, 5, 6, 12, 14]. Our system is inspired from the method intro-
duced by Tighe and Lazebnik for image parsing [4] using scalable nonparametric
model in superpixel levels. Their system shows pioneer result using the K near-
est neighbor method which is then become the basis for other researchers for
improvement. There are several directions to improve the performance of MRF
model [4]. Among them, the probability of object co-occurrence are commonly
utilized [5, 6]. For example, if one object label is already categorized as ”street”,
then it has a high probability to believe that the surrounding object labels are
likely ”car”, ”sidewalk”, ”building” etc. Hence, taking into account this mutual
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(a) Spatial context (b) Mutual information

Fig. 1. Spatial context and mutual information are projected in our method

relationship, the accuracy of the image parsing model can be enhanced. The
previous approaches only consider the object co-occurrence information, and do
not consider the spatial relationships of objects [4, 5, 6, 12, 14]. Therefore, in
the proposed approach, the spatial context is utilized to prevent this weakness.
In addition, the mutual information (e.g frequency of co-occurrence objects) is
meaningful for the co-occurrence probability of joint object labels as illustrated
in Fig. 1 for configuring class labels in the spatial context and mutual informa-
tion. Our key contribution is that the spatial context and mutual information are
used to measure relationship of co-occurrence objects. Therefore, the probability
of object co-occurrence becomes more reliable leading to a more accurate image
parsing model. Our system achieves better accuracy rate up to 1.05% comparing
to the previous methods by several experiments presented in Sect. 4.

The outline of this method is organized as below: Section 1 introduces in
general image parsing reviewing previous methods and briefly describes our pro-
posed approach. The spatial context and mutual information are detailed in
Sect. 2. Section 3 presents our proposed approach of image parsing model using
these two features. The experimental results are shown in Sect. 4. Finally, Sect.
5 discusses about this problem.

2 Proposed Method

2.1 Spatial Context in the Scene

In the area of object recognition and parsing image, the spatial context is also
already applied for computing the weight function in previous works [1, 8, 9,
10]. In the work of C.Galleguillos et al. [1] the spatial context is modeled as
3D spatial descriptor to categorize object labels. In model [10], Singhal et al.
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pre-defines the relationship between regions of image and the spatial context is
presented by binary value of specific relationship for categorizing. In contrast,
our system employs conditional probability between object labels having spatial
context in pixel level.

As mentioned above, the spatial context is useful for capturing spatial rela-
tionship between two co-occurrence objects. To keep the scalable property of
our model, the probability of location relationship is calculated by accumulating
from the training set. Figure 1(a) shows a skeleton of our proposed model based
on the spatial context. In our system, four location relations are defined: above,
below, inside, and around. For each relation, the relation probability is estimated
as:

P (li, lj/r) ∼= N (i, j/r)

N (i, j)
(1)

where r is the location relationship; N (i, j) is the number of times pixel i and
pixel j are neighbors; N (i, j/r) is the number of times pixel i and pixel j are
neighbors in the relation r. Then the smoothing energy of spatial context can
be modeled as follows:

Espatial = −1

2
log

(
4∑

r=1

P (li, lj/r)

)
(2)

Incorporating the spatial context in our image parsing system, the performance
is improved up to 0.75%. This result proved that the spatial context is promising
feature to improve the performance in our model.

2.2 Mutual Information between Object Co-occurrence

Several previous works [11, 17, 18] have estimated the weight function of object
labels based on mutual information. However, usage of only the mutual informa-
tion to measure the probability of co-occurrence is seemly not enough because
the mutual information gives out only the object co-occurrence in one image
while the neighboring objects probability is not considered. Thus, in our system
both information are considered to estimate the weight function. Figure 1(b)
shows an illustration about the mutual information between ”mountain” and
”tree”, that represents co-occurrence frequency of these objects in one image.

Similar to [11], the mutual information is used as the weight function, as more
informative co-occurrence is provided, the feature becomes stronger. Following
the method proposed in [4], the mutual information is calculated as:

I (li, lj) = log
P (li, lj)

P (li)P (lj)
= log

Ntotalfreq (li, lj)

freq (li) freq (lj)
(3)

where P (li, lj) is the probability of co-occurrence objects li and lj; Ntotal is
the number of class labels; freq (x) is the frequency of object x in the dataset;
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freq (x, y) is the co-occurrence frequency of object x and object y in the dataset.
Using the mutual information, the co-occurrence energy is defined by:

Emutual = − log (P (li/lj) + P (lj/li) + I (li, lj)) (4)

where P (li/lj) is the conditional probability of object li having lj and I (li, lj)
is the mutual information between two classes.

In our system, the mutual information improves the performance up 0.3%.
The effectiveness of combining the spatial context and mutual information is
proved by several experiments where the accuracy rate is increased up to 1.05%
comparing to the previous works.

3 Proposed Image Parsing Method Based on Spatial
Context and Mutual Information

3.1 Retrieval Set and Superpixel Level

In image parsing problem, as mentioned in Sect. 1, the distribution of object
is not uniform, hence we prefers to use nonparametric model that infers a su-
perpixel from the most similar superpixels in the so-called retrieval set of image
which containsK images most similar to the test image. Based on [14] our system
also uses four types of global image features: Spatial pyramid, GIST, Tiny image
and Color histogram to calculate the distance from each image in the training
set to the test image. Then K images corresponding to smallest distances are
selected to put into the retrieval set. An informative retrieval set should contain
scene images similar to the test image.

As several approaches in image parsing area [4, 5, 6, 12, 14], the labels are
assigned in the superpixel level. As mentioned in [4], this reduces computational
load for this system. The superpixel is a region produced by a segmentation
algorithm. In this work, the fast graph-based segmentation algorithm [3] is ap-
plied for segmenting image into superpixels; and each superpixel is presented
by 20 features as in [14]. These features are calculated for every superpixel in
each image to measure the distance between superpixels in the test image and
superpixels in the retrieval set.

3.2 Contextual Inference

In order to enforce contextual constraints on image parsing problem, MRF model
is preferred to the CRF model because the CRF model is very costly in learning
and inference. Therefore, to assign label l = {l1, l2, ..., lj} to the set of superpixels
S = {s1, s2, ..., si} the per-class likelihood score of superpixels and probability
of every co-occurrence object in retrieval set are put into the fully connected
MRF model[11]. Similar to [4, 5, 6, 12, 14], the image labeling is formulated as
minimization of standard MRF energy function defined based on labels l:

J (l) =
∑

j=1:n;i=1:m

μ (lj , si) + Esmooth (5)
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Fig. 2. Comparison per-class rate between Barcelona and SIFTFlow dataset. The
Barcelona dataset has 170 labels, however we only show some labels which are common
in SIFTFlow dataset to compare.

where n and m are the number of object labels in the retrieval set and superpix-
els in the test image; μ (lj , si) presents negative logarithm of per-class likelihood
scores for each superpixel si; smoothing term Esmooth shows the negative loga-
rithm of probability between two object labels in retrieval set. This probability
is calculated by accumulating the number of object co-occurrence in the dataset.

In our system, in order to increase plausibility of inference, Esmooth is defined
by (6):

Esmooth = Espatial + Emutual (6)

where Espatial and Emutual energy from (2) and (4). These two values contain
the information about probability of object co-occurrence labels including the
spatial context and mutual information.

4 Experiments

For evaluating our proposed approach, several experiments on the Barcelona(a
part of LabelMe dataset) and SIFTFlow datasets[19] are conducted. The
Barcelonna dataset contains 14871 training images and 279 testing images in
170 labels. The SIFTFlow dataset includes 2488 train images and 200 test im-
ages in 33 labels. Figure 2 displays per-class accuracy rate for both datasets
showing that our system can be executed in scalable datasets with large changes
due primarily to differences in the label frequency (e.g., there are no fences in
the Barcelona dataset). It is clear that classes are very non-uniform, there are
few classes like ”sky”, ”building”, ”tree” are very common, but some classes are
rare like ”people”, ”door”. Therefore the nonparametric model is preferred for
these unbalanced data sets.
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Table 1. Compare accuracy rate of image parsing system on SIFTFlow dataset

Result(%) Liu[14] J.Tighe[4] David[5] J.Young[6] J.Tighe[12] Proposed method
2011 2009 2012 2012 2013 2013

Per-pixel 76.67 76.90 77.10 77.14 77.00 78.19

Per-class x 29.38 32.5 32.29 30.10 30.11

As the SIFTFlow dataset is commonly used for the experiments in the pre-
vious works [4, 5, 6, 12, 14], this paper intends to compare the performance of
the proposed method based on this dataset. Our result is displayed in Table 1,
that shows the effectiveness of using the spatial context and mutual information
on image parsing problem, the evaluation method is same as [4]. As shown in
Table 1, our system achieves an overall per-pixel accuracy rate of 78.19% while
the state-of-the-art per-pixel rate is 77.14% as reported in [6]. This table also
shows that our per-class rate is similar to another method. Therefore, our model
is a scalable image parsing method [12] but the performance is better than [12].

Example of the classified test image from our experiments are shown in Fig.
3(a, b, c, d). As seen in the figure, Fig. 3(a, b, d) show accurate results of
object labeling when the spatial context and mutual information of co-occurrence
object are used. To see the advantage of our system, Fig. 3(d) and Fig. 3(e)
show the results of image parsing with/without using the spatial context and
mutual information. In Fig. 3(e), ”building” is completely surrounded by ”field”,
”mountain”, ”plant”, ”tree” and ”sky”. This error occurs because ”building”
sometimes co-occurs with ”tree”, ”plant”, ”mountain” in training images. In
our model, the spatial context and frequency of co-occurrence objects are both
considered. Therefore the probability of ”building” in this image becomes smaller
because the ”building” completely surrounded by ”plant”, ”tree”, ”mountain”
is avoided.

Clearly, the spatial context and mutual information that capture the relation-
ship of object location and frequency of co-occurrence objects in an image is a
strong visual cue. That will provide more avenues for improving categorization
accuracy. Figure 3(c) shows the error case with object labels have low occurrence
frequency in training dataset(”sand”).

5 Discussion

This paper has presented a novel approach for image parsing inspired by [4]. The
proposed approach is not time-consuming for training except for basic computa-
tion of some statistics such as label co-occurrence probability. The accuracy of
image parsing is improved in our proposed method by incorporating the spatial
context and mutual information into MRF framework.

Our key contribution is that the co-occurrence relationship between object
li and lj can be viewed as the spatial context P (li, lj/r) and weighted by the



182 T.L. Vu, S.-W. Choi, and C.H. Lee

Fig. 3. Results of our parsing image system on SIFTFlow dataset. The first row is
the test images, the second row is the result images. The columns (a, b, c, d) are
results of our model in which column (c) shows error case when the object label has
low frequency appearance in training image. The columns (d, e) compare image result
between BaseMRF(e) model and our proposed approach(d). The ”building” appears
in Base MRF model(e) while it is not included in the test image. In our approach(d),
the result does not contain the ”building”.

mutual information I (li, lj). To project all the object labels into spatial matrix,
the probability of co-occurrence in each special location relation is considered.
The distribution for co-occurrence objects is calculated for each relation r (e.g.
above, below, inside, around) and then Espatial energy is computed as the sum
of the distributions. The mutual information is retrieved by accumulating the
frequency of co-occurrence in the dataset that gives out the distributions of li
and lj .

The experiment shows that our system based on simple but effective features
to get the spatial context and mutual information, therefore it can be apply for
various datasets. The main limitation of our system is that it uses nonparametric
model hence the result sometimes depends on the retrieval set. In the future
works, we will prevent this limitation by improving weight function between
co-occurrence objects.
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Abstract. This paper presents a method of text-prompted multistep speaker ver-
ification for reducing verification errors. The method is developed for our speech
processing system which utilizes competitive associative nets (CAN2s) for learn-
ing piecewise linear approximation of nonlinear speech signal to extract feature
vectors of pole distribution from piecewise linear coefficients reflecting nonlinear
and time-varying vocal tract of the speaker. This paper focuses on reducing veri-
fication errors by means of multistep verification using Gibbs-distribution-based
extended Bayesian inference (GEBI) in text-prompted speaker verification. The
effectiveness of GEBI and the comparison to BI (Bayesian inference) is shown
and analyzed by means of experiments using real speech signals.

Keywords: Text-prompted multistep speaker verification, Gibbs-distribution-
based extended Bayesian inference, Competitive associative net.

1 Introduction

This paper presents a method of text-prompted multistep speaker verification. Here,
from [1], text-prompted speaker verification has been developed to combat spoofing
from impostors and digit strings are often used to lower the complexity of processing.
However, since it would be simple for today’s devices to record a person saying 10 dig-
its and to produce digits by simply typing on a keypad, text-prompted modality itself
is not enough for anti-spoofing. So, we would combine other information, such as a
knowledge database, other biometrics, and so on, and a specific method would be de-
signed depending on the application. From another point of view, the present method
focuses on reducing verification errors by means of multistep verification using Gibbs-
distribution-based Bayesian inference (GEBI). Here, GEBI has been introduced for
overcoming a problem of multistep Bayesian inference (BI) for rejecting unregistered
speaker in speaker identification [5]. Note that the error rate is considered to be reduced
with the increase of the number of test digits. However, this property has not been ex-
amined in detail so far, although there are experimental results showing this property,
e.g. [2] shows five-digit sequences gives lower error rate than four-digit sequences.

On the other hand, the present method employs competitive associative nets (CAN2s).
Here, the CAN2 is an artificial neural net for learning efficient piecewise linear approx-
imation of nonlinear function [3]. Recently, we have shown that feature vectors of pole
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Fig. 1. Diagram of text-prompted speaker verification system using CAN2s

distribution extracted from piecewise linear predictive coefficients obtained by the bag-
ging (bootstrap aggregating) version of the CAN2 reflect nonlinear and time-varying
vocal tract of the speaker [4]. Here note that the most common way to characterize
the speech signal in the literature is short-time spectral analysis, such as Linear Predic-
tion Coding (LPC) and Mel-Frequency Cepstrum Coefficients (MFCC), where spectral
features of the speech are extracted from each of consecutive interval frames spanning
10-30ms [6]. Thus, a single feature vector of LPC and MFCC corresponds to the aver-
age of multiple piecewise linear predictive coefficients of the bagging CAN2. Namely,
the bagging CAN2 learns more precise information on the speech signal.

In the next section, we show an overview and formulation of singlestep speaker and
digit verification system using CAN2s. And then we introduce multistep speaker and
digit verification to execute text-prompted speaker verification. In order to use the same
thresholds for all speakers and digits, we show a method to tune the thresholds for bi-
narizing continuous output of CAN2s. In 3, we show experimental results and examine
the effectiveness of the present method.

2 Text-Prompted Multistep Speaker Verification System

2.1 Singlestep Digit and Speaker Verification

Fig. 1 shows an overview of our text-prompted speaker verification system using
CAN2s. In the same way as general speaker recognition systems [6], it consists of four
steps: speech data acquisition, feature extraction, pattern matching, and making a deci-
sion. In this research study, we use a feature vector of pole distribution obtained from a
speech signal (see [4] for details). In order to achieve text-prompted speaker verification
using digits, let S = {si|i ∈ IS} and D = {di|i ∈ ID} denote a set of speakers s ∈ S
and digits d ∈ D, respectively, where IS = {1, 2, · · · , |S|} and ID = {1, 2, · · · , |D|}.
Furthermore, let RLM[M ] for M = S and M be a set of regression learning machines
RLM[m] (m ∈ IM ), and each RLM[m] learns to approximate the following target
function:

y[m] = f [m](q) =

{
1 if q ∈ Q[m]

−1 otherwise
(1)
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In the following, we apply the same procedures for both speaker and digit processing,
and we use the variables m and M for representing s and S for speakers and d and
D for digits. After the learning, singlestep verification or two class classification by
binarizing the output ŷ[m] = f̂ [m](q[m]) of RLM[m] as

v[m] =

{
1 if ŷ[m] ≥ y

[m]
θ

−1 otherwise
. (2)

Namely, we accept the speaker m if v[m] = 1, and reject otherwise. Here, note that the
threshold yθ is tuned for stable verification as shown below.

2.2 Multistep Digit and Speaker Verification

In order to execute text-prompted speaker verification, or to execute speaker verifica-
tion only when digit sequence is accepted, we employ multistep verification of digit
and speaker parallelly, and then combine the result. For each multistep verification, we
suppose the probability of the output vector v[M ] = (v[m1], · · · , v[|M|]) of binarized
output of RLM[M ] obtained for a feature vector q ∈ Q[m] of the signal source m ∈M
holds the conditional independence as follows:

p(v[M ]|m) =
∏

mi∈M

p(v[mi]|m) (3)

Furthermore, let v[M ]
1:T = v

[M ]
1 v

[M ]
2 · · ·v[M ]

T be the sequences of v[M ] obtained for an
input (speaker or digit) sequence m1:T = m1m2 · · ·mT . In order to verify whether
v
[M ]
1:T is a response of a reference sequence m

[r]
1:T , we use GEBI (see Appendix A.1)

and calculate two recursive posterior probabilities for t = 1, 2, · · · , T as follows,

pG

(
m

[r]
1:t | v[M ]

1:t

)
=

1

Zt
pG

(
m

[r]
1:t−1 | v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t | m[r]

t

)βt

, (4)

pG

(
m

[r]
1:t | v[M ]

1:t

)
=

1

Zt
pG

(
m

[r]
1:t−1 | v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t | m[r]

t

)βt

. (5)

Here,Zt is the normalization constant for holding pG
(
m[r] | v[M ]

1:t

)
+pG

(
m[r] | v[M ]

1:t

)
= 1, and we employ p

(
v
[M ]
t | m[r]

)
=
∑

m∈M\{m[r]} p
(
v
[M ]
t | m

)
/(|M | − 1).

At t = T , we provide the decision of T -step digit verification by

V
[D]
1:T =

{
1 if pG

(
d
[r]
1:T | v[D]

1:T

)
≥ p

[D]
θ

−1 otherwise
(6)

and T -step speaker and digit verification, or text-prompted speaker verification, by

V
[SD]
1:T =

{
1 if

(
V

[D]
1:T = 1

)
∧
(
pG

(
s
[r]
1:T | v[S]

1:T

)
≥ p

[S]
θ

)
−1 otherwise

(7)

where p
[D]
θ and p

[S]
θ are thresholds. Of course, V [D]

1:T = 1 and V
[SD]
1:T = 1 indicate the

acceptance, and −1 the rejection.



Text-Prompted Multistep Speaker Verification Using for Reducing Verification Errors 187

p[mi ]
FP

p[mi ]
TN

y[mi ]

y[mi ]
θ

p[mi ]
FN

p[mi ]
TP

q
...

...

...

...

q[m1 ]
 l q[mi ]

 l q[m i+1 ]
 l

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.10

 0.12

 speakers  digits

rFP

rFN

yθ

r[S]
ER=0.030

r[D]
ER=0.016

before tuning

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.10

 0.12

 speakers  digits

rFP

rFN

yθ

r[S]
ER=0.056

r[D]
ER=0.019

after tuning

(a) (b) (c)

Fig. 2. (a) Schematic relationship between the threshold y
[mi]
θ and the performance ratios r[mi]

FP ,

r
[mi]
FN , r[mi]

TP , r[mi]
TP . The horizontal axis indicates all training feature vectors q = q

[mi]
l (l =

1, 2, · · · ) obtained from speakers mi = si ∈ S or digits mi = di ∈ D. The vertical axis
indicates the corresponding output y[mi] of RLM[mi]. Experimental results (see 3) of yθ , rFP,
rFN for the original yθ = 0 and tuned yθ are shown in (b) and (c), respectively.

2.3 Tuning the Threshold yθ of Regression Learning Machines

In order to use the same thresholds for all speakers and digits, we tune the threshold
yθ = y

[m]
θ in (2) for speakers m = s ∈ S and digits m = d ∈ D, respectively, by

the following procedure. First, note that the performance of RLM[mi] (mi ∈ S) to
classify the feature vectors q of m is characterized by FP (false positive) and FN (false
negative). The ratio of them for randomly selected data is estimated as

r
[mi]
FP =

1

|M | − 1

∑
m∈M\mi

p
(
v[mi] = 1 | m

)
, r

[mi]
FN = p

(
v[mi] = −1 | mi

)
, (8)

while the ratio of TP (true positive) and TN (true negative) is r
[mi]
TP = 1 − r

[mi]
FN and

r
[mi]
TN = 1− r

[mi]
FP . Here, note that each RLM[si] is trained to minimize the mean square

error
〈
(v[mi] − y[mi])2

〉
which indicates the minimization of the error rate:

r
[si]
ER =

1

|S|
(
r
[mi]
FN + (|M | − 1)r

[mi]
FP )

)
. (9)

Fig. 2(a) shows that r[mi]
FP decreases and r

[mi]
FN increases for the increase of y[mi]

θ . Con-

sidering this relationship, we obtain the set Y [mi] of triplets
(
y
[mi]
θ,n , r

[mi]
FP,n, r

[mi]
FN,n

)
for

trial thresholds y[mi]
θ,n = (n/ny)

(
y
[mi]
P − y

[mi]
N

)
+y

[mi]
N forn ∈ Iy = {0, 1, 2, · · · , ny},

where y
[mi]
P and y

[mi]
N are the mean of positive and negative output y[mi] for all train-

ing feature vectors q, and ny is the number of partitions. Next, we divide the data in
Y [m] (m ∈M) into

Y [m]
l =

{
(yθ, rFP, rFN) ∈ Y [m]

∣∣ l = argmin
l′∈Iy

|rFP − rl′ |
}
, (10)

where rl = (l/ny)(r1 − r0) + r0 for l ∈ Iy , r0 = min
{
r
[m]
FP,n|m ∈M,n ∈ Iy

}
and

r1 = max
{
r
[m]
FP,n|m ∈M,n ∈ Iy

}
. Then, we calculate the mean and the variance of



188 S. Kurogi et al.

(yθ, rFP, rFN) ∈ Y [m]
l , which we denote

(
EY[m]

l

(yθ),EY[m]
l

(rFP),EY[m]
l

(rFN)
)

and(
VY[m]

l

(yθ),VY[m]
l

(rFP),VY[m]
l

(rFN)
)

, for each m ∈ M and l ∈ Iy . Then, we obtain

l̃ ∈ Iy which minimizes the sum of all variances of rFP and rFN as

l̃ = argmin
l∈Iy

∑
m∈M

(
VY[m]

l

(rFP) + VY[m]
l

(rFN)
)
. (11)

Thus, we use the threshold ỹ
[m]
θ = EY

l̃
(yθ) for expecting smaller variance of r[m]

FP and

r
[m]
FN for all m ∈M .

3 Experiments

3.1 Experimental Setting

We have used the speech data sampled with 8kHz of sampling rate
and 16 bits of resolution in a silent room of our laboratory. They
are from seven speakers (2 female and 5 mail speakers): S =
{fHS, fMS,mKK,mKO,mMT,mNH,mYM} for ten Japanese digits D =
{/zero/, /ichi/, /ni/, /san/, /yon/, /go/, /roku/, /nana/, /hachi/, /kyu/}. For
each speaker and each digit, ten samples are recorded on different times and dates
among two months. We denote each spoken digit by x = xs,d,l for s ∈ S, w ∈ W and
l ∈ L = {1, 2, · · · , 10}, and the given dataset by X = (xs,d,l|s ∈ S, d ∈ D, l ∈ L).

In order to evaluate the performance of the present method for untrained data, we
employ the following OOB (out-of-bag) estimate which is expected to have smaller bias
and variance than LOOCV (leave-one-out cross-validation) [7]. For a reference speaker
si, we make the original training dataset Z [si] = ((q(x), y[si](x))|x ∈ X), where q(x)
is the feature vector obtained from x ∈ X , and y[si](x) = 1 if x ∈ X is of the speaker
si, and −1 otherwise. Next, we execute resampling with replacement to make the bags

Z [si,α|Z[si]|�,j] for j ∈ J [bg], where α|Z [si]| indicates the number of elements in the
bag for a constant α called bagsize ratio, and J [bg] = {1, 2, · · · , |J [bg]|} is an index

set. Here, it is expected that me−α elements in Z [si] are not in Z [si,α|Z[si]|�,j]. Thus,
we execute the OOB estimate of y[si](x) by ŷ[si,ob](x) =

〈
ŷ[si,j](x)

〉
j∈J

[si,ob]
x

, where

ŷ[si,j](x) is the output of RLM[si,j] which has learned Z [si,α|Z[si]|�,j], and J
[si,ob]
x �

{j|(q(x), y[si](x)) �∈ Z [si,α|Z[si]|�,j], j ∈ J bg}. Here 〈·〉 indicates the mean and the
subscript indicates the range of the mean. Note that the experiments shown below are
done for |J [bg]| = 300, α = 1.6, |Z [si]| = |S||D||L| = 700. For regression learning
machines we use CAN2s with the number of units N = 40 for learning 38-dimensional
feature vector q (see [4] for details of q). The OOB estimate for digit verification is
done by the same procedure as above.

To examine the present method, we show experimental results for a number of
datasets, whether each dataset consists of 1000 pair of T -length digit sequences of test
and reference speakers. Precisely, for a test digit sequence d1:T = d1d2 · · · dT of a test
speaker s and the corresponding reference digit sequence d

[r]
1:T = d

[r]
1 d

[r]
2 · · · d[r]T of a
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Table 1. Experimental result of acceptance rates r[D]
acc and r

[SD]
acc achieved by the methods using (a)

GEBI and tuned ỹθ , (b) BI and tuned ỹθ and (c) GEBI and original yθ = 0, and four datasets with
(rCS, rCD) = (0, 1), (1, 1), (1, 4/5) and (1, 3/5). The values of r[D]

acc and r
[SD]
acc are expressed by

the rate [%] to the total 1000 test sequences for each case. The thresholds are p[D]
θ = 0.96 for (a)

and (b), 0.942 for (c), p[S]
θ = 0.5 and T = 15.

rCS rCD

0 1
1 1
1 4/5
1 3/5

(a) GEBI & ỹθ

r
[D]
acc r

[SD]
acc

97.5 0.0
98.1 98.1
76.3 76.3
0.2 0.2

(b) BI & ỹθ

r
[D]
acc r

[SD]
acc

94.9 0.0
96.3 94.4
72.5 70.5
44.5 43.7

(c) GEBI & yθ = 0

r
[D]
acc r

[SD]
acc

98.4 0.0
98.0 98.0
84.8 84.8
0.8 0.8

reference speaker s[r], we select dt, s, d[r]t , and s[r] randomly under the condition that

d1:T involves correct digits holding dt = d
[r]
t with a ratio of rCD = nCD/T , where

nCD represents the number of correct digits, while we consider all T digits are of the
same speaker (rCS = nCS/T = 1) or not (rCS = 0). Here note that for a digit d ∈ D
of a speaker s ∈ S, we use xs,d,l with l selected randomly.

3.2 Experimental Results and Analysis

We show an experimental result in Table 1. Here, we consider a situation that each test
digit sequence consists of 5-digits, such as a date consisting of month, day and the
last digit of the year. In order to avoid spoofing from impostors, we suppose that the
users have previously registered their secret dates and the corresponding questions to
answer the dates in the enrollment phase, and then a test speaker is prompted to answer
three questions by uttering the dates in the verification phase, where the questions are
selected randomly. Thus, we use T = 15 = 5 × 3. The top row in Table 1 for
(rCS, rCD) = (0, 1) shows the result of test sequences of incorrect speakers (rCS = 0)
consisting of all correct digits (rCD = 1), and we can see that all of them are rejected
successfully (r[SD]

acc = 0). The rows under the top are the results for test sequences of
correct speakers (rCS = 1) involving 0, 1 and 2 incorrect digits in each 5-digit sequence
for rCD = 1, 4/5 and 3/5, respectively. Thus, r[SD]

acc for (rCS, rCD) = (1, 1), (1, 4/5)
and (1, 3/5) indicates TA (true-acceptance), FA (false-acceptance) and FA, respectively,
and the big r[SD]

acc [%] for (rCS, rCD) = (1, 4/5) is not desirable. However, the very small

value r
[SD]
acc = 0.2 by the method (a) for (rCS, rCD) = (1, 3/5) indicates that the test

sequences involving 2 incorrect digits in each 5-digit sequence is rejected. Since it is
not so easy for an impostor speaker to provide 4 correct digits in each 5-digit sequence,
the present method is supposed to work for avoiding spoofing.

Now, let us examine the values in Table 1 in detail by means of multistep proba-
bilityies shown in Fig. 3. From (a) and (c), we can see that the probability curves of
GEBI for rCS �= 0 increases and the variance decreases with the increase of t. From
the probability curves for digits shown on the left in (a) and (c), we can see that the
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(c) GEBI and original yθ = 0

Fig. 3. Experimental result of multistep probability for digits (left) and speakers (right). The plus
and minus error bars indicate RMS (root mean square) of positive and negative errors from the
mean, respectively. The curves for different datasets are shifted slightly and horizontally to avoid
crossovers.

bottom curves and the error bar ranges are below the threshold p
[D]
θ = 0.96 and 0.942,

respectively, at t = 15. Furthermore, from the curves for speakers shown on the right
in (a) and (c), we can see that the upper curve for rCS = 1 and the lower curve for
rCS = 0 can be separated by the threshold p

[S]
θ = 0.5. Therefore, we can understand

the values of r[SD]
acc by the methods (a) and (c) for (rCS, rCD) = (1, 3/5) in Table 1 are

very small. The threshold p
[D]
θ = 0.942 for (c) in Table 1 is set smaller than 0.96 for

(a) in order for r[SD]
acc to be almost the same value, where smaller value is necessary for

(c) because the error range of the corresponding probability on the left in Fig. 3(c) is
suppoed to be slightly wider owing that the tuned threshold ỹθ used in (a) achieves the
smaller variance of classification error ratios (see Fig. 2(b) and (c)).

For (rCS, rCD) = (1, 1) in Table 1, the false rejection rate (FRR) is given by FRR=

100−r[SD]
acc [%]. Precisely by the method (a) for the increase of t= 5, 10, · · · , 50, we have

obtained decreasing FRR= 10.0, 4.3, 1.9, 1.7, 1.1, 1.0, 0.5, 0.4, 0.4, 0.3, respectively.
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Furthermore, for (rCS, rCD) = (1, 3/5), we have obtained decreasing false acceptance

rate (FAR) as FAR= r
[SD]
acc =0.5, 0.3, 0.2 and 0 for t = 5, 10, 15 and 20, respectively. This

monotonically decreasing property is considered to be obtained from that the probability

of GEBI, pG
(
m|v[M ]

1:t

)
given by (15) shown below, converges monotonically for the

increase of t. On the other hand, the probability of BI, pB(m|v[M ]
1:t ) given by (13), also

converges monotonically but slowly. Namely, pG
(
m|v[M ]

1:t

)
reaches convergence at t

satisfying L̃
[m]
1:t � | log p0(m)|/t, but pB

(
s|v[M ]

1:t

)
does not reach convergence at t

satisfying L̃
[m]
1:t � | log p0(m)|/t. From Fig. 3 (b), we can see that the error ranges of

the curves are large and fluctuate. Therefore, we can see that r[SD]
acc in Table 1 for (b)

using BI indicates worse performance.

4 Conclusion

We have presented a method of text-prompted multistep speaker verification using
GEBI for reducing verification errors. We have shown that the probability of GEBI
is more stable and reduces verification error rates much more than BI by means of the
analysis of probabilities and experimental results using real speech signals. This pa-
per considers only registered test speakers, while additional method is supposed to be
necessary for unregistered test speakers, which is for our future research study.

This work was supported by JSPS KAKENHI Grant Number 24500276.

A Appendix

A.1 Multistep BI and GEBI

We briefly show a problem of multistep BI (Bayesian inference) and introduce Gibbs-
distribution-based extended Bayesian inference (GEBI) (see [5] for details): For an out-
put sequence v

[M ]
1:t = v

[M ]
1 v

[M ]
2 · · ·v[M ]

t responding to an input signal source m ∈ M
(m and M represent s and S or d and D shown in 2.1), we can estimate the posterior
by the naive BI as

pB

(
m|v[M ]

1:t

)
=

1

Zt
pB

(
m|v[M ]

1:t−1

)
p
(
v
[M ]
t |m

)
. (12)

where Zt is the normalization constant for holding
∑

m∈M pB(m|v[M ]
1:t ) = 1. From this

equation for t = 1, 2, · · · , we have

pB

(
m|v[M ]

1:t

)
=

1

Zt
exp

(
−t
(
L̃
[m]
1:t −

1

t
log p0(m)

))
, (13)

where p0(m) = pB(m|v[M ]
1:0 ) denotes the prior, and L̃

[m]
1:t �

− 1
t

(∑t
k=1 log p

(
v
[M ]
k |m

))
is the normalized negative log-likelihood. Then, the

ratio of the probability of mi ∈M to mν = argmax
mi∈M

pB(mi|v[M ]
1:t ) becomes
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rB,i,ν � pB(mi|v[M ]
1:t )

pB(mν |v[M ]
1:t )

=
pB(mi)

pB(mν)
exp

(
−t(L̃[mi]

1:t − L̃
[mν ]
1:t )

)
→
{
1, mi = mν

0, mi �= mν

(14)

for t → ∞, because
∑

m∈M pB(m|v[M ]
1:t ) = 1. Thus, pB(m|v[M ]

1:t ) becomes very large
for a registered m = mν even when the current signal is of an unregistered source. To
overcome the problem, let us use the following Gibbs distribution:

pG

(
m|v[M ]

1:t

)
� 1

Zt
exp

(
−β

(
L̃
[m]
1:t −

1

t
log p0(m)

))
, (15)

where p0(m) = pG(m|v[M ]
1:0 ) indicates the prior, and β is a parameter called inverse

temperature. Then, for the increase of t, the ratio of pG(m|v[M ]
1:t ) for m = mi to mν =

argmax
mi∈M

pG(mi|v[M ]
1:t ) converges to a constant value less than 1 as follows;

rG,i,ν � pG(mi|v[M ]
1:t )

pG(mν |v[M ]
1:t )

→ exp
(
−β(L̃[mi]

1:t − L̃
[mν ]
1:t )

)
→ cβi < 1 . (16)

Thus, we can avoid the above problem of multistep BI. Here, from (15), we derive the
following stepwise inference,

pG

(
m|v[M ]

1:t

)
=

1

Zt
pG

(
m|v[M ]

1:t−1

)βt/βt−1

p
(
v
[M ]
t |m

)βt

, (17)

where βt = β/t (t ≥ 1) and β0 = 1. Note that the conventional BI is given by
βt = 1 (t ≥ 0), and we name this inference by GEBI.
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Abstract. Discrimination of objects at the same viewing angles develops view-
invariant object recognition in some extent. To reveal the underlying neuronal 
mechanism, we investigated the activities of the inferotemporal cell populations 
responding to object images with different prior experiences. With different ob-
ject sets, the monkeys were trained beforehand with the Object task in which 
view-invariant object recognition across similar objects was required, and the 
Image task in which only the discrimination at the same viewing angles was re-
quired. We found, in the level of cell population, that the responses to the  
images with the prior experience of the Image task were similar to those to the 
images with the prior experience of the Object task. The highest level in re-
sponse similarity was found 260 ms after the stimulus onset. The results suggest 
that the view-invariant neuronal representations developed through the expe-
rience of the object discrimination at the same viewing angles. 

Keywords: inferotemporal cortex, object recognition, monkey. 

1 Introduction 

We can recognize objects even if they are seen from different viewing angles. The 
capability to recognize objects across changes in the viewing angle develops as the 
viewer repeatedly sees both the object and distractors in rotation. It has been proposed 
that different views of an object become associated when they are experienced in 
succession during rotation [1-2]. However, our previous behavioral studies demon-
strated that, in monkey, the discrimination of objects at the same viewpoint was 
enough for the formation of perceptual tolerance in the range of viewing angle change 
up to 60 deg [3]. It was shown further that the fine object discrimination experience at 
each of several viewing angles was required for the development of such ability for 
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the discrimination across similar objects, whereas coarse discrimination experience 
didn’t generate any cross-view object discrimination ability [4]. Single-cell recordings 
from the macaque inferotemporal (IT) cortex have shown that cells respond to views 
of familiar objects and show moderately broad tunings for viewing angles [5]. Theo-
retical studies suggested the view-tuned units converge onto the view-invariant units 
[6]. It was also noted that the IT cells show broad tunings for viewing angles of 3D 
objects in untrained animals [7]. In the present study, we investigated the responses of 
cell population in the monkey inferotemporal cortex to the object images with the 
prior experience of discrimination of similar objects at the same viewing angles. 

2 Method 

We used two male macaque monkey (Macaca fuscata) weighting 6.5 and 7.5 kg, 
respectively. All procedures were performed in accordance with the guidelines of the 
Japan Neuroscience Society and were approved by the Animal Experiment Commit-
tee of Kagoshima University.  

2.1 Visual Stimuli 

Stimulus objects were created using three-dimensional graphics software (shade 9; e-
frontier, Tokyo, Japan). Details of the object creation have been described previously 
[3]. In brief, we created four artificial objects by deforming a prototype in four differ-
ent directions in three-dimensional feature space. Seven parameters of the object 
shape were combined into three parameters that spanned the entire feature space. In 
order to create the four different views, each object was rotated with a 30-deg interval 
around an axis perpendicular to the visual axis that connected the viewer’s eyes and 
the object. Each stimulus set consisted of 16 images (4 views × 4 objects).  

Six object sets (set A-F) were generated from 6 prototypes which were distinct 
from each other. The similarity for a pair of object images across sets was significant-
ly lower than that for any pair of objects in the same set. The size of object image was 
6.5 deg on average. We used human psychophysics to make the difficulty of discrimi-
nation within each set comparable among different stimulus sets, with the percentage 
of correct responses ~80%. 

2.2 Training Task 

Before the electrophysiological recording, object images were exposed to monkeys 
extensively in the training session, during which the monkeys were asked to make 
discrimination between the objects. In the process for object discrimination, the sti-
mulus image presentation was controlled in different ways in three tasks, i.e. the Im-
age task, the Object task, and the Exposure task. Consistent across the three tasks, a 
trial started with monkey’s lever press, which turned on a fixation spot at the center of 
the screen. After continuous pressing the lever and fixating for 500 ms, the first sti-
mulus appeared. Two to five stimuli were presented in each trial. Each stimulus was 
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presented for 500 ms with 500 ms inter-stimulus intervals. The monkey had to main-
tain eye fixation with an accuracy of ±2.5 deg and keep pressing the lever until the 
last stimulus appeared. The monkey had to release the lever within 1 s when the ob-
ject changed to get a juice reward. When the monkey made an incorrect response or 
broke the eye fixation, the trial was aborted with a beep sound. The inter-trial interval 
was 1.5 s after a correct response and 2.5 s after an incorrect response.  

In the Exposure task, after an identical image was presented 1-4 times, an image 
selected from a different object set appeared. No discrimination was required between 
the images in the same object set. In the Image task, the images were exposed to the 
monkey without the opportunity to associate different views of each object. Monkeys 
were trained to discriminate among the images within each of the four viewing an-
gles. After an identical image was presented 1-4 times, the image of the other object 
in the same set at the same viewing angle appeared. The Object task required the as-
sociation across different views of each object. After different views of the same ob-
ject were presented 1-4 times randomly, the image of the other object in the same set 
appeared.  

In the training session, object set A and B, set C and D, and set E and F were used 
in the Exposure task, the Image task, and the Object task, respectively, for Monkey K. 
For Monkey H, the object sets were swapped across tasks. Object set C and F, set A 
and E, and set B and D were used in the Exposure task, the Image task, and the Object 
task, respectively. 

2.3 Single Cell Recoding 

After the monkey’s performance in training session reached a saturation level, we 
conducted single cell recordings from the inferotemporal cortex. Recordings were 
conducted with tungsten electrodes (FHC, Bowdoinham, ME, USA), which passed 
through a guide tube and were advanced by a micro-manipulator (Narishige, Tokyo, 
Japan). The recoding sites were determined with reference to MRI images taken be-
fore the first preparatory surgery. Cells were recorded from a ventrolateral region of 
the inferotemporal cortex, lateral to the anterior middle temporal sulcus, in the post-
erior/anterior range between 18 and 26 mm anterior to the ear bar position for monkey 
K and between 16 and 19 mm for monkey H. All recordings were conducted while 
the monkey was performing the Exposure task. 

2.4 Analyses of the Neural Data 

We analyzed neuronal responses to the first stimulus presentation in each trial. Only 
those for trials with correct responses were included. The responses in the time win-
dows of 60-560 ms, 60-240 ms and 240-420 ms from the stimulus onset were defined 
as the responses in the whole period, early and late phases, respectively. The magni-
tude of the responses was determined as mean firing rate during the whole period (60-
560 ms), early phase (60-240 ms) and late phase (240-420 ms) minus the spontaneous 
firing rate during the 500 ms period immediately preceding the stimulus presentation. 
For each neuron, the significance of the response was tested with one-way ANOVA 
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(p < 0.05) in the three time windows. For the population analysis, we calculated a 
population response vector for each image. The population response vector for the 
images consisted of the mean firing rates of the cells that showed statistically signifi-
cant stimulus selectivity among the 16 images in the set. We measured the correlation 
coefficient between the population response vectors to evaluate the similarity between 
the population responses to each image. We compared correlation coefficients be-
tween the response to the images separated by the viewing angles of 30, 60 and 90 
deg of the same object (Cs) and different objects (Cd) in a set. 

3 Results 

We recorded single unit activity of 353 inferotemporal cells. Among the 353 cells, 
201 cells showed significant excitatory responses (84 cells for monkey K, 117 cells 
for monkey H) in the whole period, 177 cells showed significant excitatory responses 
(70 cells for monkey K, 107 cells for monkey H) in the early phase and 197 cells 
showed significant excitatory responses (80 cells for monkey K, 117 cells for monkey 
H) in the late phase.  

Fig. 1 shows the averaged Cs and Cd values for the responses to the objects expe-
rienced in the Exposure task, Image task and Object task. In the whole period, at the 
viewing angle difference of 30 deg, two-way ANOVA with the factors of task (Expo-
sure, Image and Object) and correlation coefficient (Cs, Cd) was performed to com-
bined data of the two monkeys. The main effect of the factor of task (df = 2, F = 3.72, 
p < 0.05) and the main effect of the factor of the correlation coefficient (df = 1, F = 
29.95, p < 0.0001) were significant. Also, the interaction between the factors (df = 2, 
F = 3.25, p < 0.05) were significant. Post-hoc test with Bonferroni correction showed 
statistically significant larger Cs value than Cd value in the responses to the objects 
experienced in the Image task and in those in the Object task (Image task: p < 0.001, 
Object task: p < 0.0001), whereas there was no significant difference between the Cs 
and Cd values in the responses to the objects experienced in the Exposure task. Fur-
thermore, Cd value for the objects experienced in the Object task were significantly 
smaller than the Cd values for the objects experienced in the Exposure task and the 
Image task, respectively (Object task vs. Exposure task: p < 0.0001; Object task vs. 
Image task: p < 0.01). Similarly, in the late phase, at the viewing angle difference of  
30 deg, the Cs value was significantly larger than the Cd value for the objects expe-
rienced in the Image task and Object task (Image task: p < 0.0001, Object task: p < 
0.0001). However, in the early phase, no significant differences between the values 
could be confirmed at the viewing angle differences of 30, 60 and 90 deg. 

The data collected from the whole period and the late phase showed similar result, 
with clear difference from those from the early phase. To examine the time course of 
the Cs and Cd for each image, the Cs and Cd values were calculated in a 40 ms time 
window sliding from the stimulus onset to 1000 ms after stimulus onset with a step of 
20 ms. The 201 cells showing significant excitatory responses in the whole period 
were pooled here. The bold horizontal bars in Fig. 2 represent the time bins in which 
the Cs value was significantly larger than the Cd value (p < 0.05, unpaired t-test).  
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The difference between the Cs and Cd values started to be significant at 260 ms bin 
for the sets with the prior experience of Image task at the view separation of 30 deg. 
For the object sets with the prior experience in the Object task, the Cs became signifi-
cantly larger than Cd 200 ms after the stimulus onset for both the cases of 30-deg 
view separation and 60-deg view separation. For the object set with the prior expe-
rience of the Exposure task, there was no significant difference between the Cs and 
Cd values at the view separation of 30, 60 and 90 deg. 

 

 

Fig. 1. The Cs and Cd values in the three time windows 
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Fig. 2. Time courses of the Cs and Cd values 

4 Discussion 

In the present study, population responses of the IT neurons to the object images with 
different prior experiences were compared. The correlation coefficients between the 
population responses to 30-deg separated views of the same object (Cs) were signifi-
cantly larger than those between the population responses to views of different objects 
(Cd), after the monkeys experienced the images in the Image task. Such difference 
between Cs and Cd was also observed in the population responses to the object im-
ages with the prior experience of the Object task, but not in the responses to the im-
ages with the prior experience of the Exposure task. The results thus suggest that the 
different views of the same object experienced in the Image task were represented in 
much more similar manner than the representations for the views of different objects. 
In the Image task, discrimination between similar objects, even if it was at the same 
viewpoints, generated the representations of the experienced views for the same ob-
jects, with differentiation of the representations for the experienced different objects. 
The generation for views of the same objects and differentiation for views of different 
objects were dependent on the extent of requirement for the prior discrimination  
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experience, since the results were limited to the fine discrimination (the Image task) 
but not the coarse discrimination (the Exposure task). The experience dependent 
change in the representation of object image was similar to that generated by the Ob-
ject task which required the association of the views for the same object. The differ-
ences between the Cs and Cd were not significant at the viewing angle differences in 
60 deg and 90 deg in the population responses to the object images experienced in the 
Image task, Object task and Exposure task. Further analysis may be necessary in order 
to examine the baseline of the correlation coefficients and the preference of the neu-
rons to the object images experienced, since the sensitivity of the IT neurons changes 
depending on the discrimination experience of the objects [8].   

Temporally, the Cs value didn’t differ significantly from Cd value in the early 
phase of the responses no matter of the prior experience on the object images. At the 
viewing angle difference of 30 deg (Fig. 2), the difference between the Cs and Cd 
values became significant at 260 ms and 200 ms after the stimulus onset for the res-
ponses to the object images with the prior experiences of the Image task and the Ob-
ject task, respectively. It remained significant in almost all the late phase for both of 
the cases, but in the case with the prior experience of the Object task the significance 
between the Cs and Cd values kept until about 900 ms after stimulus onset. Consider-
ing the time necessary for the visual information to reach the inferotempral cortex, it 
is reasonable to think that the response in the early phase should mainly represent the 
bottom-up information from the early cortical areas. Therefore, the formation of view-
invariant object recognition should not be completed in the earlier cortical stages. The 
convincing significance between the Cs and Cd values in the late phase suggest the 
similar representations for views of the same objects and distinct representations for 
different objects in the time period of 240-420 ms, which should contribute to the 
formation of view-invariant object recognition ability.  
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Abstract. In this paper, a multiple metric learning scheme for human
pose estimation from a single image is proposed. Here, we focused on
a big challenge of this problem which is; different 3D poses might cor-
respond to similar inputs. To address this ambiguity, some Euclidean
distance based approaches use prior knowledge or pose model that can
work properly, provided that the model parameters are being estimated
accurately. In the proposed method, the manifold of data is divided into
several clusters and then, we learn a new metric for each partition by
utilizing not only input features, but also their corresponding poses. The
manifold clustering allows the decomposition of multiple manifolds into a
set of manifolds that are less complex. Furthermore, the input data could
be mapped to a new space where the ambiguity problem is minimized.
Our guiding principle for learning the distance metrics is to preserve
the manifold structure of the input data. The proposed method employs
Tikhonov regularization technique to obtain a smooth estimation of the
labels. Experiments on the data set of human pose estimation demon-
strate that the proposed multiple metric learning consistently outper-
forms single-metric learning method across different activities by a wide
margin.

Keywords: Multiple metric learning, semi-supervised estimation, hu-
man pose estimation.

1 Introduction

3D human pose estimation from monocular images has been a well-studied topic
in the computer vision. This problem faced with some challenges such as many
different poses may have similar image descriptors. Human pose estimation
becomes even more challenging if the image descriptors cannot be properly de-
tected due to self-occlusion or presence of complex background. Effective solu-
tions for these difficulties will affect performance of many applications such as
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video surveillance, activity recognition, motion capture, and human-computer
interaction. In general, there are three schools of thought in this area as follows:

The model-based methods employ a parametric body model, based on
prior knowledge and estimate the configuration of human body by optimization
methods. These approaches require both good initialization and proper models.
In addition, the model-based methods have got high computational cost to find
the solution. Moreover, these methods may trap into sub-optimal solutions [1].

The learning-based methods utilize a direct mapping between the input
and output spaces to confront the demand for initialization, precise body mod-
eling, and other difficulties [2,3]. These methods are attractive because many
learning techniques exist for pose estimation in real-time applications. One draw-
back of the learning-based methods is that their performance depends on the size
of the training data.

The example-based methods store a set of training data that correspond-
ing poses are known, and then these methods use a similarity measure to find the
most similar training data to the unknown test input [4,5]. The main problem
of these methods is their need to perform a query, both quickly and reliably. In
addition, we should incorporate enough examples to reach a good performance.

Both the learning-based and example-based approaches, such as nearest neigh-
bors, regression and mixture of experts, face a big challenge: different 3D poses
might correspond to similar inputs. Some methods use the available knowledge
regarding the output space to deal with this situation, while there are difficulties
such as learning lots of parameters and incorporating large training sets to cover
the variability in people appearances [6]. Euclidean distance based approaches
cannot solve this problem because they are influenced by the distance metric.

Recently, several attempts have been made to reduce this problem by pre-
senting new distance metric. We can make Euclidean distance more useful by
learning a linear transformation of variables with the goal that for each exam-
ple, examples of the same classes stay near together and examples with different
classes becoming far from each other. One popular solution is Large Margin
Nearest Neighbors (LMNN) [7], which learns the distance metric while the k-
nearest neighbors belong to the same class and data points from dissimilar classes
separated by a large margin. The LMNN approach and the most of other metric
learning approaches are specially designed for classification problems. However,
human pose estimation is a regression problem and the constraints in the LMNN
method and previous research are not feasible for separating the data points of
different classes [8]. To the best of our knowledge, [5] and [3] are only met-
ric learning approaches for human pose estimation. However, [5] proposed an
example-based method to human pose estimation. Hence, it needs lots of train-
ing data to cover the variations and [3] learns only one metric for whole input
spaces without considering manifold structure and input space complexity.

In this paper, we present a multiple metric learning approach to overcome
aforementioned problems by partitioning the data manifold into a set of man-
ifolds, and then we learn distance metrics for each manifold by minimizing
quadratic objective function. We use the label information of the data not only
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in manifold construction, but also in multiple metric learning. Since the labels
provide important cues about similarities among samples, learning metrics with
this approach decreases ambiguity and provides better distance metric, at which
similar samples tend to stay close and dissimilar data points become far from
each other, particularly under a small given dataset.

The rest of the paper is organized as follows: In Section 2, we present our
multiple metric learning approach. Section 3, demonstrates the experimental
results and finally, Section 4 provides the conclusions and outlines future work.

2 Proposed Method

In this paper, we use a graph based semi-supervised approach for 3D human
pose estimation. We assume that the data lies on a low dimensional manifold,
and the labels change smoothly on this manifold. Manifold assumption is held
in many real world applications such as human pose estimation due to the fact
that input features of human shapes captured from human activities, have a
small degree of freedom [3]. Thus, the labels change smoothly over the mani-
fold with little changes in the feature space. The manifold structure is estimated
under the assumption that the whole data space is locally Euclidean, hence Eu-
clidean distance is used to understand the local structure of the original space.
Consequently, we cannot estimate the manifold structure properly and the data
manifold roughly bends over itself, particularly when the data dimension is high
and the number of data is not enough. Therefore, we cannot estimate the man-
ifold structure properly and the data manifold bends close to itself, particularly
when the data dimension is high and the number of data is not enough. This
situation contradicts with the assumption that the labels variations are smooth
on the manifold and causes reduction of the performance. Using good judgment,
Euclidean distance based approaches cannot handle this problem because they
are influenced by the distance metric.

Empirical studies [10] show that learning multiple metrics from the data can
improve the performance of methods. In this paper, a multiple metric learning
has been considered, where the data manifold is partitioned into several man-
ifolds, and then we learn a distance metric for each manifold independently.
Our aim is to map the data into a space, where the projected data does not
have the previously mentioned problems, so the semi-supervised pose estimation
could obtain better accuracy. Experiments show that even we can obtain better
results than MTIK [3] with a simple manifold partitioning method such as k-
means. Experiments show that we can even obtain better results than MTIK [3]
with a simple manifold partitioning method such as k-means. Fig. 1(a) visualizes
the data manifold (using a 3-nearest neighbor graph) related to part of “Walk”
activity before the mapping. The manifold partitions are colored with different
colors, where the edges connect similar points. We have reduced the dimension-
ality of the original space to 3 for presentation purposes. Fig. 1(b) visualizes the
estimated manifold of the same data in a similar manner after mapping through
the proposed multiple metric learning. As it can be seen, the data manifold in
the new space approximately bends over itself in fewer places.
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Fig. 1. The estimated manifold of the data with three clusters. Figures (a) and (b)
show the manifold before and after mapping respectively.

2.1 Multiple Metric Learning

In this section, we, firstly, focus on the single metric learning problem. Then
we propose a multiple metric learning method and the optimization func-
tion. The learning method takes a training set of N observations, S =
{(x1, y1), (x2, y2), . . . , (xN , yN)}, where xi ∈ Rd are the input features and
yi ∈ Rk are their labels in the pose space. The goal of the metric learning
problem is to find a transformation matrix A, after applying which, the distance
between two inputs xi and xj may be measured as:

dA(xi, xj) =
√
(xi − xj)TA(xi − xj), (1)

where A is a symmetric positive definite matrix (A � 0), is known as the Ma-
halanobis distance matrix. The eq. (1) gives the Euclidean metric if A = I,
the identity matrix. The distance dA(xi, xj) should preserves the local neighbor-
hood property that two data points stay close if their labels are similar. For this
purpose, we introduce the regularization function H(A) as follows:

H(A) =
∑
i,j

(ζij + 1)

2
(d2A(xi, xj)− d̂2(i, j))2, (2)

where ζij = 1 if yi and yj are connected in a k-nearest neighbor graph constructed

in the pose space, and ζij = −1 otherwise. Also, d̂(i, j) is the measure of the
desired distance that [3] and [8] defined as follows:

d̂(i, j) = (
α||yi − yj ||2 + γ

C − ||yi − yj||2 + ε
)p × ||xi − xj ||2. (3)

In the desired distance measure, we utilize the label information to modify the
distance between data by a factor of the variation tendency of data (i.e. if the
distance between the labels of two data is large, then the desired distance is also
large, vice versa). Here, α, γ, which denotes the labeling noise, and p, making
data easier to discriminate, are three constants, C = maxi,j{||yi−yj||2}, and ε >
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0 which ensures the denominator never equals zero. The single metric learning
problem is to minimize the following cost:

min
A

H(A),

s.t.
1

m

∑
i,j

(ζij − 1)

2
d2A(xi − xj) ≤ τ,

A � 0,

(4)

Where τ > 0 is the margin and m is the number of dissimilar points. The second
term in (4) puts the dissimilar data points by a margin in the new space. In
other words, the distance of two similar data in the new space should be small
by a factor of d̂(i, j) and larger than τ otherwise.

Suppose we cluster the original manifold of data into K manifolds using clas-
sical k-means algorithm. For each cluster k ∈ K, we are given mk examples
{(xk

1 , y
k
1 ), . . . , (x

k
mk

, ykmk
)}. We have now reduced the original problem into K

smaller problems, for each we learn a distance metric. Our multiple metric learn-
ing algorithm achieves this goal by minimizing the following objective:

min
A1,...,AK

1

K

K∑
k=1

H(Ak)

s.t.
1

K

K∑
k=1

1

mk

∑
i,j

(ζij − 1)

2
d2Ak

(xk
i − xk

j ) ≤ τ

Ak � 0, k = 1, . . . ,K.

(5)

For each individual partition, the matrix Ak is symmetric and positive semi-
definite and can be decomposed asAk = LT

kLk. We utilize these linear transforms
to project the whole data from the original input space to a new one by:

xnew =
1

K∑
k=1

wk

(w1L
T
1 x+ w2L

T
2 x+ . . .+ wkL

T
Kx), (6)

where wk = 1
d2(x,ck)

and ck is center of the k-th partition. After mapping, we

find the labeling function with respect to the mapped data. In the following we
will explain the smooth labeling function over the manifold in the new space.

2.2 Regression on Manifold

Before estimating the human pose by a graph based semi-supervised method,
we would require a manifold construction method. To model the manifold, we
use k-nearest neighbor in the new space to connect each point to k of its nearest
neighbors. Then the pose estimation can be done by finding a labeling function,
where we combine Tikhonov regularization term and the error term, and solve
the optimization problem [12,3]:
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Table 1. Comparison of methods for different activities

Activity Train # RVM TGP TIK MTIK MMTIK Imp. %

Acrobatic

100 56.37 15.49 5.98 5.74 5.56 3.1

200 5.86 5.37 5.09 5.08 5.02 1.2

400 5.16 4.69 4.81 4.67 4.39 6.0

Golf

100 22.90 6.79 5.09 4.99 4.91 1.6

200 5.47 4.69 4.92 4.70 4.63 1.4

400 4.24 4.16 4.88 4.66 4.65 0.2

Laugh

100 24.80 17.72 3.95 3.90 3.77 3.3

200 4.88 4.67 3.16 3.08 2.92 5.1

400 4.36 4.19 2.82 2.75 2.71 1.4

Walk

100 26.36 11.71 3.53 3.37 3.26 3.2

200 3.68 3.58 2.96 2.91 2.83 3.1

400 3.12 3.01 2.61 2.56 2.50 2.3

min
f∈Rz

∑
i∈T

(yi − f(xi))
T (yi − f(xi)) + λtrace(FTLF ), (7)

Where T represents the training data, yi is a true pose for input xi, f(xi) is an
estimated pose, λ is a positive trade-off parameter balancing the smoothness and
exactness of labels, F is a matrix where Fi,. = f(xi), and matrix L = D −W is
the graph Laplacian of the manifold in the new space. Here, W is the adjacency
matrix of the graph and D is a diagonal matrix, Dii =

∑
j Wji. The above

optimization problem finds a trade-off between reconstruction error for each
training data (first term) and smoothness of labels over the manifold (second
term). We solve this problem by setting the derivative of the function (7) (with
respect to f) equal to zero.

3 Experimental Result

In this section, we present experiments on the human pose data set. In all of our
experiments, we used the average (over all angles) root mean square difference
and automatically determined the parameters α and p with 2-fold cross valida-
tion (for speed reasons). λ, γ, and ε were set to values in order of 10−4. We set
k = 3 in k-NN for manifold construction and finding nearest neighbors. We clus-
ter the manifold of input space into 3 partitions and then learn the metrics in
these clusters separately. We used the histograms of shape contexts as described
in [2] to encode silhouette shapes as 100-D descriptors x and 3D body model
with 19 joints which results in a 57-D pose y. For each activity, we took 600
frames and used specific number of them as a training set, and used the rest as



206 M. Zolfaghari, M.G. Gozlou, and M.T. Manzuri Shalmani

Fig. 2. Some sample 3D pose estimation for various activities not included in the train-
ing set: The rows show input silhouettes, ground-truth and outputs of our algorithm
(MMTIK ), and MTIK, respectively. The columns show “Golf”, “Walk”, “Acrobatic”
and “Laugh” activities, respectively.

a test data set. In all of the sequences, we processed each frame independently
without considering any temporal consistency. In our experiments, we compared
proposed method (MMTIK) against recent proposed metric learning method
for human pose estimation, namely MTIK [3], the Relevance Vector Machine
(RVM) [2], the Twing Gaussian Process (TGP) [11], and Tikhonov regulariza-
tion (TIK) [12]. We computed the estimation error, using four activities “Golf”,
“Walk”, “Acrobatic”, and “Laugh” of the CMU Mocap data set [9]. Numeric
results are shown in Table 1. We illustrate the improvement ratio of the MMTIK
with respect to MTIK in the last column of Table 1 for comparison purpose. We
compute the percentage of the improvement by:

(eMTIK − eMMTIK)

eMTIK
× 100, (8)

where eMTIK and eMMTIK are MTIK and MMTIK errors (in degrees) respec-
tively. The performance of RVM and TGP is dependent on the number of train-
ing data points, thus with 100 training data points the estimation error of these
algorithms is dramatically high, as it can be seen in Table 1. This table indi-
cates how a certain amount of training data points might have influence on the
performance of the methods. The presented method generally performs better
than MTIK utilizing a graph-based approach to human pose estimation, in all
activities with different number of training samples, with an average 2.65% in



Multiple Metric Learning for Graph Based Human Pose Estimation 207

improvement ratio. A few sample images of the qualitative result using 200 train-
ing data points for various activities are shown in Fig. 2. The rows show input
silhouettes, ground-truth and outputs of our algorithm (MMTIK ), and MTIK,
respectively. The columns show “Golf”, “Walk”, “Acrobatic” and “Laugh” ac-
tivities, respectively. Notice that MMTIK has successfully reconstructed the test
input, except for the hands in the “golf” and “acrobatic” sequences.

4 Conclusion

We proposed a new method for multiple metric learning which utilizes the label
information to project the data to a new space where the ambiguity problem of
3D human pose estimation is reduced. We partition the manifold into several
manifolds, and then learn one metric for each partition. This is an extension of
existing metric learning method (MTIK) from single metric to multiple metric
learning. Our experiments on different activities, show that our multiple metric
learning algorithm performs significantly better than the other state-of-the-art
approaches. Future work includes learning multiple metrics independently, while
a shared metric between all of partitions will be learned. Finding a proper algo-
rithm to partition the manifold of data is also part of the future research.

References

1. Lee, M., Nevatia, R.: Human pose tracking in monocular sequence using
multilevel structured models. IEEE Trans. Pattern Anal. Mach. Intell. 31, 27–38
(2009)

2. Agarwal, A., Triggs, B.: Recovering 3D Human Pose from Monocular Images. IEEE
Trans. Pattern Anal. Mach. Intell. 28, 44–58 (2006)

3. Pourdamghani, N., Rabiee, H.R., Zolfaghari, M.: Metric learning for graph based
semi-supervised human pose estimation. In: 21th IEEE International Conference
on Pattern Recognition, pp. 3386–3389. IEEE Press, Tsukuba (2012)

4. Jiang, H.: 3D Human Pose Reconstruction Using Millions of Exemplars. In: 20th
IEEE International Conference on Pattern Recognition, pp. 1674–1677. IEEE
Press, Istanbul (2010)

5. Jain, P., Kulis, B., Grauman, K.: Fast image search for learned metrics. In: IEEE
Conference on Computer Vision and Pattern Recognition, pp. 1–8. IEEE Press,
Anchorage (2008)

6. Agarwal, A., Triggs, B.: Monocular Human Motion Capture with a Mixture of
Regressors. In: IEEE Conference on Computer Vision and Pattern Recognition, p.
72. IEEE Press, San Diego (2005)

7. Weinberger, K.Q., Saul, L.K.: Distance Metric Learning for Large Margin Nearest
Neighbor Classification. J. Mach. Learn. Res. 10, 207–244 (2009)

8. Xiao, B., Yang, X., Xu, Y., Zha, H.: Learning distance metric for regression by
semidefinite programming with application to human age estimation. In: 17th ACM
International Conference on Multimedia, pp. 451–460. ACM, Beijing (2009)

9. Carnegie Mellon University Motion Capture Database, http://mocap.cs.cmu.edu

http://mocap.cs.cmu.edu


208 M. Zolfaghari, M.G. Gozlou, and M.T. Manzuri Shalmani

10. Cui, Z., Li, W., Xu, D., Shan, S., Chen, X.: Fusing Robust Face Region Descriptors
via Multiple Metric Learning for Face Recognition in the Wild. In: 26th IEEE
Conference on Computer Vision and Pattern Recognition. IEEE Press, Oregon
(2013)

11. Bo, L., Sminchisescu, C.: Twin Gaussian Processes for Structured Prediction. Int.
J. Comput. Vision 87, 28–52 (2010)

12. Belkin, M., Niyogi, P., Sindhwani, V.: Manifold Regularization: A Geometric
Framework for Learning from Labeled and Unlabeled Examples. J. Mach. Learn.
Res. 7, 2399–2434 (2006)



Motion Deblurring Using Super-Sparsity

Jingxiong Zhao, Haohua Zhao, Keting Zhang, and Liqing Zhang�

MOE-Microsoft Key Laboratory for Intelligent Computing and Intelligent Systems,
Department of Computer Science and Engineering,

Shanghai Jiao Tong University, China
{soyscut,haoh.zhao,zzsnail,lqzhang}@sjtu.edu.cn

Abstract. Motion blur is caused by the camera shake during the expo-
sure in which the blur kernel describes the trace of shaking. Based on
this generating process of the kernel , we observed that the distribution
of the kernel obeys super-sparsity, as the natural images. Recent works
mostly exploit various kinds of priors in their models, but focus on the
the speed or a close-form formulation for convenience of mathematical
calculation ignoring the intrinsic feature of the kernels and images. In
this paper we propose a new model with super-sparse prior for the de-
blurring problem from one single image. Since the close-form formulation
of this model doesn’t exist, we use a look-up table trick to approximate
the solution. Qualitative and quantitative evaluation demonstrate that
our model with super-sparse prior can produce stable and high-quality
results.

Keywords: Motion Deblur, Blind Deconvolution, Super-sparsity.

1 Introduction

Motion is one of the most common causes for image blurring. In many cases,
camera shake during the exposure time leads to the motion blur on one image.
How to recovery the sharp image from one single blurred image is a chronic
fundamental problem in the area of image enhancement.

However, motion deblurring is also a very challenging problem due to the loss
of information during deblurring. Typically, the blurring process can be modeled
as the motion blur kernel which describes the trace of the sensor convolved with
the latent image. In this way, removing the motion blur can be formulated as
deconvolution problem which can further separated to blind and non-blind cases.
In non-blind deconvolution, the underlying PSF is known and the task is to
recover the latent image given the kernel. While blind deconvolution needs to
estimate both the kernel and the latent image. The single observed blur image
can result in many possible combinations of the latent image and the blur kernel
if no extra constraints are given.

In the literature,the early works mainly focus on the constraints of the blur
kernel[6,7,8]. Recently,some remarkable progress has been made through making
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use of the natural images’ statistics. Fergus et al.[1] used a mixture Gaussian
model with the first-order derivative of the natural images. Shan et al.[2] built a
Bayesian estimated frame for the noise with the sparse prior of natural images’
multi-order derivatives. Some models[4,5,9] focus on the kernel estimation since
the technics of non-blind deblurring is splendid and the accurate estimation of
the PSF becomes the key for this problem. Cho et al.[4] made a rough predic-
tion of the salient edges with the shock filter and the bilateral filter. Joshi et
al.[5] favored the salient edges with the edge profile.Li et al.[9] propose a kernel
estimated method using the iterative support detection kernel refinement.

Generally speaking, the success of blind deconvolution attributes to the use
of various priors to avoid falling into the suboptimal solution. Some priors are
studied like �1 norm([2, 11]), �2 norm[4,5] and total variation regularizer[12].
However, the prior distribution is often selected on the basis of mathematical
convenience rather than as a reflection of any prior beliefs. Actually, the natural
images have much heavier tails than the Laplacian(1-norm) and the Gaussian
distribution as shown in Fig.1.
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Fig. 1. A comparison between different distribution and the statistics of the natural
iamge. In the right, the distributions are modeled as y ∝ e−k|x|α . For the Gaussian
distribution, α = 2, for the Laplacian distribution, α = 1 and for the super-sparsity
distribution, α = 1/3 is chosen here.

Also, the kernel which blurs the latent image is usually generated by the shake
of the camera during the exposure which is just a blink. Taking consideration
of this process, the kernel is far more sparser than commonly used 1-norm or
2-norm prior as shown in Fig.2

In this paper, we propose a method which utilizes the super-sparse feature
of natural images and the kernels based on above observations. Because there
doesn’t exist a close-form formulation, we’ll approximate the solution through
Newton-Raphson method. Considering the ranges of the variables in the formu-
lations are limited, we use a look-up table trick to whittle down the redundant
computing and accelerate the process. The corresponding result can be obtained
by seeking the nearest item and linear or bilinear interpolation. Experimental
results demonstrate the effectiveness and efficiency of our model.
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Fig. 2. A comparison between different distribution and the statistics of typical motion
kernels. In the right, the distributions are modeled as y ∝ e−k|x|α . For the Gaussian
distribution, α = 2, for the Laplacian distribution, α = 1 and for the super-sparsity
distribution, α = 1/10 is chosen here.

2 Model

The shift-invariant blurring problem is usually modeled as a convolution process
as following:

B = L ∗K +N (1)

where B is a blurred image, K is the blur kernel, L is a Latent image,N is the
added noise and ∗ is the convolution operator. We need to estimate both kernel
K and sharp image L in the situation that only B is known.

To reconstruct K and L, a simple maximum a posteriori(MAP) estimation
can be used. By Baysian theorem, the process can be represented as:

p(L,K|B) ∝ p(B|L,K)p(L)p(K) (2)

where p(B|L,K) is the likelihood term and p(L) and p(K) are the priors of
the latent image and the kernel. To restore the image and kernel is equivalent to
minimize the cost function −logp(L,K|B). To obtain accurate kernel and under-
lying image, in the blind-deconvolution L and K can be alternatingly optimized
as following:

L
′
= argmin

L
‖K ∗ L−B‖2 + ρ(L) (3)

K
′
= argmin

K
‖K ∗ L−B‖2 + ρ(K) (4)

In Eqs. (3) and (4), ρ(L) and ρ(K) are the prior term, ‖K ∗ L − B‖2 is the
likelihood term. As we can see, the process to solve this ill-posed problem has
been divided into two phases: Kernel estimation and non-blind deconvolution.
We’ll describe these two phases separately.

2.1 Kernel Estimation

In the kernel estimation, the latent image L is assumed to be known. So the
estimated L has effect on the kernel restoration. Here we first use a bilateral filter
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to smooth the image and reserve the edge, then use a shock filter to enhance the
edge. Then, we can find the best kernel through minimizing the cost function:

C(K) =
∑

(∇L,∇B)

ω‖K ∗ ∇L−∇B‖2 + γ‖K‖αα (5)

where ∇L = {∂xL, ∂yL} and ∇B = {∂xB, ∂yB}, ω = {ω1, ω2} represents the
weights for partial derivatives in two directions. The term γ‖K‖αα is the prior of
the kernel. As mentioned above, the distribution of the kernel is far more sparser
than the regularization in existed models. Based on the statistics of the motion
blur, α = 0.1 will be used as the super-sparse prior term in the experiments.

To solve Eq. (5), Bregman Iteration is put into use. The auxiliary variable Φ
should be introduced, then the new cost function can be divided into two part
and minimized respectively, one for Φ and one for K:

C(Φ) = γ‖Φ‖αα + λ‖Φ−K‖22 (6)

C(K) =
∑

(∇L,∇B)

ω‖K ∗ ∇L −∇B‖2 + λ‖Φ−K‖22 (7)

With known Φ, the optimal solution for K can be solved by ∂C(K)/∂K = 0.
To solve the Eq. (7) with convolution efficiently, Fourier transform can be intro-
duced according to the Plancherel’s theorem.The solution of K can be expressed
as:

K = F−1

(
ωF(∇B) ◦ F(∇L) + λF(Φ)

ωF(∇L) ◦ F(∇L) + λ

)
(8)

where (·) is the complex conjugate and ◦ represents the component-wise operator,
the division is also element-wise.

With known K, the Eq. (6) with super sparse term is obviously a non-convex
problem. So It only has approximate solution. Here we use a Newton-Raphson
method to solve the equation numerically. For the convenience of data reused
and to accelerate the process of solving the problem at every pixel, one look-up
table’s trick will be deployed.

In the Eq. (6), only K is unknown for given parameters γ and λ and fixed α.
What’s more, each pixel value of K has a range indeed because the sum of all
pixels in K is equal to 1(0 ≤ Kτ ≤ 1, where τ is the coordinate). The numerical
solution can be obtained from 0 to 1 in a fixed interval(0.0001 is used).These
solutions will be organized to construct the lookup table. After that, for an input
pixel value of K, the corresponding Φ can be solved by linear interpolation in
the lookup table. Considering the large scale of reduplication for pixel values
and reuse of the table, this trick can reduce the redundancy efficiently.
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2.2 Non-blind Deconvolution

In this step, the kernel K is known. Similar to the kernel-estimation stage, the
MAP problem can also be transformed to a cost minimization problem:

C(L) =
∑

(∇L,∇B)

(
ω‖∇L ∗K −∇B‖22 + λ‖∇L‖αα + μ‖∇L−∇B‖22 ◦M

)
(9)

where (∇L,∇B) ∈ {(∂xL, ∂xB), (∂yL, ∂yB)}. M is a 2-D binary mask as a
local prior term to supress the ringing artifacts which is introduced in [2]. As
mentioned above, the prior of the image’s gradient is actually more sparser than
1-norm and 2-norm which are used in most models. In the Eq. (9), α will also
choose to be much smaller than 1(1/3 in the experiment).

Similarly, the Bregman iteration process can be deployed. To minimize the
cost function, we introduce one variable Φ and divide the function into two part
which will be optimized alternatingly:

C(Φ) =
∑

(∇L,∇B)

(
λ‖Φ‖αα + μ‖Φ−∇B‖22 ◦M + γ‖Φ−∇L‖22

)
(10)

C(L) =
∑

(∇L,∇B)

(
ω‖∇L ∗K −∇B‖22 + γ‖Φ−∇L‖22

)
(11)

To optimize L,there actually exists one close-form formulation for L as that
in kernel estimation phase. Let ∂C(L)/∂L = 0, and because of the convolution
operation, Fourier transform is used, finally we can get the formulation:

L = F−1

(
ωF(∇) ◦ F(∇) ◦ F(B) ◦ F(K) + γF(Φ) ◦ F(∇)

ωF(∇) ◦ F(∇) ◦ F(K) ◦ F(K) + γF(∇) ◦ F(∇)

)
(12)

To optimize Φ, it’s also a non-convex problem for 0 < α < 1. For given α and
λ, μ, γ, only ∇B and ∇L are unknown. To use the lookup table trick in this case,
the 2D table is built for various values of ∇B and ∇L. Because the two images
are both normalized into 0-1 in advance, the range of these two derivatives are
both from −1 to 1, the respective value of Φ in every pixel can be obtained
by bilinear interpolation for every ∇B and ∇L with a fixed interval(0.0005 is
chosen) in that range.

3 Experiments

In the experiment, we choose the images and kernels provided in [3] which has
different kinds of kernels and includes the ground truth of the tested images. The
chosen images and kernels are shown in Figure 3. What’s more, some state-of-art
models[2,4,9] in current are used to compare with our models.

Because of the kernel’s tiny size, the fineness of the estimated kernels are not
easy to be told by human’s eyes.The method introduced in [10] will be taken as
the method to evaluate the kernel-estimation quantitively.
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Fig. 3. The ground truth of the image and the kernel

In this paper, we’ll introduce a shift-PSNR method to get over the obstacle.
Here we utilize the maximum cross-correlation value between estimated image
and the ground-truth to find the shift coordinate:

Sτ = maxγρ(G, L̂, γ) (13)

where G and L are ground truth and estimated image,γ is one possible shift of
L. ρ(·) is defined as

ρ(G,L, γ) =

∑
τ G(τ) · L(τ + γ)

‖G‖2 · ‖L‖2 (14)

where τ is the corresponding coordinates. This equation ρ(·) is the normalized
cross-correlation between G and L. After obtaining the shift coordinate, the
PSNR can be calculated.

Origin kernel Super-sparse prior One-norm prior Two-norm prior

Fig. 4. Evaluation results of kernels with various priors
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Table 1. Evaluation results:The similarity of the estimated kernels

Method Img1,k1 Img1,k2 Img1,k3 Img1,k4 Img2,k1 Img2,k2 Img2,k3 Img2,k4

Our 0.7334 0.8110 0.8133 0.8383 0.6146 0.8039 0.7121 0.7163
Cho’s 0.7060 0.8582 0.8572 0.8255 0.6033 0.8149 0.7037 0.5317
Shan’s 0.6992 0.8072 0.7999 0.8111 0.5822 0.7438 0.5787 0.7061
Xu’s 0.6683 0.7791 0.6705 0.5446 0.5881 0.7732 0.6880 0.5963

Table 2. Evaluation results:The shift-PSNR of the estimated image

Method Img1,k1 Img1,k2 Img1,k3 Img1,k4 Img2,k1 Img2,k2 Img2,k3 Img2,k4

Our 23.6938 26.4998 25.9776 24.3724 24.0196 27.7135 25.6521 24.5644
Cho’s 23.9201 28.7057 24.3193 22.6947 21.5643 27.2741 23.4266 17.3889
Shan’s 22.5338 25.9742 24.6727 22.5818 20.5978 24.3099 20.2929 22.6934
Xu’s 24.5623 26.0478 17.1736 17.7465 23.7963 27.9993 24.4097 18.5333

In Fig.4, super-sparsity prior can lead to a better estimated kernel obviously.
In table 1 and 2, we can find that in most cases(5 of 8), our model of kernel
estimation achieved better performance. The same result can also be found in
Figure 4 in which we can find the estimated images with our model are more
smooth and keep more details and the estimated kernels are more sparse.

Our result Shan’s result Xu’s result Cho’s result

Fig. 5. Result of blind deconvolution
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4 Conclusion

For the ill-posed motion deblurring problem, the priors on the images and kernels
can disambiguate the redundancy solutions. In this paper, we propose a model
with super-sparse prior during the kernel and latent image recovery. Considering
the super-sparsity of the motion kernels and natural images, the priors will help
to find the optimal solution faster and more accurate and avoid the solution to
fall into suboptimal solution effectively. The experimental results also show that
our model with super-sparse prior can reach more smooth and stable estimation.

Acknowledgement. The work was supported by the National Natural Science
Foundation of China (Grant No. 61272251, 91120305 ).
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Abstract. We propose complex-valued spatio-temporal neural-network null-
steering for wideband acoustic imaging with ultra-short pulses. We combine a
complex-valued neural network (CVNN) and power-inversion adaptive array
(PIAA) scheme to realize a practical-resolution imaging in the azimuth direc-
tion (direction perpendicular to the range direction) even with a small-aperture
array. Simulations suggest that the proposed method presents a higher resolu-
tion than conventional methods such as Capon’s method as well as a real-valued
neural-network PIAA method.

Keywords: Acoustic imaging, power-inversion adaptive array (PIAA), complex-
valued spatio-temporal neural network (CVSTNN).

1 Introduction

Acoustic imaging visualizes scattering caused by abrupt changes in acoustic impedance.
It is often used under water and/or inside materials, in which optical techniques is un-
available, for applications in health diagnosis and non-destructive inspection. In usual
human body imaging, a high frequency ultrasonic wave is transmitted from wide aper-
ture sensor elements. Electronic switching of the elements realizes beam scanning for
the imaging. This method cannot acquire images for a low-frequency low-loss scatter-
ing observation and/or with a use of small aperture sensor elements to be inserted into
small space because of a large diffraction phenomenon.

Another scanning method is electronic adaptive beamforming using a sensor array.
There exist several beamforming techniques. The most basic one is the delay and sum
(DAS) method. The so-called Capon’s method [1] is also a widely used beamforming
and imaging technique to realize a sharp beam as a main lobe with suppression of
side lobes [2? , 3]. In all the methods mentioned above, however, the steering angle
depends on the wavelength of the acoustic wave. Then the frequency bandwidth of the
transmitted wave has to be narrow enough to realize a fine alignment of the wavefront.
A narrow band wave pulse possesses a long wave packet, and requires some special
technique to obtain a high resolution in the range direction, i.e., direction along the
propagation, for precise observation [? ]. A narrow band wave can also cause breaking
of target objects through acoustic resonance.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 217–224, 2013.
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In this paper, we propose ultra short-pulse acoustic imaging using complex-valued
spatio-temporal neural-network (CVSTNN) null-steering. A wideband system has low
energy density in the frequency spectrum and, hence, it is less invasive. The short pulse
leads to a higher range resolution and less speckle noise.

2 Complex-Valued Spatio-temporal Neural Network
Power-Inversion Adaptive Array (CVSTNN-PIAA) and Its Use
in Imaging

2.1 Imaging Procedure

We propose an acoustic imaging method consisting of a complex-valued spatio-
temporal neural network (CVSTNN) [6] and the power-inversion adaptive array (PIAA)
technique [7]. In this paper, we assume discrete target objects, and realize the imaging
by steering nulls to the targets to estimate the DoA for imaging.

In our proposal, we conduct our imaging based on the PIAA. That is, in a certain
acoustic field, we adjust the neural weights in the network in such a way that the signal
is minimized at the neural output by using a learning process. Then we invert the profile
of the directional sensitivity of the antenna system to obtain an image expressing the
acoustic field. A set of learning iteration yields a single acoustic image. A change in
the field requires another learning. However, the calculation cost is not very large if the
field changes gradually, for example, if a target moves continuously. This is because we
can use the weights for a previous field as their initial state in the following learning to
reduce the calculation time since the acoustic field changes only slightly, resulting in
only a small variation in the neural weights.

Let us consider M discrete urtrasonic scatterers (targets) in space. Ultrasound is
transmitted to the space, scattered at the targets, and received at the sensor array. Each
sensor generates time-sequential M pulses at maximum. We estimate the DoA based on
the obtained time-sequential signals for the multiple scatterers to generate a scatterers’
image.

We train the CVSTNN, or just CVNN, to direct its nulls to the estimated DoA of
the M pulses. The learning is realized by feeding to the CVNN the received signals
as teacher input signals while constant zeros as a teacher output signal. Then the nulls
are directed to the pulse arrival directions. Next we calculate the radiation pattern (di-
rectional sensitivity) of the array by generating, feeding and steering a formal pulse
numerically within the CVNN. The peaks in the inverse of the radiation pattern show
the estimation of the target directions, which is equivalent to a scatterer space image.

2.2 Construction

For applications in mobile communications, we previously presented a wideband beam-
forming method using complex-valued layered neural networks [6]. There we proposed
a CVNN for spatio-temporal complex-valued signal processing. This section presents
its construction and the learning process to be used in the imaging system mentioned in
the previous section.
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Fig. 1. Complex-valued neural network to realize beamforming of ultra wideband signals (a) basic
construction of CVNN, (b) neuron structure, and (c) tapped delay line (TDL)
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Fig.1 shows the construction of the CVNN consisting of an input terminal layer,
a hidden neuron layer and an output neuron layer. Signals detected at the sensors are
converted into analytical signals by Hilbert transform which makes the phase values
of positive- and negative-frequency components advance and retardant by π/2 rad, re-
spectively. The analytical signal is expressed by the Hilbert transform H and received
signals x as (1 + jH)x. It is fed to and processed by the CVNN.

Fig.1(b) illustrates the inside of a neuron. The signals run through tapped delay lines
(TDLs) which work as synaptic weights. Then they are summed up to become the neural
internal state u, and finally to generate a neural output in the range of [−1, 1] as f(u) =
tanh(|u|) exp(i arg(u)) where f(u) is an activation function.

Fig.1(c) presents the structure of the TDL working as a synaptic weight. The z−1

box stands for a unit delay, and win = ain exp(jθin) is a weight at the n-th tap for
i-th input. The output of the TDL is the weighted sum of the time-sequential signals
existing in the delay line, and generate the internal state u, as

ui(t) =
N−1∑
n=0

xi(t− n)win (1)

u(t) =
∑
i

ui(t) (2)

The CVNN realizes an adaptive beamformer for wideband signals in combination with
the sensor array by adjusting the amplitude and phase values of the TDL weights w(n)
through complex-valued neural learning mentioned below.

2.3 Learning Dynamics of Complex-Valued Spatio-temporal Neural Network
(CVSTNN)

The learning dynamics is explained as follows [8]. The outline is shown in Fig.2. First
we prepare a set of teacher signals as combinations of input signals and corresponding
desired output signals for the supervised learning. The input signals propagate forward
to generate output, whereas the teacher output signals propagate backward to the input.
In this learning, the teacher signals themselves, instead of errors, backpropagate through
the network. The teacher signals ŷl−1 in layer l− 1 is given by the teacher signals ŷl =
[ŷlj ]

T ≡ [|ŷlj | exp{jθ̂lj}]T and weights Wl = [wl
1 . . . wl

j . . . wl
J ] for wl

j ≡ [wl
jin] at

n-th tap i-th input of j-th neuron in layer l as

(ŷl−1)∗ = f( (ŷl)∗ Vl ) (3)

where Vl = [vjin]
l ≡ wl

jin/|wl
jin|2. Each neuron calculates the difference of the

temporary output and the backpropagating teacher signal, and changes the weights ac-
cording to the difference as [? ]

|wjin|new = |wjin|old −K
{(

1− |yj |2
) (|yj| − |ŷj | cos(θj − θ̂j

))
|xin| cos θrotjin

−|yj||ŷj | sin
(
θj − θ̂j

) |xin|
|uj | sin θ

rot
jin

}
(4)
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Fig. 2. Complex-valued backpropagation learning

θnewjin = θoldjin −K
{(

1− |yj |2
) (|yj| − |ŷj | cos(θj − θ̂j

))
|xin| sin θrotjin

+|yj ||ŷj| sin
(
θj − θ̂j

) |xin|
|uj | cos θ

rot
jin

}
(5)

where wjin ≡ |wjin| exp{θjin} (layer index l is omitted), (·)new and (·)old stand for
update from old to new, θjin ≡ arg(wjin), θj ≡ arg(yj) and θrotjin ≡ θj − θi − θjin.

In the iteration of the above learning process, the CVNN changes the output in such
a way that the temporary output yl converges at the desired one ŷl with appropri-
ate (phase–amplitude focused) generalization characteristics arising from the complex-
valued learning dynamics. The adaptive antenna system in total learns nulls for a set
of teacher signals, namely, teacher input signals of incident pulses from arbitrary direc-
tions φ and an output signal of zero (no output), or learns to direct a beam to arbitrary
directions φ with a pulse output teacher signal.
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Fig. 3. Arrangement of sensor array and scatterers in simulation

3 Simulation Evaluation of Imaging Performance

3.1 Experimental Setup

We evaluate the resolution of our proposed CVNN imaging method in a simulation. We
estimate DoA in two-dimensional space by assuming a linear sensor array. We compare
the results of conventional Capon’s method, a real-valued neural network (RVNN) and
the CVNN. The construction of the RVNN is the same as that of the CVNN including
TDLs as the synaptic weights, but except for all the weights are real-valued, and the
received signals are not converted to analytical signals. Both the CVNN and RVNN
have 8 input terminals and 12 hidden neurons. Each TDL has 29 taps of 10−7 s unit
delay.

Simulation parameters are chosen as follows. We assume three scatterers in direc-
tions of φ1 = 0, φ2 = 10, φ3 = 15, center frequency of 500 kHz, sampling frequency
of 10 MHz, 8 ultrasonic sensors in a line with array pitch of 2 mm. Then the array size
is very small, i.e., 14 mm. With this smallness, it is usually very difficult to obtain a
high resolution in the azimuth direction. A linear array of eight sensors and three sact-
terers Sm(m = 1, 2 and 3) are positioned as shown in Fig. 3. When an ultrasonic short
pulse is radiated on the space, it is scattered and received at the sensor array to generate
three pulses at maximum at respective sensors. The time-sequential signals are fed to
the neural network as a set of teacher signals, as well as a zero output teacher signal, to
generate nulls to the scatterer directions. The pulse is an almost single duration pulse
having a fractional bandwidth of 0.74.

3.2 Results

Fig.4 shows the result of one-dimensional imaging. The reference level is adjusted in
such a way that the peaks of all the curves indicate 0 dB. The result of the Capon’s
method shows two gentle hills at around the scatterer angles of 0 deg, 10 deg and 15 deg,
but the target location is not clear. The RVNN result presents two peaks, though 15 deg
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Fig. 4. Acoustic imaging results for (a)conventional Capon’s method, (b)RVNN-PIAA method,
and (c)CVNN-PIAA method (proposal)
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target cannot be separate from that of 20 deg. However, the peaks in the CVNN result
are so sharp that we can distinguish the 15-deg and 20-deg targets. We find that the
CVNN method has a very high resolution in the azimuth direction.

4 Summary

We proposed a wideband acoustic imaging method using a complex-valued spatio-
temporal neural network. We combined the CVNN and PIAA to realize a high-
resolution null learning even for very short pulses and small-aperture array. The
simulation results suggested that the proposed CVNN-PIAA method shows a higher
resolution than the conventional Capon’s or the RVNN-PIAA method.
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Abstract. We propose a new computational model that accounts for human 
perception of depth for “ambiguous regions,” in which no information exists to 
estimate binocular disparity as seen in black and white papers. Random dot ste-
reograms are widely used examples because these patterns provide sufficient in-
formation for disparity calculation. Then, a simple question confronts us: “how 
can we estimate the depth of non-textured images, like those on white paper?” 
In such non-textured regions, mathematical solutions of the spatial disparities 
are not unique but indefinite. We examine a mathematical description of depth 
estimation that is consistent with psychological experiments for non-textured 
images. Using computer simulation, we show that resultant depth-maps using 
our model based on the mathematical description above qualitatively reproduce 
human depth perception. 

Keywords: depth perception, depth propagation, binocular disparity, Gaussian 
curvature, ambiguous region, computational model. 

1 Introduction 

Our visual system estimates the depth and the slant information of objects from bino-
cular images obtained by the right and left eye. Spatial disparities of the two images 
are determined by finding matching points. For example, as shown in Fig. 1a, the 
matching point of the upper left right angle in the “Left” image is the obtuse angle at 
the left-upper point of “Right” trapezoid. The spatial difference is referred to as bino-
cular disparity. Unique solutions of horizontal disparities by finding matching points 
are limited along the right and left line segments of the rectangle or trapezoid (see the 
two lines in Fig. 1b). That is, no unique solution of disparity exists at any point in the 
black region. Hereinafter, we refer to such black regions as ambiguous regions.  

Here, a simple question confronts us: “how do we estimate the depth of an ambi-
guous region?” Completion using determined disparity or depth (Fig. 1b) is one solu-
tion to have a unique value of disparity in the ambiguous region. Georgeson and his 
colleagues investigated how humans perceived the depth for ambiguous regions using 
psychological experiments [1]. They concluded that humans can realize depth com-
pletion by spatial propagation from the determined region into ambiguous regions.  
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Fig. 1. a. Stereogram used in psychological experiments in [4]. The two left panels are parallel 
view methods; the two right panels are the cross-eyed view method. b. Two slanted lines show 
the depth calculated by binocular disparity in a. ܼሺݔ, ,ݔሻ is the depth at a point ሺݕ -ሻ. c. Examݕ
ple of depth propagation using a simple diffusion technique; hyperbolic paraboloid (saddle). d 
and e are typical results of human perception; flat depth maps. 

Figure 1c portrays one example of depth propagation by the isotropic-diffusion gene-
rating as “smooth” a surface as possible [2]. Many computational models for stereop-
sis have used this kind of “smoothness” function (energy) defined by the first-order 
spatial derivative of the depth surface.  

However, humans do not seem to perceive depth as shown in Fig. 1c. Ishikawa and 
Geiger showed that human perception differs from the image in Fig. 1c, but humans 
tend to recognize a “flat” surface as presented in Figs. 1d and 1e[3, 4]. Similar results 
were obtained for the case of Fig. 2a. Observing Fig. 1d and Fig. 2d (Fig. 1e and Fig. 
2e), Ishikawa and Geiger found a common mathematical property of perceived depth: 
zero of the Gaussian curvature (ܭ ൌ 0) [4]. Ishikawa obtained those flat surfaces so 
that resultant surfaces minimize an evaluation function of |ܭ| by simulated anneal-
ing, which is not a propagation scheme [3].  

Our study specifically examines development of a psychologically acceptable 
model that completes the depth in the ambiguous region to ܭ ൌ 0 by propagation of 
depth. Completion of visual information is also done in blind spots, where no visual 
information exists. We notice that the problem on depth completion is qualitatively 
equivalent to the problem on image completion at the blind spots (BS). Satoh and 
Usui propose a physiologically plausible model of the filling-in process of the BS [5]. 
Their model completes a lack of images at the BS by propagation of neural activities. 
Computationally, their neural network model minimizes curvature information of two 
kinds: (i) curvature of isophoto line ߢ ഥ ଶ and (ii) curvature of flow line ߤҧଶ. We can 
expect a demanding model for depth completion if we discover a close relation be-
tween ܭ and ሼߢ ഥ ,  ҧሽ. We will be able to apply the BS model to the depth completionߤ
model.  

This article is organized as follows. In Section 2, we present our proposed model 
for depth completion. In Section 3, we show a numerical simulation of our model. 
Section 4 presents conclusions. 
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Fig. 2. a. Another example used in psychological experiments in [4]. b. The close curve dis-
plays the depth obtained from binocular disparity. c. An example of depth propagation (saddle) 
using a simple diffusion technique. d and e are typical results of human perception (flat) . 

2 Proposed Model: Depth Completion by Propagation 

2.1 Image Completion by Filling-in Model 

A brief explanation of the filling-in model [5] is provided. Based on the computation-
al theory of the filling-in model, we will derive a mathematical formula (model) of 
our model for depth completion. 

The brightness ܫ to be filled-in is signified by ܫሺݔ, ,ݔሻ defined in the ሺݕ -ሻ coordiݕ
nate system. To evaluate the “goodness” of completed images at the blind-spots, Sa-
toh and Usui defined an evaluation function ܧሾܫሿ using curvature information ߢ ഥ ଶ 
and ߤҧଶ as 

ሿܫሾܧ  ൌ ׭ ሺ ߢҧଶ௯ ൅ ௫ଶܫҧଶሻሺߤ ൅  (1) ,ݕ݀ݔ௬ଶሻ݀ܫ

where 
డడ௫ ,ݔሺܫ ሻݕ ؠ  , ௫ܫ

డడ௬ ,ݔሺܫ ሻݕ ؠ ௬ܫ . Similarly, the second-order partial derivatives 

are denoted by ܫ௫௫ ௫௬ܫ ,  and ܫ௬௬. The two kinds of curvature information (see Fig. 3 
for detail) are given as 

,ݔҧሺߢ  ሻݕ ൌ ூ೤మூೣೣିଶூೣூ೤ூೣ೤ାூమೣூ೤೤ூమೣାூ೤మ ,  (2) 

,ݔҧሺߤ  ሻݕ ൌ ൫ூమೣିூ೤మ൯ூೣ೤ିூೣூ೤ሺூ೤೤ିூೣೣሻூమೣାூ೤మ  . (3) 

The evaluation function ܧ reaches the minimum value if  

 ሺ ߢҧଶ ൅ ௫ଶܫ ҧଶ ሻ ሺߤ ൅ ௬ଶ ሻܫ ൌ 0 for all ሺݔ, ሻݕ ∈ Β. (4) 
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Fig. 3. Schematic explanation of the filling-in model [5] a. Solid curves illustrate isophoto lines 
(contour of the brightness). Dashed curves are referred to as flow curves, which are perpendicu-
lar to isophoto lines. The gradient vector ܫߘ gives the direction of the largest spatial change of 
brightness. And ܫୄߘ is perpendicular to ܫߘ. b. The region of blind-spot of left image is given 
as a white rectangle. Applying filling-in processing, resultant images have small curvatures of 
isophoto and flow lines. 

2.2 Depth Completion Problem involves Image Completion Problem 

We can expect that the evaluation function ܧሾܫሿ is applicable for our depth comple-
tion model because ܧሾܫሿ ൌ 0 if the surface ܫሺݔ, ܭ ”ሻ is “flatݕ ൌ 0 as shown in Figs. 
1d–1e and Figs. 2d–2e. We prove our expectation mathematically as 

׭  ሺߢҧଶ ൅ ௫ଶܫҧଶሻ൫ߤ ൅ Bݕ݀ݔ݀ ௬ଶ൯ܫ ൌ ׭ ⇒ 0 Bݕ݀ݔ݀ ଶܭ ൌ 0, (5) 

where the Gaussian curvature is formulated as 

,ݔሺܭ  ሻݕ ൌ ூೣೣூ೤೤ିூೣ೤మ൫ଵାூమೣାூ೤మ൯మ . (6) 

Details are given in the Appendix (A) section. Now we can replace the brightness ܫሺݔ, ,ݔሻ with depth information ܼሺݕ  ݐ ሻ. Moreover, we introduce a time variableݕ
and ܼሺݔ, ,ݕ  .ܼ ሻ to represent the iterative update ofݐ

Our model for depth completion by an iterative method which decreases ܧሾܼሿ as 
time progresses is written with the following dynamics:  

 
డడ௧ ܼ ൌ ሻܼ߂ሺߘ ڄ ܼୄߘ ൅  (7) , |ܼߘ|ഥ ߢ

where ܼୄߘ  is perpendicular to ܼߘ . Equation (7) propagates depth information ܼ 
because it is a kind of convection–diffusion equation. Equation (7) is equivalent to the 
dynamics used in a digital image inpainting problem (DII) [6, 7] 

We can derive a dynamics for depth completion by the steepest descent algorithm to 
decrease ׭ Kଶ݀ݕ݀ݔ . However, the resultant equation is composed of 129 terms (see 
Appendix (B) section), which is too complicated to obtain an expected results. 
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Fig. 4. The difference of boundary conditions between depth completion and image completion 
problem. a. Boundary condition on depth completion. The depths of right and left line segments 
are fixed as determined by horizontal disparities, whereas the depth of upper and bottom line 
segments are free from pre-determined values. b. Mathematically, those boundary conditions 
are referred to respectively as Dirichlet boundary conditions. c. On the filling-in problem at the 
blind-spot and DII problem, all boundaries are Dirichlet conditions.  

2.3 Boundary Condition of Depth Propagation 

The boundary condition of our model is different from the filling-in and DII problem, 
although the updating rule of depth propagation eq. (7) is equal to that of filling-in 
and DII problems.  

On the depth completion problem (Figs. 4a and 4b), the depth around right and left 
line segments must be fixed during depth updating by eq. (7). This restriction is re-
ferred to mathematically as the Dirichlet boundary condition of differential equations. 
The depth of the upper and bottom line segments can be updated during depth com-
pletion by iterative update, i.e. the Neumann condition. Around the region to be up-
dated with the Neumann condition, depth update or diffusion is restricted to the hori-
zontal direction ݔ. 

3 Numerical Simulation 

We evaluate whether the completed depths by our model are consistent with human 
perceptual results by numerical simulation of eq. (7). The results obtained using our 
model are presented in Fig. 5. Figures 5a and 5b are the steady states of eq. (7)  
starting with determined boundaries presented in Fig. 1b. Both results are consistent 
with human perception as shown in Figs. 1d and 1e; “flat” surfaces. The model  
presented herein also generates two solutions: a concave surface and a convex flat 
surface. The differences of solutions are attributable to the different initial  
values of depth in the ambiguous region. Figure 5a was obtained by initial value 
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Fig. 5. Completed depth by the proposed model. These results are caused by different initial 
conditions. Panels c and d show results of numerical simulation to Fig. 2. These results depend 
on initial conditions as in panels a and b. ܼሺݔ, ,ݕ ݐ ൌ 0ሻ ൌ 0.0 , whereas Figure 5b came from ܼሺݔ, ,ݕ ݐ ൌ 0ሻ ൌ 1.0 . Similar 
results were obtained for Fig. 2b as displayed in Figs. 5c and 5d. 

4 Conclusion  

We propose a computational model for depth completion by a propagation scheme. 
Numerical experimental results were consistent with human perception. That is, com-
pleted depth values in the ambiguous region were “flat” ܭ ൌ 0. Moreover, two solu-
tions (concave or convex surfaces) were generated using our model. Our model might 
reproduce bi-stable perception of depth in case of ambiguous regions.  
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Fig. 6. ሺߦ, ,ݔሺܫ ሻ defines local coordinate systems at each spatial position ofߟ  ሻݕ

Our model requires a priori information about ambiguous/not-ambiguous region. 
For example, the right and left edges in Fig.1a give unique disparity information, 
while white background and black box are ambiguous regions. Propagation direction 
of depth should be restricted into the black-box. This condition is too simplified to 
apply the model for natural images. 

Future works include application of our model to natural images by automatic de-
tection of ambiguous region, and examination of physiological evidence supporting 
our computational model. 

Appendix (A) 

We prove the proposition of eq. (5). ߢҧ, ߤҧ and ܭ are rotation invariant. Therefore, we 
can calculate them on the local coordinate system ሺߦ, ఎܫ ሻ so thatߟ ൌ 0 (see Fig. 6). 
The direction ߦ is parallel with ߟ ;ܫ׏ is perpendicular to ߦ. We can locally rotate ܫሺݔ, ௬ܫ ሻ so thatݕ ൌ 0 for all ሺݔ, ,ݔሻ. Note that rotation angles differ at each position ሺݕ  such local rotation does not affect ,ܭ ҧ , andߤ ,ҧߢ ሻ. Because of rotation invariantݕ
the proposition of eq. (5). For such reasons, we can assume ܫ௬ ൌ 0 for all ሺݔ,  .ሻݕ

If the sufficient condition is satisfied, then ߢҧ ൌ ҧߤ ൌ 0  or ܫ௫ ൌ 0  for all ሺݔ,  .ሻݕ
(Remember ܫ௬ ൌ 0) If ܫ௫ ് 0, then ܫ௬௬ ൌ 0 and ܫ௫௬ ൌ 0 because ߢҧ ൌ 0 and ߤҧ ൌ 0. 
Substitution ܫ௬௬ ൌ ௫௬ܫ ൌ 0 for eq. (6), ܭ ൌ 0. However, if ܫ௫ ൌ 0, then ܭ ് 0. 

Q.E.D. 

Appendix (B) 

The update rule of decreasing ׭ -by the steepest descent method is the fol ݕ݀ݔଶ݀ܭ
lowing complex equation composed of  ∂ܼሺݔ, ,ݕ ݐሻ߲ݐ ൌ ൫െ4ܼ௬௬ ܼ௫௬ସ ൅ 36ܼ௬ଶܼ௬௬ܼ௫௬ସ െ 4ܼ௬௬ܼ௫ଶܼ௫௬ସ ൅ 80ܼ௬ܼ௫ܼ௫௬ହെ 32ܼ௬ܼ௫௬ଷ ܼ௫௬௬ െ 32ܼ௬ଷܼ௫௬ଷ ܼ௫௬௬ െ 32ܼ௬ܼ௫ଶܼ௫௬ଷ ܼ௫௬௬ ൅ 8ܼ௬௬ଶ ܼ௫௬ଶ ܼ௫௫െ 72ܼ௬ଶܼ௬௬ଶ ܼ௫௬ଶ ܼ௫௫ ൅ ڮ ൅ ሺ૚૚ૠ ܛܕܚ܍ܜሻ ൅ 2ܼ௬௬ଶ ܼ௫ଶܼ௫௫௫௫൅ 2ܼ௬ଶܼ௬௬ଶ ܼ௫ଶܼ௫௫௫௫ ൅ ܼ௬௬ଶ ܼ௫ସܼ௫௫௫௫൯ ോ ൫1 ൅ ܼ௫ଶ ൅ ܼ௬ଶ൯଺. 
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Abstract. Based on the assumption that occlusions have sparse representation
on the nature pixel coordinate, Sparse Representation based Classification (SRC)
[9] adopts an identity matrix as occlusion dictionary to deal with the occlusions
or noises. However, this assumption is often violated in real applications, such as
the faces are occluded by scarf. In this paper, we present an approach to learn an
occlusion dictionary from the data. Thus, the occlusions have sparse representa-
tion on the learned occlusion dictionary and can be effectively separated from the
occluded face images. Experimental results show our approach achieves better
performance than SRC, while the computational cost is much lower.

Keywords: Face recognition, occlusions, dictionary learning, learning sparse
representation.

1 Introduction

Though current face recognition techniques have reached a certain level of maturity in
controlled settings, the complex intra-class variations, such as pose, illumination, ex-
pression and occlusions, are difficult to model and lead to recognition failures. Among
them, occlusions are one of the most challenging problems. In real applications, the use
of accessories, such as sunglasses, scarves, hats, or objects placed in front of the face
can be viewed as occlusions. Moreover, violations of an assumed model for face ap-
pearance may act like occlusions, e.g., shadows due to extreme illumination violate the
assumption of a low-dimensional linear illumination model [4]. Many methods are pro-
posed to deal with occlusions, such as, localized non-negative matrix factorization [6],
Local Binary Patterns [2] and Gabor wavelets [7]; however, these methods only operate
on the non-occluded regions, and aim to circumvent the occluded regions, rather than
to recover the occluded parts of face image, which might be essential for recognition.

Unlike the above methods, Sparse Representation based on Classification (SRC) [9]
proposed by Wright et al. aims to eliminate the occlusions. Based on the assumption
that occlusions have sparse representation on nature pixel coordinate, SRC adopts an
identity matrix as the occlusion dictionary, and seeks the sparse representation over the

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 233–240, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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expanded dictionary which consists of the training sample dictionary and the occlu-
sion dictionary. If the sparse representation is recovered correctly, the occlusion will be
effectively eliminated and classification can be performed based on the reconstruction
error only using the sparse representation coefficients over the training sample dictio-
nary. The experiments shows that SRC has achieved the best performance for random
noises. However, the experiments on the AR database also shows that, SRC is not nearly
as robust to contiguous occlusion as it is to random pixel corruption. For sunglasses and
scarf, it achieves only 87% and 59.5% respectively. The main reasons of this is that the
assumption is violated and the representation is not sparse.

In this paper, we learn an occlusion dictionary from data to obtain the sparse repre-
sentation and conduct recognition based on the learned structural sparse representation,
which we call SSRC. First, we model the occluded faces as the summation of the non-
occluded faces and the occlusions. Then we present a fast algorithm to learn an occlu-
sion dictionary from data. Compared to the identity matrix occlusion dictionary used in
SRC, the occlusions can be sparsely represented by the prototype of occlusion atoms.
At the same time, the size of the expanded dictionary is significantly reduced with re-
spect to the identity matrix occlusion dictionary in SRC. This will accelerate the speed
of sparse coding for each test sample. Fig. 1 presents the illustration of the proposed

= 

 

 

 

(a) (b) (c) (d) 

= 

= 

Fig. 1. Illustration of SSRC: an occluded face image (a) is represented as a sparse linear combina-
tion of the training sample dictionary and the occlusion dictionary in (b). The decomposed sparse
coefficients in (c) correspond to the dictionary. The non-occluded face image and the occlusion
in (d) can be jointly estimated.

approach. The lower images in Fig. 1(b) and 1(c) show the learned occlusion dictionary
and the coefficients on this learned occlusion dictionary. It can clearly be seen that the
atoms of the learned occlusion dictionary closely resemble the occlusion by scarf, and
the coefficients are very sparse. As shown in the top image of Fig. 1(d), the occlusions
are successfully separated and the recovered non-occluded face image is perfect except
for the edge of the occlusion. Thus, the classification can be efficiently conducted on
the recovered non-occluded face image.

The remainder of the paper is organized as follows. In Section 2, we describe the
occlusion dictionary learning algorithm. In Section 3, we present the recognition algo-
rithm based on the learned sparse representation. Finally, we conduct experiments in
Section 4 and conclude this paper in Section 5.
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2 Learning Sparse Representation

2.1 The Model of Occlusions

We denote the training samples of the i-th class as Ai = [si,1, si,2, · · · , si,pi ] ∈ R
m×pi

and each column of the matrix Ai denotes a sample. Suppose we have k classes and
gather the training samples of all classes to build the training sample dictionary A0 =
[A1,A2, · · · ,Ak] ∈ R

m×p, where p = p1 + p2 + · · · + pk is the number of training
samples and pi is the training sample number of i-th class. For the occluded face y, we
model it as follows:

y = y0 + yd + e, (1)

where y, y0, yd denotes the occluded face, the non-occluded face, and the occlusions,
respectively, e is an error term that compensates the noise. Based on the assumption
that the training samples from a single class lie on a subspace, y0 can be represented
sparsely over the training sample dictionary A0, i.e., y0 = A0α0, where α0 is the
sparse representation coefficients. In the next subsection, we present an approach to
learn an occlusion dictionary, which can sparsely represent yd.

2.2 Learning Occlusion Dictionary

Given a data set Y = [y1,y2, · · · ,yn] ∈ R
m×n for occlusion dictionary learning,

we first project them onto the corresponding class and utilize the associated projection
residuals P = [p1,p2, · · · ,pn] ∈ R

m×n to train the occlusion dictionary. For each
sample yr, r = 1, 2, · · · , n, suppose it belongs to class i, the projection residual is
pr = yr −Ai(A

T
i Ai)

−1(AT
i yr), where Ai is the training sample of class i in A0.

We denote the occlusion dictionary as Ad = [d1,d2, · · · ,dq] ∈ R
m×q , where each

atom is of unit length, i.e., dT
j dj = 1, j = 1, 2, · · · , q. According to above discussions,

we expect that Ad can sparsely represent yd associated with the occlusion part, and at
the same time “bad” for the non-occluded face image y0. We formulate the objective
function for learning occlusion dictionary as follows:

min
Ad,Λ

‖P−AdΛ‖2F + λ1‖Λ‖1 + λ2‖AT
0 Ad‖2F (2)

s.t. dT
j dj = 1, j = 1, 2, · · · , q,

where A0 is the training sample dictionary, Λ = [α1,α2, · · · ,αn] ∈ R
q×n contains

sparse coefficients of the projection residuals P on dictionary Ad, λ1 and λ2 are the
regularization parameters. The regularization term ‖AT

0 Ad‖2F encourages the incoher-
ence between A0 and Ad, and thus the learned occlusion dictionary Ad prefers to be
as independent as possible to the training sample dictionary A0. As a result, the non-
occluded face image can be efficiently obtained by seeking the sparse representation of
the test face image on the expanded dictionary, i.e., A = [A0,Ad].

Formulation.(2) is a joint optimization problem of the occlusion dictionary Ad and
sparse coefficients Λ. Although it is not jointly convex on both, it is convex on Ad (or
Λ) given fixed Λ (or Ad). Similar to dictionary learning algorithm [1], we optimize
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Ad and Λ alternatively, i.e., we optimize Ad given fixed Λ, and then optimize Λ given
fixed Ad. The two steps are conducted iteratively until convergence. The whole algo-
rithm is shown below.

Algorithm 1. Occlusion Dictionary Learning
Input: Training data Y, training sample dictionary A0, λ1, λ2

Output: The occlusion dictionary Ad and the sparse coefficients Λ
Initialization:We initialize each column of Ad as a random vector with unit
l2-norm
Step 1: Compute the projection residuals P
Step 2: Fix Ad and optimize Λ

min
Λ
‖P−AdΛ‖2F + λ1‖Λ‖1 (3)

Step 3: Fix Λ and optimize Ad. We update each atom dl of the dictionary Ad

separately with all the other atoms dj 
=l fixed, sweep through the columns and
always use the most updated atoms that emerge from the preceding step. The
update rule is given by

dl =
[
(βlβ

T
l − γ)I+ λ2A0A

T
0

]−1
ZβT

l (4)

dl = dl/‖dl‖2
Conduct steps 2 and 3 iteratively until the maximum number of iterations is
reached or the values of the adjacent objective functions are sufficiently close.

3 Face Recognition via the Learned Sparse Representation

By concatenating the learned occlusion dictionary with the training sample dictionary,
we obtain a structured dictionary A = [A0,Ad]. Given a test sampley, we formulate
the structured sparse recovery problem as follows:

{α̂0, α̂d} = arg min
α0,αd

‖y −A0α0 −Adαd‖22 + ξ1‖α0‖1 + ξ2‖αd‖1. (5)

We use the l1-ls [5] to solve it. Once the sparse solution is computed, denote the recov-
ered face as ŷ0 = y−Adα̂d, then the reconstruction error is computed with respect to
the recovered face as follows:

ri(y) = ‖ŷ0 −A0δi(α̂0)‖2, i = 1, 2, · · · , k. (6)

Finally, the identity is the class corresponding to the minimum reconstruction error. The
whole procedure is presented in algorithm 2.
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Algorithm 2. Structured Sparse Representation based Classification (SSRC)
Input: Test sample y ∈ R

m, ξ1, ξ2
Output: Identity of test sample y
Initialization: Training sample dictionary A0 and the learned occlusion
dictionary Ad

Step 1: Compute the sparse representation of y on the structured dictionary A

{α̂0, α̂d} = arg min
α0,αd

‖y −A0α0 −Adαd‖22 + ξ1‖α0‖1 + ξ2‖αd‖1

Step 2: Compute the residuals

ri(y) = ‖y −Adα̂d −A0δi(α̂0)‖2, i = 1, 2, · · · , k (7)

Step 3: Output the identity: Identity(y) = argmini ri(y).

4 Experiments

In this section, we conduct experiments to evaluate the performance of SSRC. We com-
pare to following algorithms: (1) sparse representation based classification (SRC) [9],
in which an identity matrix is utilized as the occlusion dictionary; (2) Gabor feature
based sparse representation for face recognition (GSRC) [8], in which a Gabor occlu-
sion dictionary is learned; (3) robust sparse coding for face recognition (RSC) [10],
which needs several iterations of sparse coding for each test sample; and (4) Extended
SRC: undersampled face recognition via intra-class variant dictionary(ESRC) [3], in
which an intra-class variant dictionary is constructed by subtracting the class centroid
of images from the same class. For SSRC, we learn one occlusion dictionary with the
mutual incoherence regularization term and the other occlusion dictionary without. We
denote them as SSRC1 and SSRC2, respectively.

4.1 Datasets and Parameter Setting

For SRC and ESRC, we implement the error-constrained model with the same error
tolerance used in the original paper [9,3], i.e., ε = 0.05. For RSC and GSRC, we use
the programs provided by the authors1. Since SSRC performed stably for wide ranges
of model parameters, we set λ1 = 0.02, λ2 = 0.5, and ξ1 = ξ2 = 0.001. For SSRC,
the occlusion dictionary size q is set to 50.

We conduct experiments on the AR database by choosing a subset with 50 men and
50 women. We resize each image into different resolutions 12× 10, 26× 20, 31× 24,
42×30, and 51×40, which correspond to feature dimensions 120, 520, 744, 1,260 and
2,040, respectively. We consider following three scenarios.

Sunglasses. In this scenario, one image with sunglasses in session one for each of the
100 subjects is randomly chosen as a training sample for training the occlusion dictio-
nary, while the test set consists of seven images without occlusion in session two and

1 http://www4.comp.polyu.edu.hk/˜cslzhang/code.htm

http://www4.comp.polyu.edu.hk/~cslzhang/code.htm
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the remaining images with sunglasses in both sessions for each subject. In total, we
have twelve test images for each subject.

Scarf. Similar to the sunglasses scenario, one image with scarf in session one for each
of the 100 subjects is randomly chosen for training the occlusion dictionary, and the
remaining images with scarf in both sessions and the seven images without occlusion
in session two for each subject are used for testing.

Sunglasses+Scarf. The third scenario is that two occluded images (one with sunglasses
and one with scarf) for each of the 100 subjects are randomly chosen from the session
one are used for training the occlusion dictionary, and the rest seventeen images for
each subject are used for testing. The challenge of this case is that there are two kinds
of disguise with illumination variations, expression variations and whether the faces are
occluded or not is unknown to the algorithm. In all three scenarios, the training sample
dictionary is the same and consists of seven images without occlusion in session one.

4.2 Recognition Rate

The recognition results are shown in Fig.2. It shows that SSRC1 and SSRC2 greatly
outperform SRC, RSC and GSRC. In these three scenarios, SSRC1 achieves the max-
imal recognition rate at 92.99%, 92.74%, 92.59% and outperforms SRC by 12.01%,
26.35%, and 27.47%, respectively. Both SRC and GSRC have a much worse recogni-
tion rate in dealing with “Sunglasses + Scarf”, while RSC performs better than SRC
and GSRC in almost all dimensions.
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Fig. 2. Recognition rates of different methods on a subset of the AR database with the feature
dimensions varying from 120 to 2,040: (a) Sunglasses, (b) Scarf, (c) Sunglasses +scarf

4.3 Comparison for Representation Coefficients

The assumption in SRC is that the occlusions can be sparsely coded by the identity
matrix occlusion dictionary. This assumption might be violated when there are severe
occlusions. Fig. 3 shows such an example, in which roughly 40% of the whole face is
occluded by the scarves. It is obvious that the occlusion of scarves can not be sparsely
represented by the identity matrix occlusion dictionary as shown in Fig. 3(c). The re-
constructed face using SRC is completely different to the original face, as presented in
the middle subfigure of Fig. 3(a); severe shadows are found in the mouth area and the
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outline of the forehead is severely distorted, which influence classification correctness.
As presented in Fig. 3(d), the red bar indicates that SRC fails to identify the subject.
However, our learned occlusion dictionary represents the scarf occlusion sparsely as
shown in Fig. 3(o), many of the coefficients are zeros. Obviously, the reconstructed
face image using SSRC1 is almost perfect except for a light scarf mark which does not
obscure the true identity. The green bar in Fig. 3(p) shows the correct class. Despite
ESRC and SSRC2 identify the subject correctly, the reconstruction residuals is larger
than that of SSRC1, which means that they are less robust than SSRC1.
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Fig. 3. Comparison between SRC, ESRC, SSRC1 and SSRC2 on the AR database with scarf: the
upper row is the SRC result, the second row is the ESRC result, the third row is the SSRC2 result,
and the lower row is the SSRC1 result. (a)(e)(i)(m) A test face image from subject 3 in the AR
database: the left, middle and right subfigures correspond to the occluded image, reconstructed
image and reconstruction error image, respectively. (b)(f)(j)(n) Sparse coefficients associated with
the training sample dictionary. (c)(g)(k)(o) Sparse coefficients associated with the occlusion dic-
tionary. (d)(h)(l)(p) Reconstruction residuals with respect to the coefficients for different classes;
the green bar indicates the correct class.

5 Conclusion

In this paper, we present an approach to learn a sparse representation for robust face
recognition. A occlusion dictionary is learned by mutual incoherence regularization.
The learned occlusions dictionary can sparsely represent the occluded parts of faces.
Apart from the improved recognition rate, an important advantage of SSRC is its com-
pact occlusion dictionary, which has many fewer atoms than used in SRC [9]. This
greatly speed the sparse coding. We evaluate the proposed method on different scenar-
ios, including extreme variations of illumination, expressions and real disguises. The
experimental results clearly demonstrate the proposed method achieves better perfor-
mance than existing sparse representation methods.
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Abstract. The performance of face recognition systems are significantly
degraded by the pose variations of face images. In this paper, a global
pose normalization method is proposed for pose-invariant face recogni-
tion. The proposed method uses a deep network to convert non-frontal
face images into frontal face images. Unlike existing part-based methods
that require complex appearence models or multiple face part detectors,
the proposed method relies only on a face detector. The experimental
results using the Georgia tech face database demonstrate the advantages
of the proposed method.

Keywords: Pose normalization, face recognition, autoencoder, stacked
denoising autoencoder.

1 Introduction

Unlike traditional face recognition systems that recognize large number of people,
mobile devices or televisions need to recognize only a small set of people with
high accuracy. Although there are large amount of benchmark datasets available,
collecting enough amount of training images of the set of people of interest is
still very difficult. Therefore, we need a face recognition system that guarantees
high accuracy with a small amount of training data.

When given a small number of training data, it is hard to generalize over
the many kinds of variations including pose and illumination. While effect of
changes in illumination can be reduced by using preprocessing techniques in-
cluding histogram normalization, the changes in pose is difficult to handle with
simple pre-processing. One of the popular approaches to overcome the difficulty
of generalization over pose changes is to use pose normalization on face images.

Pose normalization refers to methods that infers a frontal face when given a
non-frontal face images. Most of pose normalization algorithms are part-based:
They locate face parts, and re-locate them to their standard positions [1][2]. The
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main drawback of the part-based methods is that they require all face parts to be
located with high accuracy. Locating face parts is done by sophisticated models
including AAMs [3], and these models are not suitable for mobile devices with
limited processor speed and memory size.

Instead of part-based methods, we suggest a global method that only uses
a single detector: a face detector. The proposed method takes a whole non-
frontal face image and converts it into a frontal face image. To learn the complex
mapping between non-frontal and frontal faces, the proposed method uses a deep
network called stacked denoising autoencoder.

In this paper, we first review the stacked denoising autoencoders, and then
describe our framework for pose normalization and face recognition. Experi-
ments on a benchmark dataset shows the usefulness of the proposed method in
improving face recognition accuracy.

2 Stacked Denoising Autoencoder

2.1 Denoising Autoencoder

The term autoencoder refers to an unsupervised, deterministic neural network
that 1) generates a hidden representation from input, 2) and then reconstructs
input from the hidden representation [4]. Therefore, an autoencoder is composed
of two parts: an encoding function and a decoding function (Fig. 1).

...

...

...

Fig. 1. Structure of an autoencoder with encoding function f(x, θf ) and decoding
function g(y, θg)

An encoding function f(x, θf) maps an input x to a hidden representation y
using a affine transformation with a projection matrix W and a bias b, followed
by a non-linear squashing function. Sigmoid function σ(x) = 1/(1+ exp(−x)) is
typically used as a squashing function.

y = f(x, θf) = σ(Wx+ b) (1)

Then a decoding function g(y, θg) maps the hidden representation back to a
reconstruction of input z. A decoding function can be either linear or nonlinear.
Affine transformation is often used when the input takes real values, and sigmoid
squashing function is applied when the input is binary:

z = g(y, θg) =

{
W ′y + b′ or

σ(W ′y + b′) (2)
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Training an autoencoder is done by minimizing the mean-squared reconstruc-
tion error with respect to parameters θf = {W , b} and θg = {W ′, b′}.

arg min
θf ,θg

E{||x− z||22} (3)

Although autoencoders learn an effective encodings that are capable of re-
constructing inputs, they suffer from overfitting when the dimension of hidden
representations becomes higher. Moreover, it is likely that such autoencoders to
learn a trivial identity mapping, instead of learning useful features from data.

...

...

...

... X X

Fig. 2. Structure of an denoising autoencoder with encoding function f(x, θf ), decod-
ing function g(y, θg), and stochastic corruption qD(x̃|x)

Denoising autoencoder (DAE) was proposed to overcome the limitations of
autoencoders by reconstructing denoised inputs x from corrupted, noisy inputs
x̃ [5]. DAEs avoids overfitting and learns better, non-trivial features by intro-
ducing stochastic noises to training samples. One may generate corrupted inputs
x̃ from their original value x with several different stochastic corruption criteria
qD(x̃|x), including adding Gaussian random noise, randomly masking dimen-
sions to zero, and adding salt-pepper noise (Fig. 2).

x̃ ∼ qD(x̃|x) (4)

y = f(x̃, θf ) = σ(Wx̃+ b) (5)

z = g(y, θg) = W ′y + b′ (6)

The objective function of DAEs remains the same as typical autoencoders.
Note that the objective function minimizes the discrepancy between reconstruc-
tions and original, uncorrupted inputs x, not the corrupted inputs x̃.

A DAE is trained using back-propagation just as ordinary multi-layer percep-
trons.

2.2 Stacked DAEs

Stacking DAEs on top of each other allows the model to learn more complex
mapping from input to hidden representations [6]. Just as other deep models
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...

...

...

(Non-frontal faces)

(frontal faces)

(a)

...

...

(b)

Fig. 3. Pre-training of stacked DAEs. (a) Train a bottom layer DAE with clean and
corrupted inputs (in our case, frontal faces and non-frontal faces), then (b) train another
DAE that reconstructs z(2) from the hidden representation y(1) extracted from the
bottom layer DAE.

including deep belief networks [7], training stacked DAEs is also done in two-
phase: layerwise, greedy pre-training and fine-tuning.

Unlike typical deep models that are extended by adding layers from bottom to
top in pre-training, stacked DAEs are extended by adding layers in the middle of
them. More specifically, the pre-training of stacked DAEs is done by the following
steps.

First, train bottom layer DAE with encoding function y(1) = f (1)(x, θ
(1)
f ) and

decoding function z(1) = g(1)(y(1), θ
(1)
g ) (Fig. 3(a)). Once the bottom layer DAE

is trained, train a new DAE that takes the hidden representations of the bottom
layer DAE y(1) as training data. Stochastic noise qD(ỹ(1)|y(1)) is added to y(1)

to generate corrupted input ỹ(1).

y(1) = f (1)(x, θ
(1)
f ) (7)

ỹ(1) ∼ qD(ỹ(1)|y(1)) (8)

y(2) = f (2)(ỹ(1), θ
(2)
f ) (9)

z(2) = g(2)(ỹ(2), θ(2)g ) (10)

Train more DAEs in a similar way until the desired number of layers is achieved.
After pre-training, the weights and biases of stacked DAE are fine-tuned by
back-propagation as ordinary neural networks.

3 Pose Normalization Using Stacked DAEs

The number of face images collected from users is often insufficient to cover
various changes in poses. On the other hand, it is relatively easy to obtain
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Fig. 4. The schematics of the proposed pose normalization and face recognition system
composed of stacked DAEs and SVMs

large amount of face images with pose variations from the existing databases.
Therefore, it is necessary to utilize the face databases to improve the performance
of classifiers that are trained with relatively small number of images provided
by users. Pose normalization methods can assist classifiers with the following
procedure.

1. Train a pose normalization algorithm that learns a general mapping from
non-frontal faces to frontal faces, using the existing face image databases.

2. Collect face images from users and train classifier with the collected images.
3. Given a non-frontal face image as a query, run the pose normalization on

the query, then feed the pose-normalized image to classifier for recognition.

As mapping from non-frontal faces to frontal faces is highly complex, deep
models like stacked DAEs are ideal choice for learning such mappings. More-
over, the fact that the learning procedure of DAEs is not affected by the type
of corruption applied to inputs suggests that one can use more sophisticated
procedures to corrupt inputs for DAEs, instead of just adding random noises to
samples. Therefore, we consider non-frontal face images as corrupted versions of
a frontal face, and learn mapping between non-frontal and frontal face images
using stacked DAEs for pose normalization and face recognition.

As images take real-values, affine decoding function is used for the bottom
layer of stacked DAE, and sigmoid function for the rest of layers. Sigmoid func-
tion was used for encoding function for all layers. As described above, Corrupted
inputs for the bottom layer was given as non-frontal images, and inputs for
higher layers were corrupted by Gaussian noises with standard deviation α (i.e.

qD(ỹ(1)|y(1)) = N (y(1), α2I)).

4 Face Recognition on Georgia Tech Face Database

4.1 Data Pre-processing

Georgia Tech face database [8] consists of pictures 50 subjects in 15 different
poses. One of the 15 poses is frontal, and the variations among poses are relatively
high (Fig. 5). We consider the frontal faces as uncorrupted inputs for stacked
DAEs, and the remaining 14 non-frontal faces as corrupted inputs.

The resulting dataset is still too small to train a large deep network. Therefore,
we applied additional corruptions as below on every frontal and non-frontal
image to generate more corrupted samples:
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Fig. 5. Frontal and 10 non-frontal faces of 10 subjects from Georgia Tech face database

– Translate horizontally and vertically by up to 2 pixels.

– Rotate in -30 to 30 degrees.

– Flip horizontally.

By applying these corruption procedures, we expanded the original dataset with
750 images into a larger dataset with 26,550 images. All corrupted images were
converted into grayscale, and histogram-normalized.

4.2 Experimental Settings

Two different experiment settings were tested to measure the performance of the
proposed method.

1. Setting #1: To simulate the situation of having multiple training samples
for each subject, whole dataset was randomly partitioned into training set
and test set that contains 80% and 20% of the samples. Training set was
used to train both stacked DAE and SVMs, and test set was used to test the
proposed face recognition system.

2. Setting #2: To simulate an extreme case of having only single image for each
subject, we used the face images of 80% of subjects for training stacked DAE,
and used the remaining 20% as the training set for SVMs and test set for
the proposed face recognition system.

For pose normalization, we trained 3-layer stacked DAE with 2000 and 1000
latent dimensions for each hidden layers (resulting into a network with 1024-
2000-1000-2000-1024 nodes), and ran the stochastic gradient updates for 1,200
epochs with batch size 100. The noise level α was set to 0.2. We used linear
support vector machine (SVM) and kernel SVM with RBF kernel to classify the
faces. We also ran SVMs on the the raw non-frontal face images (without passing
them through stacked DAE) as a baseline.
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Table 1. Face recognition accuracies on Georgia Tech face database

settings baseline(linear) baseline(RBF) proposed(linear) proposed(RBF)

setting #1 0.108 0.098 0.843 0.806
setting #2 0.235 0.289 0.454 0.409

4.3 Experimental Results

Before quantitatively analyzing the face recognition results, we first visualized
the weights of stacked DAE learned from the pairs of corrupted non-frontal faces
and frontal faces. Most of the weights contained circular filters which captures
the rotations of the faces (Fig. 6(a)).

(a) (b)

Fig. 6. (a) Subset of weights learned by the first layer of stacked DAE trained on
Georgia Tech face database. Each small square corresponds to weight values between
a hidden node and all input pixels. Higher pixel intensity indicates larger weight value.
(b) 10 examples of corrupted face images from Georgia tech face database (left), their
pose-normalized version obtained by the proposed method (middle), and ground-truth
frontal face images (c).

The reconstructed frontal images obtained by processing non-frontal cor-
rupted face images using stacked DAEs were a bit blurry, but still retained
important characteristics of the ground-truth frontal face images (Fig. 6(b)).

The quantitative comparison reveals the effectiveness of the proposed ap-
proach more clearly. When relatively large number of training samples were
provided (setting #1), the improvement of accuracy over naive baseline method
was dramatic (84.3% vs. 10.8%). Even when only one training image was given
(setting #2), the proposed method significantly improved the classification ac-
curacy (45.4% vs. 23.5%).

5 Conclusion

In this paper, we introduced a pose normalization and face recognition system
that uses stacked DAEs. By learning a general mapping from non-frontal faces to
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frontal faces using stacked DAEs, the proposed method performs pose normal-
ization without any sophisticated appearence models. Experiments on Georgia
Tech face database evaluated the effectiveness of the proposed system in terms
of face recognition accuracy in usual settings and extreme settings with only
single training sample per subject.
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Abstract. Existing mobile navigation techniques are not applicable for
indoor navigation. Obviously, the best navigator is a human companion.
In this paper, we explore to build a wearable virtual navigator for indoor
navigation. A novel cognitive vision system is designed which consists
of long-term memory and working memory for complicated vision tasks
in dynamic environments. The long-term memory mimics the flexibility
and scalability of human cognitive memory for domain knowledge rep-
resentation, and the working memory emulates the routine process and
attention selection in human cognitive model for online visual percep-
tion. Efficient algorithms for image classification and object detection
are organized and performed under cognitive perception framework to
achieve real-time performance. Field tests demonstrate its effectiveness
and efficiency by recognizing scenes, locations, and landmark objects in
real-time, and subsequently providing context-aware assistant to guide
the user in the navigation of a complex office environment.

Keywords: Indoor navigation, cognitive architecture, long-term mem-
ory, working memory, scene recognition, object detection.

1 Introduction

Existing mobile navigation techniques are not applicable for indoor navigation
due to the unavailability of GPS signals. An alternative chocie is using another
wireless signals, such as RFID or WiFi signals, but the infrastructure cost may
be too high for deployment [1]. Obviously, the best navigator is a human guider
companying you in the journey, however, such a human guider is not available
in most of the cases, even through remote teleoperation [2].

With the pervasiveness of portable computers and wearable cameras, it be-
comes possible to develop a wearable virtual guider based on visual perception
for indoor navigation. Visual perception and context-awareness in changing en-
vironments underlies various cognitive skills and vision recognitions, such as
recognition of scene, position, landmark or informative object, context-aware
information searching and acquisition, and episodic reasoning. For such tasks,
human cognitive vision system is considered much better than existing computer
vision systems [3]. The objective of this paper is to explore the way to build a
cognitive vision system for indoor navigation in a large and complex building. We

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 249–257, 2013.
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propose a novel wearable cognitive vision system that combines scene categoriza-
tion, location recognition, and landmark detection under a cognitive framework
which consists of a hierarchical structure as a long-term memory for domain
knowledge and a working memory for online computing. Efficient visual recogni-
tion methods are employed. The prototype system has been tested in real-world
field and demonstrated its effectiveness and efficiency in helping with the process
of navigating a typical office building.

1.1 Related Work

Indoor navigation of complex, unfamiliar environments is a challenging task. In-
dustry solutions depend on various sensors. GPS-based navigation systems do
not work indoors. Special sensors, e.g. RFID [1], may allow for accurate indoor
localization, but the infrastructure costs (retro-fitting, etc.) may be prohibitive.
A recently-developed system called Indoor Atlas [4] analyzes magnetic field per-
turbations inside a building to perform localization. These methods are map-
based solutions [5,6], which require the system designers to input the detailed
floorplans of a building, and then construct a mapping between the signals and
the 2D locations on the map. Users are localized based on wireless signals. This
solution provides a “You are Here” dot indication in a 2D map, but if users do
not know where “here” is in relation to “there”, they can quickly become lost in
a labyrinth of unknown twists and turns. In addition, wireless signals are often
lost at rounding corners, along narrow, long corridors, and so on.

Existing approaches that rely on visual input for navigation are based on
image-matching algorithms [7]. First, an image database containing multi-view
images of all landmark locations is built. During navigation, the system compares
the input with all the images in the database to find the best match. This
approach works for small lab environments, but may not work for larger indoor
environments for real-time navigation since over ten thousands of sample images
may be required to form the database.

There are many cognitive architectures developed in cognitive science [8].
However, the purpose is to mimic the general and broad capabilities of human
intelligence in learning and problem solving. Most of them do not address the
challenges and opportunities specific to visual perception and memory [3]. Re-
cently, a few advanced cognitive systems are developed for visual perception,
but they focus on the simple object or action recognition from a fixed vision
platform in a constrained environment [9,10]. They cannot be simply applied for
visual navigation task in dynamic and complex environment.

2 The Cognitive Framework

Inspired by the progresses in cognitive architectures [8,3] and working mem-
ory [11], we propose a cognitive visual memory framework for a mobile agent. It
consists of two main modules: a Long-Term Memory (LTM) model and a Work-
ing Memory (WM) or Short-Term Memory (STM) model. In long-term memory,
we encompass a hierarchical structure to embed the spatial schema and visual
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appearance of the environment which involves context-related semantic, proce-
dural, and episodic knowledge of visual perception for indoor navigation. The
working memory includes visual features of input image, routine processes, at-
tention selection, and actions for context-aware service.

2.1 Long-Term Memory Model

The domain knowledge regarding a complex office building is organized hierar-
chically according to the layers of cognitive concepts, as illustrated in Figure 1.
The top level is the general description of the building, the second level contains
scene descriptions, the next level contains distinctive locations in each scene, and
the last level is for landmark or informative objects at specific locations. Each
node in the hierarchy contains context-related information:

– Feature representation used for the recognition or detection, e.g., visual fea-
ture dictionary (BOW) for scene or location nodes or HOG descriptor for
object nodes;

– Classifier or detector used for visual recognition or detection, e.g., a SVM
classifier for scene or location recognition, or object detection;

– Spatial memory for efficient object detection and spatial-temporal reasoning;
– Semantic description of contextual information related to the node;
– Action for context-aware service, e.g., turn left in corridor.

When applying this system to a specific building, one can classify the indoor
scenes into a few typical categories according to human concepts of indoor scenes,

 

O2 O1 

L5 

L4 L3 

L2 L1 

S5 

S4 

S2 
S1 

Building A 

S3 

Domain 

Scene 

Location 

Object 

Node 

Frame: 

• visual feature representation 
• vision classifier / detector 
• spatial memory 
• procedure 
• semantic description 
• action 

Fig. 1. Left: Long-Term Memory (LTM) model for domain knowledge representation
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select a few distinctive locations for each scene, and select a few landmark objects
in the scenes which are helpful for the navigation within the specific building.
The hierarchical representation is edited as an XML file.

Compared with existing solutions, one can easily observe the advantages of
cognitive memory representation in terms of flexibility and scalability. There is
no need to input detailed floorplans or large dataset of location images. When
applied to another building, the user just need to re-edit the XML file and load
the trained classifiers and detectors.

2.2 Working Memory

The working memory supports the online processing for visual perception, rea-
soning, context-awareness, and action. The working memory is implemented ac-
cording to existing understanding of working memory in human cognitive sys-
tem [11,12], as shown in Figure 2. The Central Executive module performs the
routine processes, attention selection, and actions for context-aware service:

Central Executive:

•Routine processes

•Attention selection

•Actions

Visuo-spatial sketch-pad:

• Visual features
• Visual-spatial 

representations

Visual semantics:

• Scene recognition
• Location recognition
• Object detection

Episodic 

buffer:

• Online 
reasoning

LTM: 

Knowledge of 

environment

Fig. 2. Working Memory or Short-Term Memory model for online visual perception
and context-aware assistant

– Routine processes: First, extract the low-level image features, such as gra-
dients and SIFT keypoints. Then, generate the BOW (Bag-of-Words) based
representation of the input image. Next, starting from the root node of LTM,
perform scene recognition based on the models of each scene in the next layer.
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– Attention selection: Select active node at scene level according to the recog-
nition result and temporal reasoning on the record in episodic buffer. Then,
move to the active scene node in next level of LTM to perform location
recognition and select an active node of location.

– Action: according to the context-related knowledge of the active location
node in LTM, detect landmark or informative objects and provide context-
aware assistant according to detection output.

Data are stored in three memory modules in Working Memory, i.e. visuo-spatial
sketch-pad for local and global image features, visual semantics for semantic
results, and episodic buffer for temporal reasoning. They are connected with
LTM to perform online comtextual temporal reasoning.

2.3 Efficient Visual Recognition

We employ two different appearance-based recognition schemes: image classifi-
cation for scene and location recognition, and object detection for searching and
locating landmark objects under the scene contextual hierarchy.

The bag-of-words (BOW) representation has been shown to be effective for
image classification, but it may not be affordable for real-time tasks. In this
system, a novel efficient BOW-based method proposed by us [13] is employed.
Unlike conventional methods which build the bag-of-words on the raw local fea-
tures e.g., SIFTs, our method first maps the low-level features into an embedded
manifold subspace by an improved Spectral Regression, called Expended Spec-
tral Regression (ESR), and then generates the visual feature dictionary in the
embedded feature space. We use OpenCV to generate SIFT keypoints from im-
ages. Multiple SVM classifiers are trained for image classification, where, to be
efficient, linear SVM classifier is used. In our method, the dimension of word
feature is about half of the original feature, and there is no need to employ SPM
(Spatial Pyramid Matching) to encode spatial information. Hence, it requires
much fewer memory and computational resources. The same BOW-based image
representation is used for both scene and location recognition.

The Histogram-of-Oriented-Gradients (HOG) feature representation [14] is
used to detect landmark objects. The integral image technique [15] is used to
generate the HOG histograms, allowing the system to perform multi-scale multi-
object detection very efficiently. Linear SVM classifier is again used for the ef-
ficiency. Since a single object may give rise to duplicate detections at slightly
different positions and scales, clustering is used to combine these duplicates into
one single detection.

2.4 Contextual Temporal Reasoning

Since the image classification is performed on a high-dimension feature space
(1000 bag-of-words), the classification results would be unstable for many novel
and uninformative images not included in the training set. However, tempo-
ral contextual information can help to make a correct decision. Therefore, the
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episodic buffer is implemented to perform temporal contextual reasoning to im-
prove the vision-based localization.

First, a transfer time T (lj, lk) is stored in the node in LTM, where T (lj, lk)
is the minimum time to walk from location or scene lj to lk. When the system
is running, a record MST [LST ] in episodic buffer is constantly updated, where
MST [LST ] stores the latest active scene and location nodes for about 5 minutes.
The temporal contextual constraint on the current scene and location can be
computed as

Pt(lk) =
1

LST

LST∑
i=1

Fk(i), and Fk(i) =

{
+1, if i ≥ T (l(i), lk)
−1, otherwise.

(1)

where Fk(i) is the temporal evidence function, l(i) = MST [LST − i], with
l(i) ∈ {lk} and {lk} is the set of all scenes and locations. Combining the tem-
poral contextual constraint and image classification results, the current scene
or location can be predicted as lc = argmax{lk} [Pt(lk)Pv(lk)], where Pv(lk) is
the confidence of vision recognition. If max[Pt(lk)Pv(lk)] ≤ 0, lc keeps the pre-
vious label. Employing temporal contextual reasoning, one can filter out many
unreasonable errors.

3 Experimental Results

A prototype of the system was built for real-world testing. It consists of a wear-
able web camera (Logitech HD1080p) which can be placed on the wearer’s shoul-
der, and a Samsung Series 7 Slate tablet (1.86GHz Core i5 processor and 4GB
of RAM). The system runs at about 5 frames per-second at 320×240 resolution.

Table 1. Comparison of navigation steps with and without our system

Without our system With our system
• enter lift lobby; • enter lift lobby;
• ask for the way to Bayes (Q1); (system directs user to Information Board);
• led to InfoBoard, find Bayes on L10; • read Information Board and find Bayes on L10;
• go to lift door; • go to lift door;
• ask for which lift to take (Q2); (system directs user to take left set of lifts);
• take lift to L10; • take lift to L10;
• go to the entrance door; • go to the entrance door;
• ask for the directions to Bayes (Q3); (system directs user to turn right and go straight);
• go to Bayes, find the door; • go to Bayes, (system recognizes the door);
At least 3 enquires No enquire
(or additional cognitive loads)

The field tests were performed in South Tower, Fusionopolis, in Singapore.
The building has 21 floors of office spaces, hosting several research institutes
and IT companies. We classify the public and working areas in the building
into five typical scene categories, i.e., Corridor, Cubicle, Lift Lobby, Meeting
Room, and Pantry. For each scene, there are a few distinctive locations which
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are helpful for navigation. For example, in the entrance area of Lift Lobby on
the first floor, there is a reception table. Going further inside, there are two
information boards (InfoBoard) where the visitor can find useful information.
Further into the lift lobby, the lift doors are lined on both sides, where the
lifts on one side will take passengers to the 5th to 13th floors, and the lifts
on the other side will take passengers directly to the 13th floor and higher.
When you go out the lift, there is an information board in the entrance to the
working area. The domain knowledge is organized as in Figure 1, where Building
A is ‘South Tower, Fusionopolis’, S1=‘LiftLobby’, S2=‘Corridor’, S3=‘Cubicle’,
S4=‘MeetingRoom’, and S5=‘Pantry’. In the Location layer, L1=‘RecepTable’,
L2=‘InfoBoard’, L3=‘LiftDoors’, L4=‘InLift’, and L5=‘Entrance’. The landmark
objects are information board (O1) and lift door (O2).

To evaluate the effectiveness of our system for indoor navigation, we tested
the system in the scenario of helping a visitor to reach a meeting room, Bayes,
on the 10th level (L10). This event is selected since the room is located in a
corner and its door is not visible when you are approaching it along the long
corridor until you are in front of the door, as illustrated in Figure 3 (l)-(n) where
Bayes is located at the furthest end in (l). The scenarios of a visitor with and
without our system would be described as those listed in Table 1.

When a visitor enters the building the first time, he may enquire which floor
the meeting room Bayes is (Q1). Then, when he approaches the lifts, he may ask
for which lift to take (Q2). As he arrives at the 10th floor and enters the working
area, he may want to find a person to ask for directions to Bayes (Q3). If he
is wearing our system, when he just enters the lift lobby, the system recognizes
that the scene is LiftLobby and the location is in front of RecepTable, and then
it can detect the information board, as shown in Figure 3 (b). At this time, it
provides a context-aware prompt to the user verbally to go to the information
board. At the information board the user will find out that Bayes is on the 10th
floor (shown in Figure 3 (d)). When he goes further into the lift lobby, the system
detects the lift doors (as shown in Figure 3 (e)) and prompts the user to take
one of the lifts on his left to go to the 10th floor. When he gets out of the lift, the
system would detect the information board (Figure 3 (i)) and prompts the user
to check if he is on the 10th floor. When the user goes through the entrance and
walks into the corridor (Figure 3 (j) and (k)), the system recognizes the location
and prompts the user to turn right and go straight along the corridor for about
30m to Bayes. When the user is approaching Bayes, the system can detect the
door of meeting room (Figure 3 (n)) and prompt the user to check if it is Bayes
from the label on the door (Figure 3 (o)). If the user misses the correct room and
goes further along the corridor, he will arrive at the pantry (Figure 3 (p)). The
system recognizes the scene of pantry and prompts the user that he might have
passed Bayes and he should turn back and go along the corridor for about a few
meters to find Bayes. Once he faces the door of Bayes, the system recognizes the
door of the meeting room and prompts the user to check if it is indeed Bayes,
as shown in Figure 3 (r).
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(a) enter l ift  lobby (b) detect information 
b oard 

(c) walking to information 
board 

(d) read information (e) go to lift doors (f) waiting for lift 

(g) in li ft (h) go out the lift (i) detect information 
board 

(j) go to entrance (k) go to corridor (l) walk ing along corridor

(m) approaching Bayes (n) detect meeting room (o) check  room name (p) walk to pantry (q) go back along corridor (r) detect  meeting room 

Fig. 3. Typical navigation sequence for a visitor headed to meeting room Bayes on the
10th floor. In each example image, the red text superimposed on the image indicates
the recognized scene, the green text indicates the recognized location, the green box
indicates the detected information board, and the pink box indicates detected lift doors.

Three people tested the system on the scenario. In all the tests, the sys-
tem performed well for context-awareness and successfully provided the online
prompts for navigation as indicated in Table 1. To evaluate the effectiveness of
cognitive approach, we also compared with direct image classification on errors
of level-1 processing, i.e. scene recognition. The errors of image classification are
886 frames in three tests (total 6742 frames), while the errors of our cognitive
approach have reduced to 154 frames. The performance of direct vision recog-
nition is not stable in dynamic scenes, however, employing cognitive memory
approach, the errors are reduced to less than 1/5 of direct vision method.

4 Conclusions

In this paper, we have developed a novel wearable cognitive vision system which
mimic human’s cognitive abilities to perform indoor navigation as a virtual com-
panion. We propose a hierarchical knowledge structure for long-term memory
which combines general concepts and specialized spatial structures of an indoor
environment. We develop a working memory after human’s working memory in
cognitive system for real-time visual perception, which integrates scene recog-
nition, location recognition, and multi-object/multi-scale detections. The com-
putational cognitive system mimics the capabilities of human cognitive system
to recognize a user’s environment efficiently and accurately, so as to provide
context-aware assistance for navigation. Wearing our system, it seems that the
user is walking with a virtual companion who knows the environment well. In
the near future, we want to enhance the system’s cognitive capabilities for more
complex tasks in human daily lives.
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Abstract. In this paper, we propose a new rain and snow removal
method through using low frequency part of a single image. It is based
on a key difference between clear background edges and rain streaks
or snowflakes, low frequency part can obviously distinguish the different
properties of them. Low frequency part is the non-rain or non-snow com-
ponent. We modify it as a guidance image, the high frequency part as
input image of guided filter, so we get a non-rain or non-snow component
of high frequency part and add the low frequency part is the restored
image. We further make it more clear based on the properties of clear
background edges. Our results show that it has good performance in rain
removal and snow removal.

Keywords: rain removal, snow removal, low frequency.

1 Introduction

A photo taken in the rainy day or snowy day is covered with bright streaks
(Figure 1). The streaks not only cause a bad human vision, but also signifi-
cantly degrade effectiveness of any computer vision algorithm, such as object
recognition, tracking, retrieving and so on.

Removal of rain or snow has been paid much attention, especially rain removal.
Gary and Nayar suggested a correlation model capturing the dynamics of rain
and a physics-based motion blur model explaining the photometry of rain [1].
Then they proposed how to modify camera parameters to remove the effects of
rain [2]. Zhang proposed a detection method combining temporal and chromatic
properties of rain [5]. Barnum thought rain or snow streaks are formulated by
a blurred Gaussian model, and rain or snow is detected base on the statistical
information in frequency space with different frames. Then rain or snow can
be removed or increased [6] [7]. Fu et al proposed a rain removal method via
image decomposition, the rain component of single image could be removed via
performing dictionary learning and sparse coding [8]. Jing xu proposed a method
using guided filter to remove rain streaks or snow streaks[10], and then improved
the performance by refining the guidance image [11].
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In this work, a novel method is proposed based on the difference between
clear background edges and rain streaks or snow streaks. The method mainly
uses the guided filter to remove rain streaks or snowflakes. Section 2 suggests
that the rain streaks or snowflakes are different from other textures. In Section 3
we introduce the algorithm of removing the rain streaks or snowflakes. Section 4
shows the experimental results and compares with other methods. The last part
is conclusion.

Fig. 1. Intensity profiles along the horizontal indicated by the red line. (a) Blurred rain
streaks; (b) The edges with low pixel values; (c) The edges of different adjacency pixel
values; (d) The clear background edges like rain. Blue line is pixel values of input image
in a partial row to the same scale. The red line is the corresponding low frequency part
via guided filter. The green line is the edge enhancement of red line.

2 The Difference between Clear Background Edges and
Rain or Snow Streaks

Due to the size and the speed of raindrop or snowflake, they are imaged in
form of bright and blurry streaks. The streaks are higher than adjacent pixel
values and they will disappear in the low frequency part such as Figure 1(a).
Some background edges are lower than adjacent pixel values like Figure 1(b) and
they can’t be rain or snow streaks. But the values will become higher through
using guided filter. Other edges like Figure 1(c), some pixels near to the edges
are higher, the others are lower, these edges are retained in low frequency, but
become a little smooth, can be recovered through edge enhancement. There exist
some textures like rain or snow streaks, which are also higher than adjacent pixel
values, but they are clearer than rain or snow streaks, as shown in Figure 1(d).
After transforming to low frequency part by appropriate parameters, some of
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them are likely to become the little textures. And we also enhance them to close
to original textures.

2.1 Image Model of Blurred Rain Streaks or Snow Streaks

The commonly used mathematical model of rainy or snowy image, that is, input
image can be decomposed into two components: a clean background image and
a rain or snow component.

Iin = Ib + Ir (1)

For obviously seeing the different textures of rain or snow and background,
firstly, an input image is decomposed into low frequency part and high-frequency
part by using guided image filter. The low frequency part is non-rain or non-
snow component. All the rain and snow streaks are in the high-frequency part,
which also has non-rain or non-snow textures. The opinion above is the same
as [8] [12] [13]. So formula (1) can be changed to (2): Ibl is the low-frequency
part of background. Ibh is the high-frequency part of background. Irh denotes
the rain or snow in the high-frequency part. Iguidein means the transformation of
Iin by using guided filter.

Iin=Ibl + Ibh + Irh = Iguidein +Ibh + Ir (2)

and (2) can be simplified as (3):

Iin = ILF + IHF (3)

The transformation makes the textures change, which can be showed by the
red line in Figure 1. From the Figure 1(a) and Figure 3(b), we see the low
frequency part is non-rain part, and contains the edges of the background. So
we get a non-rain or non-snow guidance image. By using it we can remove rain
and snow. The experiment results prove our idea.

2.2 Guided Filter

Guided filter is an edge-preserving smoothing filter, and has good behavior near
the edges [9]. Guidance image can be itself or another reference image. Besides,
“the guided filter has a fast and non approximate linear-time algorithm, whose
computational complexity is independent of the filtering kernel size”. So we
choose it to realize our idea. Guided filter formulates output image Iguidein is a
linear of guidance image I as followed:

Iguidein = akIi + bk (4)

where ak and ak are defined as:

ak = ((
∑

i∈ωk

Iipi)/|ω| − μkpk))/(σ
2
k + ε) (5)

bk = pk − akμk (6)
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3 Rain and Snow Removal

Fig. 2. Block diagram of the proposed removal method

Block diagram of the proposed removal method is shown in Figure 2. It explicitly
describes the framework of our method. First, input image is decomposed into
low frequency part and high-frequency part by using guided filter. We introduce
the low frequency part is not rain or snow part before. But due to the effect of
guided filter, the edges of image become a little smooth. In order to make the
existed edges more close to the edges of input image, we use edge enhancement
to realize this process as follow expression:

I∗LF = ILF + ω · ∇ILF (7)

where ∇ILF is the gradient of ILF and ω = 0.1 in the paper. This enhancement
is showed by the green line in Figure 1. From the Figure 1, the enhanced edges
are more close to the edges of background, and all the enhanced edges are still
background textures. So we get the more refined guidance image.

We don’t use input image but the high-frequency part as the input image of
guided filter. Since there is a big difference between the pixel values of the low
frequency image and the original input image, the restored image is easy to have
unsmooth flakes. The high-frequency part is more close to low frequency part,
which will get better performance. After using guided filter, high-frequency part
remains the non-rain or non-snow component. Through adding the low frequency
part, we can get a rough recovered image.

On one hand, because we don’t completely recover the edges like Fig 1(b)
and just make low value pixels edges become higher, recovered image is blurred
as shown in Figure 3(d). But the edges can’t be rain or snow streaks, we don’t



262 X. Zheng et al.

(a) Input image (b) Low frequency part

(c) High frequency part (d) Recovered image

(e) Clear recovered image (f) Refined recovered image

Fig. 3. Intermediate results in proposed method

want to change the low pixels value edges. On the other hand, using guided filter
also makes recovered image blurred (such as background near to rain streaks in
Figure 3(d)). So we change it to make recovered image clear as follow:

Icr = min(Ir, Iin) (8)

Due to the effect of guided filter, the values of removing rain or snow part are
a little higher than nearby pixel values as shown in Figure 3(e). It is not good
for our visual. So we take a weighted summation of Ir and Icr to get the refined
guidance image (equation 9), and then use guided filter once again to get the
final result.

Iref = βIcr + (1− β)Ir (9)

where β = 0.8 in rain removal and β = 0.5 in snow removal in this paper.
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4 Experimental Results

Figure 3 shows the removal procedure and intermediate results proposed by
this paper. Figure 3(b) is low frequency part of input image using guided filter
in horizon(because the direction of rain streaks can’t be in horizon). It indeed
doesn’t contain rain information. Figure 3(c) is high frequency part of input
image. From the result, we can see that high frequency part has the information
of background textures and rain streaks. And the rough recovered image Figure
3(d) is not rain but blurred because of guided filter. With minimize the input
image and recovered image we get the clear recovered image Figure 3(e). It is
clear, but has some flakes. We balance it with rough recovered image to get final
result Figure 3(f), and it does not have flakes and very clear.

Figure 4 shows the best result of [11] and our result. Visually it is obvious
that our result is better than the result of the method [11]. Our result is clearer
and more effective in rain removal (e.g., the zoom-in region of red box). By the
way, our method and method [11] both use guided filter, and guided filter is
O(N) time algorithm.

(a) The result in [11]

(b) Proposed method

Fig. 4. Comparison of rain removal results

Figure 5 shows a comparison between removal result of snow obtained by [11]
and the result of our algorithm. Clearly, our method achieves more accurate
removal of the snow. And our restored image is more clear (e.g., the background
in the red box in Figure 5).
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(a) Original image

(b) The result in [11]

(c) Proposed methods

Fig. 5. The removal results of snow

5 Conclusion

In this paper, we propose a new method for rain and snow removal of a single
image. Through analysing the difference between clear background edges and
rain or snow streaks, low frequency part can express the different characteristics
of them, and then a rain and snow removal method base on low frequency is
proposed. The removal part is mainly made up of guided filter. The results show
that our method is effective and efficient in rain removal and snow removal. Our
method and method [11] both use guided filter to remove rain and snow streaks,
but our method has better performance.
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Abstract. This paper presents a novel image denoising framework us-
ing overcomplete topographic model. To adapt to the statistics of natural
images, we impose sparseness constraints on the denoising model. Based
on the overcomplete topographic model, our denoising system improves
over previous work on the following aspects: multi-category based sparse
coding, adaptive learning, local normalization, and shrinkage function.
A large number of simulations have been performed to show the perfor-
mance of the modified model, demonstrating that the proposed model
achieves better denoising performance.

Keywords: overcomplete, sparse coding, topograph, image denoising,
multi-category, adative learning, shrinkage.

1 Introduction

Human being perceives environments mainly through vision channel. Human
vision system is of elegant structures to process vision information efficiently.
Sparse representation is one of the strategies used in the primary vision cortex.
How to use this biological plausible model to enhance image quality is one of the
fundamental problems in image processing.

To enhance image quality, one of the most widely used technique is denois-
ing, especially for natural images. Natural images often have the features that
biological system can easily process for the long period of evolution.

We can use the following equation to model the noising process,

Y = X+N, (1)

where X is the ground truth, i.e. original image, N is the unknown noise, Y is
the observed noisy image. N may assume certain distribution. In this paper, we
assume that N ∼ N(0, σ2I), i.e. a Additive White Gaussian Noise (AWGN), for
simplicity, where σ2, is the known covariance of the noise.

� To whom all correspondence should be addressed.
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In order to improve the denoising performance, researchers introduce serval
prior of ground truth in denoising models. The most important one is sparse
coding model. This model assumes that the ground truth can be factorized as

X = As, (2)

where A is an overcomplete basis (also called dictionary), s is the corresponding
sparse coefficient vector.

A lot of algorithms have been proposed in the literature that shows the su-
perior performance of the sparse model Elad et al.[1] introduced an effective
denoising algorithm with OMP (Orthogonal Matching Pursuit) [2] sparse cod-
ing and K-SVD[3] basis adaptation (We will call this denoising method ’K-SVD’
in this paper). Some other models, such as non-local model[4], BM3D[5], CSR
model[6], explored the relationship of different patches . Zhao et al.[7] applied the
visual saliency model to weight the importance of the image patches in the image
reconstruction process. There are other prior assumptions. One is the overcom-
plete topographic model[8], which is built according to the neural model and has
a good performance on denoising. However, in these algorithms, we cannot use
some information of the observed images, such as different statistical feature in
different type of images.

In this paper, we will introduce some ideas to improve the denoising model,
including multi-category based sparse coding, adaptive learnig, local normaliza-
tion, and shrinkage function. A large number of simulations will be given to show
the effectiveness of these modifications.

We will first review the Overcomplete Topographic Sparse Coding (OTSC)
model briefly in section 2. Then we will introduce our denoising formulation in
section 3 and the evaluation result in section 4. Finally, we will conclude the
paper in section 5.

2 Overcomplete Topographic Sparse Coding (OTSC)

In this section, we will briefly review overcomplete representations of topographic
sparse coding based on the hierarchical generative model for natural images[8].
The generating flow chart is shown in Fig.1. Certain characteristics of biological
vision are used for guidance, such as a highly overcomplete early stage (V1), topo-
graphic organization and sparse distributed activity. This model yields complex
cell-like receptive fields from natural images and can be used in image processing
applications, such as noise removal.

Basis functions can be learned if we apply the prior of the basis coefficients
considering hierarchical structure information in the noisy generative model. The
objective function here is defined as the negative log-likelihood of observed data
with topographic constraints.

The neighborhood function h(i, j) define relations between two neurons in the
vicinity, such relations is called the topography, which reflects the co-activities
between the i-th and j-th components. Under the topographic assumption, the
prior probability of basis coefficient can be expressed as:
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Fig. 1. Overcomplete Topographic De-
noising Model

Fig. 2. Trained Overcomplete Topo-
graphic Basis Functions

P (s) =
∏
i

exp(G(
∑
j

h (i, j) s2j)) (3)

where the function G(ξ) has a similar role as the log-density of components in
basic Independent Component Analysis (ICA). It can be of the form:

G(ξ) = −α
√
ξ + ε+ β, (4)

where α is the scaling constant and β is the normalization constant.
The objective function can be obtained as follows:

L = ‖x−As‖2 − 2σ2
n

∑
i

G(
∑
j

h (i, j) s2j). (5)

When controlling topographic representation, the second component of (5) also
enforces small values of s2j , which results in sparsity constraint.

Optimization of this objective function can be achieved by gradient descent
method in two stages: 1) To adapt basis functions to find a good coding of
natural images; 2) To determine the coefficients s given each image x, fixing the
mixing matrix A.

Denote e = x−As as the image residual and η as the learning rate. Given
image coding vector s = (s1, s2, · · · , sn)T , the learning algorithm for updating
basis functions is described as follow:

ΔA = η
∂L

∂A
= −ηesT (6)

Once we fix the basis functions, the learning algorithm for image coding vector
s = (s1, s2, · · · , sn)T is given by

Δs = η
∂L

∂s
= η(2AT (As − x)− 2σ2

n

∑
i

g(sTHis)His) (7)

where sTHis =
∑

j∈Gi

h(i, j)s2j .

An example of trained basis functions is shown in Fig.2.
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3 Modifications of OTSC

In this section, we will introduce our modifications of OTSC model to improve
the image denoising performance over the existing method in implementation.

3.1 Multi-category Based Sparse Coding

Each type of images is of its intrinsic characteristics, such characteristics can be
captured by its basis functions. Therefore we need to represent images in the
basis functions which match their characteristics. The idea of category division
is important. With this idea, features are learned better and faster for character-
izing the intrinsic features during image adaptation. Also, we can achieve higher
efficiency for learning and avoid overfitting or being trapped in local maximum
points during adaptation.

To verify this idea, we collected a large number of images to build a database
and manually classified the images in the database into 4 categories: architecture,
human being, natural scene, and plant & animal. There are 200 images in each
category. We trained the basis functions for each image category by maximizing
the Bayessian posterior under OTSC model. In the new approach, we denoise an
image with the basis function of the corresponding category, such that the image
can be more sparsely represented in the basis. Our simulation results (section
4) show that the performance of image denoising is improved with this method.
This indicates a great possibility to combining with scene-recognition in camera.

3.2 Adaptive Learning

The basis function trained over a collection of images from the same category can
only characterize the general features of this category. To elaborate the individual
characteristics of the input image for denoising, adaptation of basis functions
to it is necessary. Learning to adapt the basis is applied before denoising. It
enables the basis to better describe the characteristics of the processing image.
The method here is similar to training, but of different parameters, which make
the procedure shorter.

To reduce cost and improve learning efficiency, we introduce a new stop criteria
for adaptation. The criteria is calculated based on the variance of the noise and
the difference between the sparse representation and the observation. The new
adaptation process is shown in Fig. 3.

This process stops if at least one of the following conditions holds:
1. ‖Y −Aŝ‖2 <

√
nCσ, or

2. The number of iterations reaches the max bound,
where Y is the noisy image patches, A is the basis functions, ŝ is the corre-
sponding estimated coefficients, σ is the variance of the noise, n is the number
of pixels of a patch, and C is a constant to control overtraining.

Our experimental simulations show that adaption correlates positively with
performance, i.e. smaller C leads to better result.
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Fig. 3. Adaptive Learning

3.3 Local Normalization

The original OTSC uses (8) to prepare each patch for a better description.

x̃i =
xi − x̄

σimage
, (8)

where x̄ is the mean value of all pixels in the input image. σimage is the standard
deviation of the whole image. This equation serves to remove the direct compo-
nent of the entire image from each patch. Division by variance of the entire image
adjusts each patch according to the global variance and enables sparse coding to
find basis that better capture difference within the image. This eventually helps
to distinguish noise from the structure of the image itself.

But there are still problems in this method. The mean values of different
patches are not the same and the in-patch variance is a rather small value com-
paring to the mean value. A direct consequence of this is that a better part of the
sparse coding has to describe the direct component of the patch. This obviously
contributes negatively to our denoising system. To utilize the in-patch variance
better, we apply an operation, local normalization, to the process, as shown in
equation (9).

x̂i = x̃i − ¯̄x (9)

where ¯̄x is the mean value of pixels in patch i which has already been processed by
(8). After this, sparse coding will focus on representing the in-patch variance and
better prepair for denoising. Section 4 will present experiments that demonstrate
the effectiveness of our approach.

3.4 Shrinkage Function

In the experiment results of the previous methods, OTSC performs well in rep-
resenting image structures. But it’s not good at applying a noise reduction level
different from that of representing. Hyvärinen et al.[9], in a classical paper dis-
cussing image denoising by shrinkage, suggests that combining shrinkage with
sparse denoising results in outstanding performance. So we try to use shrinkage
function to solve the problem.
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In the second component of (5), the relationship between the representation
of topographic structure and the sparsity constraint cannot be changed. We put
a Lasso component into the objective function (5), which turns into

L = ‖x−As‖2 − 2σ2
n

∑
i

G(
∑
j

h (i, j) s2j) + λ‖s‖1, (10)

where the Lasso component is an adjustment on the sparsity constraint while
keeps the topographic constraint unchanged.

Taking partial derivative of objective function (10), we get (11) and (12) for
sparse coding.

− ∂L

∂A
∝(x −As)sT (11)

− ∂L

∂sj
∝
∑
i

2aij

⎛⎝xi −
∑
j

aijsj

⎞⎠+ 2σ2
n

∑
i∈Ωi

g(h(i, j)s2j)sj − λsign(sj) (12)

4 Simulations

To check the performance of our methods, we apply them on some of the images
in our database which was also used in [7]. We choose 4 natural images from
each category, 16 images in total, as test samples to simulate our method. In
general case, we cannot get the noise variance. So we simulate this situation by
using wavelet denoising to estimate this value. It is then treated as an input
parameter to the denoising algorithm in this experiment.

We run the experiment using the original method (without adaptive learn-
ing), multi-category basis, local normalization, adaptive learning, and shrinkage
function. Comparison of the result of different methods is shown on Fig. 4. A
result example is shown on Fig. 5.

Multi-category Basis. Compared to the result using the original method,
the performance improves significantly when using multi-category basis, indicat-
ing that this method yields better description of natural images.

Local Normalization. The performance is improved significantly using this
method. All of the following experiments will use this method.

Adaptive Learning. We can see that the result is improved by this tech-
nique. However, since adaption is very costly, this comes at a price. We won’t
apply this in the following experiments.

Shrinkage. We tried the case λ > 0 (Shrinkage+). From the result, we can
see that more noise is removed while more detail is preserved. This indicates
that a balance might be strike between topograph and sparsity when applying
shrinkage function.

Finally, we apply the K-SVD method on the same images. Our algorithms
(local norm and adaptive) have a better performance than K-SVD in the result.
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5 20 50 70
Origin OTSC 32.8022 27.3369 21.8189 19.4352
Multi-Category 32.8195 27.3847 21.8773 19.4915
New Norm 33.2659 28.8180 24.0388 21.7864
Adative 33.3267 28.9028 24.1044 21.8305
Shrinkage+ 32.0693 28.0568 23.7511 21.6356
KSVD 33.0797 28.4743 23.8619 21.6552
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Fig. 4. Average Peak Signal-to-Noise Ratio (PSNR) of different images. We try 4 levels
of Additive Gaussian White noise. The standard deviations are 5, 20, 50, and 70.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5. Example result. 5(a) Ground truth; 5(b) Noisy image (noise σ = 50); 5(c) Using
basis trained by all images; 5(d) Using basis trained by multi-category; 5(e) Only local
norm; 5(f) Using new adaptive learning methoed; 5(g) Increase sparse constrain; 5(h)
K-SVD.
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5 Conclusion

In this paper, we introduced some ideas of new framework on improving OTSC
image denoising model. We proposed multi-category training basis, local normal-
ization, adaptive learning, and shrinkage function. From the computer simula-
tions, we found that multi-category and local normalization can greatly improve
the denoising performance. So could adaptive learning, but it cost so much time.
Also, we found shrinkage function can balance the relation between topographic
and sparse constraints.
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Abstract. Images usually convey information that can influence peo-
ple’s emotional states. Such affective information can be used by search
engines and social networks for better understanding the user’s pref-
erences. We propose here a novel Bayesian multiple kernel learning
method for predicting the emotions evoked by images. The proposed
method can make use of different image features simultaneously to ob-
tain a better prediction performance, with the advantage of automat-
ically selecting important features. Specifically, our method has been
implemented within a multilabel setup in order to capture the correla-
tions between emotions. Due to its probabilistic nature, our method is
also able to produce probabilistic outputs for measuring a distribution
of emotional intensities. The experimental results on the International
Affective Picture System (IAPS) dataset show that the proposed
approach achieves a bette classification performance and provides a
more interpretable feature selection capability than the state-of-the-art
methods.

Keywords: Image emotion, low-level image features, multiview learn-
ing, multiple kernel learning, variational approximation.

1 Introduction

Affective computing [11] aims to help people communicate, understand, and
respond better to affective information such as audio, image, and video in a way
that takes into account the user’s emotional states. Affective image classification
has attracted increasing research attention in recent years, due to the rapid
expansion of the digital visual libraries on the Web. In analogy to the concept of
“semantic gap” that implies the limitations of image recognition techniques, the
“affective gap” can be defined as “the lack of coincidence between the measurable
signal properties, commonly referred to as features, and the expected affective
state in which the user is brought by perceiving the signal” [5].

The previous research (e.g., [9,8,13]) has focused on designing features that are
specific to image affect detection, after which a general-purpose classifier such as
SVM [3] is used to project an image to a certain emotional category. However, the
most suitable feature representation or subset related to people’s emotions is not
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known a priori, and feature selection has to be done first for a better prediction
performance in final predictions, which increases the computational complexity.
Besides, an image often evokes mixed feelings in people rather than a single one,
and the ground-truth labels or emotions usually conceptually correlate with each
other in the affective space. In such cases, it makes more sense to assign an image
several emotional labels than a single one.

In this paper, we propose a novel Bayesian Multiple Kernel Learning (MKL)
method for affective image classification using low-level color, shape and texture
image features. An image can be represented by different feature representations
or views. MKL combines kernels calculated on different views to obtain a better
prediction performance than single-view learning methods (see [4] for a recent
survey). Thanks to the MKL framework, our method can learn the image feature
representation weights by itself without an explicit feature selection step, which
makes the interpretation easy and straightforward. Our method has been imple-
mented within a multilabel setup in order to capture the correlations between
emotions. Due to its probabilistic nature, our method is able to produce prob-
abilistic outputs to reflect a distribution of emotional intensities for an image.
The experimental results on the International Affective Picture System

(IAPS) dataset show that the proposed Bayesian MKL approach outperforms
the state-of-the-art methods in terms of classification performance, feature se-
lection, and result interpretation.

Section 2 introduces the image features used in this paper. Section 3 gives the
mathematical details of the proposed method. In Section 4, the experimental
results on affective image classification are reported. Finally, the conclusions
and future work are presented in Section 5.

2 Image Features

We have used a set of ten low-level color, shape, and texture features to represent
each image. The features are extracted both globally and locally. Note that the
features calculated for five zones employ a tiling mask, where the image area
is divided into four tiles by the two diagonals of the image, on top of which a
circular center tile is overlaid [12]. Table 1 gives a summary of these features.
All the features are extracted using PicSOM system [6].

Four of the features are standard MPEG-7 descriptors: Scalable Color, Dom-
inant Color, Color Layout, and Edge Histogram. 5Zone-Color is defined as the
average RGB values of all the pixels within the zone. 5Zone-Colm denotes the
three central moments of HSV color distribution. Edge Fourier is calculated as
the magnitude of the 16 × 16 FFT of Sobel edge image. 5Zone-Edgehist is the
histogram of four Sobel edge directions. 5Zone-Edgecoocc is the co-occurrence
matrix of four Sobel edge directions. Finally, 5Zone-Texture is defined as the
histogram of relative brightness of neighboring pixels.
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Table 1. The set of low-level image features used

Index Feature Type Zoning Dims.

F1 Scalable Color Color Global 256

F2 Dominant Color Color Global 6

F3 Color Layout Color 8× 8 12

F4 5Zone-Color Color 5 15

F5 5Zone-Colm Color 5 45

F6 Edge Histogram Shape 4× 4 80

F7 Edge Fourier Shape Global 128

F8 5Zone-Edgehist Shape 5 20

F9 5Zone-Edgecoocc Shape 5 80

F10 5Zone-Texture Texture 5 40

3 Methods

In order to benefit from the correlation between the class labels in a multil-
abel learning scenario, we assume a common set of kernel weights and perform
classification for all labels with these weights but using a distinct set of classifi-
cation parameters for each label. This approach can also be interpreted as using
a common similarity measure by sharing the kernel weights between the labels.

The notation we use throughout the manuscript is given in Table 2. The
superscripts index the rows of matrices, whereas the subscripts index the columns
of matrices and the entries of vectors.N (·;μ,Σ) denotes the normal distribution
with the mean vector μ and the covariance matrix Σ. G(·;α, β) denotes the
gamma distribution with the shape parameter α and the scale parameter β. δ(·)
denotes the Kronecker delta function that returns 1 if its argument is true and
0 otherwise.

Figure 1 illustrates the proposed probabilistic model for multilabel binary
classification with a graphical model. The kernel matrices {K1, . . . ,KP } are
used to calculate intermediate outputs using the weight matrix A. The interme-
diate outputs {G1, . . . ,GL}, kernel weights e, and bias parameters b are used
to calculate the classification scores. Finally, the given class labels Y are gen-
erated from the auxiliary matrix F, which is introduced to make the inference
procedures efficient [1]. We formulated a variational approximation procedure
for inference in order to have a computationally efficient algorithm.

The distributional assumptions of our proposed model are defined as
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where the margin parameter ν is introduced to resolve the scaling ambiguity is-
sue and to place a low-density region between two classes, similar to the margin
idea in SVMs, which is generally used for semi-supervised learning [7]. As short-
hand notations, all priors in the model are denoted by Ξ = {γ,Λ,ω}, where the
remaining variables by Θ = {A, b, e,F,G1, . . . ,GL} and the hyper-parameters
by ζ = {αγ , βγ , αλ, βλ, αω, βω}. Dependence on ζ is omitted for clarity through-

Table 2. List of notation

N Number of training instances

P Number of kernels

L Number of output labels

{K1, . . . ,KP } ∈ R
N×N Kernel matrices

A ∈ R
N×L Weight matrix

Λ ∈ R
N×L Priors for weight matrix

{G1, . . . ,GL} ∈ R
P×N Intermediate outputs

e ∈ R
P Kernel weight vector

ω ∈ R
P Priors for kernel weight vector

b ∈ R
L Bias vector

γ ∈ R
L Priors for bias vector

F ∈ R
L×N Auxiliary matrix

Y ∈ {±1}L×N Label matrix

Λ Km

A Go

e F b

ω Y γ

P

L

Fig. 1. Graphical model for Bayesian multilabel multiple kernel learning
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out the manuscript. The variational methods use a lower bound on the marginal
likelihood using an ensemble of factored posteriors to find the joint parame-
ter distribution [2]. We can write the factorable ensemble approximation of the
required posterior as

p(Θ,Ξ|{Km}Pm=1,Y) ≈ q(Θ,Ξ) =

q(Λ)q(A)q(Z)q({Go}Lo=1)q(γ)q(ω)q(b, e)q(F)

and define each factor in the ensemble just like its full conditional distribution.
We can bound the marginal likelihood using Jensen’s inequality:

log p(Y|{Km}Pm=1) ≥
Eq(Θ,Ξ)[log p(Y,Θ,Ξ|{Km}Pm=1)]− Eq(Θ,Ξ)[log q(Θ,Ξ)]

and optimize this bound by optimizing with respect to each factor separately
until convergence. The approximate posterior distribution of a specific factor τ
can be found as

q(τ ) ∝ exp
(
Eq({Θ,Ξ}\τ )[log p(Y,Θ,Ξ|{Km}Pm=1)]

)
.

For our model, thanks to the conjugacy, the resulting approximate posterior
distribution of each factor follows the same distribution as the corresponding
factor. The exact inference details are omitted due to the space limit.

4 Experiments

In this section, we present the experimental results using our proposed Bayesian
MKL method for affective image classification. We implemented our method in
Matlab and took 200 variational iterations for inference with non-informative pri-
ors. We calculated the standard Gaussian kernel on each feature representation
separately and picked the kernel width as 2

√
Dm, where Dm is the dimension-

ality of corresponding feature representation.

4.1 Dataset and Comparison Methods

The IAPS dataset is a widely-used stimulus set in emotion-related studies. It
contains altogether 1182 color images that cover contents across a large vari-
ety of semantic categories. A subset of 394 IAPS images have been grouped
into 8 discrete emotional categories based on a psychophysical study [10], in-
cluding Amusement, Awe, Contentment, Excitement, Anger, Disgust, Fear and
Sad(ness). The ground truth label for each image was selected as the category
that had majority of the votes. Both Machajdik et al. [9] and Lu et al. [8] used
this subset for image emotion classification, hence we used it to compare with
their results in [9,8].
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4.2 Experimental Setup

We used the same training and testing procedure (80% samples for training, 20%
for testing) as in [9,8]: we ran 5-fold Cross-Validation (CV) and calculated the
average classification accuracy. As a baseline method, the standard SVM (with
Gaussian kernel and 5-fold CV) was also implemented for comparison, where
each feature was taken separately for training a single classifier.

4.3 Results

Figure 2 shows the classification results. It is clear to see that our proposed
approach is the best among the three. With rather generic low-level image fea-
tures, our classifier can achieve very good classification performance. Note that
the compared methods [9,8] utilize complicated domain-specific features.
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Fig. 2. The classification results of the compared methods

To further demonstrate the advantage of multiple kernel (multiview) learning
over single kernel (single-view) learning, we trained and tested a single SVM
classifier using each of the 10 features separately (with the same partition as
MKL setup). Table 3 lists the classification accuracies. The best SVM classifier
(trained with Dominant Color) can only achieve an accuracy of 0.22, which is
about 9 percent lower than that of our method. And an SVM using all 10 features
can give an accuracy of 0.25. This demonstrates the advantage of multiview
learning over single-view learning. It also validates the strength of our proposed
classifier in terms of mapping low-level image features to high-level emotional
responses.

Another advantage of our MKL method is that it can select features auto-
matically without explicit feature extraction and selection procedures. Figure 3
shows the average feature representation weights (i.e., kernel weights) in the
range [0, 1] based on 5-fold CV for the multiple kernel learning scenario. We
clearly see that, among the ten image feature representations, Edge Histogram
(F6) ranks first, followed by Scalable Color (F1), 5Zone-Colm (F5), and Edge
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Table 3. The image features ranked by SVM classification accuracies

Rank Feature Accuracy

1 Dominant Color 0.22

2 Color Layout 0.22

3 Edge Fourier 0.22

4 5Zone-Texture 0.21

5 5Zone-Colm 0.21

6 Scalable Color 0.20

7 5Zone-Color 0.20

8 5Zone-Edgecoocc 0.20

9 5Zone-Edgehist 0.19

10 Edge Histogram 0.18

Fourier (F7) etc. This reveals that colors and edges of an image are the most
informative features for emotions recognition, which is in agreement with the
studies in [9] and [8]. This also shows that multiple kernel learning helps to iden-
tify the relative importances of feature representations using a common set of
kernel weights.

It is worth emphasizing that an image can evoke mixed emotions instead
of a single emotion. Our Bayesian classifier is capable of producing multiple
probabilistic outputs simultaneously for an image, which allows us to give the
image a “soft” class assignment instead of a “hard” one. This characteristic
is particularly useful for detecting emotion distribution evoked by an image.
Figure 4 gives some examples. One can see that the probabilistic outputs of our
Bayesian classifier generally agree well with the real human votes for certain
images.
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Fig. 3. The average feature representation weights over 5-fold cross-validation for the
multilabel multiple kernel learning scenario
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Fig. 4. The agreement of image emotion distribution between our predicted results
(green bars) and the normalized human votes (yellow bars). The x-axis shows positive
emotions ((a) & (b)): Amusement, Awe, Contentment, Excitement, and negative emo-
tions ((c) & (d)) Anger, Disgust, Fear, Sad. The y-axis shows the agreement in the
range [0, 1].

5 Conclusions

In this paper, we have presented a novel Bayesian multiple kernel learning
method for affective image classification with multiple outputs and feature repre-
sentations. Instead of single feature (view) representation, our method adopts a
kernel-based multiview learning approach for better prediction performance and
interpretation, with the advantage of selecting or ranking features automatically.
To capture the correlations between emotions, our method has been implemented
within a multilabel setup. Due to its probabilistic nature, the proposed approach
is able to produce probabilistic outputs for measuring the intensities of a distri-
bution of emotions evoked by an image. More large-scale emotional datasets will
be tested in the future. It is worth emphasizing that our method is not confined
to the image recognition, but can be easily extended to other affective stimuli
such as audio and video data.
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Currently, only the conventional low-level image features are utilized, as our
focus in this paper is not on the affective feature design. Rather, we would
like to provide a new framework for better predicting people’s emotional states,
especially when an image evokes multiple affective feelings in people. Eventually,
the development in this interdisciplinary area relies on the joint efforts from, for
instance, artificial intelligence, computer vision, pattern recognition, cognitive
science, psychology, and art theory.
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Research (COIN). We gratefully acknowledge the Center for the Study of Emo-
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Abstract. Hashing for large scale image retrieval has become more and
more popular because of its improvement in computational speed and
storage reduction. Spectral Hashing (SH) is a very efficient unsupervised
hashing method through mapping similar images to similar binary codes.
However, it doesn’t take the non-neighbor points into consideration, and
its assumption of uniform data distribution is usually not true. In this
paper, we propose a local linear spectral hashing framework that min-
imizes the average Hamming distance with a new local neighbor ma-
trix, which can guarantee the mapping not only from neighbor images
to neighbor codes, but also from non-neighbor images to non-neighbor
codes. Based on the framework, we utilize three linear methods to han-
dle the proposed problem, including orthogonal hashing, non-orthogonal
hashing, and sequential hashing. The experiments on two huge datasets
demonstrate the efficiency and accuracy of our methods.

Keywords: Image Retrieval, Hamming Distance, Spectral Hashing,
Eigenvalue Decomposition.

1 Introduction

Content based image retrieval (CBIR) has recently attracted more and more
attention due to tremendous growth of images on the internet and the growing
user demand. For a typical CBIR system, it will return the nearest neighbors
from a specific database of images with a pre-defined feature space and similarity
metric, after users directly input an image. Because of the large quantities of
images in the database, fast and accurate ways of finding nearest neighbors
(NN) are in urge demand.

Some popular fast nearest neighbor search methods, including k − d trees
[1], M-trees, metric trees [2], are based on tree structures. These techniques
aim to speed up nearest neighbors search and achieve promising performance
in real applications. However, tree-based methods can not deal with large-scale
data since they are essentially quite memory demanding. Moreover, the search
performance may degenerate as the high dimensionality of data samples.

Recently, hashing based nearest neighbors search techniques [3–8] have at-
tracted considerable attention. They can achieve fast query time and reduce
storage requirement. Semantic hashing [8] learns compact binary codes to make
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similar items will have similar binary codewords and uses a simple feedforward
network to calculate the binary code for a novel input. Locality Sensitive Hash-
ing (LSH) [3] is one of the most popular unsupervised hashing methods which
makes use of random projection matrixes to get binary codes. After that, some
variants of LSH have been proposed, including LSH based on p-stable distribu-
tions [4], mahalanobis distance [9], and kernelized LSH [5]. Another popular and
efficient unsupervised method is spectral hashing(SH) which was proposed in [6].
SH shows that learning a good compact code is equivalent to a particular form
of graph partition. Therefore, with suitable relaxation, SH can be solved by the
state-of-the-art efficient eigen-decomposition solvers.

Traditional unsupervised hashing methods only focus on mapping similar sam-
ples to similar codes, they don’t take non-neighbors data points into account.
In this paper, we propose a local linear spectral hashing (LLSH) framework
that can map neighbor items to neighbor codes, meanwhile non-neighbor items
to non-neighbor codes, which is guaranteed by formulating the hashing problem
as minimizing the average Hamming distance and introducing negative values
into the new local neighbor matrix. With some relaxations, we find the final
formulation can be solved as a simple eigenvalue problem. Moreover, in order to
get better codes, we adopt non-orthogonal and sequential methods to relax the
orthogonality constraints.

The rest of this paper is organized as follows. Section 2 reviews spectral hash-
ing. We propose our local linear spectral hashing in Section 3. The experimental
evaluations are presented in Section 4. Followed with conclusion in Section 5.

2 Spectral Hashing

As previously mentioned, SH seeks the codes of data points so that it can preserve
sample similarity in the hamming space. Furthermore, it requires each bit of the
codes to be balanced and uncorrelated. The problem of SH can be expressed as
following:

min
∑
i,j

sim(xi,xj)‖Yi −Yj‖2

subject to : Y ∈ {−1, 1}n×r,1TY = 0,YTY = nIr×r

where Y is the r-bit codes of n points, Yi is the ith row of Y.
For r = 1, solving this problem is equal to balanced graph partitioning, and

it’s a NP hard problem. The condition of r-bit will make it more difficult. After
spectral graph analysis [10] and the assumption of uniform data distribution, a
closed solution [6] is proposed to overcome the out of sample extension prob-
lem. SH has been certified to be a very efficient unsupervised hashing method.
Nonetheless, the PCA projections selected by SH are likely replicated when the
dimensions of data are very high. Besides, for most real-world data, they hardly
obey the uniform distribution.
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3 Local Linear Spectral Hashing

3.1 Formulation

The purpose of this paper is to seek binary codes that satisfy (1) neighbors in
the feature space are mapped to similar codes; (2) non-neighbors are mapped
to codes that are far away. Suppose we have a data set X = [x1,x2, · · · ,xn]

T ∈
R

n×d. We assume X is zero mean, i.e.,
∑n

i=1 xi = 0. Let yi(∈ R
k) be the k-bit

binary code of data xi and An×n be the neighbor matrix, then we obtain the
minimization problem:

min :
∑
i,j

Aij‖yi − yj‖2 (1)

subject to : yi ∈ {−1, 1}k∑
i

yi = 0

1

n

∑
i

yiy
T
i = I

Although our problem has the same form as SH, there are several differences
between our approach and SH: (1) the critical difference is the neighbor matrix
A. We calculate A with L2 norm and set the 10th percentile distance in A as a
threshold, which is used to judge neighbors and non-neighbors. More specifically,
−1 ≤ Aij ≤ 1. Aij > 0, if xi and xj are neighbors; Aij < 0, otherwise. By
minimizing the average Hamming distance, the positive values in A will ensure
neighbor samples are mapped to neighbor codes, while the negative values will
ensure non-neighbor samples are mapped to non-neighbor codes. (2) A in SH is
n×n, which is intractable when n is very large. To overcome the computational
bottleneck, we use a local neighbor matrix, whose size is m×m(m� n). (3) We
try to find the linear solutions to the above problem, which are distinct from the
nonlinear solutions of SH. We will show our linear methods in Section 3.2.

3.2 Linear Solution

As mentioned above, we try to obtain the solutions from the perspective of linear
projection. That is, we want to learn a projection matrix W = [w1, ...,wk] ∈
R

d×k. For every data point xi, the hash function of length k is defined by yi =
sgn(WTxi), and the 0−1 code can be given by 1

2 (1+yi). sgn(·) will do element-
wise calculation for a matrix or a vector.

With this notation, Eq.(1) can be written as:

H(W) =
1

2
tr{sgn(WTXT )(D−A)sgn(XW)} (2)

where D = diag(A1), 1 = [1, ..., 1]T ∈ R
n.
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Fig. 1. An illustration of splitting the data points with hashing hyperplanes. On the
left figure, the red hyperplane and the green one are equivalent. However, on the right,
the green hyperplane is more reasonable.

So, we can rewrite the objective function and constraints as:

W∗ = argmin
W

H(W) (3)

subject to : 1TY = 0,YTY = nIk×k

where Y = sgn(XW) ∈ R
n×k.

3.3 Relaxing Objective Function

Inspired by Semi-Supervised Hashing(SSH) [7], we substitute signed magnitude
of projection for its sign. Eq.(2) is continuous now:

H(W) =
1

2
tr{WTXT (D−A)XW} (4)

The constraints 1TY = 0 mean each bit takes 50% probability to be 1 or
-1. However, for real-world data, it is not always be accepted, as illustrated in
Figure 1. The constraints will force one to select the red hyperplane instead of
the green one. Hence, we will ignore the constraint.

Next, we relax the uncorrelation of bits YTY = nIk×k by imposing the con-
straints WTW = Ik×k, which request the projection directions to be unit-norm
and orthogonal to each other. Now, we have the relaxed problem:

min : H(W) =
1

2
tr{WTMW} (5)

subject to : WTW = I

where M = XT (D −A)X. This is a typical eigenvalue decomposition problem,
whose solutions are the eigenvectors corresponding to the k smallest eigenvalues
of M.

If we regard the hashing problem as splitting the feature space with hyper-
planes, the orthogonality constraints on the projection directions mean that the
hyperplanes are orthogonal to each other, which are too rigorous. The optimal
hyperplane is not necessarily orthogonal to all of the rest, we empirically certifi-
cate this in Section 4. Therefore, we convert the hard orthogonality constraints
into a penalty term added to the objective function:

H(W) =
1

2
tr{WTMW}+ ρ‖WTW − I‖2F (6)
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Algorithm 1. The modified sequential projection learning for hashing (M SPLH)

Input: data X, the original matrix L1(A–D), length of hash codes K
for k = 1 to K do

Computer the target matrix:
Mk = XTLkX

Extract the eigenvector e of the largest eigenvalue of Mk and set:
wk = e

Calculate the kth projection:

L̃k = Xwkw
T
k X

T

Update the neighbor matrix:

Lk+1 = Lk– T (L̃k,Lk)
end for

The positive coefficient ρ is used to adjust the tolerance to non-orthogonality.
To get the solution, we adopt the same technique mentioned in [7].

In addition, considering LLSH-nonorth may be sensitive to coefficient ρ, we
further propose a solution: LLSH-splh, which is a variant of sequential projection
learning hashing [7]. It can generate robust codes by iteratively updating the
neighbor matrix. Algorithm 1 will show you the structure of our modified version.
The function T (·) means:

T (L̃k
ij ,Lij) =

{
sgn(L̃k

ij) if sgn(L̃k
ij · Lij) < 0

0 otherwise
(7)

where Lij is the element of the ith row and jth column in L.

4 Experiments

We evaluate the three solutions of LLSH: LLSH-orth, LLSH-nonorth and LLSH-
splh on the CIFAR dataset and STL dataset, and compare our results with SH.

4.1 CIFAR-10 Dataset

The CIFAR-10 dataset is a labeled subset of the 80 million tiny images dataset.
It consists of 60000 32×32 color images in 10 classes, with 6000 images per class.
There are 50000 training images and 10000 test images.1 Each image is associated
with only one class label from 1 to 10. We use 50000 images as the training set,
and 1000 images as the test set. For LLSH, 2000 data points are randomly
sampled from training set to construct the neighbor matrix A. We convert the
original images to 512-dim GIST feature. The retrieval results are assessed with
two criteria: Hamming ranking and Hash lookup as in [7]. For Hamming ranking,
we record the precision on the top 500 returned samples. For Hash lookup, we
evaluate the precision within hamming radius 2(including 2). Figure 2 show

1 http://www.cs.toronto.edu/~kriz/cifar.html

http://www.cs.toronto.edu/~kriz/cifar.html
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Fig. 2. The Experimental results on CIFAR10 dataset. a) Hamming ranking precision
of first 500 returned samples; b) Hash lookup precision within hamming radius 2; c)
The recall curves of different numbers of the returned samples using 48-bit codes; d)
The precision-recall results using 48-bit codes.

the experimental results in details. We alter the hash bits from 2 to 48. From
the figure, LLSH-orth and SH have the comparable performance, but LLSH-
nonorth significantly performs better especially for higher bits because of the
contributions of non-orthogonality, as well as LLSH-splh, which can iteratively
rectify the mistakes made by the previous hash function.

4.2 STL-10 Dataset

The STL-10 dataset is an image recognition dataset for developing unsupervised
learning algorithms. It has 10 classes, 5000 training images (500 images per
class), 8000 test images (800 images per class) and 100000 unlabeled images.2

In our experiments, the training set consists of 100000 images, and the test set
consists of 1000 images. For LLSH, we derive the neighbor matrix A using a
separate set of 2000 samples from the training set. Because STL10 dataset is
unlabeled, we randomly pick 10000 samples from the training set to construct a
pair-wise distance matrix D∗ with L2 norm and set the 10th percentile distance
in D∗ as the threshold, which is used to judge good neighbors from a query.
We perform hashing coding in the 384-dim GIST feature space. Figure 3 shows
the quantitative evaluation of different methods. The too strict orthogonality

2 http://www.stanford.edu/~acoates/stl10/

http://www.stanford.edu/~acoates/stl10/
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Fig. 3. The Experimental results on STL10 dataset. a) Hamming ranking precision of
first 500 returned samples; b) The recall curves of different numbers of the returned
samples using 48-bit codes; c) The precision-recall results using 48-bit codes; d) Ham-
ming ranking precisions of different m on STL10 dataset using 48-bit codes.

Fig. 4. The retrieval results of different methods using 48-bit codes. a) Query images;
b) LLSH-orth; c) LLSH-nonorth; d) LLSH-splh; e) SH.

constraints may partly explain the bad performance of LLSH-orth. However,
LLSH-nonorth and LLSH-splh both outperform SH when the number of bits is
higher. And in most cases, LLSH-splh performs best.

Besides, we exhibit the hamming ranking precisions of different m in Figure
3(d). The results show that our experiments are not sensitive to m. Finally,
Figure 4 shows the top 4 returned images of our methods and SH on some
sample queries. It is clear that LLSH-nonorth and LLSH-splh tend to have better
performance.
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5 Conclusions

In this paper, we have proposed a LLSH framework to learn hash codes, which
minimizes the average Hamming distance with a new local neighbor matrix so as
to preserve similarity/dissimilarity in feature and hamming space. After relaxing
the objective function, we can directly solve the problem by eign-decomposition.
In order to improve the accuracy of bits, we further take advantage of another
two techniques to attain the solutions. The experiments on two huge datasets
exhibit that our method achieves promising performance.
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Abstract. Border Ownership (BO) selective cells show complex behavior in 
latency, such as a shorter latency for a farther figural element. The complex 
behavior of latency would give crucial constraints for understanding the 
neuronal mechanisms underlying BO selectivity. We propose that the delays in 
the feed-forward mechanisms of surround modulation account for the 
characteristics of the latency. Specifically, combinations of delays between V1 
cells, surround center and BO-selective cells underlie the latency 
characteristics. To examine the hypothesis, we constructed the V1-V2 feed-
forward model and carried out Monte Carlo simulations with a variety of 
surround regions. The results indicate that physiologically realistic surround 
regions reproduce the puzzled behavior of latency. The results support the feed-
forward mechanism of surround modulation for the neural mechanism 
underlying the BO selectivity. 

Keywords: vision, perception, figure-ground, surround modulation, latency. 

1 Introduction 

Cortical representation of object in the inferiortemporal cortex gradually emerges 
from early representations of contour, surface, and primitive shape through early-to-
intermediate-level visual areas such as V1, V2 and V4. The construction of surface 
appears to be crucial in the integration of the components and features. Border 
ownership (BO) is a fundamental element in surface construction, which defines the 
direction of figure along contours. Physiological studies have reported that a majority 
of monkey V2 cells are selective to BO [e.g., 1]. The response of BO-selective cells is 
modulated by stimuli that fall on to the outside of the classical receptive field (CRF). 
A recent study on cellular dynamics has reported that latency of BO-selective cells is 
modulated by the location (with respect to the CRF) and size of stimulus in a complex 
manner. Specifically, a shorter latency is observed for a smaller stimulus and a figural 
element located farther away, and a longer latency for a larger stimulus and a nearer 
element. This behavior of the latency would give crucial constraints for understanding 
the neuronal mechanisms underlying BO selectivity and figure-ground segregation. 
Sakai and Nishimura [e.g., 3, 6] have proposed a computational model of BO-
selective cells based on surround modulation of early visual areas, which reproduced 
successfully a number of physiological observations. However, they focused on the 
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spatial characteristics of the cells, and thus anatomical connections and latency have 
not been studied. 

We propose a computational model of BO-selective cell based on physiology and 
anatomy of early visual areas, with a focus on the characteristics of latency. In the 
present study, we examined whether BO-selectivity is evoked from surround 
modulation that could be formed by feed-forward connections from V1 to V2. 
Specifically, we carried out Monte Carlo simulations of the model to examine 
whether the model reproduces the complex behavior of latency, and if so, what 
characteristics of surround structure are crucial. The results showed that although the 
behavior of latency is complex, a few, simple anatomical constraints that underlie the 
surround modulation result in the size and fragment modulation. Specifically, we 
observed the size and fragment modulations for a small surround at near CRF and a 
large surround at far. This result supports that feed-forward surround modulation 
apparent in early visual areas underlies the establishment of BO selectivity. 

2 Prediction 

Zhang et al. [2] have investigated BO-selective cells in monkey V2 with specific 
interests on surround structure and latency. They reported two spatial factors in the 
modulation of latency. First, they investigated how the latency of the BO-selective 
cell is modulated by the size of square. They observed a short latency (92ms) for a 
small square (3-4 o in visual angle), and a long latency (113ms) for a large square (6-
8o). Next, they divided a square into eight fragments (four corners and four edges) and 
presented two fragments, one on the CRF and the other elsewhere outside the CRF, 
and measured the modulation in latency. They observed a shorter latency for far 
fragments (91ms) compared to near fragments (107ms). Because the latency should 
rely critically on the distance of signal transmission, the observation of a shorter 
latency for a smaller square is natural, but a shorter latency for farther segments 
appears peculiar. The investigation of these characteristics of latency would lead to 
understanding the essential mechanisms underlying BO-selectivity. 

In the present study, we propose that the latency of BO-selective cells depends on 
the time necessary for signal transmission through the surround modulation that could 
transmit signals from far outside the CRF to the cell center presumably on the CRF. 
First, we consider the physiological phenomenon that a larger square evoked a longer 
latency (size modulation). The surround region for the BO-selective cell that 
responded to a stimulus might cover at least a part of the stimulus. As the size of 
stimulus increased, the distance to the surround region would increase in general, as 
shown in Figure 1(A). We consider that an origin of the size modulation is the delay 
of signal transmission from the surround region to the cell center, specifically, the 
delay depending on the distance between the center of the surround and the CRF of 
the BO-selective cell. If a surround region is relatively small, the transmission within 
the surround may be negligible. Size modulation would also be observed in a specific 
case with a large surround region whose center located near the CRF. In this case, 
because the surround region covers a whole square, the delay simply depends on the 
size of the square.  

Second, we consider the phenomenon that the location of fragment modulates the 
latency of BO-selective cells (fragment modulation) when a square is fairly large.  
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A short latency was observed for a far fragment with respect to the CRF, and a long 
latency for a near fragment. We consider a large surround region as to include both 
near and far fragments of a large square. The distance between the surround center 
and a far fragment could be shorter than that between the surround center and a near 
fragment, as illustrated in Figure 1(B). We propose that the origin of the fragment 
modulation is the delay of signal transmission from the fragment location to the 
surround center.  

We predict that combinations of these delays between V1 cells, surround center 
and BO-selective cells underlie the latency characteristics such as the size and 
fragment modulations observed in the electrophysiology. Size and fragment 
modulations appear to be puzzled and reciprocal because a shorter latency is observed 
for a small square but a long latency for near fragment of a large square. A single kind 
of delay might not sufficient to yield both modulations. It appears the separation of 
delays (that between the centers of surround and CRF and that within the surround) 
appears to be a crucial factor. The certain combinations of the location and size of 
surrounds may also be an important factor. To examine the prediction, we 
implemented these delays in the model based on physiologically and anatomically 
realistic data, and carried out the simulations. 

3 Model and Methods 

We developed a network model of BO-selective cells with a specific focus on the 
examination of the hypothesis that the delays in the mechanism of surround 
modulation account for the characteristics of latency observed in BO-selective cells. 
The model comprised of three layers: retinal layer as an input layer, V1 layer with 
orientation-selective cells, and V2 layer with BO-selective cells. Figure 2(A) 
illustrates the outline of the model. To focus on the population behavior of latency, 
we generated a large number of simplified cells that models the transmission of the 
spikes originated from V1 cells responding to stimulus contours to BO-selective cells 
in V2 through the surround modulation.  

 

Fig. 1. Schematic illustrations to explain the latency characteristics based on signal 
transmission through surrounding regions. (A) As the size of stimulus increased, the distance to 
the surrounding region would increase. (B) A large surrounding region should include both 
near and far fragments. The distance between the surround center and far fragment could be 
shorter than that between the surround center and a near fragment. 
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3.1 The Network Model 

The model is comprised of three layers. The first layer represents an input image in 
grey-scale. The second layer consists of orientation-selective cells in V1 arrayed in 
retinotopy (150x150). The response of a V1 cell is approximated by oriented Gabor 
filters. The third layer comprised of BO-selective cells with a surround region. BO 
selectivity is established by surround modulation asymmetric with respect to the CRF 
[3, 6]. The signals propagated through the surround region modulate linearly the 
response evoked by a stimulus projected onto the CRF. Because the latency of the 
signals through the CRF does not vary among the cells, we disregard this pathway in 
the simulations, and focus on the signal transmission through the surround 
modulation. The surround regions are circular and defined by its diameter and the 
distance from the CRF center of the cell. For the sake of simplicity, we focus on BO 
in the horizontal directions. To test the population behavior, we carried out Monte 
Carlo simulations with a variety of surround regions.  

3.2 The Latency of the Model  

We developed a connection model presumably between V1 and V2, as illustrated in 
Figure 2(A). The delay of signal transmission from V1 cells to BO-selective cells 
through surround modulation depends on the distance between the location of 
stimulus fragment and the center of surround region, and the distance between the 
centers of the surround and the BO-selective cell. The latency of BO signal, , is 
calculated by: 

                                               (1) 

, where  and  are the delays of signal transmission from a stimulus fragment to the 
surround center, and from the surround center to the BO-selective cell, respectively. 
We set  ms based on [4, 5]. Because we focused on the differences in onset latency 
between the preferred and non-preferred presentations of stimulus for several stimulus 
conditions, signal transmissions only through surround modulation were computed 
given that transmission through the CRF was identical regardless of the presentation 
side and the stimulus conditions. 

3.3 The Simulation Methods 

We carried out Monte Carlo simulations to examine whether the model reproduces 
the physiological observations of the differences in the latency that depends on 
stimulus conditions. We randomized the size and location of surround regions to 
examine what characteristics of surround structure are crucial for the behavior. Figure 
2(B) shows an overview of simulation settings. The stimulus square was quantized to 
2020, with each cell models the response of V1 simple cell. The transmission delay 
was calculated for the signals originated from each point along the square except 
those near the CRF. The range of the size and location of surround region were 
specified in each experiment, with a total of 20,000 regions. 
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4 Results 

We propose that combinations of delays between V1 cells, surround center and BO-
selective cells underlie the latency characteristics such as size and fragment 
modulations observed in the electrophysiology. The crucial question to the proposal is 
whether this mechanism is valid for numerous combinations of the locations and sizes 
of surround regions that result in population behavior. To answer this question, we 
implemented the connections in the model based on physiologically realistic data, and 
carried out Mote Carlo simulations of the latency with a variety of surround regions 
based on the signal transmission from every point along the figure contour in V1 to a 
BO-selective cell in V2 through the surround modulation.   

In the first subsection, we show whether in fact the prediction is valid for typical 
cases in size and fragment modulation, given physiologically realistic constraints. 
Size and fragment modulations appear to be puzzled and reciprocal because a shorter 
latency is observed for a small square but a long latency for near fragments of a large 
square. The surround regions that yield both modulations would hold certain 
combinations of the location and size of surrounds. In the second subsection, we carry 
out thorough, exploratory simulations to examine what combinations produce both 
modulations simultaneously. Finally, we reproduce the population latency, including 
both size and fragment modulations, with the constraint identified by the second 
subsection. 

 

(A) (B) 
 

Fig. 2. (A) An illustration of the model architecture consisting of three layers. The layers 
correspond to (1) stimulus input from the retina, (2) V1 cells, and (3) a BOselective cell in V2. 
The response of the BO-selective cell is evoked by signals transmitted via connections from V1 
cells with the formation of surrounding regions. (B) The spatial arrangement of the model. The 
latency of a BO-selective cell is calculated based on the distance of signal pathway that 
originates from the edge of a square through surround center to the center of the BO-selective 
cell. Small circles indicates the location of the stimulus. 

4.1 The Latency Modulation with Specific Surround Regions 

We examine whether the prediction is valid for typical cases in size and fragment 
modulation, given physiologically realistic constraints. There are two mechanisms 
that would underlie the size modulation. The first is the case with a relatively large 
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surround whose center located near the CRF. With this specific case, the surround 
region covers a whole square so that the delay depends simply on the size of the 
square. We carried out Monte Carlo simulations for this case with large surrounds (4o 
to 8o in diameter) centered at near the CRF (0o to 3o). A small square and a large 
square were presented to the model with the size and location of the surround 
randomized, resulting in a total of 1,520,000 tests (20,000 surrounds x 2 squares x 38 
points). Figure 3(A) shows the histograms of the latency for small and large squares. 
The mean latencies for the small and large squares were 76ms and 97ms, respectively, 
which reproduces the size modulation.  However, it should be noted that this is a 
specific case valid probably for a small number of cell, because the surround is 
limited to large and centered near the CRF.  

The second mechanism for size modulation that appears to be more general is the 
delay of signal transmission from the surround region to the cell center, specifically, 
the delay depending on the distance between the center of the surround and the CRF 
of the BO-selective cell. If a surround region is relatively small, the transmission 
within the surround may be negligible. Therefore, size modulation is expected to  
 

 

Fig. 3. The histograms of the latency for three typical surround regions. (a&b) The latencies of 
BO cells with near (a) and near-far (b) surrounds for small (top) and large (bottom) squares. 
The dotted lines indicate the mean. (c) The latencies of BO cells with far surrounds for near 
(top) and far (bottom) fragments. The models reproduce the size and fragment modulations. 

depend on the location of surround. Here, we test simple models that consist of a 
single surround region for a single BO-selective cell. When a surround region is fairly 
small, only a part of the square falls onto the surround. The fragment projected onto 
the surround is subject to the delay originated from the surround modulation, and 
other parts of the square are not. If a surround is located far from the cell center 
(CRF), the delay is evoked only if a large square is presented, and the delay will be 
fairly long. On the contrary, if a surround is located near the cell center, the delay is 
evoked if a small square is presented, and it will be rather short.  For the sake of 
simplicity, we compared two cases: a model BO-selective cell with a small surround 
at near the cell center, and that at far from the center. This corresponds to a 
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hypothetical model with two small surround regions, each located near and far from 
the CRF, respectively. We carried out Monte Carlo simulations of the model with 
small surrounds (0o to 4o in diameter) centered at near (0o to 3o) and far (3o to 6o) from 
the CRF, respectively. The histograms of the latencies are shown in Figure 3(B). The 
mean latencies for the small and large squares were 76ms and 116ms, respectively, 
reproducing the size modulation. The delay of signal transmission from the surround 
region to the cell center appears to evoke size modulation if the surround is fairly 
small. 

We propose that fragment modulation is originated from the delay of signal 
transmission from the fragment location to the surround center. Given a large 
surround region as to include both near and far fragments of a large square, the 
distance between the surround center and a far fragment could be shorter than that 
between the surround center and a near fragment. We carried out Monte Carlo 
simulations of the model with large surrounds (4o to 8o in diameter) centered at far (3o 
to 6o) from the CRF for the fragments of a large square. The histograms of the 
latencies are shown in Figure 3(C). The mean latencies for the near and far fragments 
were 106ms and 116ms, respectively, reproducing fragment modulation As we 
expected, fragment modulation is evoked from the delay of signal transmission from 
the fragment location to the surround center if a fairly large surround is located far 
from the CRF.  

The simulation results indicate that certain spatial conditions of surround regions 
yield the size and fragment modulations.  In the next subsection, we consider 
thoroughly what combination of size and location of surround establish both size and 
fragment modulation. 

4.2 The Spatial Characteristics of Surround for Latency Modulation 

The previous subsection showed that the latency varies depending on the size and 
location of surround. In this subsection, we examine what combinations of the size 
and location of surrounds evoke the size and fragment modulations. We define two 
indices for the representation of size and fragment modulations: 

 
 
 (2) 

 
 
 (3) 

, where  and  are the mean latencies of model cells with specific surround regions in 
response to large and small squares, respectively. Similarly, and  are the mean latencies 
of model cells with specific surround regions in response to near and far fragments, 
respectively. The surround regions were specified by the size (diameter) and the 
distance between its center and the CRF. Positive values of the indices indicate the 
agreement with the size and fragment modulations reported in physiology: a long 
latency is observed for a large square and a near fragment. Note that the indices were 
not calculated if either term (e.g.,  and for ) was incomputable (no stimulus fragment 
falls on to the surround so that no surround modulation was evoked).  

Figure 4 shows the computed indices as functions of the size and distance of the 
surround. Figure 4(A) shows the distribution for the size modulation. Strong positive 
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modulation is observed for large, near surrounds, which agrees with our first 
hypothesis as described in the previous subsection. We observe negative values for 
surrounds at very far (7~9o). As we discussed in the previous subsection, size 
modulation would not occur when surrounds are located far from the CRF because 
the size modulation depends on the signal transmission between the surround and the 
cell center. For example, with a large surround at far, signals from contour fragments 
of a large square (located far from the CRF) travel shorter to reach the surround 
center (far from the CRF) compared to those from a small square (located near the 
CRF). This would not be applied for small surrounds on which only either square was 
projected. Note that small, far surrounds were not computed in this simulation 
because a small square did not fall onto these surrounds and did not evoked surround 
modulation.  

Figure 4(B) shows the distribution for the fragment modulation. We observe 
positive modulation for the most of range, but negative modulation for surrounds at 
very near (0-2o). As we discussed in the previous subsection, fragment modulation 
would not occur when surrounds are located near the CRF because the fragment 
modulation depends on the signal transmission between the location of stimulus  
 

Dsize Dfragment 

(A) (B) 

 

Fig. 4. The computed indices for the size modulation (A) and the fragment modulation (B), as 
functions of the size (y) and the distance (x) of surround region. The models with near-small 
and far-large surrounds appear to reproduce the two modulations. 

fragment and the surround center. Strong positive modulation is observed for large, 
far surrounds, as expected from the hypothesis. Note that small, far surrounds were 
not computed in this simulation because near fragments did not fall onto these 
surrounds and did not evoke surround modulation. As similar to size modulation, 
negative modulation is expected for these surrounds.  

The distributions of the size and fragment modulations showed good agreements 
with our hypotheses. It is expected that simultaneous establishment of the two 
modulations requires certain combinations of constraints. It appears that near  (1-4o), 
small (1-4 o) regions and far (3-6 o), large (4-7 o) regions yield positive values in both 
size and fragment modulations. In the next subsection, we examine whether such 
combinations of the size and location of the surround evoke simultaneously the size 
and fragment modulations.  
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4.3 Reproduction of the Size and Fragment Modulation 

The Monte Carlo simulations have revealed the spatial characteristics of surrounds 
necessary for the size and fragment modulation of latency, respectively. The results 
indicate that small, near surrounds and large, far surrounds yield both modulations 
simultaneously. The combinations of smaller surrounds for nearer locations, and 
larger surrounds for farer locations appear to be natural from the physiological 
viewpoint. We carried out the simulations of the model that was comprised of small, 
near surrounds and large, far surrounds in order to examine whether these surrounds 
evoke both modulations. Specifically, we set the size and the distance from the CRF 
of small, near surrounds to 0-4o and 0-3o, respectively, and large, far surrounds to 4-8o 
and 3-6o, respectively. The computed latencies of the model were shown in Figure 5. 
The mean latencies for the small and large squares were 95.2ms and 117.8ms, 
respectively, reproducing size modulation. The mean latencies for the near and far 
fragments were 106.1ms and 99.7ms, respectively, reproducing fragment modulation. 
These latencies show good agreement with those reported in the electrophysiology.  
 

 

Fig. 5. The latency histograms for BO cells with near-small and far-large surrounds. The 
conventions the same as Fig. 3. The model reproduces both size and fragment modulations. 

5 Discussions 

We examined the hypothesis that delays in feed-forward mechanisms of surround 
modulation account for the characteristics of latency observed in BO-selective cells. 
Specifically, we proposed that combinations of delays between V1 cells, surround 
center and BO-selective cells underlie the latency characteristics such as size and 
fragment modulations observed in the electrophysiology. The crucial question to the 
proposal is whether this mechanism is valid for numerous combinations of the 
locations and sizes of surround regions that result in population behavior. To answer 
this question, we implemented the connections in the model based on physiologically 
realistic data, and carried out Monte Carlo simulations of the latency with a variety of 
surround regions based on the signal transmission from every point along the figure 
contour in V1 to a BO-selective cell in V2 through the surround modulation. The 
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results indicated that BO-selective cells with a smaller surround region at a nearer 
location from the CRF and those with a larger surround at a farther location reproduce 
the size and fragment modulations simultaneously. This constrain appears to be 
natural from the physiological viewpoint. The model explains nicely the puzzled 
latency of the fragment modulation. These results support the feed-forward 
mechanism of surround modulation for the neural mechanism underlying the BO 
selectivity. 
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Abstract. This paper presents a newmethod of zero-crossing-based esti-
mation for sound source directions using the spatial cues such as the inter-
aural time differences (ITDs) and inter-aural intensity differences (IIDs)
in reverberant conditions. The difficulty of estimating sound source direc-
tions in reverberant conditions is that the ITDs and IIDs are changed ac-
cording to reflected sounds. To cope with this problem, the precedence
effect in which the preceding auditory signals suppress the lagging signals
unless the intensity of signals is not strong enough, is considered. This psy-
choacoustic phenomenon is believed to play an important role for captur-
ing the less interrupted spatial cues. From this viewpoint, the precedence
effect is implemented in zero-crossing-based sound source localization. As
a result, the proposed zero-crossing time difference (ZCTD) method with
the precedence effect is able to provide the robust estimation of sound
source directions even in severely reverberant conditions.

Keywords: sound source localization, zero-crossings, precedence effect,
reverberant conditions.

1 Introduction

In the mammalian auditory system, sound source localization relies on the com-
parison of auditory input obtained from two separate ears. The main cues are
inter-aural time differences (ITDs) and inter-aural intensity differences (IIDs).
It is widely known that ITDs are the main cues used at low frequencies of less
than 1.5 kHz while IIDs are used in the high frequency range [1]. Estimations
of sound source directions using ITDs have smaller variations but can be am-
biguous at higher frequencies due to phase warping while estimations using IIDs
have larger variations but can be used in the high frequency range. However,
the ITDs and IIDs are easily affected by noisy and/or reverberant conditions:
ITDs can be easily affected by background noise while IIDs can be easily biased
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especially in reverberant conditions [2]. In this sense, a reliable and consistent
mapping from the spatial cues to the source directions in noisy and/or rever-
berant conditions should be investigated. For the estimation of ITDs, Jeffress
[3] suggested a simple and intuitive hypothesis to measure ITDs in the auditory
system. Motivated by Jeffress’s model, ITDs are usually estimated using the
cross-correlation (CC) of firing rates of auditory signals coming from the chan-
nels of left and right ears. However, this approach requires high computational
complexity involved in the computation of CC, and they suffer from inaccuracies
in estimating the ITDs, especially in noisy multi-source environments. In this
context, a method of estimating ITDs using the zero-crossing time differences
(ZCTDs) [4] in which the zero-crossings are detected from the filter-bank out-
put of the left and right sensors, was suggested and sucessfully applied to sound
source localization in noisy multi-source environments. This method was also
successfully applied to the problem of speech source localization, segregation,
and recognition for humanoid robots [5]. However, the ZCTD method is not
applicable to severely reverberant conditions since the spatial cues such as the
ITDs and IIDs are changed due to the reflected sounds under reverberant condi-
tions. In this context, it is important to capture the less interrupted spatial cues.
For this purpose, we consider to use the precedence effect [6] in psychoacoustic
phenomenon: the preceding auditory signals suppress the lagging signals unless
the intensity of signals is not strong enough. It is believed that this effect helps
to capture the less interrupted spatial cues. From this viewpoint, the precedence
effect is implemented in zero-crossing-based sound source localization. As a re-
sult, the proposed ZCTD method with the precedence effect is able to provide
the robust estimation of sound source directions even in severely reverberant
conditions.

2 Zero-Crossing-Based ITD Estimation

In the estimation of ITDs, it is important to obtain reliable estimates as much as
possible. First, as done in the ZCPA coding [7], a series of band-pass filter is ap-
plied to each left and right sensor signals. Here, let us denote xi(t) as the output
signal of the ith channel of the filter-bank. The estimation of ITDs is performed
separately for each channel. Suppose there are N (upward) zero-crossings, and
zero-crossing times are represented by tn, n = 1, 2, · · · , N satisfying xi(tn) = 0.
To distinguish the signals generated from the left and right sensors, we use xL

i (t)
and xR

i (t) as the signal at the ith channel of the left and right sensors, respec-
tively. We now describe the principle of determining the ITD using zero-crossings.
Let us define zero-crossing time in the left channel as tLn for n = 1, 2, · · · , N and
in the right channel as tRm for m = 1, 2, · · · ,M where N and M represent the
number of zero-crossings detected from the left and right channel signals, respec-
tively. In the auditory information processing, the ITDs and IIDs convey same
information of sound source directions. From this observation, we consider the
method of selecting valid ITD-IID sample pairs. First, for tLn , we consider the
following candidates of ITD estimates:

Δti(n,m) = tLn − tRm, (1)
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(a) (b)

Fig. 1. The maps of azimuth angles versus location cues: (a) and (b) represent the
maps of azimuth angles versus ITD and IID values, respectively

where tRm is selected within a window in which the time interval is given by the
range of tLn − T and tLn + T for the time span T . The time span T is determined
as 1ms. Here, the problem is to determine the proper tRm for the given tLn . To
solve this problem, we consider the following IID estimates:

Δpi(n,m) = 10 log10
pLn
pRm

, (2)

where pLn and pRm represent the left power at time n and the right power at time
m, respectively. They are defined by

pLn =
1

2W

tLn+W∑
t=tLn−W

(xL
i (t))

2 and (3)

pRm =
1

2W

tRm+W∑
t=tRm−W

(xR
i (t))

2, (4)

where W is set to 5/center frequency of the ith channel. Since the ITD and
IID estimates represent the same information of sound source direction, we con-
sider to make a map fT (θ) of sound source directions represented by the angles
measured from the frontal axis (azimuth angles) versus ITD values and also a
map fI(θ) of azimuth angles versus IID values. These maps can be made by
investigating the ITD or IID values for the corresponding sound source angles
as illustrated in Fig. 1. Using these maps, we can identify the corresponding
angle value θITD for the ITD value Δti(n,m) from the map fT (θ); that is,
θITD = f−1

T (Δti(n,m)). This inverse mapping is in general possible since in
most cases, the map fT (θ) is a monotonously increasing function while the map
fI(θ) is usually not a monotonously increasing functions as illustrated in Fig. 1.
Here, we can identify the corresponding IID value for θITD from the map fI(θ).
Then, we can search the best matching ITD-IID sample pair by comparing the
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IID value Δpi(n,m) with fI(θITD); that is, we can select the time index k for
the proper ITD value as

k = argmin
m
|Δpi(n,m)− fI(f

−1
T (Δti(n,m)))|. (5)

As a result, we get the ITD sample Δti(n) at the ith channel as

Δti(n) = tLn − tRk , (6)

where k satisfies (5). Then, in the case of no intensity difference between two
sensors, the SNR of the filtered signal can be approximated as

SNR ≈ 10 log10
1

w2
i V ar(Δti(n))

, (7)

where wi represents the frequency of the filtered signal. Here, the estimated
SNR can be effectively used to construct the histogram of ITD samples in noisy
environments. However, this method is not applicable to severely reverberant
conditions since the spatial cues such as the ITDs and IIDs are changed due to
the reflected sounds under reverberant conditions. In this context, the precedence
effect is implemented in the previously suggested ZCTD method.

3 ZCTD Algorithm with the Precedence Effect

In this section, we consider the identification of reliable ITD estimates using the
precedence effect [6] in which preceding auditory signals suppress the lagging
signals unless the intensity of signals is not strong enough. In the human au-
ditory system, the precedence effect can be described as follows: the preceding
signal suppresses the lagging signals which 1) arrive within 40 msec after arrival
of the leading signal and 2) are not stronger than the leading signal by more
than 10-15dB. Let us apply this rule to the zero-crossing-based ITD estimation.
As described in the previous section, for each zero-crossing point tLn , the ITD
estimate Δti(n) and the signal power pLn are obtained. According to the prece-
dence effect, we consider the following rule of selecting unreliable zero-crossing
points:

Precedence effect for selecting unreliable ZC points

– The ZC point is determined as an unreliable cue if

tLn − tLm < δt and 10 log10
pLn
pLm

< δp for m < n, (8)

where δt and δp represent the threshold for the precedence time window and
the precedence power difference, respectively.

– Otherwise, the ZC point is determined as a reliable cue.
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Here, for our method of the ITD estimates, δt is set to 40 msec which is similar
with the human auditory system and δp is set between 0 and 5 dB to obtain
the reasonable number of ITD estimates. This rule is applied to the previously
mentioned ZCTD method. For the estimation of ITDs using zero-crossings under
reverberant conditions, the following algorithm of the ZCTD with the precedence
effect is suggested:

ZCTD with the precedence effect

Step 1. (Detection of Zero-Crossings) Zero-Crossings in the upward direction
are detected from the filter-bank output of the left and right sensors.

Step 2. (Application of the Precedence Effect) The precedence effect is applied
to zero-crossing points of the left and right channels of the filter-bank output.
As a result, the reliable and unreliable ZC points are determined from the
condition of (8).

Step 3. (Selection of consistent ITD-IID sample pairs) For each ZC point of the
left channel, determine valid ITD estimates satisfying the condition of (5).

Step 4. (Collection of reliable ITD estimates) If both zero-crossing points of the
ITD estimate; that is, tLn and tRk for the computation of Δti(n) as described
in (6), are selected as reliable cues by the precedence effect of Step 2, the
ITD estimates are collected; otherwise, the ITD estimates are discarded.

Step 5. (Decision of Sound Source Directions) A Histogram of the collected ITD
estimates in Step. 4 is made and the sound source directions are determined
by the values of azimuth angles corresponding to the peaks of the histogram.
For more detail procedure of selecting the peaks of the histogram, refer
to [4].

After the detection of ZCs coming from the filter-bank channels of the left and
right sensors, the suggested algorithm selects reliable ITD cues using the prece-
dence effect of (8): that is, by checking whether the ZCs coming from the left
and right channels are passed or not by the condition of (8), we can eliminate the
unreliable cues of ITD estimates. Then, by accumulating the reliable ITD esti-
mates, the predominant cues which are mainly caused by direct arrivals from the
sound sources, are obtained and this provides us to collect reliable ITD estimates
which are less interrupted by the reflected sounds. As a result, we can make ro-
bust decision of sound source directions even in the reverberant conditions. As
an example of the suggested algorithm, the histograms of ITD estimates using
the ZCTD method alone and the ZCTD method with the precedence effect in
which the threshold for the precedence power difference δp was set as 3 dB, are
compared as illustrated in Fig. 2. In this example, three sound sources uttered
by three male speakers are located at -60, 0, and 60 degrees of azimuth angles
under the reverberant condition of a small room with brick walls. In Fig. 2-(a),
the histogram of ITD estimates using the ZCTD method showed the peak at
the center and decreasing envelope of ITD estimates as the absolute degree of
azimuth angle increases. This is a typical histogram of ITD estimates in severely
reverberant conditions. This happens when the reflected sounds are coming from
every direction of the wall so that there are not much difference between the left
and right ITD cues in the majority of ITD estimates. The ITD histogram of
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(a) (b)

Fig. 2. The ITD histograms using ZCTD methods under the reverberant condition of
a room with brick walls: (a) and (b) represent the ITD histograms using the ZCTD
and ZCTD with the precedence effect methods, respectively.

Fig. 2-(b) showed that the suggested ZCTD method with the precedence effect
illustrated clear distinction of sound source directions appeared as distinctive lo-
cal peaks in the ITD histogram. This example demonstrates that the precedence
effect is quite effective to filter out these reflected sounds.

4 Simulation

For our simulation of binaural information processing, sound source signals were
transformed by the Head-Related-Transfer-Function (HRTF) [8] and decomposed
by a gamma-tone filter-bankwith 128 channels, in which the center frequencies are
linearly spaced in equivalent rectangular bandwidth (ERB) scale from 80Hz to 5.0
kHz. For the precedence effect, the threshold for the precedence power difference
δp was set as 3 dB since it provided reasonable selection of reliable ITD estimates
in our simulation. Then, for each channel, the direction angles corresponding to
themeasured ITDs were obtained from the previouslymade (azimuth angle versus
ITD) lookup table. Accumulating these data across channels and for a speech seg-
ment, we made a histogram of estimated angles: the direction angles correspond-
ing to the measured ITD samples were collected and the estimated direction angle
was determined by the peak value of the histogram. Here, the angle resolution (or
bin size) of the histogram is given by 1 degree.

For the simulation of reverberant signals, we use RoomSim impulse response
generating tool [9]. By convolving source signals with the impulse responses of
RoomSim, we can obtain the binaural sound signals in reverberant conditions.
For this simulation, we considered the configuration of our simulation conditions
as described in Table 1. For the wall conditions, we considered the anechoic,
percent 50, acoustic plaster, plywood, and brick walls. Here, the equivalent re-
verberation times RT60 (according to Sabine’s formula [9]) for the percent 50,
acoustic plaster, plywood, and brick walls are calculated as 143 ms, 230 ms, 542
ms, and 2,577 ms, respectively. From these results, the percent 50 and acoustic
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plaster walls can be considered as the mild and medium levels of reverberant
walls, respectively while the plywood and brick walls can be considered as the
severely reverberant walls.

Table 1. Configuration of simulation conditions for sound source localization

Room Size Length (x): Width (y): Height (z)
= 6m: 4m: 3m

Wall Conditions Anechoic, Percent 50, Acoustic Plaster,
Plywood, and Brick

Ear Position x = 3.5m, y = 1.5m, z = 1.2m

Head Width 14.5 cm

Distance from a Source 1.5 m

As a benchmark data set, the digit utterances obtained from 10 male and 10
female speakers were selected from the TIDigits in Aurora 2 database. For each
speaker, 10 utterances were selected and thus in total, 200 utterances were used
for our simulation. Then, the simulation for sound source localization using the
ZCTD and ZCTD with the precedence effect (ZCTD PREC) was performed.
Then, the simulation results of root mean square errors (RMSEs) between the
true and estimated sound source directions for various azimuth angles of 10,
20, 40, 60 and 80 degrees and also for various wall conditions were obtained as
illustrated in Fig. 3. In Fig. 3-(a), the estimation errors of the ZCTD method
increased as the degree of azimuth angle increased in severely reverberant con-
ditions. This was due to the fact that the histogram of ITD estimates had the
peak at the center of azimuth angle as illustrated in Fig. 2-(a). On the other
hand, in Fig. 3-(b), the estimation errors of the ZCTD method with the prece-
dence effect were small and did not have strong tendency of estimation errors
according to the azimuth angles. In summary, these simulation results showed
that 1) both ZCTD-based methods provided more accurate estimation of sound
source directions especially in smaller azimuth angles, 2) the ZCTD method
provided robust estimation of sound source directions up to the medium level
of reverberant condition such as a room with acoustic plaster walls except high
azimuth angles, and 3) the ZCTD PREC provided quite robust estimation of
sound source directions even in the severely reverberant conditions such as a
room with plywood walls and a room with brick walls.

5 Conclusion

In this work, the precedence effect in which the preceding auditory signals sup-
press the lagging signals unless the intensity of signals is not strong enough, is
considered. This psychoacoustic phenomenon is believed to play an important
role for identifying the directions of sound sources. From this viewpoint, the
precedence effect was implemented in the previously suggested method [4] of
zero-crossing-based sound source localization. In our approach, the precedence
effect is easily implemented in the ZCTD method by adding the condition of
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(a) (b)

Fig. 3. Sound source localization for a source in various reverberant conditions: (a) and
(b) represent the RMSE of the estimated sound source directions in degrees of azimuth
angles using the ZCTD and ZCTD with the precedence effect method, respectively.

determining unreliable ZC points. This is possible since the ITD cues are actu-
ally measured in our method as does in the human auditory system. As a result,
the suggested ZCTD method with the precedence effect is able to provide the
robust estimation of sound source directions in reverberant conditions. Through
the simulation for sound source localization in various reverberant conditions,
we have shown that the suggested ZCTD method with the precedence effect
provides the robust estimation of the sound source directions even in severely
reverberant conditions.
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Abstract. Joint approximate diagonalization (JAD) is a widely-used
method for blind source separation, which can separate non-Gaussian
sources without any other prior knowledge. In this paper, a new exten-
sion of JAD (named ensemble JAD) is proposed in order to ameliorate
the robustness for a small size of samples by an information theoretic ap-
proach. In JAD, the cumulant matrices are estimated and represented by
the average (namely, the first-order moment) over given samples. On the
other hand, ensemble JAD preserves the ensemble of all the cumulant ma-
trices for each sample without averaging them. Then, the second-order
moments among the ensemble are utilized for estimating the sources.
Numerical experiments verify the validity of this method when the sub-
Gaussian (negative kurtosis) sources are included.

Keywords: independent component analysis, joint approximate diago-
nalization, information theoretic approach, higher-order cumulants.

1 Introduction

Independent component analysis (ICA) is a useful method in signal processing
[5,4]. It can solve blind source separation problem under the assumptions that
source signals are statistically independent of each other. In the linear model
(given as xm = Asm), it estimates the N ×N mixing matrix A = (aij) and the
N -dimensional source signals sm = (smi ) from only the N -dimensional observed
signals xm = (xm

i ). Each m corresponds to a sample (m = 1, · · · ,M). So, N and
M are the number of signals and the sample size, respectively. Joint approximate
diagonalization (denoted by JAD) [3,2] is one of the widely-used methods for es-
timating A. JAD utilizes the following algebraic property of cumulant matrices:
Γ̃ pq = WΓ pqW

′ is diagonal for any p and q if W = (wij) is equal to the sepa-

rating matrix A−1, where Γ pq = (κijpq) and Γ̃ pq = (κ̃ijpq) are the matrix of the
4-th order cumulants of xm and the rotated one, respectively. The error function
of JAD is defined as the sum of off-diagonal elements

∑
p,q>p

∑
i,j>i (κ̃ijpq)

2
. A

significant advantage of JAD is its versatility. It does not depend on the specific
statistical properties of sources except for non-Gaussianity [2]. However, because
the actual estimation Γ pq =

∑
m Γm

pq/M is just an approximation of the true
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Γ pq (where Γm
pq is the estimation of cumulants on a single sample m), JAD is

not expected to be robust for a small size of samples. In our previous works
[6,7], an information theoretic approach to JAD has been proposed in order to
improve the robustness. By estimating theoretically the “true” probability dis-
tribution of each non-diagonal κ̃ijpq ∈ Γ̃ pq (i �= j) under the conditions that W
is accurately estimated (namely, W = A−1), this approach could apply some
robust statistical techniques to JAD.

In this paper, the information theoretic approach is developed further and a
new robust expansion of JAD is proposed. First, the “true” probability distribu-
tion on all the elements of Γ̃

m

pq = (κ̃m
ijpq) (including the diagonal ones) for each

sample m is estimated theoretically. Second, a new objective function is derived
as the log-likelihood of the distribution. Then, a new method called “ensemble
JAD” is proposed by optimizing the objective function. This method holds the
ensemble of the cumulant matrices Γ̃

m

pq for all the samples and estimates W
by utilizing all the matrices. Though its computational costs increase in pro-
portion to the sample size M , it can utilize the additional information of the
limited samples which is lost in the usual JAD through the average operation
κ̃ijpq =

∑
m κ̃m

ijpq/M . This paper is organized as follows. In Section 2, the true
probability distribution of κ̃m

ijpq is estimated theoretically. The new method “en-
semble JAD” is described in Section 3. Section 4 shows numerical results on
some artificial datasets. Lastly, this paper is concluded in Section 5.

2 Estimation of Distribution

Here, the “true” distribution of κ̃m
ijpq is estimated. The word “true” means that

the separating matrix is given accurately W = A−1. Now, the following four
conditions are given in advance:

1. Linear ICA Model: The linear ICA model xm = Asm holds. In addition,
the mean and the variance of each independent source smi are 0 and 1,
respectively. In other words, Es(s

m
i ) = 0 and Es(s

m
i smj ) = δij where Es() is

the expectation operator over sm and δij is the Kronecker delta.

2. Dominance of Kurtosis: The kurtosis of smi is dominant over the other
higher-order cumulants. In other words, the 3rd-order, 5th-order, and the
other higher-order cumulants are negligible.

3. Whitening: xm is accurately whitened (A is orthogonal).
4. Random Mixture: Each element aij in A is given randomly and inde-

pendently, whose mean and variance are 0 and 1/N , respectively. In other
words, EA(aij) = 0 and EA(aijakl) = δikδjl/N

2 where EA() is the expecta-
tion operator over A.

Because Condition 3 constrains A, Condition 4 does not hold rigorously under
this condition. However, because this constraint is relatively weak, both of Con-
ditions 3 and 4 can be satisfied approximately by generating A randomly and
whitening xm.
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Under the above conditions, the first and second moments of the true dis-
tribution of κ̃m

ijpq (i ≤ j, p < q) is estimated. Because xm is assumed to
be pre-whitened (Condition 3), the estimated 4th-order cumulants on xm are
given as

κm
ijpq = xm

i xm
j xm

p xm
q − δipδjq − δjpδiq. (1)

Under the basic linear model (Condition 1), each element κ̃m
ijpq of the diagonal-

ized matrix Γ̃
m

pq = WΓm
pqW

′ is given as

κ̃m
ijpq =

∑
k,l

apkaqls
m
i smj smk sml − apiaqj − apjaqi (2)

where xm = Asm and W = A−1 = A′ are utilized. Then, the expectation of
the first moment (the mean) of κ̃m

ijpq over s and A is given as

EA

(
Es

(
κ̃m
ijpq

))
=
∑
k,l

δpqδklEs

(
smi smj smk sml

)− 2δpqδij = 0 (3)

where Condition 4 and p < q are used. Next, the second-order moment of
κ̃m
ijpq(i ≤ j) and κ̃m

klrs(k ≤ l) over A and s is given as

EA

(
Es

(
κ̃m
ijpq κ̃

m
klrs

))
=

δprδqs
N2

(∑
t,u

Es

(
smi smj smk sml smt smt smu smu

)− 4δikδijδil

(
Es

(
(smk )

4
)
− 1

))
.(4)

By a basic relation between cumulants and moments [8], the expectation term
over sm in Eq. (4) is given as a sum of products of cumulants over all the
partitions of the set of the subscripts as follows:∑

t,u

Es

(
smi smj smk sml smt smt smu smu

)
=
∑
t,u

∑
ω∈Ωijklttuu

∏
B∈ω

κs[B] (5)

where Ωijklttuu is the set of all the partitions of the subscripts {i, j, k, l, t, t, u, u},
ω is a partition, B is a subset of subscripts in ω, and κs[B] is the true cumulant
of sm on the subscripts in B. Under Condition 1, the first and second order
cumulants κs

i and κs
ij are given as 0 and δij , respectively. In addition, the sub-

scripts must be identical in the same subset in a partition because the sources
are independent of each other. Therefore, Eq. (5) is rewritten as a combination
of the 3rd-8th order cumulants of each smi . Under Condition 2, it is simplified
further by focusing on only the 4th-order cumulants (kurtoses, denoted as αi

below). In addition, by the symmetric property, the sets of four given subscripts
(i, j, k, l) are classified into the following five types: (i, j, k, l), (i, i, j, k), (i, i, i, j),
(i, i, j, j), and (i, i, i, i) where i, j, k, and l are different from each other. Thus,
after some lengthy but simple transformations, Eq. (4) is finally rewritten as

EA

(
Es

(
κ̃m
ijpq κ̃

m
klrs

)) 

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σii (p = r, q = s, i = j = k = l),

σij (p = r, q = s, i = k, j = l, i < j),

σik (p = r, q = s, i = j, k = l, i �= k),

0 (otherwise.)

(6)
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where σvw is given as

σvw =

{
αv + 3 + 30αv+30

N +
(αv+3)

∑
t αt+172αv+34α2

v+64

N2 (v = w),

1 + 2αv+2αw+10
N +

∑
t αt+16αv+16αw+2αvαw+24

N2 (v �= w).
(7)

Here, α = (αi) can be regarded as the unknown parameters. Eqs. (6) and (7)
show that the second moments are determined by the unknown parameter α
through an N × N matrix Σ = (σij). After all, the first-order moment of each
κ̃m
ijpq in Eq. (3) and the second-order moment between any κ̃m

ijpq(i ≤ j) and
κ̃m
klrs(k ≤ l) in Eq. (6) were estimated.
The Gaussian approximation model using the estimated first and second mo-

ments is employed in this paper. Regarding κ̃m
jipq(i < j), it is equal to κ̃m

ijpq

by algebraic symmetry. Therefore, any fixed prior distribution can be employed
without changing the likelihood essentially. An independently and identically
uniform distribution u (x) = c is used here for simplicity. By noting that the
covariance between κ̃m

ijpq and κ̃m
klrs is equal to 0 unless p = r and q = s, each set

Γ̃
m

pq =
(
κ̃m
ijpq

)
(for i = 1, . . . , N and j = 1, . . . , N) is regarded to be independent

of Γ̃
m

rs. Thus, the “true” distribution of Γ̃
m

pq (p < q) is estimated as follows:

P Γ̃
(
Γ̃

m

pq

)
= cN(N−1)/2

∏
i,j>i

gij
off

(
κ̃m
ijpq

)
gon

(
dg(Γ̃

m

pq)
)

(8)

where gij
off

() is a Gaussian distribution of each off-diagonal elements (i < j)

given by

gij
off

(κ̃) = exp
(−κ̃2/2σij

)
/
√
2πσij (9)

and gon() is a multidimensional Gaussian distribution of the vector of the on-

diagonal elements dg(Γ̃
m

pq) by

gon

(
dg(Γ̃

m

pq)
)
= exp

(
−dg(Γ̃m

pq)
′Σ−1dg(Γ̃

m

pq)

2

)
/
√
2π|Σ|, (10)

where |Σ| is the determinant of Σ. cN(N−1)/2 corresponds to the off-diagonal

symmetric elements (i > j). By the transformation Γ̃
m

pq = WΓm
pqW

′, the linear

transformation matrix from the vectorized elements of Γm
pq to those of Γ̃

m

pq is
given as the Kronecker product W ⊗W . Therefore, the distribution of Γm

pq is
determined by

PΓ
(
Γm

pq|W ,Σ (α)
)
= |W ⊗W |P Γ̃

(
Γ̃

m

pq|W ,Σ
)
= P Γ̃

(
Γ̃

m

pq|W ,Σ
)

(11)

where |W ⊗W | = |W |2N = 1 because of the orthogonality of W . Thus, the
distribution of Γm

pq is estimated, which depends on the parameters W and Σ.
Note that Σ is determined by α in Eq. (7).
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3 Ensemble Joint Approximate Diagonalization

In order to estimate the optimal parameters of W and α, the objective function
is defined as the log-likelihood of PΓ in Eq. (11), which is given as

� (W ,Σ (α)) =
∑

m,p,q>p

logPΓ
(
Γm

pq|W ,Σ
)

=
∑

m,p,q>p

⎛⎝−∑
i,j>i

(
log σij

2
+

(
κ̃m
ijpq

)2
2σij

)
− log |Σ|+ dg

(
Γm

pq

)′
Σ−1dg

(
Γm

pq

)
2

⎞⎠
(12)

where some constants are omitted. Because it is difficult to maximize � w.r.t W
and α simultaneously, an alternating algorithm is employed where α and W are
optimized alternately.

Regarding the optimization of � w.r.t. α for a fixed W , a gradient algorithm
is employed in this paper. Because every κ̃m

iipq is fixed, Eq. (12) is rewritten as

� (Σ (α)) = −
∑

i,j 
=i log σij

4
− log |Σ|

2
−
∑
i,j

vij
4σij

−
∑

i,j zij
(
Σ−1

)
ij

2
(13)

where
(
Σ−1

)
ij

is the (i, j)-th element of the inverse matrix Σ−1 and some

constants are neglected. V = (vij) and Z = (zij) are given as

vij =

⎧⎨⎩0 (i = j),
∑

m,p,q>p(κ̃
m
ijpq)

2

MN(N−1)/2 (i �= j),
(14)

and

zij =

∑
m,p,q>p κ̃

m
iipqκ̃

m
jjpq

MN (N − 1) /2
. (15)

The gradient ∇� (α) (= ∂�
∂αi

) is given as

∂�

∂αi
=
∑
p,q

∂σpq

∂αi

∂�

∂σpq
(16)

where

∂σpq

∂αi
=

{
δpi

(
1 + 30

N +
172+

∑
t αt+68αp

N2

)
+

αp+3
N2 (p = q),

(δpi + δqi)
(

2
N + 16

N2

)
+

1+2δpiαq+2δqiαp

N2 (p �= q)
(17)

and

∂�

∂σpq
= − (1− δpq)

4σpq
−
(
Σ−1

)
pq

2
+

vpq
4σ2

pq

+

∑
k,l zkl

(
Σ−1

)
kp

(
Σ−1

)
ql

2
. (18)
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Here, the basic property d
(
C−1

)
ij
/dckl = − (C−1

)
ik

(
C−1

)
lj
for any invertible

matrix C = (cij) is utilized. Thus, the following update equation is derived by
the gradient method:

α := α+ τ∇� (α) . (19)

where τ is the stepsize parameter determined by a simple line search.
Regarding the optimization of � w.r.t. W for a fixed α (and Σ(α)), the Jacobi

method is employed in the similar way as in the well-known JADE algorithm
[3], which repeats a simple rotation of each pair of signals in order to optimize
the total objective function. For a pair (i, j > i), � is simplified into the following
term �ij depending on i and j:

�ij (θ) = −
∑

m,p,q>p

((
κ̄m
ijpq

)2
2σij

+

(
Σ−1

)
ii

2

(
κ̄m
iipq

)2
+

(
Σ−1

)
jj

2

(
κ̄m
jjpq

)2)

−
∑

m,p,q>p

((
Σ−1

)
ij
κ̄m
iipq κ̄

m
jjpq

)
(20)

where κ̄m
ijpq is the rotated cumulant by θ on the pair (i, j). They are given by(

κ̄m
iipq (θ) κ̄m

ijpq (θ)
κ̄m
ijpq (θ) κ̄

m
jjpq (θ)

)
=

(
cos θ sin θ
− sin θ cos θ

)(
κ̃m
iipq κ̃m

ijpq

κ̃m
ijpq κ̃m

jjpq

)(
cos θ − sin θ
sin θ cos θ

)
. (21)

Therefore, �ij (θ) is rewritten as

�ij (θ) = β1 sin 4θ + β2 cos 4θ + β3 sin 2θ + β4 cos 2θ + β5 (22)

where

β1 =
γ1
4

∑
m,p,q>p

(
κ̃m
iipq κ̃

m
ijpq − κ̃m

ijpq κ̃
m
jjpq

)
, (23)

β2 =
γ1
16

∑
m,p,q>p

((
κ̃m
iipq

)2
+
(
κ̃m
jjpq

)2 − 2κ̃m
iipq κ̃

m
jjpq − 4

(
κ̃m
ijpq

)2)
, (24)

β3 =
γ2
2

∑
m,p,q>p

(
κ̃m
iipq κ̃

m
ijpq + κ̃m

jjpq κ̃
m
ijpq

)
, (25)

β4 =
γ2
4

∑
m,p,q>p

((
κ̃m
iipq

)2 − (κ̃m
jjpq

)2)
, (26)

γ1 = − 1

Σij
+
(
Σ−1

)
ii
+
(
Σ−1

)
jj
− 2

(
Σ−1

)
ij
, (27)

γ2 =
(
Σ−1

)
ii
− (Σ−1

)
jj
, (28)

and β5 is a constant. The optimal θ̂ is given as

θ̂ = argmaxθ�ij (θ) . (29)

Though the optimum of �ij (θ) is not given analytically, it is not difficult to max-
imize numerically such a periodic function with a single parameter. A simple
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MATLAB function “fminbnd” is employed in this paper. Regarding the termi-
nation condition for each pair optimization, a model selection approach using
AIC is employed in the same way as in [6]. Consequently, the condition is given
as the following inequality (the details are described in [6]):

�ij

(
θ̂
)
− �ij (0) > 1. (30)

The complete algorithm of ensemble JAD is given as follows:

1. Initialization. Whiten given observed signals xm and multiply it by a ran-
domly generated orthogonal matrix. Then, calculate every Γm

pq.

2. Optimization (A). Calculate V and Z, and estimate α̂ by repeating Eq. (19)
until convergence.

3. Optimization (B). For every pair (i, j),

(a) Calculate θ̂ by Eq. (29).

(b) Only if Eq. (30) is satisfied, rotate W and every Γ̃
m

pq by θ̂.

4. Convergence decision. If no pair has been rotated in Optimization (B), end.
Otherwise, go back to Optimization (A).

4 Results

Ensemble JAD was compared with the well-known JADE [3] in blind source
separation of some artificial sources. The number of sources N was set to 8. The
following three types of sources were used: (a) all the sources were generated
by the Laplace distribution (super-Gaussian); (b) all the sources by the uniform
distribution (sub-Gaussian); (c) the half of them (4 sources) were generated by
the Laplace one and the other half by the uniform one. The square mixing ma-
trix A was randomly generated. The size of samples M was set from 20 to 300.
The final errors at the convergence were measured by the medians of Amari’s
separating error [1] over 10 runs. Fig. 1 shows the curves of the final separating
errors of ensemble JAD and JADE along the size of samples. Ensemble JAD was
superior to JADE when the sources include sub-Gaussian ones. Ensemble JAD
could estimate a more accurate separating matrix for a smaller size of samples
than JADE. Especially when all the sources were sub-Gaussian, ensemble JADE
could achieve the accurate estimation by about half size of samples in compari-
son with JADE. On the other hand, ensemble JAD was inferior to JADE when
all the sources are super-Gaussian. Through close inspection of this inferiority,
it was found that the kurtoses in α were not estimated accurately in this case.
The estimation may be improved in the future by assuming more general condi-
tions in the theoretical estimation of the true distribution and employing more
sophisticated optimization methods for α. Nevertheless, the numerical results
verified that the current ensemble JAD is effective for a limited size of samples
at least when the sources include sub-Gaussian ones.
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Fig. 1. Comparison of the final separating errors along the size of samples: The solid
and dotted curves correspond to ensemble JAD and JADE, respectively

5 Conclusion

In this paper, we propose a new ICA method named ensemble JAD, which
utilizes all the cumulant matrices on the ensemble of samples instead of the
averaged estimation. Numerical results verified that the method was superior to
the usual JADE for a limited size of samples including sub-Gaussian sources.
We are planning to elaborate the method further and apply it to other datasets.
We are also planning to investigate the effects of other higher-order cumulants
in addition to kurtoses.
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ICANN 2012, Part II. LNCS, vol. 7553, pp. 205–212. Springer, Heidelberg (2012)

8. Mendel, J.: Tutorial on higher-order statistics (spectra) in signal processing and
system theory: theoretical results and some applications. Proceedings of the
IEEE 79(3), 278–305 (1991)



EM Training of Hidden Markov Models for Shape
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Abstract. Shape descriptions and the corresponding matching techniques must
be robust to noise and invariant to transformations for their use in recognition
tasks. Most transformations are relatively easy to handle when contours are rep-
resented by strings. However, starting point invariance is difficult to achieve. One
interesting possibility is the use of cyclic strings, which are strings with no starting
and final points. Here we present the use of Hidden Markov Models for modelling
cyclic strings and their training using Expectation Maximization. Experimental
results show that our proposal outperforms other methods in the literature.

Keywords: hidden markov models, cyclic strings, shape recognition.

1 Introduction

In a shape classifier, shapes can be represented by their contours or by their regions.
Contour based descriptors are widely used as they preserve local information, which is
important in the classification of complex shapes.

Dynamic Time Warping (DTW) is being increasingly applied for shape matching [1].
A DTW-based dissimilarity measure is a natural option for optimally aligning contours,
since it is able to align parts as well as points and it is robust to deformations. Hidden
Markov Models (HMMs) [2] are also used for shape modelling and classification [3–7].
HMMs have some of the properties of DTW matching and they also provide a proba-
bilistic framework for training and classification.

Shape descriptors, combined with shape matching techniques, must be invariant to
many distortions, including scale, rotation, noise, etc. Most of these distortions are rel-
atively easy to deal with. However, invariance to the starting point is difficult to achieve
no matter the representation. In the case of HMMs there are several approaches for deal-
ing with this invariance [3, 5–7, 4], but all of them have drawbacks. The best solution to
this problem is to consider every possible starting symbol of the string that represents
the contour, that is, to use cyclic strings. HMMs can only generate ordinary strings
and not cyclic strings. To overcome this problem, in this paper, we present the use of
HMMs for modelling cyclic strings and their training using Expectation Maximization.
Preliminary work on this problem appears in [8].
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Fig. 1. Examples of HMMs. An HMM state can emit any of four symbols according to the prob-
ability distribution represented by a pie chart. Probability distribution for initial states is repre-
sented by dotted arrows. (a) Ergodic topology with four states. (b) Linear left-to-right topology.
(c) Bakis left-to-right topology. (d) Circular topology as proposed in [4]. Contours are segmented
by associating a state to each segment. Ideally, each state is responsible for a single segment.

2 Defining the Problem of Cyclic Strings with HMMs

2.1 Common Approaches

One crucial aspect when applying HMMs is the definition of an adequate topology.
Many works use ergodic topologies [5–7], which have some problems. The main is that
it is possible to visit a state more than once without using self transitions (Fig. 1a).
Ergodic models do not impose restrictions in the order of the strings of observations.
When the string of observations is temporal or an order exists (as in shape contours),
these topologies do not fully exploit the sequential or temporal information of the data
and many states are used to explain multiple observations from different parts along the
contour. This makes training and recognition a complex problem.

From the previous observations, left-to-right topologies seem more suitable. These
topologies do not allow to visit states that are to the left of the current one (Figs. 1b
and 1c). In left-to-right models there is an initial state and a final state. This way, the
sequence of states is forced to begin in the initial state and it never revisits a state
once it lefts it. When a string of symbols is segmented, all the symbols of a segment
are emitted by the same state, and consecutive segments are associated to consecutive
states. Although these topologies usually have more states, their number of transitions
is low, and consequently the overall complexity of the algorithms is reduced.

In [4], a circular topology is proposed to model contours (Fig. 1d), which can be seen
as a modification of the left-to-right topology, where the last emitting state is connected
to the first. This topology eliminates the need for a starting point: the contour can be seg-
mented by associating consecutive states to consecutive segments in the cyclic strings,
but there is no assumption about which is the first or last segment (Fig. 1d); therefore,
there is an analogy with left-to-right topologies. However, there is a problem that breaks
this analogy: like in the case of ergodic models all the states can be reached from any
state and we can finish in any of them. Therefore, the optimal path can contain non-
consecutive repeated states and one state can be responsible of the emission of several
non-consecutive segments of the contour. Besides, it is possible to have an optimal path
that does not visit all the states at least once.
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(a) (b)

Fig. 2. (a) Original shapes and their canonical versions using Fourier descriptors [9]. The same
shapes compressed in the horizontal axis have different rotation and starting point. (b) Canonical
version of an elephant with its trunk down and with its trunk raised using the method of least
second moment of inertia [3].

Another approach is the election of a reference rotation and from it a starting point [3,
9]. The basic idea is that, after normalization, all shapes have a canonical version with
a “standard” rotation and starting point, and thus, they can be compared as if their
representations were linear. But invariance is only achieved for different rotations and
starting points of the same shape. Different shapes (even similar ones) may differ sub-
stantially in their canonical orientation and starting point. Fig. 2a shows three percep-
tually similar figures whose canonical versions are significantly different in terms of
orientation and starting point. This problem frequently appears in shapes whose basic
ellipse is almost a circle. Besides, shapes of the same class with little differences can
substantially alter the selection of the starting point. Fig. 2b shows two elephants, one
with its trunk down and the other with its trunk raised, this fact and other little differ-
ences modify the canonical rotation of the method of least second moment of inertia,
and with it, the selection of the starting point.

2.2 Cyclic Strings

The most suitable solution for obtaining the invariance to the starting point is to use
every possible starting point of the strings, i.e., using cyclic strings. A cyclic string can
be seen as the set of strings obtained by cyclically shifting a conventional sequence.
Let x = x1 . . . xm be a string from an alphabet Σ. The cyclic shift ρ(x) of a string x
is defined as ρ(x1 . . . xm) = x2 . . . xmx1. Let ρk denote the composition of k cyclic
shifts and let ρ0 denote the identity. Two strings x and x′ are cyclically equivalent if
x = ρk(x′), for some k. The equivalence class of x is [x] = {ρk(x) : 0 ≤ k < m} and
it is called a cyclic string.

To achieve starting point invariance using cyclic strings we model the generation
process as follows. An HMM generated a string that later suffered an unknown cyclic
shift. That is, a model, λ, has generated a string, x = x1x2 . . . xm, that has suffered the
transformation, ρk

′
(x), for an unknown k′. We treat x as a cyclic string, [x], and we

assume that all the cyclic shifts are equiprobable. Thus, the probability of [x] given a
model λ is

P ([x]|λ) =
m−1∑
k=0

P (x|λ, k)P (k|λ) = 1

m

m−1∑
k=0

P (ρk(x)|λ), (1)

that is, we must compute the probability for every possible cyclic shift and add them.
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Similarly, finding the best cyclic shift and sequence of states amounts to compute

P̂ ([x]|λ) = 1

m
max

0≤k≤m−1
P̂ (ρk(x)|λ) ∝ max

0≤k≤m−1
P̂ (ρk(x)|λ). (2)

where P̂ is the Viterbi score for a string.
Initially, we adopt P̂ as an estimation of the real probability because it is a very good

approximation1.

3 Cyclic Training

To train HMMs cyclic strings we have to estimate the Markov model parameters that
maximize the probability of the observed cyclic strings. That is, our objective is to
maximize:

P (X |λ) =
L∏

l=1

P ([x](l)|λ) =
L∏

l=1

1

m(l)

m(l)−1∑
k=0

P (ρk(x(l))|λ), (3)

where X is a set of cyclic strings, X = {[x](1), [x](2), . . . , [x](L)}.
We use an iterative procedure. First, we set some initial values for λ. Then, we ob-

tain new values of these parameters in each iteration, using increasing transformations,
applying the Baum-Eagon inequality [10, 11]. It is guaranteed that the new estimated
values increase the value of the objective function and, therefore, its convergence.

Let Σ = {v1, v2, . . . , vw}, be an alphabet (the set of observable events is discrete
and finite). Let A = {aij} be the matrix of transition probabilities between states (1 ≤
i, j ≤ n, where n is the number of states) and let B = {bij} be the matrix of observation
probabilities (1 ≤ i ≤ n and 1 ≤ j ≤ w) [2]. As we know that

∑n
j=0 aij = 1 for

0 ≤ i ≤ n and that (3) is a polynomial with respect to A, the new estimation, āij , can
be obtained with the Baum-Eagon inequality [10, 11]. Applying logarithms and [10]
to (3), we conclude that:

āij =

∑L
l=1

∑m(l)−1
k=0

1∑m(l)−1
k=0

P (ρk(x(l))|λ)
∑m(l)−1

t=0 αlk
t (i)aijbj(ρ

k(x
(l)
t+1))β

lk
t+1(j)∑L

l=1

∑m(l)−1
k=0

1∑m(l)−1
k=0

P (ρk(x(l))|λ)
∑m(l)−1

t=0 αlk
t (i)βlk

t+1(j)
,

(4)
where αlk

t (i) and βlk
t (j) are the forward and backward probabilities for the shifted

string, ρk(x(l)), and are defined similarly to those in [2].

Analogously, with bi(vj) (the probability of observing the symbol vj being in state
i) and knowing that

∑w
j=0 bi(vj) = 1 for 1 ≤ i ≤ n and that (3) is a polynomial with

respect to B (the matrix of observation probabilities [2]), we arrive at

b̄i(vj) =

∑L
l=1

∑m(l)−1
k=0

1∑m(l)−1
k=0 P (ρk(x(l))|λ)

∑m(l)−1
t=1
∀ρk(x

(l)
t )=vj

αlk
t (i)βlk

t (i)∑L
l=1

∑m(l)−1
k=0

1∑m(l)−1
k=0 P (ρk(x(l))|λ)

∑m(l)−1
t=1 αlk

t (i)βlk
t (i)

. (5)

1 And it offers certain implementation advantages and reduction of computational time.
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A similar reasoning can be used for continuous models.
This cyclic Baum-Welch (CBW) algorithm is an application of Expectation Maxi-

mization, and then, it needs a good initialization for λ. In the next section we propose a
heuristic to solve this.

4 A Heuristic for Selecting the Starting Point

We will see in the experiments that the labelling of the training samples gives us an
heuristic for obtaining a starting point that improves those in the literature (Section 2).

We need to perform a preprocessing. For it we use cyclic DTW (CDTW) [1] that,
apart from returning the cost (distance) of the cyclic alignment, can also return the
corresponding cyclic shift of one of the strings for the alignment with the other string.
Starting from a set of training samples, our aim is to choose an appropriate starting
point for them. We select a representative (the centroid of the class using CDTW) and
an arbitrary starting point for it. With the representative of each class and its starting
point, we compute the CDTW for each one of the other members of the class and the
representative, obtaining the cyclic shift of the alignment that defines a good starting
point for each of them. Once we have an appropriate starting point for the training
samples, we can train the model of each class as if the cyclic strings were ordinary
strings.

In a similar way, to classify a new sample, we begin by finding adequate starting
points for it (one for each class). These starting points are computed by CDTW with
the representative of each class. Thus, with this starting point for each class we can
compute probabilities (or Viterbi scores) in a conventional way.

Although, as we will see in the next section, this solution has worse results than the
CBW algorithm, both training and recognition are much faster. Moreover this training
can be used as a good initialization for the CBW algorithm.

5 Experiments

In order to assess the behaviour of the presented methods, we performed comparative
experiments on a shape recognition task on publicly available databases: MPEG7 CE-
Shape-1 corpus part B (MPEG7B) (1440 samples in 70 classes) [12], Silhouette corpus
(1070 samples in 41 classes) [13], He-Kundu corpus (8 samples) [3] and Subset 1 cor-
pus (7 classes of the MPEG7B corpus, 20 samples per class) [7].

The outer contours of the images were extracted as sequences of points. A random
starting point in each sequence was also selected and 128 landmark points were sam-
pled uniformly. As it is customary in the literature of HMMs and shape recognition we
used the curvature shape descriptor. The evaluation was done with classification rates
for different number of states (we train an HMM for each class): 10 to 120 in steps
of 10. We only use a gaussian per state. The experiments of Section 5.1 were performed
using cross validation. The ones of Section 5.2 were performed with a leaving-one-
out approach for comparing with other results in the bibliography. In all of them, for
classification, we use the Viterbi scores.
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5.1 Invariance to the Starting Point, Left-to-right Topologies and Cyclic
Approach

In Section 2 several solutions to the starting point invariance problem are commented.
We compare our heuristic (Section 4) with the circular topology [4], the election of the
starting point using Fourier descriptors [3], and the ergodic topology [5–7]. In Fig. 3a
the results of the comparison are shown, for MPEG7B and Silhouette corpora. The
election of the starting point and the circular topology (especially the latter) happen to
be the most competitive with respect to our heuristic while the ergodic topology obtains
the worst results2.

In Section 2 we mentioned that left-to-right topologies are the most suitable for mod-
elling strings. However, within these topologies, the linear topology seems to be the
best for this purpose, because having more transitions increases the complexity of the
model. Here we empirically prove this affirmation with a comparison between three
left-to-right topologies: linear, Bakis and the one with four transitions per state. The
last one is similar to Bakis but with another transition to the state three places from the
current. The method used for training and classifying is our heuristic. The results are
shown in Fig. 3b. As we can see the linear topology outperforms the others.

We compare our cyclic approach, the CBW algorithm (Section 3) with our heuristic
and the circular topology [4]. Cyclic training is initialized using the heuristic in a linear
left-to-right topology. Comparative results are in Fig. 3c. We can observe that cases
where CBW algorithm wins predominate. The best results that we obtain using CBW
are 93.93% and 93.84% for the MPEG7B and Silhouette corpora.

5.2 More about the Ergodic Topology

In Section 5.1 we experimentally saw that the ergodic topology does not offer good
results. However, in the literature there are works [3, 5–7] where this topology is used.

More specifically, in [5] experiments are performed with this topology. For training,
the authors choose a number of states with BIC (Bayesian Inference Criterion) over a
clustering of curvatures. The obtained results are good enough but their corpora have
few samples and classes. They use a subset of the MPEG7B corpus of 6 classes with 10
samples per class (a subset of subset 1). They also use He-Kundu corpus for performing
an experiment of invariance to the starting point achieving a classification rate of 100%.
This way, they conclude that HMMs with an ergodic topology are enough for obtaining
this invariance. In our opinion, this experiment is not enough for claiming that affirma-
tion. For this corpus we also achieve a 100% with the CBW algorithm. In [6], a work
of the same authors, another subset of MPEG7B is used (a subset of subset 1, with 12
samples per class). We call this corpus subset 2, as it is done in [7]. In this case, they
use a canonical method for the election of the starting point. Instead of using BIC for
obtaining the number of states, they use a fixed number of states. In [7], the authors,
parting from the work of [5, 6], try to improve their results with a training based on GPD
(Generalized probabilistic descent method). They also use the subset 2 and create a new
one, subset 1. With subset 2 they obtain a classification rate of 97.63% ([6] obtains a

2 We will talk more about this topology in Section 5.2.
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Fig. 3. Classification rates (with corpora MPEG7B (left) and Silhouette (right)) for the compar-
ison between: (a) The circular topology (Arica), the election of the starting point with Fourier
descriptors (FDs), the ergodic topology (Ergodic) and our heuristic (Heuristic); (b) Different
left-to-right topologies. Linear topology, Bakis topology and topology of four transitions. Our
heuristic is used for training and classifying; and (c) cyclic Baum-Welch (CBW), our heuristic
(Heuristic) and circular topology (Arica).
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98.8%). With subset 1 they obtain a 96.43%. With subset 1 and the CBW algorithm,
we achieve a 99.28%, that even outperforms the classification rate of [6] with subset 2.
None of the previous works show results with the entire MPEG7B corpus.

6 Discussion

In this work, we have argued and empirically proved that other proposals in the literature
for obtaining the invariance to the starting point do not offer a suitable solution. We have
formalized training and recognition for cyclic strings with Hidden Markov Models,
formulating the corresponding Baum-Welch or Expectation Maximization algorithm.
We have shown that this cyclic treatment is the current best solution for obtaining the
starting point invariance.
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Abstract. This work presents a new object-based visual attention
model with bottom-up and top-down features. Bottom-up attention is
related to the contrast of primitive visual features, such as color, orien-
tation, and intensity. On the other hand, top-down attention is related
to the intentions of the viewer and can be seen as a modulation pro-
cess through the selection system. Thus, if the viewer is searching for an
specific shape or color, the top-down modulation can bias the searching
process in relation to those features. Our model is composed of five main
modules which are responsible for the extraction of the visual features,
image segmentation, object recognition, object-saliency map, and object
selection. Results on natural images are compared with state-of-the-art
approaches and an ground truth fixation maps for a variety of images
revealing the efficacy of the proposed approach for visual attention.

Keywords: top-down biasing, bottom-up and top-down visual
attention, object-based attention, recognition of objects.

1 Introduction

Perceiving a complex scene is a quite demanding task for a computer albeit
our brain does it efficiently. Evolution has developed ways to optimize our visual
system in such a manner that only important parts of the scene undergo scrutiny
at a given time. This selection mechanism is named visual attention [9].

Visual attention operates in two modes: bottom-up and top-down. Bottom-up
attention is driven by scene-based conspicuities, such as the contrast of colors,
orientation, etc. [12]. On the other hand, top-down attention is controlled by
task, memory, expectations, etc. The knowledge of the task is crucial in this se-
lection mechanism. Top-down attention can even modulate the bottom-up mech-
anism biasing features according to the task [12].

In additional to modulation mechanism taken into account, what is selected
from the scene also represents an important part of the selection process.
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In this scenario, several theories have been proposed and can be gathered in
three main lines: location-based attention, feature-based attention, and object-
based attention [20].

Object-based models, instead of only delivering the attention to locations or
specific features of the scene, claim that the selection if performed on object
level, it means that the objects are the basic unit of perception. In this case,
since the attention is directed to any part of an object, other parts also benefit
from this attentional process [20].

In order to develop models following object-based theories, one needs to con-
sider the integration of a perceptual organization module. This module might
segment the objects from the background of the scene based on Gestalt group-
ing principles, such as similarity connectedness, etc. Those objects, or percepts,
will compete for attention [9]. It is worth noting that although these processes
can be characterized as bottom-up, they can also be influenced by top-down
modulations according to task, such as searching for a specific shape [20].

Several neurocomputational object-based models of visual attention have been
proposed in recent years [15,2,3]. Research in qualitative models of visual at-
tention has mainly focused on the bottom-up guidance of early visual features,
disregarding any information about objects [12,17]. Achanta et al. [1] proposed a
frequency-tuned method that directly defines pixel saliency using a pixel´s color
difference from the average image color. Cheng et al. [8] proposed a regional con-
trast based saliency extraction algorithm, which simultaneously evaluates global
contrast differences and spatial coherence. On the other hand, recently works
have been conducted regarding the use of the knowledge of the target to in-
fluence the computation of the most salient region [14,10,5]. This knowledge is
usually learned in a preceding training phase but might in simpler approaches
also be provided manually by the user [11]. According to Borji et al. [6], the
research in this area is rather new and the few existing models are in their early
phases.

Here, we propose a new visual selection model with both bottom-up and top-
down modulations. The proposed model integrates a new network-based high
level classification [16] and the top-down modulations come in the form of a
polarization process in which scene features are biased according to the task.
We provide a qualitative comparison of the proposed model against an ground
truth fixation maps [13] and two state-of-the-art proposed methods [1,8] for
object-based salient region detection.

2 Proposed Model Description

The proposed approach to select salient objects is composed of the following
modules: a visual feature extraction module, a top-down biasing feature-based,
a LEGION network for image segmentation, a network-based high level data
classifier for object recognition, a network of integrate and fire neurons, which
creates the object-saliency map and, finally, an object selection module, which
highlights the most salient objects in the scene.
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The first stage in our visual attention model is responsible for extracting the
early visual features in parallel across the scene. The results from this stage are
the following conspicuity maps: colors, intensity and orientation. For a complete
description of how the conspicuity maps are computed, see [12]. The next stage
of the model is the combination of the results from the conspicuity maps with
specific weights, for the top-down biasing of the LEGION segmentation network.
The implementation of the LEGION followed the algorithm proposed in [18]. The
output from those modules feed the following modules: the network for object
recognition and the network of integrate and fire neurons, which creates the
object-saliency map.

The top-down biasing proposed in our model is defined by the association of
weights to output from the conspicuity maps (Ck). The saliency values for all
conspicuity maps are weighted and combined into a saliency map Sm defined as:

Sm =
1

nk

∑
k

WkCk, k ∈ {color, intensity, orientation} (1)

where nk denotes the number of conspicuity maps that have been chosen for the
biasing and Wk determines weight of the conspicuity map Ck.

According to [18], the segmentation process in the LEGION is based on the
idea that a segment must contain at least one oscillator, denoted as a leader,
which lies in the center of a large homogeneous region. Leaders are all oscillators
i in which the lateral potential pi ≥ θ where θ is a threshold [18]. In order to
generate the top-down biasing of the proposed model, an oscillator i defined as
leader only will pulse if its saliency value Smi ≥ θbias.

As described in previous sections, the proposed model takes both bottom-up
and top-down modulations into account. Early visual features, i.e. color contrast,
intensity contrast and orientation contrast, define the bottom-up signal. On the
other hand, information about previously memorized objects and their features
(top-down modulation) is responsible for guiding the selection process. Thus, in
order to apply the proposed model to select the salient objects of a given scene,
the Network-Base High Level Classification (HLC) [16], must be trained with a
set of objects representing the desired targets of the scene.

After the training process, HLC network is able to recognize a set of segments
(objects). Thus, the overall dynamics of the system can be understood as follows.
Each time a segment is highlighted (pulsing) into LEGION network it is directly
presented to HLC network. The output of the HLC indicates whether or not
the object is among those memorized by the recognition system. If the object
is recognized, the output value of the network is used for setting the attribute
recognition parameter Ri,j , where i and j represent the spatial position of pixels
inside each segment. Initially, Ri,j = 0 for all neurons. At the end of this process,
all the neurons related to objects that should receive attention (top-down mod-
ulation) will be assigned to a recognition value (Ri,j = [0, 1]) that will modulate
the attentional process. Segments representing unknown objects can also present
nonzero recognition values. In order to avoid those objects receiving top-down
modulation, a threshold for the recognition value (θr) is adopted. Thus, segments
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below this threshold are not considered. Hence, the value of recognition Ri,j is
defined by:

Ri,j =

{
1, if Ri,j ≥ θr
0, otherwise

, (2)

About the prior selection of salients objects, for each pixel of the input scene,
the following descriptors were extracted: intensity contrast I, spatial difference in
colors RG and RY , orientations Oθ with θ ∈ {0◦, 45◦, 90◦, 135◦}, pixel location
[i, j], and the recognition value Ri,j set by the HLC recognition module.

Let l be a neuron belonging to an active segment into LEGION model, and k
its respective index of the features, denoted here as lk = [C, I, O, L, R] (Color,
Intensity, Orientation, Location, Recognition). Once the segmentation process
is completed and the value of the salience of all pixels that belong to the input
image are properly calculated, the average of saliency of each feature k of the
segment j can be defined as:

Sj
k =

1

nj

∑
i∈nj

ljki
, (3)

where nj represents the number of neurons in segment j and ljki
is the value

of the saliency map at neuron i belonging to the feature k at segment j. It is
worth to note that each object is still represented by k features, preserving the
information of the segment.

According to [19], another important feature that might guide the deployment
of attention is the size of the object, which, in this work, is represented by nj ,
i.e. the object size is incorporated into the saliency value Sj

k according to the
number of neurons representing the segment j. Therefore, the feature vector is
redefined and normalized as lk = [C, I,O, L, S,R] ∈ [0, 1]6.

It is noted that the segments may not have significant values of saliency.
With that in mind, the use of a threshold value of saliency (θs) is indicated.
Hence, segments with value of saliency below the threshold value won’t partici-
pate in the competition for attention. The prior selection of salients objects Sj is
given by:

Ppriorselection(S
j) =

{
1, if

(
1
nk

∑
i∈nk S

j
i

)
≥ θs

0, otherwise
, (4)

where nk denotes the number of features responsible for guiding the attention
considered in this work.

The Object-Salience Map (OSM) is usually defined as a network composed of
neurons [15,2,3]. In this work, we do not consider each neuron individually, but
groups of neurons that represent objects (Equation (3)). Therefore, the object-
salience map is defined as a network composed of objects, with two types of
connections: excitatory and inhibitory. Excitatory connections represent a coop-
erative mechanism responsible for synchronizing groups of objects that closely
represent patterns of similarities (objects with similar features). On the other
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hand, the inhibitory connections are designed to inhibit objects related to back-
ground objects of the scene, allowing the object with the greatest saliency within
the scene to be selected. When an object pulses in the LEGION, its saliency sig-
nal is compared to all the other selected objects, whose states are updated by:

v̇i = −vi + Ei −WY Yi +

6∑
k=1

WkS
i
k, i = 1, . . . , ns (5)

where ns is the number of pulsating objects. The variable vi represents some
voltage-like state of segment i, Ei is the excitatory coupling term and WY is the
weight of inhibition from the coupling inhibitory Yi. Equation (5) represents an
integrate and fire neuron. Let Sj

k be an object belonging to an active segment
into LEGION model, and k its respective index of the features. The excitatory
coupling term Ei and the inhibitory coupling term Yi are defined as it follows:

Ei = Yi = d(Si
k, S

j
k), (6)

in which Ei will be updated if and only if the value of Ei contains the maximum
value of activation of the object i, Si

k represents each pulsating object and k is
the feature index. The similarity between the features representing the object
Sj
k to the other objects is defined by:

d(m, l) = exp

⎛⎝−
√√√√ 6∑

k=1

Wk(mk − lk)2

⎞⎠ , (7)

where Wk defines the weight associated with each feature k. By adjusting the
weights Wk it is possible to direct the attention to desired features. Thus, if
Wk = 0 for all the primitive information of the input image, the proposed model
becomes a strictly top-down model, and if Wk = 0 for information related to
object recognition, it becomes a bottom-up model.

The inhibitory connections are determined based on the contrast among fea-
tures. Thus, if two objects share similar features, that is, the contrast between
them is small or zero, the term Yi, in Equation (6), approaches 1.0 (see Equa-
tion (7)) and, therefore, the inhibitory coupling term Yi in Equation (5) assumes
a high value. On the other hand, when the signal of such objects is defined by
different features, the inhibitory coupling among them is small or even zero. Con-
sequently, objects with similar characteristics are mutually inhibited because of
the competition generated by inhibitory connections. An object that has a high
contrast in relation to the others is not inhibited and remains oscillating. Thus,
it represents the object under focus of attention of the system.

3 Experimental Results

In this section we show how our visual selection model can be used for both
feature-based top-down biasing and object-based visual attention. In order to
obtain a qualitative comparison of saliency results, we use ground truth fixation
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maps (FM) for a variety of images publicly available from a database provided
by Judd et al. [13], Toronto data set [7] (Fig. 1), and some images proposed by
us (Fig. 2). Also depicted are the outputs of both Achanta et al.[1] (AC) and
Cheng et al. [8] (CH) algorithms for comparison.

The first set of simulations applies the knowledge of the target to modulate
the segmentation. In Fig. 1 three scenes are shown with high variation in color,
intensity and orientation. It is worth noting that modifying the parameter values
Wcol, Wint, Wori, and θBias, can significantly change the number of segments
that will participate in the competition for attention. Although it is possible to
set the saliency threshold value θs, the threshold value of biasing θbias is impor-
tant to reduce the computational costs, to maximize detection rate and object
recognition. One can say that this behavior is biologically plausible, because in
some situations, low-contrast objects are automatically excluded from the scene.

Input FM[13] AC[1] CH[8] OSM

(a)

(b)

(c)

Fig. 1. Results 01 for qualitative comparison. Top-down biasing feature-based is used
with the following parameter values: (a) Wcol = 1.0, Wint = 1.0, Wori = 1.0, θbias =
0.2, W1 = 1.0, W2 = 0.1, W3 = 0.6, W4 = 0.1, W5 = 0.1 and W6 = 0.0, (b) Wcol = 1.0,
Wint = 0, Wori = 0, θbias = 0.1, W1 = 0.3, W2 = 0, W3 = 0, W4 = 0.3, W5 = 0 and
W6 = 0, and (c) Wcol = 1.0, Wint = 0, Wori = 0, θbias = 0.5, W1 = 1.0, W2 = 0,
W3 = 0, W4 = 0, W5 = 0 and W6 = 0. The parameter values θs = 0 and WY = 1.0 are
used for all the experiments.

In the following simulations, we considered a driver on a road. Here, it is in-
tended to show that the proposed model can indeed help to solve real-world prob-
lems, specifically those pertaining to both visual attention and pattern recogni-
tion. In this context, initially the HLC network is trained to recognize the road
signs shown in Fig. 2 (see [16] for details about this classifier). Then when a
segment (neuron) is pulsing in the LEGION network, it is presented to HLC
network and its output indicates the classification membership value of each
segment. In this simulation, values have been assigned to the parameter in order
to direct the attention to recognized objects that are the road sign, since the
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others were previously excluded by the top-down bias. It is worth noting that in
this simulation, due to the similarity among images and goals, it was possible to
determine the most appropriate choices of the parameter values. Thus, according
to Fig. 2 (OSM), the objects with the greatest saliency value are the road signs.

Input AC[1] CH[8] OSM Input(OSM)

(a)

(b)

(c)

Fig. 2. Results 02 for qualitative comparison. Top-down biasing for road sign detection.
The parameter values Wcol = 1.0, Wint = 0.0, Wori = 0.0, θbias = 0.2, θs = 0.0,
WY = 1.0, W1 = 1.0, W[2..5] = 0 and W6 = 1.0 are used for all the experiments.

The object-salience map appearing in Figs. 1 and 2 give some sense of the
efficacy of the proposed model in predicting which objects of a scene human
observers tend to fixate. As may be observed, the predictive capacity of the model
is on par with the methods for salient region detection proposed by Achanta et
al.[1] and Cheng et al. [8].

4 Conclusion and Future Works

In this work we have presented a new neurocomputational visual attention model
with bottom-up selection and top-down modulation. In contrast to former mod-
els [4,2,3], the proposed model is able to attend to objects related to the viewers
intention. More specifically, by adjusting the weights related to any of the prim-
itive visual features or to the recognition value (higher level intention), it is
possible to bias the selection process through the scene. Its dynamics is closed
related to biological vision, where top-down modulation can influence the selec-
tion of objects related to the task. For example, if we are searching for a red
object, the color feature can be biased against other features. Thus, the irrelevant
information of the scene according to the task can be ignored. Simulations and
qualitative comparisons showed that our model was able to deal with real scenes
providing good results in all scenarios taken into account. As future work, we
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intend to apply the proposed model on video, for this purpose we will consider
the top-down bias, able to direct visual attention previously to the segmentation
process.
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Abstract. This paper proposes a recognition method of human actions
in video by adding new features, the joint angle acceleration to the fea-
ture space. In this method, human body is described as three-dimensional
skeletons. The features consist of vectors of several important joint angles
on the human body and the joint angle accelerations are also considered
as a part of features. Hidden Markov Model (HMM) is used as classi-
fication scheme. The HMM models are trained by sequences extracted
from the CMU graphics lab motion capture database1. This method is
invariant to scale, coordinate system and transition. A system is im-
plemented to recognize 4 different types of actions (walk, run, jump and
jumping jack) both on the dataset of CMU and Weizmann[7]. Each video
clip contains a single action type. The experimental results show excel-
lent performance of the proposed approach. A maximum 10.3% accuracy
gain can be achieved by our method compared with the method without
considering acceleration.

Keywords: Human action recognition, skeleton, joint angle, HMM,
angle acceleration.

1 Introduction

Recognition of human actions in video is an important topic in computer vision.
It has the wide range of applications, such as security surveillance, video anal-
ysis, robot simulation. Even though there are already a number of models and
algorithms that can achieve good results under well constraints, the performance
of the existing models is not satisfactory for open testing data. For this reason,
robust action recognition methods, against the variations of illumination, view-
point, scale, etc., are demanding for practical applications. Most of the previous
methods focus on non-human representations for recognition. That means the
features are based on pixels or patches, but not on the human body. For instance,
[1] and [2] involve computation of optical flow, whose estimation may be limited

1 CMU graphics lab: Carnegie Mellon University Motion Capture Database,
http://mocap.cs.cmu.edu (2012).
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by a lot of constraints (e.g. the interpretation of motion); [3] and [4] regard the
video sequence as a space-time volume of intensities, gradients, or other local fea-
tures. However, the method in this paper concentrates on the human body and
represents the body as skeleton. Figure 1 shows the architecture of our system.
Despite the fact that [5] and [6] also represent human as skeleton, the extracted
features are different from the features in this paper. Instead of using joint an-
gles, [5] uses the distribution of star skeleton as features for action recognition.
In [6], only the angle between two legs is used to distinguish walk from run. The
features used in this paper are vectors that consist of both static information
(degrees of 9 important joint angles on the human body) and dynamic informa-
tion (joint angle accelerations). Our method can not only distinguish walk from
run, but also recognize jump and jumping jack. After extraction of the features,
HMM is used to classify the action categories. In the training phase, each ac-
tion category has an individual HMM model and the parameters of the model
are estimated and optimized by the training data, in order to best describe the
training sequences. While recognizing, the HMM model, which matches the test
sequences best, is chosen as the recognized category.

This paper is organized as follows. In section 2, the approach of feature pre-
sentation and extraction is presented. In section 3, the observation assignment of
HMM in this method is introduced. In section 4, some experimental results and
discussion are reported. In section 5, conclusion and future work are outlined.

Fig. 1. Illustration of the system architecture. (a) Process flow of feature extraction.
(b) Process flow of recognition.

2 Feature Extraction

Human action consists of a series of postures over time. The shape of human
skeleton can describe the posture well. In order to present the skeleton clearly
and accurately, joint angles are used. The feature we used in this paper is the
vector that consists of two parts: the joint angles in radian and the joint angle
accelerations.
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2.1 Joint Angles

A joint is the connection location of two or more bones. Joints are very impor-
tant to human, because they are constructed to allow movement and provide
mechanical support. Joint angle in this paper means the angel that takes the
joint position as the vertex and takes the two bones, which are connected by
this joint, as the sides (as shown in Fig. 2(d)). According to the importance of
body parts for describing action, 11 points on human body are chosen, namely
head, neck, elbows, hands, waist, knees and feet (as shown in Fig. 2(b)). As
indicated in Fig. 2(c), these 11 points construct 10 vectors. We take vector 6,
i.e. the torso vector, as the base vector, and then each other vector has an angle
with it. Therefore, we get 9 joint angles as shown in Fig. 2(d).

Fig. 2. Description of human skeleton. (a) Human skeleton that consists of 11 key
points on the body. (b) Human skeleton with labels of the points. (c) The skeleton is
described as 10 vectors; the numbers are the indices of the vectors. (d) The skeleton is
described as 9 joint angles; the numbers are the indices of the angles.

2.2 Acceleration of Joint Angles

The joint angle acceleration is used as part of the feature in our method. It
is useful for recognizing human action, because the amplitudes of arm swing
are almost the same for some actions, e.g. walk and run, but the frequencies of
the change are different, which can be described by angle acceleration. Another
advantage to consider angle acceleration in the proposed method is that the
dynamic features are added to HMM model, which generally only considers
static states. In physics, acceleration is the rate at which the velocity of an
object changes. It can be calculated by the following formula:

a =
Δv

Δt
(1)

Here, we need the angle acceleration, i.e.Δv is the angle velocity and Δt is the
time interval. Assume the change of angle is Δα, the frame rate of the video is
f fps (frame per second) and we sample the video every n frames. Then
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Δt =
n

f
, Δv =

Δα

Δt
(2)

According to formula (1) and (2), we can get

a =
Δα

Δt2
=

Δα · f2

n2
(3)

2.3 CMU Graphics Lab Motion Capture Database

The Carnegie Mellon University (CMU) motion capture database is a free
dataset for use in research projects. There are totally 2605 trials in 6 cate-
gories and 23 subcategories. To capture human actions, totally 41 markers are
placed on the human body as shown in Fig. 3(a). As indicated in section 2.1,
we only choose 11 key points on the human body. In order to use the CMU mo-
tion capture database in our method, we use the following markers from the 41:
RFHD, CLAV, LELB, LWRB, RELB, RWRB, STRN, LKNE, LANK, RKNE,
RANK. The corresponding relationship is shown in Fig. 3(b). The database pro-
vides several file formats to record human actions. The file format used in this
paper is c3d file. We get the 3-dimensional coordinates of the 11 markers in each
frame and the frame rate from the corresponding c3d file. After that, we can
calculate the joint angles according to the following formulas: (assume vector
a = (x1, y1, z1) and vector b = (x2, y2, z2), α is the angle between a and b)

α = arccos
x1 · x2 + y1 · y2 + z1 · z2√

x2
1 + y21 + z21 ·

√
x2
2 + y22 + z22

(4)

2.4 Invariance of the Feature

The proposed method is invariant to scale, coordinate, and transition.

Scale Invariance. As indicated in section 2.2, the features are vectors that consist
of the 9 joint angles in radian and their accelerations. As the principle of angle
said, no matter how long the sides are, the angle stays constant. Therefore, no
matter how big or how small the human skeleton is, the joint angles do not
change.

Coordinate System and Transition Invariance. According to formula (4), vector
coordinates are used for calculating the joint angle. Assume there are two points,
RFHD(a1, b1, c1) and CLAV (a2, b2, c2), whose positions are shown in Fig. 3(b).
Then vector 1, which is shown in Fig. 2(c), is V = (a1 − a2, b1 − b2, c1 − c2), i.e.
only the relative position of the two points is needed to calculate the vector, i.e.
the feature is independent to which coordinate system is chosen. Accordingly,
no matter the human skeleton appears in which corner of the video, or through
which direction the person moves, as long as he is still in the sight of camera
and does the same action, the skeleton shape will almost keep the same.
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Fig. 3. Marker Illustration. (a) Marker Placement on Human Body of CMU Motion
Capture Database. (b) Corresponding Relationship between Markers of CMU Motion
Capture Database and Skeleton used in the Proposed Method.

3 Observation Assignment of Hidden Markov Model

HMM is a very famous and widely used model in machine learning, especially
for recognition. In this paper, we use HMM as the classification tool. The word
hidden in HMM means that the state of the Markov chain is actually invisible.
We can only see the observations and use a transition matrix to find relationship
between states and observations. Figure 4 shows a simple first-order HMM, where
zt represents state and xt represents observation. In the proposed method, the
shapes of human skeleton are used as observations, and the features - vector
of joint angles and their accelerations - are used to describe human skeleton.
While using HMM, we need to give each observation an index, i.e. each possible
combination of feature elements will have an individual id. In this paper, we
assign the index according to the following formula:

IndexObservation = W (N) +

N−1∑
n=1

Mn (W (N − n)− 1) (5)

N : sum of joint angles’ number and accelerations’ number
M : number of intervals
W(n) : weight value of the nth joint angle or acceleration, n is the angle’s
index as shown in Fig. 2(d)

As indicated in formula (4), the angle is calculated by arccos, i.e. the angle
is between 0 and π. In order to properly describe the skeleton shape, we divide
interval [0, π] into several sub-intervals to avoid too precise results and get the
computational cost lower. Similarly, the acceleration is in the range of [-∞, +∞]
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and should be divided into the same number of intervals as joint angles. Each
interval has a weight, which is just equal to the index of interval. For example,
assume that we have totally 9 angles, 9 accelerations and divide [0, π] into 3
intervals, namely the first interval [0, π/3), the second interval [π/3, 2π/3) and
the third interval (2π/3, π]. Similarly, we also divide [-∞, +∞] into 3 intervals.
Then x is equal to 18, y is equal to 3 and assume angle 3 in Fig. 2(d) is equal to
45 degree, then W(3) is equal to 1 (because 45 degree is in the first interval [0,
π/3), so the weight is 1).

4 Experimental Results

To evaluate the performance of our method, we implement a system to recognize
totally 4 types of human actions: walk, run, jump and jumping jack, in both
CMU motion capture database and Weizmann classification database[7]. Both
experiments use CMU motion capture database as the training dataset. In order
to train HMM models, the CMU motion capture database is split into two sets
randomly: the training set and the testing set. Each HMM model is trained with
30 iterations. The illustration of skeleton motions for the 4 actions is shown in
Fig. 5. According to formula (5), if x joint angles and y intervals are used, then
we will have totally MN observations. Due to the limitation of memory size, we
simplify the test case, i.e. for both training and testing, 6 joint angles and 3
intervals are used.

Fig. 4. A first-order HMM Fig. 5. Illustration of Human Skeleton Mo-
tions for the four actions

4.1 Recognition Results on CMU Motion Capture Database

We take a walk video as an example to explain the recognition process. After
feature extraction and mapping features to observation indices, we get an obser-
vation sequence O = (8, 8, 2, 1, 3, 3, 6, 6, 4, 4). Then we use each trained action
HMM model to compute the probability of generating sequence O, and the log
scale of probabilities are as following:
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Log(P(O|jack)) = -Inf

Log(P(O|jump)) = -261.6262

Log(P(O|run)) = -340.7212

Log(P(O|walk)) = -5.8181

The HMM model of walk has the maximum probability, so the video is rec-
ognized as walk.

In order to show the effect of considering angle acceleration, we compare the
recognition results between method considering acceleration and method with-
out considering acceleration. Both methods use the same frame (6 angles, 3
intervals and HMM as classification tool), the only difference is that the method
considering acceleration additionally adds two dimensions to the feature – the ac-
celerations of shoulders and thighs. The confusion matrices of recognition results
are shown in Fig. 6. As indicated in Fig. 6, the method considering accelerations
of joint angles get better results than the one without considering accelerations,
especially for walk (a promotion of 5.1%) and run (a promotion of 10.3%).

Fig. 6. Confusion Matrix of Recognition Results with and without Accelerations. (a)
Results using features without considering angle acceleration. (b) Results using features
with considering angle acceleration.

4.2 Recognition Results on Weizmann Database

Weizmann classification database contains 11 categories of human action and
each category has 9 - 10 videos. Since the form of jump of CMU motion capture
database is different from the one of Weizmann classification database, we only
test three types of human action to evaluate the proposed method: walk, run
and jumping jack. To get the skeletons, joints and corresponding coordinates of
the joints from the AVI videos, we use another project of our lab combined with
some manual estimations. The recognition results for the three actions are all
100%.
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5 Conclusion

In this paper, an HMM based human action recognition method using joint angle
acceleration is proposed. Experimental results show that our approach gives
excellent classification performances, especially for run, jump and jumping jacks.
A maximum promotion of 10.3% is obtained compared with the method without
considering acceleration. However, the method has a constraint – the coordinates
of the joints. The excellent results are based on accurate coordinates. Therefore, a
more robust method to detect and track joints on the human skeleton is necessary
in future work.
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Abstract. Segmentation of skin lesion is an important step in the overall auto-
mated diagnostic systems used for early detection of skin cancer. Skin lesions 
can have various different forms which makes segmentation a difficult and 
complex task. Different methods are present in literature for improving results 
for skin lesion segmentation. Each method has some pros and cons and it is ob-
served that none of them can be regarded as a generalized method working for 
all types of skin lesions. The paper proposes an algorithm that combines the 
advantages of clustering, thresholding and active contour methods currently 
being used independently for segmentation purposes. A modified algorithm for 
thresholding based on fusion of Fuzzy C mean clustering and histogram thre-
sholding is applied to initialize level set automatically and also for estimating 
controlling parameters for level set evolution. The performance of level set 
segmentation is subject to appropriate initialization, so the proposed algorithm 
is being compared with some other state-of-the-art initialization methods. The 
work has been tested on clinical database of 270 images. Parameters for per-
formance evaluation are presented in detail. Increased true detection rate and 
reduced false positive and false negative errors confirm the effectiveness of the 
proposed method for skin cancer detection. 

Keywords:  Skin cancer, Segmentation, Diagnosis, Thresholding, Fuzzy,  
Active contours. 

1 Introduction 

The incidence of skin cancer is rapidly increasing throughout the world and malignant 
melanoma is the most deadly form of skin cancer [1]. An estimated 76,250 new cases 
of invasive melanoma were diagnosed in the US in 2012, with an estimated 9,180 
resulting in death [2]. Early diagnosis and excision can make the situation better as 
melanoma can be cured with a simple excision if detected earlier.  

Analysis of dermoscopic images is a commonly used method for diagnosis of skin 
cancer but, this technique demands great deal of experience [3]. Knowledge based 
computerized diagnostic system can be used as a standalone warning tools for helping 
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the physicians in early diagnosis and to provide quantitative information about the 
lesion for experts to be considered during biopsy decision making.  

Segmentation is one of the most difficult tasks in computerized analysis of skin le-
sions because of the great variety of lesion shapes, colors, textures, smooth transition 
between the lesion and the skin, ill illumination and artifacts such as skin texture, air 
bubbles and hair.  

Several segmentation algorithms have been proposed which can be broadly classi-
fied as 1) discontinuity based segmentation 2) Similarity based segmentation, like 
thresholding [4], clustering [5], and region based approach [6]. The former often de-
pends on intensity gradients, while the latter takes advantage of pixel intensities. 
Some articles comparing segmentation techniques are available in literature [7, 8]. 

Active contour is a popular approach used to estimate boundaries in medical im-
ages. It can be categorized as: 1) parametric active contours [9] which adapt a de-
formable curve until it fits the object boundary. 2) Geometric active contours based 
on level set theory. Some of the active contour models need user intervention for in-
itialization. Thus automatic approaches like gradient vector flow algorithm [10] and 
robust algorithms like adaptive snakes [11] are taking important place in literature.  

Level set (LS) methods have shown effective results for segmentation of medical 
images. However, intensive computational requirements and regulation of controlling 
parameters make it a complex and time consuming method. To overcome such short-
comings, few level set initialization methods like spatial fuzzy clustering and iterative 
thresholding are presented in [12, 13] respectively.  

Fuzzy C mean (FCM) clustering [14] and iterative histogram based thresholding 
[15] have also been applied individually for segmentation of dermoscopic images[16, 
17]. Histogram based thresholding can be a good approach for images with well 
separated modes in the histogram. On the other hand FCM clustering for gray level 
images allows categorizing the pixels in more than two classes based on intensity 
values.  

A new algorithm that unifies advantages of fuzzy clustering and hard thresholding 
schemes is presented in this paper. 3-class FCM clustering integrated with histogram 
analysis is used for performing the thresholding operation for obtaining a binary im-
age, which is consequently being used for initialization of the LS and calculation of 
the controlling parameters for efficient curve evolution. Experimental observations 
showed that the proposed method is more accurate as compared to standard level set 
method [18], region based active contours [19, 20], spatial fuzzy clustering [12], 
adaptive thresholding [8] and K-mean clustering [5] based Level set segmentation. 

The paper is organized as follows: Section 2 provides details of the proposed seg-
mentation method. Section 3 discusses experimental results and Section 4 provides 
performance evaluation. Concluding remarks are given in Section 5. 

2 Methodology 

This section describes our technique for segmentation of skin cancer images.  
The main parts of our proposed algorithm are:  
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2.1 Image Pre-processing 

There are certain extraneous artifacts such as skin texture, air bubbles, dermoscopic gel 
and hair that make border detection difficult. For reducing the effect of these artifacts 
the images need to be pre-processed. We found that the best segmentation results were 
obtained using median filter with 7x7 mask to smooth the images before segmentation. 
Thus, the first step of the overall process is to get a filtered image. 

2.2 Fuzzy C-Mean Thresholding 

FCM clustering is used to partition N objects into C classes. In this case N is equal to 
the number of pixels in the image i.e. N=Nx x Ny and C=3 for 3-class FCM clustering. 
The FCM algorithm uses iterative optimization of an objective function based on a 
weighted similarity measure between the pixels in the image and each of the c-cluster 
centers. A local extremum of the objective function indicates an optimal clustering of 
the input data. The objective function that is minimized is given by (1) 

 ܳ ൌ ∑ ∑ ሺݑ௜௝ሻ௠ே௝ୀଵ஼௜ୀଵ  ฮݖ௝ െ ௜ฮଶݒ
 (1) 

where ݖ௝ ∈ ܼ  and ܼ ൌ ሼݖଵ, ,ଶݖ ,ݖ … … . . ௜ݒ &  ேሽݖ ∈ ܸ  where ܸ ൌ ሼݒଵ, ,ଶݒ …  ஼ሽ , ‖*‖ is aݒ
norm expressing the similarity between any measured data value and the cluster cen-
tre; m∈ [1, ∞] is a weighting exponent and can be any real number greater than 1. 
Calculations suggest that best choice of m is in the interval [1.5, 2.5], so m=2 is used 
here as it is widely accepted as a good choice of fuzzification parameter. 

The aim of FCM algorithm is to find an optimal fuzzy c-partition by evolving 
fuzzy partition matrix U= [ݑ௜௝ሿ iteratively and computing cluster centres. In order to 
achieve this, algorithm tries to minimize the objective function Q (1) by iteratively 
updating the cluster centres and the membership functions using following equations. 

௜ݒ                     ൌ ሺ∑ ሺݑ௜௝ሻ௠ ሻ / ሺݖ௝ ∑ ሺݑ௜௝ሻ௠ ே௝ୀଵே௝ୀଵ ሻ          (2) 

௜௝ݑ                            ൌ 1/ሺ∑ ሺฮ௩೔ି௨ೕฮ‖௩೔ି௨ೖ‖ሻ஼௞ୀଵ మ೘షభሻ                (3) 

The fuzzy c-partition of given data set is the fuzzy partition matrix U= [ݑ௜௝ሿ  with 
i=1, 2….C and j=1, 2, 3…N, where ݑ௜௝  indicate the degree of membership of jth 
pixel to ith cluster. Membership functions are subject to satisfy following conditions. 

 ∑ ௜௝஼௜ୀଵݑ ൌ 1 for j=1,2,3,….N ; 0 ൏ ∑ ௜௝ே௝ୀଵݑ ൏ ܰ for i= 1,2….C; 0 ൑ ௜௝ݑ ൑ 1 

2.3 Selection of Threshold  

After performing FCM clustering, finally each pixel is assigned to the cluster for which 
its membership value is maximum. Thus, pixels are divided into 3 classes based on 
their intensity value. Secondly, histogram analysis of image is performed. So, the 
histogram is obtained having n bins (n=256 for grayscale image), the intensity distri-
bution is calculated in P partitions of histogram with P=C, using following formulation.  
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Distributionp1,2 = ∑ ,ሺ݅݉ݑ݊_݌ 1ሻ௡/ሺ಴మሻ௜ୀ௡/ሺ௖ାଵሻ      , Distributionp2,3 = ∑ ,ሺ݅݉ݑ݊_݌ 1ሻ௡/ሺ಴యሻ௜ୀ௡/ሺ௖/ଶሻ  … 

Distributionp1,P =  ∑ ,ሺ݅݉ݑ݊_݌ 1ሻ௡஼/ሺ஼ା଴.ହሻ௜ୀ௡/ሺ௖ାଵሻ   

where i is the value of intensity bin and p_num is the pixel numbers for that intensity 
value. We took three clusters and consequently three histogram partitions had been 
used, as it gives best results for skin lesion segmentation. However, the mathematical 
formulations can be easily extended for n number of clusters for general segmentation 
problems. After evaluating the clusters with dominant intensity value, the location of 
appropriate threshold is obtained using the following algorithm.  

if (Distributionp1,2 > Distributionp2,3 && Distributionp1,2 > Distributionp1,3 ..) 
Threshold value (T) = (max (data (label=1)) +min (data (label=2))/2 

if (Distributionp2, 3 > Distributionp1, 2 && Distributionp2,3 > Distributionp1,3 …) 
Threshold value (T) = (max (data (label=2)) +min (data (label=3))/2 

if (Distributionp1, 3 > Distributionp2, 3 && Distributionp1, 3 > Distributionp2,3 …) 
Threshold value (T) = (max (data (label=1)) +min (data (label=3))/2 

Finally the binary image is obtained on the basis of selected threshold value. This 
method of threshold selection takes into account the intensity distribution in the image. 
Therefore, it helps in obtaining optimum threshold values for different images obtained 
under different conditions. FCM thresholding algorithm is presented in Fig. 1. The 
output of this stage is a binary image ሺ݅ܤሻ which has been used in the following steps. 

 
 

 

Fig. 1. Algorithm for FCM Thresholding 
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2.4 Fuzzy C-mean Thresholding Based Level Set Segmentation 

Active contour [19] is a well-established approach used for segmentation. It is used to 
detect objects using curve evolution, subject to constraints from a given image, for 
detecting objects. In problems of curve evolution, level set methods have been exten-
sively used. LS methods are established on dynamic implicit interfaces and partial 
differential equations. In traditional LS formulation [21], the contours denoted by C, 
are represented by the zero level set C(t)= {(x,y)| ׎ (t,x,y)=0) of a level set function ׎ 
(t,x,y). The evolving equation of the LS function ׎ can be written in the following 
general form (4) 

                                    డ׎డ௧ ൅ |׎׏|ܨ ൌ 0                  (4) 

which is called levels set equation. The function F is the speed function that represents 
the comprehensive forces, including the internal force from the interface geometry and 
the external force from image gradient or/and artificial momentums.   

In order to stop the level set evolution near the optimal solution, the advancing force 
has to be regularized by an edge indication function g. The edge indication function 
used is given by (5) 

                                    ݃ ൌ  1/ሺ1 ൅  ଶሻ               (5)|כܫ׏|
 

where כܫ is the filtered image. Traditional LS method is computationally intensive and 
has limitations like need of re-initialization of LS function to signed distance function 
for stable curve evolution [21]. Therefore, fast LS formulation [18] is used here. This 
method is computationally more efficient and can be implemented by using simple 
finite difference scheme. The overall iterative process for levels set evolution is given 
by (6). 

௝ାଵ׎                              ൌ ௝׎ ൅ ߬ሾߦሺ݃, ௝ሻ׎ ൅  ௝ሻሿ         (6)׎ሺߦߤ

where ߦሺ݃, ሻ׎ ൌ ݒሻ݀݅׎ఌሺߜ  ቀ݃ ቁ|׎׏|׎׏ ൅ ሻ׎ఌሺߜ ݃  is the term for attracting ׎  towards the 

variational boundary and ߦሺ׎ሻ ൌ ቀ׏ଶ ׎ െ -to ap׎ ቁ is the penalty term that forces|׎׏|׎׏

proach the genuine signed distance function automatically.  
The fast LS formulation provides a benefit of flexible initialization where roughly 

obtained region from thresholding can be used to construct initial LS function. Taking 
advantage of this facility binary image ሺ݅ܤሻ obtained from FCM thresholding algo-
rithm is used here for automatic initialization of the LS function ׎. 

,ݔ଴ሺ׎                                 ሻݕ ൌ െ4ߝሺ0.5 െ  ሻ    (7)݅ܤ
 

where ߝ is the regulator for dirac function [21] defined as follows: 

ሻݔఌሺߜ                        ൌ ቐ |ݔ|                  ,0 ൐ ଵଶఌ                                       ߝ ቂ1 ൅ cos ቀగ௫ఌ ቁቃ,   |ݔ| ൑  (8)              ߝ
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Controlling parameters are also adaptively determined from the binary image for 
regularizing the LS evolution process automatically. The weighting coefficient ߤ of 
penalty term ߦሺ׎ሻ is taken as the ratio of area of on pixels in the binary image to its 
perimeter pixels. The time step ߬ is taken as 0.2/ ߤ so that (߬ߤݔሻ remains smaller than 
0.25 which is necessary to ensure stable evolution[18].   is coefficient of contour length 
for smoothness regulation and its value is taken as 0.1/ߤ. The value of   can be in-
creased for accelerating the evolution process but it leads to smoother contours. Thus, 
care must be taken especially for skin lesion images, where over smoothened images 
may lose significant details about boundary of lesion. The balloon force which deter-
mines the advancing direction and speed of the evolving curve is given as (9) 

                            ൌ െ2ሺ2 כ ߚ כ ݅ܤ െ ሺ1 െ  ሻሻ            (9)ߚ

where ߚ is the modulating argument which is taken here as 0.5 through experimental 
analysis. Fig.2 shows a systematic diagram of the proposed method.  

 

 

Fig. 2. Flowchart of proposed algorithm 

3 Experimental Results 

Segmentation results obtained using the proposed algorithm, standard LS proposed by 
chan (C-LS), spatial fuzzy clustering based LS (SF-LS), Adaptive Thresholding based 
LS (AT-LS), and K mean clustering based LS (K-LS) are presented in Fig. 3-5 for some 
of the skin lesion images. While presenting the results, we tried to present images 
having different common problems of dermoscopic images which can badly affect the 
segmentation process.  

It can be observed that level set method proposed initially by Chan [19] provided 
good segmentation in some cases but this method cannot track the border in the pres-
ence of spotty skin, many hairs or image having specular reflections as illustrated in 
Fig.4I(e), 4II(e), 5II(e) respectively. Similarly, K mean based LS method may result in 
inappropriate segmentation when the lesion color is close to skin as shown in Fig. 3I(b), 
3II(b), 4I(b) Spatial fuzzy clustering and adaptive thresholding based initialization of 
LS improved the segmentation results in most cases but still its accuracy is less than the 
proposed algorithm. Analysis of the segmentation results shows that proposed method 
gives quite accurate results even in the presence of all these difficulties. 
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      (I)                                              (II) 

Fig. 3. Segmentation results (I) melanoma with hair and uneven border (II) dysplastic nevi with 
smooth transaction between skin and lesion 

              
     (I)                 (II) 

Fig. 4. Segmentation results (I) melanoma present on spotty skin with redness effect (II) benign 
lesion surrounded by hair 

           
    (I)        (II) 

Fig. 5. Segmentation results (I) melanoma with multiple colors and prominent skin lines (II) 
dysplastic nevi with specular reflection and uneven illumination 

4 Evaluation of Segmentation Results 

In order to establish validity and clinical applicability of an algorithm, the objective 
evaluation of segmentation algorithms on a large set of clinical data is one of the im-
portant steps. For evaluating the efficiency of the proposed method a performance 
comparison is provided with some of the well-known segmentation methods used here 
for segmentation of same collection of skin lesion images. The metric used for mea-
surements is based on pixel-by-pixel comparison of pixels enclosed in the segmented 
result (SR) and the ground truth result (GT) from expert. Mathematical details of 
parameters are provided below: 
 
Hammoude Distance (HM): This metric makes a pixel by pixel comparison of the 
pixels enclosed by the two boundaries: 
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                            HMሺSR, GTሻ ൌ  #ሺSR ׫GTሻି# ሺSR תGTሻ#ሺSR ׫GTሻ        (10) 

It takes into account two types of error; pixels classified as lesion by automatic 
segmentation that were not classified as such by medical expert and pixels classified as 
lesion by medical expert that were not classified as such by automatic segmentation. 
From a clinical point of view, the 2nd type of error is more important since the lesion 
pixels should never be missed by diagnostic system. On the other hand, the experts 
demand that diagnostic system should help in reducing the rate of unwanted excision. 
So, the automated diagnostic system should not overestimate benign or dysplastic nevi 
as melanoma. Therefore, following separate metrics should be used to take into account 
the two types of error separately.  

True Positive Rate (TPR): It measure the rate of pixels classified as lesion by both the 
automatic and medical expert segmentation. Higher TDR indicates better performance.  

                               TDRሺSR, GTሻ ൌ #ሺSR תGTሻ#ሺGTሻ               (11) 

False Positive Error (FPE): It determines rate of pixels assigned as lesions by the 
segmentation method that were not assigned as lesion by the medical expert. Lower 
value of FPE indicates better performance. 

                               FPEሺSR, GTሻ ൌ #ሺSR תGTഥሻ#ሺGTሻ          (12) 

False Negative Error (FNE): It determines the rate of pixels categorized as lesions by 
the medical expert that were not assigned as lesion by the automatic segmentation. 

                              FNEሺSR, GTሻ ൌ 1 െ #ሺSRתGTሻ#ሺGTሻ                       (13) 

Dice Coefficient (DC): Dice coefficient measures agreement between the ground truth 
and result of automated segmentation method. It is given by the formula 

 Dice Coefficient ൌ  ଶ TPሺሺFPାTPሻାሺTPାFNሻሻ   (14) 

A value of 0 indicates no overlap; a value of 1 indicates perfect agreement. Higher 
number close to 1 indicates better agreement, and in the case of segmentation it indi-
cates that the results match the gold standard (ground truth) better than results that 
produce lower Dice coefficients. 

Border Error: The automatic border can be compared with manual ground truth 
border by calculating border error value (15), where Area (SR) represents the area 
inside the automatic border and Area (GT) represents the area inside the manual border.  

                       Border Error ൌ  A୰ୣୟ ሺSRሻ׫A୰ୣୟ ሺGTሻିA୰ୣୟ ሺSRሻתA୰ୣୟ ሺGTሻA୰ୣୟ ሺGTሻ   (15) 

 
Table 1 shows comparative segmentation results of proposed method with four other 

methods used for LS initialization. The database used for analysis comprised of 270 
dermoscopic and clinical lesion images which were collected from various sources but  
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analysis, we believe that the proposed method can show promising results for lesion 
segmentation in a computer aided diagnosis system. 

5 Conclusion 

In this paper, a new segmentation algorithm is presented for skin lesion detection. It is 
based on the concept aimed to combine advantages of clustering, thresholding and level 
set methods, for getting more accurate segmentation results. The proposed approach 
showed good accuracy for segmentation of skin lesion images for computer aided 
diagnosis at the organ level. Comparative analysis proved that it works well even in the 
presence of different artifacts present in skin images which degrade the performance of 
most of the other segmentation algorithms present in literature. For researchers work-
ing in area of medical image segmentation, this method can provide basis for seg-
menting histo-pathological images and other types of medical images as well. 
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Abstract. This paper investigates how to recognize faces with partial
occlusions using iterative stacked denoising autoencoder (ISDAE). We
introduce a mapping-autoencoder (MAE) for occlusion detection, which
requires no prior knowledge of occlusion. Inspired by stacked denoising
autoencoder (SDAE)’s capability to learn patterns from noisy data, we
propose a novel iterative structure of SDAE for occluded faces restora-
tion. Deep neural network (DNN) is used for final recognition. Compared
with the state-of-the-art approaches (e.g. sparse representation), ISDAE
achieves competitive results under serious occlusion conditions.

Keywords: face recognition, occlusion, stacked denoising autoencoder,
restricted boltzmann machine, iterative, deep neural network.

1 Introduction

One challenging problem of face recognition is to recognize faces with partial
occlusions. Different objects (e.g. sunglasses, scarves, extreme illumination con-
ditions) may occlude faces, especially when face images are taken in informal
ways. These occlusions can be considered as spatial noises, while the occluded
faces become noisy observations of original clean faces. Various approaches have
been proposed to tackle with face occlusions. Saito et al. restored the occluded
areas before recognition by interpolation using principal component analysis
(PCA) [1] while Hwang utilized a morphable face model [2]. Li et al. proposed a
local non-negative matrix factorization (LNMF) based model [3] for partial oc-
clusion recognition. This model learns spatially localized, parts-based subspace
representation of face patterns. Wright et al. proposed a novel approach of sparse
signal representation [4]. Knowing that occlusions are often sparse with regard
to standard basis, they cast the problem as classifying among multiple linear
regression models and this problem can be solved by sparse representation. Al-
though this sparse coding model achieved state-of-the-art recognition results, its
linear shallow structure limits its potential improvements.

In this paper, however, we exploit a deep nonlinear denoising structure ad-
dressing the occlusion problem. Recent research in deep learning indicates that
deep, hierarchically learned structures perform well in difficult recognition tasks.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 352–359, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Deep network pretrained with restricted boltzmann machine (RBM) or denois-
ing autoencoder (DAE) can capture complicated statistical patterns, and stacked
denoising autoencoder (SDAE) can harness serious corruptions and distortions
[5, 6, 7, 8, 13]. As we mentioned before, an occluded face can be seen as a clean
face added with unknown spatial noises. Inspired by SDAE’s nature of denois-
ing and restoring, we implement it in an iterative manner for face restoration
(iterative stacked denoising autoencoder (ISDAE)). To detect occluded areas,
a mapping-autoencoder (MAE) is employed which requires no prior knowledge
of occlusion types and positions. When “noisy” faces are restored, deep neural
network (DNN) is used for robust face recognition.

In the following sections, we discuss the detail configurations of MAE, ISDAE
and DNN. Furthermore, we compare our algorithm to other popular approaches
to see how robust the ISDAE is for occluded face recognition.

2 Model Description

We consider an occluded face Xocc as a noisy version of a clean face X ,

Xocc = gnoise(X) (1)

In this model, gnoise(x) = x+ e, e is an unknown additive noise like sunglasses,
scarves and masks. Our task is to first find a function fΘ(·) for occluded face
restoration before further recognition, where

{f,Θ} = argmin
f,Θ

LH(X, fΘ(Xocc)) (2)

LH evaluates the similarity between X and the restoration fΘ(Xocc). In our
model, f is an integrated structure of MAE and ISDAE. Θ consists of Θmae

(optimal parameters of MAE) and Θisdae (optimal parameters of ISDAE).
Every occluded (or clean) face Xocc (or X) has its identity (label) y. After we

get the restored face fΘ(Xocc), we sent it to deep neural network φΘdnn
(·) for

final recognition:
ỹ = φΘdnn

(fΘ(Xocc)) (3)

here Θdnn is the optimal parameters of the deep neural network and ỹ is the
output identity given by the recognition system.

2.1 Occlusion Detection with Mapping-Autoencoder

Before we use ISDAE for restoration, occlusion detection should be performed
to get the positional information of occluded areas, which is critical for ISDAE
to accurately restore the occluded face. Here we create a novel structure called
mapping-autoencoder (MAE) for occlusion detection. MAE requires no prior
knowledge of occlusion, similar strategy is adopted by [9, 10].

MAE is an autoencoder that its inputs are small patches of faces combined
with patches’ position maps. It is pretrained with layer-wise RBM and fine-tuned
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using backpropagation schemes. Given a face X0 (X0 can be either occluded or
clean), a small fixed-size window moves across the face and densely samples
several patches. For the ith patch Iib of X0, we create a position map M i

b (the
same size of Iib) which denotes Iib’s position in X0,

M i
b = resize(map(Iib, X0), I

i
b) (4)

resize(A,B) resets patch A’s size so that A has the same size of B. map(I,X)
is defined as follows:

map(I,X)(x, y) =

{
1, if X(x, y) ∈ I
0, if X(x, y) �∈ I

(5)

Mixing up Iib and M i
b, we get an input of MAE, T i

b , where T i
b = [Iib;M

i
b]. To

train the MAE, we only use training examples extracted from clean faces. After
initializing Wmae, umae and zmae by pretraining, the MAE is fine-tuned by
minimizing the cross-entropy error LH between the output map M̃b and the
input map Mb, see Fig.1.

To judge whether a patch Iocc is occluded in an occluded face Xocc, we eval-
uate the difference between Iocc’s output map M̃occ and its input map Mocc.
MAE learns statistical patterns only from clean training examples, if Iocc is ex-
tracted from occluded areas, M̃occ will be very different fromMocc. Thus for Iocc,
its probability to be occluded can be modeled using both the spatial distance
dist(·, ·) and cross-entropy LH(·|·) between M̃occ and Mocc,

p(occluded|Iocc) = 2

exp(−(αLH(M̃occ,Mocc) + βdist(M̃occ,Mocc))) + 1
− 1 (6)

α and β are positive coefficients of LH(·|·) and dist(·, ·). This formula suggests
that the larger the LH(M̃occ,Mocc) or the dist(M̃occ,Mocc) is, the more possible
that the Iocc is occluded. At this time, for a trained MAE fΘmae we haveΘmae =
{Wmae,umae, zmae, α, β} . If there is an occluded face Xocc, the MAE will move
through all the possible positions of Xocc, calculate the probability p(occluded)
and assign it to each pixel of Xocc. Finally, we get an occlusion-probability map
Pocc that indicates the possible occlusion distribution of Xocc.

As the key part of pretraining, RBM is an undirected two-layer model with
hidden layer h and input layer x. The symmetric connections between h and x
is described by weights W and biases u, z. Each layer has no inner-connections.
A marginal probability of x in RBM is defined using an energy model,

p(x) =
∑
h

exp(hTWx+ uTx+ zTh)

Z
(7)

where Z is the partition function and the conditional probabilities of p(h|x) and
p(x|h) are given as follows:

p(hi = 1|x) = sigm(Wix+ zi) (8)

p(xj = 1|h) = sigm(Wjh+ uj) (9)

here sigm(·) is the sigmoid function. To train a RBM, we use contrastive diver-
gence to estimate the gradient steps [11].
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Fig. 1. A small window moves across the face to sample patches (a). Patches are
combined with their position maps to form the inputs of MAE (b). We launch a one-
layer MAE pretrained by layer-wise RBM (c). Given a patch Iocc, its probability to be
occluded is estimated based on the difference between M̃occ and Mocc (d).

2.2 Face Restoration by Iterative Stacked Denoising Autoencoder

In this section, we first give brief discussion about DAE and SDAE, then we
show the whole structure of iterative stacked denoising autoencoder (ISDAE)
and explain how to implement it for occluded face restoration.

As the basic building block of SDAE, DAE is a three-layer neural network
that try to reconstruct the original clean input from its noisy version. Let x be
the original input and x̃ be the noisy version of x where x̃ = qnoise(x), DAE
includes the denoising encoder fen and decoder fde,

y = fen(x̃) = sigm(Wenx̃+ ben) (10)

x̂ = fde(y) = sigm(Wdey + bde) (11)

x̂ is the denoising version of x̃, {Wen,ben,Wde,bde} is weights and biases, and
y is the encoded patterns, see Fig.2(a).

SDAE is a hierarchical structure made up of several DAEs in a stacking man-

ner. If a SDAE consists of n DAEs and the kth DAE is made up of f
(k)
en , f

(k)
de ,

this SDAE can be divided into the encoding part consisting of f
(1)
en to f

(n)
en and

the decoding part consisting of f
(n)
en to f

(1)
de , see Fig.2(b). Considering SDAE’s

hierarchical characteristics, given an input x we have:

x̂ = f
(1)
de ◦ ...f (n)

de ◦ f (n)
en ... ◦ f (1)

en (x) (12)

where x̂ is the denoising version of x. To train these n DAEs, we adopt the
similar strategy of [6].

Because of its blindness to occlusion information, SDAE performs poorly when
directly used for face restoration. Therefore, we propose ISDAE, which integrates
SDAE and the occlusion-probability map mentioned in section 2.1. ISDAE is a
kind of iterative structure in which a restoration function fΘisdae

is employed in
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Fig. 2. The basic structure of denoising autoeoncoder (a). Stacked denoising autoen-
coder (b). The structure of ISDAE (c). After obtaining the occlusion-probability map,
occluded face is assigned to fΘisdae for iterative restoration.

each iteration. fΘisdae
is made up of two parts: a SDAE fΘsdae

and a recovering
function fΘrec . fΘsdae

is trained using clean faces and fΘrec utilizes occlusion-
probability map for further recovery. Suppose that there is an occluded face
image Xocc and we already get its occlusion-probability map Pocc through MAE
fΘmae . Xocc is first sent to fΘsdae

for preliminary restoration:

R = fΘsdae
(Xocc) (13)

R is the preliminary restoration result. Occluded areas of Xocc are reconstructed
in R using fΘsdae

’s learned statistical face patterns [6]. However, clean areas
in Xocc are corrupted in R because they are negatively influenced by occluded
areas. In this case, we select the reconstructed occluded areas of R using the
occlusion-probability map, and we mix it with the clean areas of Xocc to get the
second restoration Xrec in an iteration,

Xrec = fΘrec(R,Xocc, Pocc, P
′
occ)

= 〈R, h(Pocc)〉∗ + 〈Xocc, h(P
′
occ)〉∗ (14)
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〈·, ·〉∗ is a vector operator, z = 〈x,y〉∗ means that zi = xi ·yi for all i ∈ {1, ..., n},
n is the size of z. P ′

occ = I − Pocc is a probability map of clean areas. h(·) is a
correcting function adjusting Pocc or P ′

occ in the range of [0, 1] (step function is
often used here). Xrec can also be written as follows:

Xrec = fΘisdae
(Xocc) = fΘrec ◦ fΘsdae

(Xocc) (15)

A complete face restoration process includes k iterations of fΘisdae
,

X̂ = f
(k)
Θisdae

... ◦ f (2)
Θisdae

◦ f (1)
Θisdae

(Xocc) (16)

X̂ is the final restoration. In the ith iteration, there are two temporary results

R(i) and X
(i)
rec. f

(k)
Θisdae

becomes f
(k)
Θsdae

in the final (kth) iteration, and we have

X̂ = R(k). k is the minimum number that makes the following inequation hold:

ε(R(k), R(k−1)) < ε0 (17)

Here ε(·, ·) can be an error function (i.e. l2-norm) and ε0 is a predefined threshold.

2.3 Recognition Using Deep Neural Network

After restoration, the deep neural network (DNN) is implemented for final recog-
nition. During DNN’s training, layer-wise pretraining scheme is necessary for
DNN to gain a better initialization of its multi-layer weights. In this paper,
we employ SDAE fΘsdae

in section 2.2 for DNN’s initialization. We argue that
pretraining using the same SDAE of restoration process can improve DNN’s
recognition rate.

3 Experimental Results

In this section, we test our algorithm under different occlusion conditions on AR
face database [12]. The AR face database contains more than 4000 face images
corresponding to 126 individuals with different facial expressions, illumination
conditions and occlusions (sunglasses and scarves). There are 26 pictures taken
in two different sessions for each individual, and 14 of them are clean faces.

In our experiments, we randomly choose a subset of the database consisting
of 40 males and 40 females. All the raw images are cropped to contain face ar-
eas only, each face is resized to 60 × 45 pixels and converted to grayscale. We
compare our algorithm to PCAs (traditional, robust), LNMF, DNN (pure neu-
ral network) and sparse representation. We conduct two experiments: first we
compare the selected algorithms on faces wearing sunglasses and scarves. Then
we manually add different noises on clean faces and evaluate selected algorithms
under various occlusion levels. The following configuration of hyperparameters
(e.g. layer-parameters of MAE, SDAE and DNN) are locally optimal. In the
first experiment, the training data are clean faces from all the two sessions. The
detecting window’s size is 12 × 12 pixels, and its moving step is 2 pixels for
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Table 1. Recognition Rates using Different Algorithms

OccTypes\Methods ISDAE Sparse LNMF DNN PCA

Sunglasses 97.0% 97.0% 65.5% 61.3% 68.8%

Scarves 93.8% 93.5% 50.2% 55.9% 12.0%

Fig. 3. ISDAE is compared with sparse representation, LNMF, DNN and PCAs under
occlusion conditions: occlusions on the upper part of face (around eyes) (a), occlusions
on the lower part of face (around mouth) (b) and occlusions at random locations (c).

training and 1 pixel for detecting. We launch a 288-100-288 MAE. The SDAE’s
structure is 2700-1000-800-800. Only the first layer DAE is trained using 20%
random masking noise. The noisy inputs pass on to the first layer to produce the
second layer DAE’s noisy input and we repeat this process in higher layers. DNN
simulates the same layer structure of SDAE. The result is showed in Table 1. As
we can see, ISDAE performs much better than LNMF, DNN and PCA, and it
achieves slightly better recognition rates than sparse representation. In the sec-
ond experiment, three kinds of occlusions are evaluated: occlusion on the upper
part of face (around eyes), occlusion on the lower part of face (around mouth)
and random located occlusion. The types of occlusion include black/white masks
and Gaussian noises. The shapes of occlusion contain rectangles, spots and ir-
regular shapes. We simulate various levels of occlusion: 10%, 20%, 30%, 40% and
50%. Unlike the first experiment, here we use session 1’s faces for training and
add noises to session 2’s faces for testing. The structures of MAE, ISDAE and
DNN are the same as in the first experiment. The result is showed in Fig.3. Here
both the recognition rates of ISDAE and sparse representation decrease very
slowly when occlusion level increases. These two methods achieve approximately
the same good results under serious occlusion conditions (occlusion level ≥ 40%),
suggesting that our method is competitive comparing to sparse representation.
Other methods get poor performance when occlusion level > 20%.
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4 Conclusion

In this paper, we present a novel deep learning based algorithm for occluded face
recognition, where MAE, ISDAE and DNN are combined for occlusion detection,
restoration and recognition. Both MAE and ISDAE are new models which in-
herit DAE’s denoising nature and are more robust to serious face occlusions than
traditional approaches. These deep nonlinear denoising structures could be em-
ployed to other denoising tasks (e.g. image inpainting, object recognition under
extreme illumination conditions).
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Abstract. In image classification based on Bag-of-Features(BoF), the
Locality-constrained Linear Coding (LLC) is a successful implementa-
tion, which is a more effective coding scheme compared with the tra-
ditional vector quantization(VQ) coding. Although, to achieve the best
performance, max pooling scheme is chosen in the SPM layer, much of
the spatial information is still lost during the pooling step, because all
the coded descriptors are given the same importance to obtain the fi-
nal representation. In this paper, we propose a new scheme that makes
full use of spatial structure information to readjust their relative weights
red and thus give some descriptors more chances to appear in the final
feature vector more than others. Experiments of image classification on
benchmark datasets show that the proposed method outperforms the
LLC method.

Keywords: Image Classification, Weighting Adjustment, Feature
Pooling, Weight Map.

1 Introduction

The traditional Bag-of-Features (BoF) [1] framework is one of the most widely
used model in classification systems. It consists of three steps, that is, extract-
ing SIFT [2] as local descriptors, building a semantic vocabulary, quantizing
descriptors onto the codebook, and finally pooling visual words to a statistical
representation for the image.

However, the BoF framework ignores the geometric relationship between fea-
tures, so an extension of BoF, named Spatial Pyramid Matching (SPM) [3],
was proposed afterwards. The SPM method partitions the image into 2l × 2l

sub-regions in different scales, and then calculates the histogram within each
sub-region. Finally, all the histogram are concatenated to form a final vector
representation of the image. It achieves impressive performance for image clas-
sification, but it requires for nonlinear Mercer kernels, such as Chi-square ker-
nel, which will consume O(n3) computation complexity during training. Yang
et al. propose an extension of the SPM approach, named Linear Spatial Pyra-
mid Matching Using Sparse Coding for Image Classification(ScSPM) [4]. They

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 360–367, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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use sparse codes (SC) of SIFT features to computes the spatial-pyramid rep-
resentation of an image instead of the K-means vector quantization (VQ) as
in the traditional SPM. Also, the max spatial pooling is taken in place of the
original averaging spatial pooling method. Attractive advantage is its ability to
work with linear classifiers, which reduces the training computation complexity
to O(n).

Further improvement was subsequently proposed by Yu et al.[5] They observed
the SC results tend to be local,i.e. nonzero coefficients are often assigned to
bases nearby to the encoded data, so their method, called Nonlinear learning
using Local Coordinate Coding (LCC), explicitly requires the coding to be local.
Later, Wang et al. present a more local coding scheme called Locality-constrained
Linear Coding (LLC) [6], which can be treated as a fast implementation of LCC.
Their report shows an improvement in image classification accuracy with the
classifier still being linear.

Although the LLC takes a big step forward, it still lacks the consideration of
the spatial information, especially when it comes to pooling. Geometric relation-
ship between coded features within an sub-region is ignored. We observed that
some features are more important than others during pooling, especially when
they lied on the edges or near edges in an image.

Based on these observations, we present a novel improvement. In our scheme,
the coded features will be given different weights before going on to the pooling.
Our experiments show that, after combined with calculated spatial weight, the
results outperform the original LLC by a margin on various applications.

The rest of this paper is organized as follows: Section 2 briefly reviews the
idea of LLC. Section 3 presents our method to construct weight maps and its
application to the pooling. The experimental results are given in Section 4 and
conclusion is drawn in Section 5.

2 LLC

Our work is based on LLC, so we first give a brief introduction of LLC in this
section. The LLC model and our improvement are shown in Figure 1.

2.1 Feature Extraction and Codebook Training

For strong discriminative power, high dimensional local descriptors, such as SIFT
descriptor are favored. SIFT descriptors are extracted from 16*16 pixel patches

Fig. 1. The LLC modal and our modification on the modal
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located by every 8 pixels. This idea is based on the comparative evaluation of
Fei-Fei [7] ,whose experiments show better effect of SIFT for scene classification.

After features extracted, all feature vectors are collected to train a codebook.
Traditionally, this codebook is computed by K-means algorithm. And the code-
book is used for quantizing each feature vector to its corresponding codeword.

2.2 Coding Descriptors with LLC

The authors of LLC demonstrates that, locality is more essential than sparsity,
so they proposed the following criteria for LLC coding:

argmax
C

:

N∑
i=1

‖xi − c̃i‖2 + λ‖di � ci‖2 (1)

subject to : 1T c̃i = 1, ∀i

Here, xi is a local descriptor, B = [b1,b2, ...,bM ] is the codebook entries, and
C = [c1, c2, ..., cN ] is the set of codes for X. By giving different weights for basis
vectors, features are projected to the bases which are nearer to the feature than
others. The distance is measured by:

di = exp(
dist(xi,B)

σ
) (2)

Where dist(xi,B) = [dist(xi,bi), ...dist(xi,bM )]T . dist is the Euclidean dis-
tance, and a parameter σ is used for controlling the weight decay speed.

2.3 Feature Pooling

When all feature vectors are projected to new bases, the pooling procedure starts
on the SPM layers. Coded features in a sub-region are pooled together to get
a pooled vector, then these pooled vectors are concatenated and normalized,
resulting in a super feature vector as the final representation of the image. Com-
monly used pooling strategy is the max pooling[4,6]:

cout = max(cin1, ..., cin2) (3)

3 Weighting Adjustment

Objects in images can be simply recognized by their shapes. Their shapes offer
so much discriminative information that we shouldn’t discard before going on
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to the pooling step. The LLC applies max pooling on SPM layers, which take
the image structure into account. In this paper, we will further enhance the
spatial character of coded features before pooling. The adjusted features will
have different importance when constructing the final feature vector. In this
section, we first introduce a weight map based on the edge detection in images.
Afterwards we present the weight adjustment on the coded features.

3.1 Edge Detection

Shapes in an image can be easily captured by an edge detector. There are a lot of
existing edge detectors. Among them, the Canny detector achieves satisfactory
effect and runs at an acceptable speed. After edge detection, the original image
I get its response E, which is the edge map.

E = Canny(I) (4)

Our experimental results show that other edge detectors give similar results.
The selection of threshold plays an important role in presenting how much detail
of an image. In section 4, we give a comparison of performance under different
thresholds.

3.2 Weight Map

Features are densely patches sampled on a grid over an image, so some of them
are near edges while others are not. Our method demonstrates that, as a feature
patch goes away from its nearest edge, its importance declines at a high speed.
Besides, two patches which stay the same distance to their respective nearest
edges share the same importance. Based on the above observation we give the
following weight map:

W = {ωij}H∗W (5)

where ωij is the weight of a point in the image which is defined as:

ωij =
1

2πσ2
e−

d2ij

2σ2 (6)

Here, dij is the Euclidean distance from the point to its nearest edge. This
way guarantees the same distance produce same effect.

To realize the Eq.(6), we propose a fast implementation. After the edge de-
tection, we dilate the edge map to different scales, and adjust their intensities
according to their scales. Finally, sum them up to get our weight map W. The
above process is depicted in Algorithm 1, and is illustrated in Figure 2:



364 S. Feng, H. Lu, and L. Huang

Fig. 2. The weight map is generated by the summation of dilated edge maps

3.3 Codes Adjustment

Before going on to SPM layer pooling, the coded features will be adjusted by
the weight map. The new coded features becomes:

c′ij = cij ×wij (7)

4 Experimental Results

In this section, we compare our method with LLC for image classification on
two widely used datasets: Caltech-101[7] and 15-scene[3] dataset. They represent
two important kinds of images in our life. We use a single descriptor, the SIFT,
extracted from patches densely located by every 8 pixels on the image under the
scale 16 × 16, just as LLC did. Other parameters are also share with the LLC
, such as using 4 × 4, 2 × 2, and 1 × 1 sub-regions for SPM layer pooling and
no larger than 300*300 pixels with preserved aspect ratio.We take σ = 12, lower
threshold=0.04 for Caltch101 and σ = 20, lower threshold=0.004 for 15-scene.

Algorithm 1. A fast implementation of Eq.6

Input:
The edge map, E;
The scale in gaussian function, σ;

Output:
The weight map, W;

1: Compute the scale of the largest dilated image to expand, scale = �√2σ�
2: Compute the values of gaussian function g = 1

2πσ2 e
− d2

2σ2 at d = 1, 2, ..., scale,
g = [g(1), g(2)...g(scale)]

3: Filter g with [-1 1],resulting b = [b1, b2, ...bscale], bi = g(i)−g(i+1), g(scale+1) = 0
4: for i = 1; i <= scale; i++ do
5: Dilate the W by i pixels, Wi;
6: end for
7: Sum Wi up, W =

∑scale
i=1 biWi

8: return W;
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Fig. 3. Sample images from Caltech101. The accuracies of upper ones is high, while
that of the lower ones are relatively low.

Table 1. Classification Accuracy on Caltech101

training images 5 10 15 20 25 30

SPM[3] - - 56.4 - - 64.6

ScSPM[4] - - 67.0 - - 73.2

LLC[6] 51.15 59.77 65.43 67.74 70.16 73.44

Ours 51.74 61.73 66.65 69.72 72.03 73.90

4.1 Results on Caltech101

The Caltech101[7] dataset contains 9144 images in 102 categories which includes
101 classes and a background class. The number of images per category varies
from 31 to 800. Besides, deformation is applied to objects in the same category.
Some sample images are shown in Figure 3. In accordance with LLC, the whole
dataset is partitioned into two parts, 5-30 being training images and the others
being testing images per class. The codebook we trained has 2048 bases to keep
consistent with LLC as well. We compared our results with LLC in Table 1, and
our method outperformed LLC by a average margin of about 1%.

4.2 Results on 15-scene

The 15-scene[3] dataset contains 4485 images of 15 scenes. It has widely been
used for scene understanding task, Figure 4 shows some samples of different
categories. The classification results are shown in Table 2.

4.3 Disccusion

To provide more comprehensive analysis of our proposed method, we compared
the classification accuracies with different parameter settings, including different
thresholds for edge detector and different values of σ in Eq.6. As can be observed
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Fig. 4. Sample images from 15-scene. The accuracies of upper ones is high, while that
of the lower ones is relatively low.

Table 2. Classification Accuracy on 15-scene

training images 10 20 30 50 100

SPM[3] - - - - 81.4

LLC[6] 67.45 72.48 75.57 78.41 81.96

Ours 69.21 73.11 76.39 79.05 83.01

in Figure 5, different parameter settings will significantly affect the resulting
accuracy. Generally, higher threshold and lower σ is suitable for images in which
objects is easily separated from their background, while lower threshold and
higher σ is suitable for others, such as natural scenes.

Fig. 5. Performance on Caltech 101 under different parameter settings
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5 Conclusion

In this paper, we propose a novel modification on coded features before pool-
ing for image classification. By adjustment according to weight map, the coded
features will carry more spatial information. We also give an fast implementa-
tion for the weight map generation. The future work will include more spatial
information in images and their combination with other classification models.

References

1. Csurka, G., Dance, C., Fan, L., Willamowski, J., Bray, C.: Visual categorization
with bags of keypoints. In: Workshop on Statistical Learning in Computer Vision,
ECCV, vol. 1, p. 22 (2004)

2. Lowe, D.G.: Object recognition from local scale-invariant features. In: The Proceed-
ings of the Seventh IEEE International Conference on Computer Vision, vol. 2, pp.
1150–1157. IEEE (1999)

3. Lazebnik, S., Schmid, C., Ponce, J.: Beyond bags of features: Spatial pyramid match-
ing for recognizing natural scene categories. In: 2006 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition, vol. 2, pp. 2169–2178. IEEE
(2006)

4. Yang, J., Yu, K., Gong, Y., Huang, T.: Linear spatial pyramid matching using
sparse coding for image classification. In: IEEE Conference on Computer Vision
and Pattern Recognition, CVPR 2009, pp. 1794–1801. IEEE (2009)

5. Yu, K., Zhang, T., Gong, Y.: Nonlinear learning using local coordinate coding.
Advances in Neural Information Processing Systems 22, 2223–2231 (2009)

6. Wang, J., Yang, J., Yu, K., Lv, F., Huang, T., Gong, Y.: Locality-constrained linear
coding for image classification. In: 2010 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 3360–3367. IEEE (2010)

7. Fei-Fei, L., Perona, P.: A bayesian hierarchical model for learning natural scene
categories. In: IEEE Computer Society Conference on Computer Vision and Pattern
Recognition, CVPR 2005, vol. 2, pp. 524–531. IEEE (2005)



Fast Approximated Discriminative Common

Vectors Using Rank-One SVD Updates

Francesc J. Ferri1,�, Katerine Diaz-Chito1,2, and Wladimiro Diaz-Villanueva1
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Abstract. An efficient incremental approach to the discriminative com-
mon vector (DCV) method for dimensionality reduction and classifica-
tion is presented. The proposal consists of a rank-one update along with
an adaptive restriction on the rank of the null space which leads to an
approximate but convenient solution. The algorithm can be implemented
very efficiently in terms of matrix operations and space complexity, which
enables its use in large-scale dynamic application domains. Deep com-
parative experimentation using publicly available high dimensional image
datasets has been carried out in order to properly assess the proposed
algorithm against several recent incremental formulations.

1 Introduction

Dimensionality Reduction (DR) and feature extraction has always been an is-
sue of key importance in Machine Learning and Pattern Recognition. Using
appropriately reduced feature subspaces may lead to very efficient implementa-
tions of learning systems able to cope with modern challenges that involve huge
amounts of data usually with very high dimensionalities. Many different appli-
cation domains such as (hyper)text mining, image retrieval, stream processing
or data analysis in bioinformatics will potentially require these techniques in or-
der to achieve their corresponding goals. Supervised DR algorithms pursue the
maximization of the separability among categories of objects. Linear Discrimi-
nant Analysis (LDA) is a very well-known DR approach that is based on both
maximizing class separability while minimizing intraclass variability by using a
simple linear transformation of the original problem [1]. For undersampled prob-
lems with more dimensions than samples, also referred to as the small sample
size case (SSS), many different alternatives have been proposed to cope with the
intrinsic weaknesses of LDA. Among them we can name PCA+LDA [2, 3], direct
LDA [4], Null space LDA [5],or least squares LDA [6].

When really big data (or infinite streams) need to be processed, the so-called
incremental algorithms are particularly appealing. In short, incremental algo-
rithms (which can exactly reproduce the effect of a given batch algorithm or
not) process a very small amount of new data to update a convenient global

� Work partially funded by FEDER and Spanish Government through projects
TIN2009-14205-C04-03 and Consolider Ingenio 2010 CSD07-00018.
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model in a very efficient way. In particular, several different incremental for-
mulations of subspace learning algorithms have already been proposed such as
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA)
or their variants and extensions [7–12].

Subspace learning methods based on Discriminative Common Vectors (DCV)
that constitute an alternative reformulation of Null space LDA [5]are particularly
appealing because their good performance behavior and flexibility of implemen-
tation specially in the case of very large dimensionalities as in image recognition
or genomic problems. This has motivated a recent interest in obtaining efficient
implementations [13] including incremental formulations [14, 15].

In this paper, an novel incremental formulation that approximates the DCV
method is proposed and evaluated on publicly available data. The algorithm
consists of a per sample correction along with an additional restriction on the
growth of the range space of the corresponding scatter matrix. Both subspace
projection and explicit discriminative vectors can be efficiently recomputed al-
lowing the application of these algorithms in interactive and dynamic large-scale
problems as with previous incremental algorithms with some additional benefits
regarding space and time complexity and generalization ability.

2 Null Space LDA and Discriminant Common Vectors

The DCV method was initially proposed for face recognition problems [5]. In
particular, the method looks for a linear projection that maximizes class separa-
bility using a modified Fisher criterion that uses the within-class scatter matrix,
Sw. To this end, it constructs a linear mapping onto the null space of the within-
class scatter matrix in which all training data gets collapsed into the so-called
discriminant common vectors (DCV). Classification of new data can be then
done by first projecting and then measuring similarity to DCVs of each class.

Let X ∈ R
d×M be a given training set consisting of M d-dimensional (col-

umn) data vectors, xi
j ∈ R

d, where i = 1, . . . ,Mj refers to objects of any of the

c given classes, j = 1, . . . , c and M =
∑c

j=1 Mj, and let Sw
X be their correspond-

ing within-class scatter matrix which can be defined as XcX T
c , where Xc is the

centered version of X , (each object in X with its own class mean subtracted).
Let U ∈ R

d×r be a matrix whose columns are eigenvectors of Sw
X correspond-

ing to non zero eigenvalues. r and n = d − r are the dimensions of the range
and null spaces of Sw

X , respectively. The j-th class common vector (CV) can be
obtained as the orthogonal projection of any vector from the same class onto
this null space, which can be implicitly obtained as

xj
com = x1

j − UUTx1
j . (1)

The representative vector x1
j can be substituted by any other vector in the

same class or even the mean, xj , which leads to the same result [5].
Note that the method refers to the (usually huge) null space by explicitly

managing its orthogonal complement, the range space of dimensionality r.
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From the small set of c CVs obtained with Eq. 1, a linear mapping, W ∈
R

d×(c−1), that maximizes CV scatter can be obtained using PCA or other equiv-
alent alternatives. This mapping is the main result of the method and it serves
to project both training and test data to a reduced space where a distance-based
classifier is usually applied.

Instead of using centering (subtracting class means) and eigendecompositions,
it is possible to use differencing (subtracting an arbitrary vector) and orthonor-
malization. Let B ∈ R

d×(M−c) be a matrix whose columns are given by difference
vectors xi

j−x1
j , where j = 1, .., c, and i = 2, ..,Mj. It can be shown that the range

subspace of Sw
X and the subspace spanned by B are the same [5]. Let Q be a ba-

sis for B obtained through orthonormalization. It holds that UUT = QQT even
though U and Q are different in general. Also, one can define difference CVs,
Bcom and do the same to obtain a mapping W equivalent to the one obtained
through eigendecomposition up to a rotation.

Both strategies can be efficiently implemented using Singular Value (SVD)
or QR decomposition (QRD) in their thin or economic versions [16] as it is
schematized in the following algorithm [14]:

Algorithm 1. The (batch) DCV algorithms.

Input: X ∈ R
d×M , dataset

Output: W ∈ R
d×(c−1), mapping

1 Compute difference set, B. / Compute centered set Xc.
2 Compute Q using thin QRD of B. / Compute U using thin SVD of Xc.

3 Obtain CVs as xj
com = x1

j −QQTx1
j . / Obtain CVs as xj

com = x1
j −UUTx1

j

4 Compute difference set, Bcom. / Compute centered set, X com
c

5 Obtain W using thin QRD of Bcom. / Obtain W using thin SVD of X com
c .

The computational cost of the batch approach is dominated in any case by
the step 2 which is either O(dM2) or O(dM2 + M3) that leads to the same
asymptotic cost in the SSS case as M � d. In general, obtaining the basis,
U , that corresponds to non zero singular (or eigen-)values leads to less efficient
algorithms compared to other approaches based on orthonormalization that ob-
tain arbitrarily rotated bases [13]. But even the fastest of these implementations
which is still in O(dM2) becomes prohibitive for huge databases or data streams.
The alternative consists of considering significantly faster algorithms that use an
incremental strategy.

Assume that both Q and W have already been obtained and one needs to
update them as a new sample x ∈ R

d×1 from class k is made available. The
corresponding incremental update can be obtained by extending Q with the
new orthogonal vector

z =
y −QQT y

||y −QQT y||

where y = x − x1
k and x1

k is the same vector that has been subtracted to all
previous vectors in the kth class. Once Q has been updated, both DCVs and
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projection W can be obtained using steps 3–5 in the batch algorithm. Alter-
natively [14], one can directly update W by orthonormalizing W − zzTW , or
through a rank-one update of the corresponding QRD of Bcom [17]. We will refer
to any of these implementations as Incremental Discriminative Common Vectors
(IDCV). Note that the cost is dominated by the matrix operations to obtain Q
which are O(dr) while computing W is O(dc2) in all cases.

3 Updating DCV Projections Using Incremental SVD

Even though the IDCV algorithm is very efficient in most situations, for very
huge sets of linearly independent data an O(dM) cost can be prohibitively high.
An obvious choice to keep the running times of incremental updates at moderate
values consists of restricting the growth of the dimension of the within-class
scatter matrix range space, r, in a similar way as it has been proposed for batch
DCV [18]. Basically, the idea is to discard directions in the range space which
are less important. Consequently, to be able to restrict the range space, we need
to incrementally compute both singular vectors and values of the corresponding
centered data, Xc, in a sufficiently efficient way. Basis vectors corresponding to
small singular values will be candidates to be removed from U .

Let Xc = USV T be the SVD of the current centered data and we are interested
in obtaining the SVD of the updated dataset [X | x]c which needs to be centered
with regard to the updated mean. By using the incremental expression to update
the mean and adding a new column to dataset, the following expression can be
arrived at

[X | x]c = [Xc | 0] +
xk − x

Mk + 1
[1T | −Mk]

which leads to a rank-one update of a previous SVD that can be done in time
O(dr + r3) in the worst case [19]. 0 and 1 are column vectors of either zeros or
ones of the appropriate dimension. The SVD update leads to an increase of r in
1 for linearly independent data. In the linear dependent case, the value of r is
kept by discarding the vector whose singular value is zero [19].

Our proposal consists of measuring the importance of an update as ||y −
UUT y|| and if it is below a threshold, then the last singular vector corresponding
to the smallest (non zero) singular value will be discarded. The threshold is set to
zero initially and it is updated in such a way that the probability of discarding the
new direction is zero at the beginning and tends to its maximum with iterations.
A parameter ν has been empirically adjusted in such a way that the rank, r,
is kept constant when ν = 0 and grows linearly (for linearly independent data)
when ν = 1. For intermediate values, a sublinear growth is observed.

4 Experiments and Discussion

A number of experiments have been carried out to assess the relative benefits of
the proposed algorithm with regard to IDCV. In the experiments the proposed
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Fig. 1. Recognition rates obtained using the proposed method (ITDCV), the same
with random selection, the LS-ILDA and the IDCV algorithm on the 4 of the databases
considered: (a) ORL, (b) Yale, (c) AR, and (d) CMU-PIE

method will be referred to as Incremental Truncated DCV (ITDCV). The LS-
ILDA algorithm [12] has been considered as baseline. Moreover, the QRD-based
IDCV that randomly discards directions has been considered and referred to as
ITDCV(rnd). The ν parameter has been tuned manually for each dataset, and
the ITDCV(rnd) has been adjusted in such a way that the number of directions
discarded is as close as possible to the one with the tuned ITDCV(ν).

In this work, 4 publicly available image databases have been considered as
a convenient and widely used case of high dimensional data which leads to an
undersampled situation. Images have been normalized in intensity and roughly
aligned. These databases are ORL (d=1024, M=400, c=40), MNIST (d=1024,
M=1000, c=10), COIL (d=1600, M=1200, c=40) and CMU-PIE (d=2700, M=
3808, c=68). Further details are given in previous similar studies [14]. An exper-
imental setup in which more training data becomes available to the algorithm
has been designed. In particular and for each database, the available data has
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Fig. 2. CPU times (in seconds) obtained using the proposed method (ITDCV), the
same with random selection, the LS-ILDA and the IDCV algorithm on the 4 of the
databases considered: (a) ORL, (b) MNIST, (c) COIL, and (d) CMU-PIE

been split into 2 disjoint sets. The first 2/3 of the data is used for training and
the rest is kept for test. This is repeated 10 times. The results presented corre-
spond then to an average across the 10 runs along with corresponding standard
deviations. The accuracy of the Nearest Neighbor classifier (with k = 1) in the
projected subspace has been considered as a performance measure [5, 12]. Also,
CPU times for each algorithm at each iteration have been measured.

Figure 1 shows that the proposed ITDCV gives in all cases the best or as
good as the best performance results. It is worth noting that IDCV gives also
the best results for ORL and MNIST but are significantly worse for COIL and
CMU-PIE. Another more surprising fact is that randomly discarding directions
in the same amount lead to equally good results in ORL and COIL. LS-ILDA
gives always worst results than IDCV as it was already shown [14]. In the largest
database, CMU-PIE, it can be observed that the performance of both IDCV and
LS-ILDA deteriorates as the value of M approaches d.
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On the other hand, CPU times corresponding to incrementally updating pro-
jections shown in Figure 2 illustrate the fact that the proposed algorithm behaves
linearly with M . Observe that the time spent is worst than the one from IDCV
but moderately good as compared to the one from LS-ILDA. ITDCV(rnd) is
obviously the best in terms of computational burden as it does only a fraction
of the job done by IDCV. To better understand how ITDCV behaves, Figure 3
shows both accuracies and rank values, r, corresponding to ITDCV(ν) for sev-
eral values of ν in the case of MNIST. The IDCV algorithm is also shown for
comparison purposes. It can be seen that the value of ν in the proposed algo-
rithm has a very moderate impact on its performance that is always as good
or better than IDCV. On the other hand, the parameter has a strong impact
in rank growth and, consequently, in computational time. In fact, we see that
it is possible to significantly improve the computing times in Figure 2 without
significantly degrading the performances in Figure 1.
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Fig. 3. Proposed ITDCV method for different values of the parameter ν compared to
the exact IDCV method: (a) accuracy, (b) within-class scatter rank

5 Concluding Remarks

An approximate incremental algorithm to compute DCVs and corresponding
subspaces has been proposed. The algorithm is based in a rank one SVD update
along with a restriction on the growth of the range space of the within-class
scatter matrix. The algorithm is very efficient and numerically stable and gives
the same or better performance results than the DCV algorithm. Very com-
petitive results both in performance and complexity when compared to one of
the best incremental LDA implementations to date has been obtained in the
empirical evaluation carried out. Further work is being done on applying this al-
gorithm along with an appropriate tunning strategy for more realistic problems
of significantly larger sizes.
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Abstract. Learning good feature representation from unlabeled data
has attracted researchers great attention recently. Among others,
K-means clustering algorithm is popularly used to map the input data
into a feature representation, by finding the nearest centroid for each
input point. However, this ignores the density information of each clus-
ter completely and the resulting representation may be too terse. In this
paper, we proposed a SVDD (Support Vector Data Description) based
method to address these issues. The key idea of our method is to use
SVDD to measure the density of each cluster resulted from K-Means
clustering, based on which a robust feature representation can be de-
rived. For this purpose, we add a new constraint to the original SVDD
objective function to make the model align better with the data. In ad-
dition, we show that our modified SVDD can be solved very efficiently
as a linear programming problem, instead of as a quadratic one. The
effectiveness and feasibility of the proposed method is verified on two
object classification databases with promising results.

Keywords: Feature learning, K-means, Support Vector Data Descrip-
tion(SVDD), C-SVDD, object classification.

1 Introduction

Learning good feature representation from unlabeled data is the key to make
progress in recognition and classification tasks, and has attracted great attention
and interest from both academia and industry recently [1]. Deep learning method
which aims to learn multiple layers of abstract representations from data has
gained much success and has become a popular way for representation learning.
In this method layers of representation is usually obtained by greedily training
one layer at a time on the lower level [2], [3], [4], using an unsupervised learning
algorithm. In this sense, the performance of single-layer learning has an big effect
on the final representation. Neural network based single-layer methods, such as
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autoencoder [5] and RBM (Restricted Boltzmann Manchine,[6]), are widely used
for this but they have the disadvantages that the models are usually very complex
and have many parameters to adjust. In addition, many parameters involved are
need to be set through cross-validation, which is very time-consuming.

That is why a simple and fast method is preferred for unsupervised feature
learning. Among others K-means clustering algorithm is commonly used to map
the input data into a feature representation. The simplest way for this is to map
each data point to its nearest cluster center and use it as the feature to describe
the data. There is only one parameter involved in the K-means based method,
i.e., the number of clusters, hence the model is very simple and fast. Coates
et al. [7] shows that the K-means based encoder achieves the best performance
compared with sparse autoencoder, sparse RBM and GMM (Guassian Mixture
Model) under some circumstances. Despite of the success, the above K-means
based feature representation scheme is not perfect from the aspect of the richness
of information it conveys. Actually, such a representation is too terse, and does
not take the non-uniform distribution of cluster size into account. Intuitively,
those clusters containing more data are likely to be part of the features with
higher influential power, compared to the smaller ones.

In this paper, we proposed a SVDD (Support Vector Data Description, [8],
[9]) based method to address these issues. The key idea of our method is to use
SVDD to measure the density of each cluster resulted from K-means clustering,
based on which more robust feature representation could be built. Actually the
K-means algorithm lacks a robust definition of the size of its clusters, since the
nearest center principle is not robust against the noise or outliers common in
real world applications. We advocate that the SVDD could be a good way to
address this issue. Actually SVDD is a widely used tool to find a minimal a closed
spherical boundary to include all the data belong to target class and therefore,
given a cluster of data, we are expecting SVDD to generate a ball containing the
all normal data excepting outliers. Performing this procedure on all the clusters
of K-means, we will finally getK SVDD balls on which our representation can be
built. In addition, considering that a bigger ball is more influential than smaller
ones, we use the distance from the data to each ball’s surface instead of the
center as the feature.

One problem of our model comes from the instability of SVDD’s center, due
to the fact that its position is mainly determined by the support vectors on the
boundary and the noise in the data may deviate the center far from the mode
(c.f., Fig. 3(left)). This makes the SVDD ball not be consistent with the data’s
distribution when used for feature representation. To address this, we add a
new constraint to the original SVDD objective function to make the model align
better with the data. In addition, we show that our modified SVDD can be solved
very efficiently as a linear programming problem, instead of as a quadratic one.
Experiments on the AR face dataset and CIFAR-10 object database show that it
is robust, efficient, and when combined with K-means, it provides a much richer
representation for the input data and thus improves the performance of object
classification.
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2 Preliminaries

2.1 Unsupervised Feature Learning

The overall pipeline of the feature representation is as follows. For a given image,
a set of patches are first sampled at the positions of a regular grid [7]. By
mapping those patches to their nearest cluster centers, a set of feature maps
could be obtained. Then one can pooling on these and reshape them into a
vector, which yields the final feature representation for the input image. It is
worthy mentioning that there is a small difference between the above method
and others such as the CNN network [10], [11], i.e., instead of using a learnt
filtering bank for convolution, the K-means centers are used as references for
feature mapping. In other words, the cluster centers play the same role as the
filtering bank in CNN network but its way for feature mapping is different from
the latter.

2.2 K-Means for Feature Learning

K-means is a data clustering algorithm to divide data into a set of K clusters,
with Euclidean distance as similarity measure. It aims to minimize the sum of
distance between all data to their corresponding centers. Let X={xi},i=1,...,n
be the set of n d-dimensional points, C = {ck}, k=1,...,K be the K clusters.
Let μk be the mean of the cluster ck. The objective function is defined as:
J(C) =

∑K
k=1

∑
xi∈ck

‖xi − μk‖2.
As mentioned in the previous section, each cluster would be used to produce a

feature mapping. So if we have K clusters, the dimension of the resulting feature
representation will be K as well. The simplest way for feature mapping is the
so-called ”hard coding” method, i.e., simply setting the winner cluster center on
while all the others off, as follows,

fk(x) =

{
1 if k = argminj‖cj − x‖22
0 otherwise

(1)

The resulting K-dimensional vector f can be thought as the MAP estimate of
the input point x given the K-means model. However it is too sparse and is often
not representative of the full posterior mass. A better summary is the following
”soft coding”:

fk(x) = max{0, μ(z)− zk} (2)

where zk = ‖x− ck‖2, and μ(z) is the mean of the elements of z. This activation
function outputs 0 for the feature fk that have an above average distance to the
centroid ck. This model leads to a less sparse representation (roughly half of the
features are found to be 0 in our experiments), but as shown in the experimental
section, it significantly improves the classification performance.

However, this method does not take the characteristics of each cluster into
consideration. Actually, the number of data point in each cluster is usually dif-
ferent, so is the distribution of data points in each cluster. We believe that these
differences would make a difference in feature representation as well. However,
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Fig. 1. Illustration of the unequal cluster effect

the aforementioned K-means feature mapping scheme completely ignores these
and only use the position of center for coding. As shown in Fig. 1, although the
data point x has the same distance to the centers C1 and C2 of two clusters,
it should be assigned a higher score on C1 than on C2 since the former cluster
C1 is much bigger than the latter. In practice such unequal clusters are not
uncommon and the K-means method by itself can not reliably grasp the size of
its clusters due to the existence of outliers. To this end, we propose an SVDD
based method to describe the density and distribution of each cluster and use
this for more robust feature representation.

3 The Proposed Method

3.1 Using SVDD Ball to Cover Unequal Clusters

Assume that a data set contains N data objects, {xi}, i = 1, ..., n and a ball is
described by its center a and the radius R. The goal of SVDD (Support Vector
Data Description, [8]) is to find a closed spherical boundary around the given
data points. In order to avoid the influence of outliers, SVDD actually faces the
tradeoff between two conflicting goals, i.e., minimizing the radius while covering
as many data points as possible.

The SVDD method can be understood as a type of one-class SVM and its
boundary is solely determined by support vectors points. SVDD allows us to
summarize a group of data points in a nice and robust way. Hence it is nat-
ural to use SVDD ball to model each cluster from K-means, thereby combin-
ing the strength of both models. In particular, for a given data point we first
compute its distance hk to the surface of each SVDD ball Ck, and then use
the following soft coding method for feature representation similar to E.q.( 2):
fk(x) = max{0, g(z) − hk}, where g(z) = μ(z) − μ(R) and μ(R) is the mean
of radius R of balls, while hk = |zk − Rk| is the distance from the point to the
surface of the SVDD ball.

Shown in Fig. 2 for a data point x, Ci, i=1,2 respectively are the centroids
of two SVDD balls with Ri, i=1,2 being their the radius respectively, and hi =
|zi −Ri| is the distance from x to the surface of i− th ball. Since the distances
from x to C1 and C2 are equal, x will get the same scores on the two ball with
the K-means scheme (c.f., E.q.( 2)). However, if we take the density and size
of the clusters into accounts, the score from C2 should be higher and that is
exactly our method does.
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Fig. 3. Illustration of the difference between SVDD and C-SVDD, where the left ball
(C1) is from SVDD while the right (C2) is from C-SVDD. Note that the center of
C-SVDD ball aligns better with the high density region of the data points. The Cm

marks the center of K-means.

3.2 The C-SVDD Model

Although SVDD ball provides a robust way to describe the cluster of data, one
unwelcome property of the ball is that it may not align well with the distribu-
tion of data points in that cluster. As illustrated in Fig. 3 (left), although the
SVDD ball covers the cluster C1 well, its center is biased to the region with low
density. This should be avoided since it actually gives suboptimal estimates on
the distribution of the cluster of data.

To address this issue, inspired by the observation that the centers of K-means
are always located at the corresponding mode of their local density, we propose
to shift the SVDD ball to the centroid of the data such that it may fit better
with the distribution of the data in a cluster. Our new objective function is then
formulated as follows,

minR,ξi R
2 + C

N∑
i=1

ξi

s.t. ‖xi − a‖2 ≤ R2 + ξi

a =
1

N

N∑
i=1

xi

ξi ≥ 0

(3)
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where ‖.‖ is the L2-norm and ξi is the slack variable to the ith sample xi. With
Lagrange multipliers αi ≥ 0 and αj ≥ 0 according to KKT Conditions, one has
the following dual function:

max
∑
i

αi〈xi, xi〉 − 2

N

∑
i

∑
j

αi〈xi, xj〉

s.t.
∑
i

αi = 1 , αi ∈ [0, C] , i = 1, ..., N
(4)

Eq.( 4) can be rewritten as:

min
2

N
αTHe− αTF

s.t. αT e = 1 , αi ∈ [0, C] , i = 1, ..., N
(5)

where H = (〈xi, xj〉))N×N , F = (〈xi, xi〉)N×1 , e = (1, 1, ..., 1)T . It is worthy
mentioning that this objective function is linear to α, and thus can be solve
efficiently with a linear programming algorithm.

Since the model is centered towards the mode of the distribution of the data
points in a cluster, we named our method as C-SVDD (centered-SVDD). Figure.3
shows the difference between SVDD and C-SVDD, where the left result is from
SVDD and the right from C-SVDD. We can see that our new model aligns better
with the density of the data points, as expected.

4 Experiments and Analysis

To investigate whether the proposed method can produce good feature represen-
tation. We conducted a series of experiments on the AR face database [12] and
the CIFAR-10 object dataset [13], on each of which, we compared our method
(C-SVDD with K-means) with other three types of feature mapping strategies,
i.e., K-means(hard), K-means(soft) and SVDD (combined with K-means). All
the images in use undergone whitening preprocessing before being sampled for
feature mapping [7].

The AR face database [12] contains over 4,000 color images corresponding
to 126 people’s faces. Every person has 2 sessions images with 13 for each.
Images are all frontal view faces with different facial expressions, illumination
conditions, and occlusions. Here we use all the images from the first session for
training while those in the second session for testing. All images are resized to
64× 64. For training we sample 40000 patches with size 6× 6 from training set,
and cluster them using K-means by varying the number of clusters K. Then we
do the feature mapping as described in the previous section. Note that for the
normalization parameter C in SVDD and C-SVDD, If C = 0, the representation
result of C − SV DD is equal to K-means, while a larger C value means more
noise is allowed to enter the ball. We use 5-cross validation to set its value from
a range of {0.005, 0.01, 0.1, 1}.
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Fig. 4. Comparative performance of the proposed method with various K-means based
encoding strategies on (a) the AR dataset and (b) the CITAR-10 dataset

The CIFAR-10 [13] dataset is a more complicated database which consists of
60000 32x32 color images in 10 classes with 6000 images per class. There are
50000 training images and 10000 test images, and the training set is divided into
five batches. We also use 5-cross validation to set the best C value for C-SVDD
and SVDD with a range of {0.004, 0.005, 0.006, 0.008, 0.01}. The receptive field
is 6 by 6, and 400000 patches are sampled for training.

Figure 4 gives the results. It can be seen that our C-SVDD-based representa-
tion method is the best performer on both datasets. The K-means (hard) method
is the worst one as expected due to its extremely sparse representation, while
replacing the hard coding with a soft one (K-means (soft)) significantly improves
the performance. The figure also reveals that the scheme of simply adding SVDD
ball onto the top of soft K-means does not necessarily work and may actually
hurt the performance due to the bias it introduced (as explained in the previous
section). However, once this problem solved, the performance is improved a lot.
Another point needing to be pointed out is that when the number of features
(i.e., the cluster number K in K-means) increases, the performance of all the
four methods improves consistently. This indicates the importance of encoding
richer information in the feature representation.

Table 1 gives the comparative performance (%) of our method with other
state-of-the-art single-layer network results on the CIFAR-10 dataset. For a fair
comparison, we adopted the same evaluation protocol as that in [7], and all the
results except the last row are directly cited from it. It is clear that our C-SVDD
method performs the best among the compared methods.

5 Conclusion

In this paper, we proposed a SVDD based feature learning algorithm that en-
hances the K-means ”soft” feature representation. The key idea of our method
is to describe the density and distribution of each cluster from K-means with a
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Table 1. Comparative performance (%) with other state-of-the-art single-layer network
methods on the CIFAR-10 dataset

Algorithm Accuracy
Sparse auto-encoder [7] 73.4

Sparse RBM [7] 72.4
K-means (Hard) [7] 68.6

K-means (Triangle, 4000 features) [7] 79.6
C-SVDD (4000 features) (ours) 79.8

SVDD ball for more robust feature representation. For this purpose, we presented
a new SVDD algorithm called C-SVDD that centers the SVDD ball towards the
mode of local density of each cluster. Furthermore we show that the objective
of C-SVDD can be solved very efficiently as a linear programming problem. Ex-
periments on the AR and the CIFAR-10 database show that our C-SVDD based
feature representation method outperforms the original K-means based scheme.
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Abstract. Histogram of Oriented Gradients (HOG) has been widely
used in computer vision as feature descriptors for detecting objects in
scenes. We present in this paper a new approach to HOG in image classi-
fication that will provide an opportunity to explore new ways to improve
the effectiveness of HOG image descriptors. We investigate applying ten-
sor decomposition on HOG descriptors then using them as image features
to build image models using support vector machine. The aim of this
approach is to produce a more robust and compact version of HOG fea-
tures. An image classification experiment is performed to evaluate the
effectiveness of this approach as well as to identify all ideal parameter
values involved. Experimental results show a good improvement in image
classification rate for the proposed approach.

Keywords: HOG, tensor, CP decomposition, Image Classification,
Support Vector Machine.

1 Introduction

In modern computer vision, the mechanism that represents the visual features of
an image entity is known as image descriptor. The most commonly used image
descriptors are HOG [1] and Scale-invariant feature transform (SIFT) [2]. These
descriptors share the same concept of implementation, in the sense that the
local histograms of orientation of patches across the image are used to produce
the vector. The main advantage of these descriptors are their invariance nature
to deformations of object within images: rotation, illumination, scale, viewpoint,
noise, etc [2]. Being quite similar in the implementation, the factor that separates
these descriptors sometimes boil down to the way they are being used.

In Dalal and Triggs’s original work [1], HOG descriptors are used as feature
vectors for a linear support vector machine (SVM), which performs like a sliding
window human detector within scenes. Since the work of Felzenszwalb et al. [3],
HOG is now also known in providing robust and effective features to be used for
object detection.

In many cases, HOG descriptors can be processed and utilized in similar
fashion to SIFT descriptors. In particular, this paper considers using HOG as a

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 384–391, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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feature extracting mechanism for the image classification task. Likewise to SIFT,
HOG descriptors allow an image classifier to produce matches on a given image
to the images that were used to train the image classifier by constructing a visual
bag-of-words (BoW) model of the HOG descriptor and using it in tandem with
a machine learning algorithm such as SVM.

Due to the nature they are created, HOG descriptors are generally represented
in three-dimensional space and, depending on the resolution of the image, also
tends to be high in volume. Figure 1 visualizes the HOG descriptors created on
the image of an accordion. Unlike SIFT, a value of O, number of orientations,
can be configured in HOG operation and this value can influent the features
quite significantly (as shown in Figure 1b and Figure 1c). This flexibility allows
HOG to be used for a variety of image detection problems.

(a) Original image (b) O = 3 orientations (c) O = 21 orientations

Fig. 1. Visual representation of HOG descriptors

In recent years, there exists a trend in which researchers have been using
techniques such as PCA (principal component analysis) and SVD (singular value
decomposition) on these types of descriptors. The goal is to either lessen the
problem complexity by dimensionality reduction of the original descriptors [4]
or to produce improved version of themselves [5], which generally results in more
robustness in recognition and classification. This trend has shown potential in the
work of compacting and reducing these image descriptors, which motivates us to
propose a new approach, in which canonical polyadic (CP) decomposition [6,7]
is applied to HOG descriptor before they are being used for image classification.
CP decomposition is essentially a generalization of matrix SVD to tensors, or
multidimensional array.

2 Proposed Method

2.1 HOG

Figure 2 summaries the steps in extracting the HOG descriptors of an image.
This process begins with dividing a given image into cells of equal size as in 2(a).
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Within each cell, a histogram of gradient directions, or edge orientations, is ac-
cumulated over the pixels as in 2(b). The orientation θ(x, y) and the magni-
tude r(x, y) of a pixel (x, y) are calculated with a 1-D discrete derivations mask
[−1, 0, 1] and its transpose [−1, 0, 1]�. The magnitude r(x, y) is calculated with
the color channel with the largest gradient magnitude. Let O = 9 be the number
of orientations, there will be 2 × 9 = 18 directed orientation bins allocated, or
one bin for every 20◦ in the range 0◦ − 360◦: 2 orientations (±) for each of the
9 undirected gradient directions (Dalal et al. [1]).

The next step in HOG is block normalization, in which blocks are generated
by grouping four adjacent cells together (sliding of each cell) as visualized in 2(c).
Let vector v be the stacking of the positive direction histogram in a block, ‖v‖2
be the two-norm of v and ε a very small number (it is presumed that ε also has
an insignificant value), the norm (l2-norm) of a block is defined as

v = v
/√

‖v‖22 + ε2 (1)

The final step 2(d) produces the actual descriptors. For each cell, four nor-
malization factors can be obtained as the inverse of the norm of the four blocks
that contain it. Four copies of the cell’s undirected 9-dimensioned histogram will
then be normalized with each normalization factor, separately. The results are
stacked and clipped at 0.2. The process will produce a vector of 4 × 9 = 36 in
length. This is used as the HOG descriptor representing the cell.

Fig. 2. Process of creating HOG descriptors

Another HOG variant is considered in this paper is UoC/TTI [3]. This type
of descriptors are created with a slightly different process, in which a) the nor-
malization is performed over both directed (18 bins) and undirected histograms
(9 bins), i,e produce a vector of 4× (2 + 1)× 9 in length ; b) the dimensionality
of the result is reduced with a PCA variation to the length of (2 + 1) × 9; and
c) the l1norm of the four normalized undirected histograms is computed and
stored as additional four dimensions . With that, the UoC/TTI process pro-
duces 31-dimensioned descriptors ((2 + 1)× 9+ 4), rather than 36 in the case of
Dalal-Triggs variant with the UoC/TTI variant.
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In Figure 2(d), as blocks are visited from left to right and top to bottom,
they form the final descriptor of the image. The HOG descriptors are normally
structured in the form of a 3-dimensional array, or third-order tensor. Let cH
and cW be the numbers of cells along the image’s height and width, respectively.
For the Dalal-Triggs variant, the HOG tensor has a dimension of cH × cW × 36
whereas it has the dimension of cH × cW × 31.

2.2 CP Tensor Decomposition

The process of CP decomposing a tensor involves factorizing it into a sum of
component rank-one tensors. In this situation, given a third-order tensor X ∈
R

I1×I2×I3 and a positive integer tensor-rank R, this process is denoted as:

X ≈ [[λ;A(1),A(2),A(3)]] =

R∑
r=1

λr a(1)r ◦ a(2)r ◦ a(3)r (2)

where operator ◦ is the vector outer product, with a
(n)
r ∈ R

In . Factor matrices
A(1), A(2) and A(3) are combinations of those rank-one components A(n) =[
a
(n)
1 a

(n)
2 · · · a(n)R

]
. Core vector λ ∈ R

R is used to normalize the columns of

factor matrices to length one. Equation 2 can be re-written in another form with
these statements:

X(1) ≈ A(1) diag(λ)(A(3) �A(2))�,

X(2) ≈ A(2) diag(λ)(A(3) �A(1))�,

X(3) ≈ A(3) diag(λ)(A(2) �A(1))�,

(3)

where the operator � denotes a Khatri-Rao product. This column-wise
Kronecker product of two matrices A = [ A1 | A2 | . . . | An ] and
B = [ B1 | B2 | . . . | Bn ], where An and Bn are column vectors of A and B, is
defined as follows:

A�B =

⎡⎢⎣ A1
1B

1 A2
1B

2 . . . . . . An
1B

n

...
...

. . .
...

A1
mB1 A2

mB2 . . . . . . An
mBn

⎤⎥⎦ (4)

The decomposition process of tensor X is to identify a composition X ′ such
that it satisfy the condition:

min
X ′

∥∥X −X ′∥∥ = min
A(i)

∥∥∥X − [A(1),A(2),A(3)]
∥∥∥ (5)
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or in component form:

min
Â(1)

=
∥∥∥X(1) − Â(1)(A(3) �A(2))�

∥∥∥ ,
min
Â(2)

=
∥∥∥X(2) − Â(2)(A(1) �A(3))�

∥∥∥ ,
min
Â(3)

=
∥∥∥X(3) − Â(3)(A(2) �A(1))�

∥∥∥
(6)

where the column vector normalization ofA(n) is defined as Â(n)=A(n). diag(λ).
Given A† that represents the pseudoinverse of a matrix A [8], the pseudoinverse
of a Khatri-Rao product has this property [8]

(A�B)† = (A�A ∗B�B)†(A�B)�, (7)

where the matrix operator “∗” represents the Hadamard element-wise matrix
product [8]. Equipped with Property 7, an optimal solution Â(1) for Formula 6
can then be written as

Â(1) = X(1)
[
(A(3) �A(2))�

]†
= X(1)(A(3) �A(2))(A(3)�A(3) ∗A(2)�A(2))†,

(8)

Similar calculations then can be applied to calculate Â(2) and Â(3) in Equation 8.
In this paper, the core of the CP decomposition process is the alternating least
squares (ALS) algorithm [6,7]. Figure 3 describes the steps involved in ALS: Us-
ing Equation 8, it fixes A(2) and A(3) to solve for A(1), then fixes A(3) and A(1)

to solve for A(2), then fixes A(1) and A(2) to solve for A(3), and continues to re-
peat the entire procedure until some convergence criterion is satisfied. The result
of the ALS processes with a R-ranked on a third-order tensor X ∈ R

I1×I2×I3

includes a core tensor λ as well as three tensors: A(1) ∈ R
I1×R, A(2) ∈ R

I2×R

and A(3) ∈ R
I3×R.

2.3 Feature of Image

The proposed approach involves applying CP decomposition with an R-ranked
onto the HOG descriptors. Depending on the HOG variants as well as the number
of orientations, we construct D-dimensional descriptors. The HOG descriptors
of an image, in the form of cH × cW × d tensor that will be decomposed into
three following tensors H(1) ∈ R

cH×R, H(2) ∈ R
cW×R and H(3) ∈ R

D×R.
The tensors H(1) and H(2) are retained and converted into 1-D vectors V (1)

and V (2) as follows:

H(1) =

⎡
⎢⎣

H(1,1) . . . H(1,R)

...
H(cH,1) . . . H(ch,R)

⎤
⎥⎦ → V (1) =

[
H(1,1) . . . H(cH,1) . . . H(1,R) . . .H(cH,R)

]

(9)
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1: procedure CP-Decompose(X , R) � X ∈ R
I1×I2×I3 , R-ranked

2: for n = 1 → 3 do
3: Randomize A(n) ∈ R

In×R

4: Normalize column vectors of A(n)

5: end for
6: repeat
7: for n = 1 → 3 do
8: Temp ← P (3) ∗ . . . ∗ P (n+1) ∗ P (n−1) ∗ . . . ∗ P (1) � P (i) = A(i)�A(i)

9: A(n) ← X(n)(A(3) 
 . . .
A(n+1) 
A(n−1) 
 . . .
A(1))Temp†

10: Normalize column vectors of A(n) with λ, update λ
11: end for
12: until converged � Fit stops improve
13: return λ,A(1),A(2),A(3)

14: end procedure

Fig. 3. ALP algorithm used on a third-order tensor

The values of the appended V (1) and V (2) will be the feature that represents
the original image. The goal of the experiment is to evaluate the effectiveness of
this type of feature against the unprocessed HOG descriptors. Beside the benefits
gained from dimension reduction, it is suggested that this kind of feature will
provide better accuracy in the image classification task.

3 Image Classification Experiment

We selected images of five classes which are ‘Faces’, ‘Leopards’, ‘Motorbikes’,
‘airplanes’ and ‘car side’ from the Caltech-101 dataset [9]. There are 160 images
selected per class. The HOG descriptors were created with both Dalal-Triggs
and UoC/TTI variants. The classification performance of the HOG descriptors
will be compared against the decomposed versions of each variant respectively.

Because the dimensions of sample images are not fixed, we utilized a conven-
tional approach in image classification domain. The image descriptors will be
fed into a K-means clustering bag-of-word (BoW) (VLFeat libray [10]) and the
histograms of corresponding entries computed by accelerated Elkan optimiza-
tion [10] of a test sample will be used as the features for SVM classifier. We
used multi-class SVM which is an one-vesus-all linear SVM configuration, where
the prediction for a sample x is based on the maximum probability among the
SVMs: argmax (w�x+ b). Variable w is the weight vector and b is the bias of
each SVM. The process is a 10-fold cross-validation and the classification perfor-
mance is measured with three metrics: accuracy (true positive rate), sensitivity
(positive rate) and specificity (negative rate).

3.1 Performance

We performed the experiment first with the R-Ranked of 1. Table 1 summarizes
the result of the cross-validation. The columns with “CP” prefix contain the
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results when our method is applied with a HOG variant. One can see for both
variants, the method provides features that have improved results over their
non-decomposed version. There is also an interesting fact that our method yields
identical classification result over the two cases.

Table 1. Classification performance comparison

UoC/TTI CP UoC/TTI Dalal-Triggs CP Dalal-Triggs

Accuracy 0.89 0.92 0.87 0.92

Sensitivity 0.89 0.92 0.87 0.92

Specificity 0.97 0.98 0.96 0.98

Figure 4 summarizes the impact of a chosen R-rank on the correct classifica-
tion rate. The value 1 of R clearly yields the best result, as also due to the fact
that this rank yields the fastest time to decompose with ALS. As R increases, the
classification performance drops (down to the Dalal-Triggs’s level when R = 4).
Perhaps CP-decomposing an ordered set of descriptors with a value R > 1, the
decomposed components does not follow that original order.

Fig. 4. Influence of R-Rank on classification accuracy

There is also an interest in the influence on accuracy from two HOG param-
eters: cell size (Figure 5a) and number of orientations (Figure 5b). As shown in
both charts, the proposed method does consistently maintain an edge in terms
of accuracy over the Dalal-Triggs variant.

4 Conclusion

This paper has revisited the popular HOG descriptor and combined it with
tensor decomposition. This combination is not only to provide a more effective
type of image descriptor but also showcasing the potential of this approach in
computer vision field. The focus of this paper is on image classification problem,
however there will be a lot more problems of this field could benefit from this.
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(a) Number of orientations (b) Cell size

Fig. 5. Effects of HOG parameters on overall accuracy

References

1. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In:
IEEE Computer Society Conference on Computer Vision and Pattern Recognition,
CVPR 2005, vol. 1, pp. 886–893 (2005)

2. Khan, N., McCane, B., Wyvill, G.: Sift and surf performance evaluation against
various image deformations on benchmark dataset. In: 2011 International Con-
ference on Digital Image Computing Techniques and Applications (DICTA), pp.
501–506 (2011)

3. Felzenszwalb, P., Girshick, R., McAllester, D., Ramanan, D.: Object detection
with discriminatively trained part-based models. IEEE Transactions on Pattern
Analysis and Machine Intelligence 32, 1627–1645 (2010)

4. Jiang, J., Xiong, H.: Fast pedestrian detection based on hog-pca and gentle ad-
aboost. In: 2012 International Conference on Computer Science Service System
(CSSS), pp. 1819–1822 (2012)

5. Ke, Y., Sukthankar, R.: Pca-sift: a more distinctive representation for local image
descriptors. In: Proceedings of the 2004 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, CVPR 2004, vol. 2, pp. II–506–II–513
(2004)

6. Carroll, J., Chang, J.J.: Analysis of individual differences in multidimensional
scaling via an n-way generalization of “eckart-young” decomposition. Psychome-
trika 35, 283–319 (1970)

7. Kiers, H.A.: Towards a standardized notation and terminology in multiway analy-
sis. Journal of Chemometrics 14, 105–122 (2000)

8. Kolda, T., Bader, B.: Tensor decompositions and applications. SIAM Review 51,
455–500 (2009)

9. Fei-Fei, L., Fergus, R., Perona, P.: Learning generative visual models from few
training examples: An incremental bayesian approach tested on 101 object cate-
gories. Comput. Vis. Image Underst. 106, 59–70 (2007)

10. Vedaldi, A., Fulkerson, B.: VLFeat: An open and portable library of computer
vision algorithms (2008), http://www.vlfeat.org/

http://www.vlfeat.org/


 

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 392–400, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Phantom Elimination Based on Linear Stability  
and Local Intensity Disparity for Sonar Images* 

Qiuyu Zhu and Yichun Li 

School of Communication and Information Engineering  
Shanghai University, Shanghai, P.R. China 

zhuqiuyu@staff.shu.edu.cn, athrun_asuka@yahoo.com.cn 

Abstract. The paper proposes a novel approach to the phantom elimination of 
sonar images based on image post-processing technique. Firstly, the images are 
transformed to the polar coordinate to form straight phantom. In the mapped 
images, the distribution of linear stability is further evaluated so that distance-
direction positions of phantoms may be displayed by means of locating peak 
areas of linear stability. Then, the neighboring peak areas are combined to avoid 
mutual interferences. Lastly, the local intensity disparity of each peak area is 
calculated, which the inpainting strategies are taken to fulfill the inpainting 
work of phantom areas. The algorithm does not require mask images before-
hand, and has good inpainting performance and a simple inpainting process. 

Keywords: phantom elimination, linear stability, local intensity disparity, sonar 
image, image inpainting. 

1 Introduction 

Qualities of sonar images are related not only to the recognitions of underwater targets, 
but also to the establishment of underwater environmental surveillances in the future. 
Unfortunately, during the beamforming of sonar images, if echoes are too strong, an 
arc-shape bright line may be formed at the same distance of nearby beams, which is 
called a phantom academically. The most negative effect of phantoms is that they dis-
turb the authenticity of sonar images and the distinction of underwater objects. Re-
straining sidelobes and ensuring the contribution of mainlobes to the distance-direction 
resolution by beam optimization is always a hot spot to deal with phantoms.  

In order to eliminate image phantoms, guaranteeing the accuracy recognition of un-
derwater objects, many researchers have made great efforts. Lei et al. [1] designed an 
FIR filter at the output of matched filter so that to minimize the ISL (Integrated Sidelobe 
Level), while keeping the mainlobe unchanged. Sun et al. [2] found an optimal modal in 
which beamforming problem could be formulated as a tractable convex second-order 
cone programming program, and the dimension of array weight vectors are decreased 
significantly by using the properties of spherical harmonics and Legendre polynomials. 

                                                           
* This work was supported by the Development Foundation of Shanghai Municipal Commis-
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In this way, the authors minimized the peaks of sidelobes while keeping the distortion-
less response in the look direction and maintained the mainlobe width. Wang et al. [3] 
considered the errors in sensor array characteristics together, and used worst-case per-
formance optimization in mode space for circular arrays to minimize sidelobe beam-
forming. Liu et al. [4] introduced a mainlobe-to-sidelobe power ratio maximization 
constraint to the Capon beamforming to suppress the sidelobe for interference nulling. 
Huang et al.[5] proposed a novel blind beamforming algorithm based on the sparse 
beam pattern constraint for all possible interferences and sidelobes. Such algorithm 
overcame severe degradations under the conditions of unexpected interferences or high 
noise power. Hong et al. [6] derived the second order cone (SOC) formulation of a new 
adaptive beamformer which could be easily solved using the well-established interior 
point method. Berbakov et al. [7] proposed a DBF scheme with Sidelobe Control (SC) 
which maximized the beamforming gain in the direction of main BS while keeping the 
sidelobe levels in the directions of the unintended BSs below some prescribed thre-
sholds. The proposed algorithm operated with partial CSI at the BSs and it merely re-
quired each BS to broadcast one bit of feedback to the sensor nodes. Sakhalin [8] estab-
lished a generalized form of the weighting factor for the sidelobe reduction and re-
stricted the apodization vector to a parametric representation through a discrete Fourier 
transform or discrete cosine transform which resulted in higher quality images with 
fewer artifacts and enhanced contrast properties. Belfiori et al.[9] retrieved the phase 
modes pattern for the reference array and then applied a conventional tapering for the 
sidelobe suppression of the obtained virtual uniform linear array. 

Due to the limitations of sonar equipment, sonar echoes inevitably contain sidelobe 
ingredients, thus, the sonar images also inevitably contain circular phantom. The paper 
proposed a novel solution to the phantom elimination for sonar images based on image 
post-processing technique. The rest of the paper is organized as follows. In the section 
2 the phantom elimination method based on linear stability and local intensity disparity 
are introduced. Section 3 exhibits experimental results and discussion. Section 4 con-
cludes the paper. 

2 The Algorithm of Phantom Elimination Based on Linear 
Stability and Local Intensity Disparity 

The representation of the sonar image is a sector image. In image, phantoms, a kind of 
image artifacts, exist in the form of circular arcs crossing the picture. A sonar image 
with several phantoms is shown in Fig. 1. 

It has been demonstrated that phantoms are caused by interferences of sidelobes. 
However, due to the limitations of sonar equipment, sonar echoes inevitably contain 
sidelobe ingredients. It is widely known that Hough circle detection is a good method 
to seek arc and circle targets[10]. But due to the inhomogeneity of phantom areas, 
besides noises and large objects around the phantoms, these factors increase image 
complexity, making Hough circle detection suffer time-costing and low accuracy. 
From another perspective, the fact that phantoms have no information to transfer  
the problem into handling fragmentary images, image inpainting[11] will be a good 
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technical solution. Thus the paper puts forward a novel image post-processing method 
to deal with phantoms. According to the image and phantom characteristics, the algo-
rithm includes the following two main steps: (1) phantoms positioning based on linear 
stability (2) image inpainting based on local intensity disparity. 

 

 

Fig. 1. A sonar image with phantoms 

2.1 Phantoms Positioning Base on Linear Stability 

Polar Projection. Because sonar images studied are sector images, with already 
known sector radius R’, circle center O, angle A, rectangle images with the size of 
R’×A could be acquired by mapping images from Cartesian coordinates to polar coor-
dinates. Doing that, processing the images by column and row is more efficient than by 
radius and angle. The procedure of polar projection shows in Fig.2. 

 

  

(a) An original sector sonar image  (b) The rectangle mapping image after polar projection 

Fig. 2. Polar projection of a sonar image 

Locating Peak Areas of Linear Stability. After projection, the arc phantoms ap-
pear in the form of bars. Observed them by column, each column of them is nearly a 
straight line. Fig.3 gives the column mapping images of an object and a phantom sepa-
rately from Fig.2(b). The images in Fig.3 are properly zoomed in for better watching. 

It can be found out from Fig.3 that the waveform of object intensities tends to un-
imodal distribution while the one of phantom intensities is slight-shaking wave distri-
bution, as shown in Fig.4. 
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Therefore, seeking phantoms turn into the question of distinguishing between un-
imodal and wave distribution. A classical approach to object classification in pattern 
recognition is clustering. Usually nice results mean small distances in clusters and 
large distances between clusters. It is suitable to point out the phantoms by means of 
using the distances in clusters of the waveforms of intensities. 

 

       
(a) The column mapping image of an object    (b) The column mapping image of a phantom 

Fig. 3. Column mapping images of an object and a phantom from the rectangle mapping image 

 

(a) Unimodal distribution (object)  (b) Wave distribution (phantom) 

Fig. 4. The waveforms of object and phantom intensities in column mapping images 

Thus linear stability is proposed in this paper, the function can be expressed as: 

 
, 1 'x

x
x

K Avg
D x R

Var

•= = 
 (1) 

where Avgx is the intensity mean of x column of the mapping image, Varx is the inten-
sity distribution variance of x column, K is a constant. Further linear stability distribu-
tion could be obtained like Fig.5. 

Local peak searching is performed towards linear stability distribution, whose 
searching window size is W. Then the center of the window is set on each peak (la-
beled as P). If attenuation of linear stability values of the area around P reach the pre-
set peak acutance threshold (labeled as Pt), the area is called a peak area of linear 
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stability. Position information of the area is saved. Each peak area corresponds to a 
phantom bar. 

One point should be paid attention to is that sometimes two peak areas may be too 
close that the bigger could cover the smaller. It leads to phantom missing. To deal with 
this, whenever a peak area is positioned, the linear stability values among the peak area 
should be reduced so that the possibly-existing smaller areas around the peak area 
could be highlighted. 
 

 
Fig. 5. Linear stability distribution of a sonar image 

2.2 Image Inpainting Based on Local Intensity Disparity 

After all the peak areas of linear stability have been determined, phantoms could be 
positioned in distance direction. But considering the fact that phantoms maybe cross 
objects in sonar images, there are overlapped regions between phantoms and objects. 
In other word, adjacent connected regions of such phantoms belong to the objects. 
Although phantoms have no information, covering these overlapped regions with zero 
in inpainting course is rather inappropriate. Thus, belongingness of adjacent connected 
regions of phantoms should be decided, which guides the inpainting work of phantoms. 

Combination of Neighboring Peak Areas of Linear Stability. Because belon-
gingness of adjacent connected regions of phantoms involves a small field around each 
phantom, two neighboring phantoms could interfere with each other, for the nearby 
phantom may be judged as an object by mistake. Misjudgment affects the choices of 
inpainting strategies of phantoms. In order to avoid this event, if two peak areas of 
linear stability are closer than preset spacing threshold Gap, the areas will be merged 
into a new large peak area to ensure the fitness of subsequent calculations, which rea-
lizes combination of neighboring phantoms. 

Local Intensity Disparity. Observing a nearby field of each phantom located by 
corresponding peak area of linear stability by angle, the belongingness of phantom 
region has three situations: (1) both left and right adjacent connected regions of the 
phantom belong to background, whose local intensity distribution is unimodal like 
Fig.4(a). (2) Both regions belong to objects. Its local intensity distribution is a wave-
form like Fig.4(b). (3) One side adjacent regions belong to objects while the others 
belong to background, whose local intensity distribution is shown as Fig.6. 
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Fig. 6. The local intensity distribution under the condition that one side adjacent connected 
regions of phantom belong to objects meanwhile the other side belong to backgrounds 

Furthermore, local intensity disparity is proposed in this paper to indicate these situ-
ations mentioned above. The equation is: 
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where T(P,j) stands for the intensity of the pixel at (P,j) in mapping images (P is the 
location of the peak of a peak area) while T(L-SH,j) is the intensity at (L-SH,j) and 
T(R-SH,j) is the intensity at (R-SH,j) (L,R are the locations of left and right endpoints 
of a peak area). SH is a offset. Then an important local intensity disparity threshold DT 
needs to be set. Then belongingness of adjacent connected regions of phantoms can be 
gained. With the help of the belongingness and choices of inpainting strategies:  
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where T(m,n) is the intensities of the pixels inside phantoms, phantom elimination 
comes true. When at least one side adjacent connected regions of a phantom belong to 
objects in a row, all the pixels of the row are to be reserved for protecting object infor-
mation, which form a phantom reserved area. Likewise, when at least one side adjacent 
connected regions are background in a row, all the pixels of the row are to be padded 
with zero-intensity pixels according to the fact that phantoms have no information. 
Also, a phantom zero-intensity inpainting area emerges. 

3 Experimental Results and Discussions 

To verify the effectiveness of the algorithm, functions expected are realized with C++ 
development language in the Microsoft Visual 2008 C++ environment, combined with 
open source computer vision library OpenCV. A sonar image for processing is shown 
as Fig. 7(a). In the central and lower part of Fig. 7(a), a target with high brightness is 
passed through by three phantoms. The recognition of the exact size of the target wor-
sens. Firstly polar projection acts on the image, the result is shown in Fig. 7(b). Then 
linear stability of the mapping image is calculated by column, getting the linear stabili-
ty distribution as Fig. 7(c). The three sharp peak areas represent the three phantoms in 

p
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Fig. 7(c). Peak acutance threshold Pt is set to 0.45. Behind this, all peak areas can be 
located by local peak searching results and the elaborate Pt. Over combination of 
neighboring peak areas of linear stability and computation of local intensity disparity, 
phantom reserved areas (green areas) and phantom zero-intensity inpainting areas (yel-
low areas) could be obtained as Fig. 7(d). Here in order to balance the sensitivity of 
targets and backgrounds, after a lot of testing, local intensity disparity threshold DT is 
finally set to 0.5. With respective inpainting strategies, the sonar image after phantom 
elimination is shown in Fig. 7(e). The sonar image information has been enhanced by 
means of eliminating the phantoms effectively. 

To assess phantom elimination based on linear stability and local intensity disparity 
under challenging conditions, quantitative comparison among the approach in this 
paper and two widely used image inpainting methods, i. e. FMM [12] and Navier-
Stokes [13], is made. Fig. 8 shows the results of the last two algorithms. The inpainting  
 

 

   

(a) A sonar image for processing with phantoms       (b) The result after polar projection 
 

 

(c) Linear stability distribution     (d) Phantom reserved (green) and inpainting (yellow) areas 

 

(e) The result after phantom elimination 

Fig. 7. Using linear stability and local intensity disparity to realize phantom elimination 
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(a) The result of FMM method            (b) The result of Navier-Stokes method 

Fig. 8. Phantom elimination results of other algorithms 

results of them have residual phantoms, greatly owing to the existence of neighboring 
phantoms. In contrast, the method proposed in this paper has better ability of restraint 
and elimination of phantoms on the basis of the result in Fig. 7(e). 

4 Conclusions 

The paper puts forward an approach to eliminate phantoms for sonar images based on 
image post-processing. Peak areas of linear stability reveal distance-direction positions of 
phantoms. Local intensity disparities of each peak areas cooperated with choices of in-
painting strategies guide the inpainting work of phantoms. Experimental results show that 
the algorithm has good effectiveness, strong robustness, and lower algorithm complexity.  
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Abstract. Object color is one of the most important feature in camera-
based object matching. Color invariants are features based on the models
of color observation that tends to be constant under varying conditions of
illumination and surface. In this work, we analyze the estimation process
of the color invariants by Geusebroek et al. from RGB images, and pro-
pose a novel invariant feature H ′ based on the elementary invariants to
meet the circular continuity residing in the mapping between colors and
their invariants. The use of the proposed invariant in combination with
luminance, contributes to improve the retrieval performances of partial
object image matching under varying illumination conditions.

Keywords: Color Invariants, Image Matching, CBIR, SIFT.

1 Introduction

In image matching, color is an important descriptor for finding the matching
object. However, the apparent color of objects can change drastically according
to illumination, surface type and observation condition.

Geusebroek et al. introduced a group of color invariants that are specific
measures of the object surface color, that can be estimated under certain illu-
mination conditions [3]. The invariants are based on Kubelka-Munk theory of
surface observation and the Gaussian color model. The invariants derived in the
work has been successfully used as image descriptors in place of grayscale for
solving keypoint correspondence [1]. Among the various color-based image de-
scriptors, it has been reported to have robust results for use in object and scene
matching [10].

In this work, we analyze the estimation process of the invariants from RGB
colors, and propose a novel color invariant feature H ′ defined as a composite
function of two basic invariants. The novel invariant intends to improve the
selectivity of the corresponding object colors so that identical objects under
different illumination will be precisely matched.
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2 Color Invariants

In [3], Geusebroek et al. introduced a set of illumination invariant color features
(color invariants) from a surface reflection model used in Kubelka-Munch theory
[6] with assumptions similar to those used in the Dichromatic Reflection Model
by Shafer [9]. Among the color invariants, we will focus on two invariants named
H and C in [3]. The two can be estimated from the RGB components of digital
images assuming the Gaussian color model that approximates the Hering basis
[5] corresponding to the chromatic human vision [3].

The first invariant H for white illumination is defined as, and can be
estimated as

H =
∂E
∂λ
∂2E
∂λ2

=
0.3R+ 0.04G− 0.35B

0.34R− 0.6G+ 0.17B
. (1)

Here, E is the spectrum of surface reflection which is a function of wavelength λ,
and R,G,B are the color components. This H is invariant to shadows, highlights
and change of illumination intensity.

The second invariant C for white illumination on a matte surface is defined
as, and is estimated as

C =
1

E(λ)

∂E

∂λ
=

0.3R+ 0.04G− 0.35B

0.06R+ 0.63G+ 0.27B
. (2)

This C is invariant to shadows and changes of illumination intensity.
A comprehensive set of invariants under different illumination and surface

conditions, and those derived using higher-order derivatives of E(λ) have been
mentioned in [3]. In this work, however, we will only discuss the use of funda-
mental invariants H and C in color invariant-based matching of objects.

Invariants H and C have the following properties [7].
1. Set of points (colors) in the RGB space having the same invariant values
will be a 2-dimensional subspace (plane), namely the equal-H plane Ph(H)
and equal-C plane Pc(C), respectively.

2. Planes Ph(0.1111) and Pc(−0.0104) include line R = G = B for achromatic
colors.

3. Ph(0) = Pc(0).

4. The planes will rotate π radian as the invariants change from −∞ to ∞.
Therefore, Ph(−∞) = Ph(∞) and Pc(−∞) = Pc(∞).

5. The rotating axes of Ph(H) and Pc(C) are vH = (0.6193, 0.5181, 0.5900)
and vC = (0.7361,−0.3246, 0.5939), respectively.

6. Plane Ph(H) passes through the RGB cube (where colors are assigned in a
framebuffer) for any H ∈ (−∞,∞). In contrast, plane Pc(C) passes through
the RGB cube only for C in a certain interval.

Since the values of H and C are spanned over (−∞,∞), often it is more conve-
nient to use θH = arctan(H) ∈ (−π

2 ,
π
2 ) and θC = arctan(C) ∈ (−π

2 ,
π
2 ) instead.

This convention will be used in the following.
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Table 1. Set of colors having equal invariants C, H and H ′ for several values of
invariants in arctan convention in (−π/2, π/2)
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3 Composite Color Invariant H ′

In Table 1, colors on equal-C plane Pc and equal-H plane Ph are shown for
different values of invariants θC and θH . The colored regions show the cross
sections of the RGB cube as the planes rotate. In each map, the origin of the
RGB space is shown as O. Vectors vC and vH are the axes of rotation of Ph and
Pc, respectively. It is found that colors of different hues (blue-orange, cyan-red,
green-purple, etc) coexist on Ph with a band of achromatic color in between.
From an application point of view, object regions having different colors being
attributed to same feature value can lead to false matching.

In order to avoid this issue, a new invariant that separates the colors at the
achromatic color band is introduced. On characterizing the achromatic colors,
we chose to use the value of C, at which it takes the value of C = C0 ≈ −0.0105.

The angular expression of the new invariant H ′ which addresses this issue is
defined as,

θH′ =

⎧⎪⎪⎨⎪⎪⎩
1
2θH − π

2 (θC ≥ θC0, θH ≥ 0)
1
2θH (θC ≥ θC0, θH < 0)
1
2θH (θC < θC0, θH ≥ 0)
1
2θH + π

2 (θC < θC0, θH < 0)

(3)

The rightmost column of Table 1 shows the sets of colors that have identical
H ′ values. The H ′ being a function of H and C, it is invariant to shadow and
change of illumination intensity. Most importantly, it has a color correspondence
similar to hue and solves the issue of H pointed out above.

4 Image Matching Experiment

The color invariants H , C, H ′ and their combinations will be used as features for
local descriptors in object matching under varying illumination conditions. For
comparison, luminance and hue were also used. Matching will be based on finding
the correspondence of keypoints in the two images and finding the corresponding
affine-transformed regions.

In the database, images of objects taken under different illumination condi-
tions and observation angles were kept. The query images are partial images of
the objects also with variations in scaling, rotation and illumination conditions.
Here, the difference in the retrieval performance according to the employed image
feature set was evaluated.
Local Descriptor. Scale-Invariant Feature Transform (SIFT) [8] using illumi-
nation invariant features known as Colored SIFT : (CSIFT) [1] was used as local
descriptors.
Distance Measure. In evaluating the feature discrepancy between two values
θ1 and θ2 (−π/2 ≤ θ2 ≤ θ1 < π/2) of an invariant or hue, a cyclic distance
measure

dcyclic(θ1, θ2) = min((θ1 − θ2), {(θ2 + π)− θ1}) (4)

was used.
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Correspondence of Features and Regions. Matching of CSIFT descriptor
was based on the nearest neighbor search in the feature space. A union of cor-
responding point pairs were used in resolving the matching regions in the two
images. The pairs were further interpreted as matched regions by finding the ho-
mography between the regions by RANdom SAmple Consensus (RANSAC)[2].
The goodness of match for the two regions were evaluated using the normalized
cross-correlation (NCC) of the corresponding regions.
Evaluation. For evaluating the correspondences of two images, the F-measure
defined as

JF =
2NTP

(NTP +NFN) + (NTP +NFP)
(5)

is used. Here, NTP, NFP and NFN denote the numbers of image matches judged
as true positive (TP), false positive (FP) and false negative (FN), respectively.
Image Set. The images used in the experiments were 50 object images selected
from the Amsterdam Library of Object Images (ALOI) dataset[4]. ALOI is a
collection of common objects having various color and texture, observed from
various angles under various camera and illumination positions. It also includes
images observed under different illuminations. However, only images illuminated
by a tungsten halogen lamp with near-flat continuous spectrum have been used
for this work. All images have 384× 288 pixel dimensionality, with pixels having
24 bit depth of RGB color. The images were compiled into two sets focusing on
different observation conditions.

– Set Illum-Angle
Images taken under different illumination positions and camera angles. In-
cludes 50 (objects) × 8 (illuminations) × 3 (angles) = 1200 images.

– Set Rotation
Images of objects rotated horizontally −45◦, −30◦, −15◦, 0◦, 15◦, 30◦ and
45◦ against the camera. Includes 50 (objects) × 7 (rotation angles) = 350
images. Examples of the images for an identical object is shown in Fig. 1(a).

Query Image. The partial query images were cut out from several database
images. Altogether, a total of 73 query images were used. For each object, three
query images were prepared as follows.

– Query A : Partial image of an object enlarged by 200% : 26 images (Fig.
1(c)).

– Query B : Partial image in Query A rotated 45◦, in its original size : 26
images (Fig. 1(d)).

– Query C : Same portion as Query A from a different image which is signif-
icantly darker : 21 images (Fig. 1(e)).

Image feature. Features used for keypoint matching in CSIFT and region
matching were luminance L, invariantsH , C,H ′,Hue, luminance-invariant pairs
{L,H}, {L,C}, {L,H ′} and {L,Hue}. Upon retrieval, all matched regions in
the database images having positive NCC (RN > 0) to the query were included
in the retrievals.
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Fig. 1. (a) Examples of Rotation images. Query images : (b) Original object image.
(c) Query A from the framed area of (b), (d) Query B (rotated Query A ), and (e)
Query C (darker Query A ).

Correct Retrieval. For each query image, a set of images meeting either of the
following criteria were selected as the correct retrieval.

– The object in the database image was identical with the one from which the
query image was selected (having the same object ID).

– The image included the query image regardless of the object ID (e.g. having
the same logo).

However, matching to objects of different colors were judged to be false even if
the patterns or texts were identical.
Results. F-measure for different types of queries and combinations of features
are shown in Fig. 2.

For the scaled (Query A) and rotated (Query B) queries, luminance L achieved
better correspondence than the invariants, probably because there were less dif-
ferences in the illumination intensity between the query and database images.

When dark queries (Query C) were used, the advantage of using invariants C
and H ′ became obvious. In contrast, the performance dropped significantly for
L and H . Improvement from H to H ′ shows that confining the equal-H ′ color
set to similar hue colors was a plus.

Except for Query C in Illum-Angle image set where joint use of L with C
or H ′ had a slightly negative contribution, jointly using L and other invariants
contributed to improve performances.

Performances when Hue was used as the descriptor was generally low, which
was unexpected. Although further investigation is due, it can be considered to be
due to its high variance against different illumination conditions in the dataset.

5 Discussion

The reason for the superior performances for color invariants C and H ′ may be
explained by the actual invariance of the descriptors under varying illumination
conditions. In Fig. 3, the variance of L, H , C, H ′ and Hue are compared through
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Fig. 2. Average F-value of retrieval for images in (a) Illum-Angle and (b) Rotation

the 8 different lighting conditions for selected positions of 7 objects included in
the image set Illum-Angle. The variances are calculated for each descriptor after
normalizing the ranges of the descriptors to unity.

It is clear that the stability of the descriptor is directly reflected in the image
matching performances under varying illumination conditions in Fig. 2. TheHue
is supposed to be invariant under an ideal white illumination, however, results
in Fig. 3 show that this is not the case for the images used in the experiment.
Further investigation and tuning of invariant measures for specific observation
conditions should be beneficial for real-world implementation of illumination
invariant object recognition.

6 Conclusion

In this work, a composite color invariant H ′ as a function of color invariants
C and H was proposed to improve the selectivity of object color under varying
lighting conditions. Luminance, hue and different invariants were compared as
image descriptors in matching of partial object images by way of keypoint match-
ing using CSIFT and region matching based on RANSAC. Joint use of L and
C or H ′ gave the most stable performances for different query conditions, and
the merits of using the invariants in image matching under varying illumination
conditions were shown.



408 K. Kameyama and W. Matsumoto

Fig. 3. Variances of L, H , C, H ′ and Hue under different illumination angles

References

1. Abdel-Hakim, A.E., Farag, A.A.: CSIFT: A SIFT descriptor with color invariant
characteristics. In: Proceedings of IEEE CVPR 2006, pp. 1978–1983 (2006)

2. Fischler, M.A., Bolles, R.C.: Random sample consensus: a paradigm for model
fitting with applications to image analysis and automated cartography. Communi-
cations of ACM 6, 381–395 (1981)

3. Geusebroek, J.M., van den Boomgaard, R., Smeulders, A.W.M., Geerts, H.:
Color Invariance. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 23(12), 1582–1595 (2001)

4. Geusebroek, J.M., Burghouts, G.J., Smeulders, A.W.M.: The Amsterdam library
of object images. International Journal Computer Vision 61(1), 103–112 (2005)

5. Hering, E.: Outlines of a theory of the light sense. Harvard University Press (1964)
6. Judd, D.B., Wyszecki, G.: Color in Business, Science and Industry, 2nd edn. Wiley

(1963)
7. Kobayashi, M., Kameyama, K.: A Composite Illumination Invariant Color Feature

and its Application to Partial Image Matching. IEICE Transactions on Information
and Systems E95-D(10), 2522–2532 (2012)

8. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Com-
put. Vis. 60, 91–110 (2004)

9. Shafer, S.A.: Using color to separate reflection components. Color Research and
Application 10(4), 210–218 (1985)

10. van de Sande, K.E.A., Gevers, T., Snoek, C.G.M.: Evaluating color descriptors for
object and scene recognition. IEEE Transactions on Pattern Analysis and Machine
Intelligence 32(9), 1338–1350 (2010)



GPU-Based Real-Time Pedestrian Detection

and Tracking Using Equi-Height
Mosaicking Image

Min Woo Park and Soon Ki Jung

The School of Computer Science and Engineering, Kyungpook National University,
80 Daehak-ro, Buk-gu, Daegu 702-701, Repulic of Korea

mwpark@vr.knu.ac.kr, skjung@knu.ac.kr

Abstract. In this paper, we present a GPU-based real-time pedestrian
detection and tracking system using a novel image representation called
the equi-height mosaicking image [1]. This representation improves the
processing time of the existing acceleration approach to pedestrian de-
tection without decreasing accuracy. In equi-height mosaicking image
generation, we first detect the horizon and crop a set of image strips
from the road at uniform distance intervals. The height of each image
strip is computed by projecting the predefined average height of a pedes-
trian at that distance onto the image plane. Then, all cropped images
are resized to a uniform height and concatenated into a panorama im-
age. Next, we detect the pedestrians on an equi-height mosaicking image
using 1D based SVM classification. The SVM classifier is trained by an
image dataset generated from various heights of pedestrians. After fin-
ishing this detection, we track the detected pedestrian in the previous
frame. We performed the matching process in the neighbor block area of
the equi-height mosaicking image to restrict the computation region. The
detected or tracked results mapped onto the original image and grouped
into multiple, overlapping regions.

Keywords: Pedestrian, Detect, GPU, SVM, HOG, Equi-Height Image.

1 Introduction

Today many people are injured or killed in traffic accidents. In order to pre-
vent this, much recent research has focused on developing active safety systems
such as blind spot warning (BSW) systems or forward collision warning systems
(FCWS). In these safety systems, an intelligent vehicle protects both driver and
pedestrians from the driver’s mistakes. Much research has recently focused on a
vision-based safety system that prevents collisions with pedestrians. The vision-
based system is mainly used a general-purpose device in an intelligent vehicle
due to its low cost. In order to increase the processing speed, many hardware ac-
celeration algorithms have been designed, for example, GPU (graphic processing
unit) or FPGA (field programmable gate array) algorithms.

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 409–416, 2013.
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Dalal and Triggs [2] have invented a pedestrian detection method that uses
Histograms of Oriented Gradients (HOG) as these show a high accuracy for
object detection. However, they consume a lot of processing time. Therefore,
recent studies have focused on improving this. Prisacariu and Reid [3] have im-
plemented an acceleration approach using a hardware accelerator. It is faster
than a CPU-based non-acceleration approach. Rodrigo Beneson et al. [4] have
created a fast GPU-based pedestrian detection method using the stixels com-
puted by a stereo camera. However, the processing time of both these systems
depends on the number of image pyramid levels for the pedestrians scaling. When
we increase the number of image pyramid levels to obtain higher accuracy or to
detect smaller pedestrians, the increased processing regions rapidly slow execu-
tion. Therefore, we propose an efficient image representation that will increase
the execution speed by decreasing the number of computation regions. It is also
an efficient tracking method.

The remainder of our paper is organized as follows. In Section 2, we describe
the generation of equi-height mosaicking images for fast processing. The pedes-
trian detection and tracking method using equi-height mosaicking images is de-
scribed in Section 3, along with experiments in Section 4. Finally, concluding
remarks are presented in Section 5.

2 Equi-Height Mosaicking Image Generation

In this section, we introduce the equi-height mosaicking image, which was origi-
nally proposed in our previous work [1]. The entire equi-height mosaicking image
generation process is performed on GPU device memory in order to ensure fast
processing.

2.1 Calibration and Horizon Detection

First, we perform calibration and horizon detection in pre-processing step. Cal-
ibration means the compensation for lens distortion and the skew of the image.
This calibration is performed using camera calibration parameters and an esti-
mated skew angle [5,6].

After calibration is complete, we estimate the vanishing point on the image
to detect the horizon. The vanishing point is identified by observing road lane
based clustering using the Probabilistic Hough Transform [7] and MSAC [8,9].
Next, we estimate the vanishing point using the least square solution from the
clustered lines.

2.2 Hypothesis Position Sampling and Height Estimation

To generate equi-height images, the proposed system performs hypothesis po-
sition sampling. This means the extraction of y-coordinates on the image at
uniform distance intervals from the camera position as shown in Fig. 1. In or-
der to perform hypothesis position sampling at uniform distance intervals, we
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extract the hypothesis positions from a bird’s eye view image [10]. In this case,
we set the uniform distance intervals at 62.5cm in three dimensional space be-
cause the average walking step of women and men is respectively 66.04cm and
78.74cm [11]. Therefore, we can detect the pedestrian within 25m by using 40
sampling levels at intervals of 62.5cm. After the position sampling is finished,
we inverse warp the sampling coordinates from a bird’s eye view image to the
original image. Next, we generate equi-height images using the inverse warped
sampling coordinates because any pedestrian may be located at the sampling
positions. We estimate the height of image strips using the following equation,

Rh/(Rp − lh) = Oh/(Op − lh), (1)

where Rh and Rp are reference height and position, respectively. Oh and Op are,
respectively, the height and position of the pedestrian at the sampling positions.
lh is the horizon. Fig. 1 illustrates the equi-height image generation of sampled
positions in 3D space. S1, S2 and S3 are sampling positions. hp and hc are,
respectively, the average height of the pedestrian and the height of the camera.

Fig. 1. Equi-height image generation on sampled positions in 3D space [1]

2.3 Equi-Height Image Generation and Mosaicking

As in our previous research [1], we generate equi-height images at each sampling
position and concatenate them into a panorama image for fast detection and
tracking. The term equi-height image means the cropped image strip using the
average height of pedestrians on the image. Fig. 2 illustrates equi-height image
generation on a 2D image.

Finally, we concatenate these images into a pushbroom or panorama image.
In order to do so, we resize the equi-height images at a fixed image height equal
to the size of training data. After resizing, we concatenate them into a long
image. The generated equi-height mosaicking image is used as input for pedes-
trian detection and tracking. Fig. 4 shows the generated equi-height mosaicking
image.

3 Pedestrian Detection and Tracking

After the equi-height mosaicking image is successfully generated, we perform a
detection and tracking process to find the pedestrian’s location. Therefore, we
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Fig. 2. Equi-height image generation on a 2D image [1]

generate the SVM classifier using a modified dataset and perform the detection
using a trained classifier. After finishing detection, we perform tracking on the
equi-height mosaicking image of the next frame.

3.1 Detection

Training for Equi-Height Image. In order to generate the SVM classifier,
we make a modified dataset suitable for the equi-height mosaicking image. To
generate this modified dataset, we gather various pedestrian data of the size
64x128 and perform reflection. Next, we make the tall pedestrian data by crop-
ping and resizing the normal data. We also make the small pedestrian data using
padding and resizing. Because some pedestrian heights on the equi-height image
can be taller or smaller than the average height, we generate both tall and small
pedestrian datasets. Fig. 3 shows an example of modified datasets created an
INRIA person dataset [12].

Fig. 3. Modified training dataset as pedestrian’s height

Detection on Equi-Height Mosaicking Image. In this step, we use the
HOG [2] feature to generate the 1D search based SVM classifier for pedestrian
detection. In order to function in real-time, the proposed system applies a mod-
ified method based on the existing GPU-based HOG detector [3,13]. It is fast
enough to be used in real-time but if we want to detect objects of various scales,
the existing HOG detector must become very slow in order to process the image
scaling. Our modified method focuses on reducing the computational complexity
of the sliding window based HOG detector because it spends too much execution
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time on image scaling and linear SVM classification [3]. In order to reduce the
computational complexity, we use an equi-height mosaicking image that has a
fixed image height. This changes the search process of the sliding window to 1D
search without any additional scaling issues. Additionally, the proposed system
reduces false positive rate by restricting the computational region on the cap-
tured image. The magnified image in Fig. 4 shows the detected result using a
1D search on an equi-height mosaicking image. The green rectangles represent
the detected regions of the pedestrian.

Fig. 4. Detected results on an equi-height mosaicking image

3.2 Tracking and Non-maximal Suppression

After the pedestrian detection process is finished, we track detected pedestrians.
To ensure efficient tracking, we perform 1D matching on equi-height mosaicking
images between time t−1 and time t. In this case, we use the HOG feature com-
puted in the previous step. At this time, we match only neighbor blocks of the
detected position on the equi-height mosaicking image of time t frame because
pedestrians may move slowly. This approach also reduces the computational
complexity of the proposed system. Fig. 5 shows the tracking algorithm per-
formed on an equi-height mosaicking image. The red, green and blue rectangles
represent the detected region, tracked region and matching area, respectively.

Fig. 5. Tracking result using 1D matching on an equi-height mosaicking image
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Finally, we map the detected rectangles onto the original image and per-
form non-maximal suppression [14] to group the detected multiple overlapping
pedestrians. Fig. 6 shows the results of mapping on the original image and the
non-maximal suppression. Green rectangles are pedestrian candidates that are
converted to the original image while red rectangles are definitive pedestrians
after non-maximal suppression.

Fig. 6. Final detected results

4 Experiments

4.1 Experiment Setup

Our experiments demonstrate the efficiency of a pedestrian detection system us-
ing equi-height mosaicking images, originally designed for vehicle detection [1].
The proposed system executes faster than the existing GPU based HOG+SVM
detector under the same experimental environment because it reduces the com-
putational complexity of the detection and tracking processes by using equi-
height mosaicking images. In these experiments, we compare the performance of
the proposed system with that of a GPU-based OpenCV HOG+SVM detector
[13]. In order to measure processing time, we use Visual C++ on an i5 750 CPU
with 16GB of RAM and nVidia Geforce GTX 680. The experiment is carried
out on the road of a crowded downtown area in day-time. To train the SVM
classifier, we have used a training data set that includes positive images of 7,248
pedestrians and negative images of 27,135 non-pedestrians. The accuracy of our
detection is measured with an F1 measure [15].

4.2 Experimental Results

As shown in Table 1, our approach enhances the execution time in whole steps.
In particular, image resizing and block histogram computation are improved by
restricting the detecting area. Precision has improved but only marginally so.
Because both systems used a linear SVM classifier with the same performance
level, their accuracy is also equal. Therefore, the precision of the proposed system
seems to have improved because the equi-height mosaicking image eliminates
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unnecessary image areas using geometric information of the road scene. However,
the proposed system performs faster than the GPU-based OpenCV HOG+SVM
detector under the equal sampling level. Therefore, the proposed system can be
added to other hypothesized methods of improving detection accuracy.

Table 1. Experimental results

Approach Size Sampling Level
Execution Time(ms) Detection rate(%)

Resizing Block Histo. Total Precision Recall F1

HoG+SVM
640 40

16 245 348 77.48 72.26 74.78

Ours x 480 26 25 65 90.47 76.66 83.00

5 Conclusion

In this paper, we described a pedestrian detection and tracking system using
equi-height mosaicking images in real-time. Our approach is an improvement on
the execution time of the existing GPU-based acceleration approach. In order
to improve its execution time, it reduces computational complexity by applying
a 1D search for pedestrians on equi-height mosaicking images. Further, it ap-
plies an efficient tracking method using 1D matching on equi-height mosaicking
images. These techniques improve processing time without decreasing accuracy.
However, accuracy is not necessarily improved. Therefore, we will continue re-
searching ways to reduce the false alarm and missing rate in future work.
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Abstract. In order to make an efficient face recognition algorithm with real time 
processing, we should design good feature extraction and classification methods by 
considering both low computational costs and high classification performance. 
Among various feature extraction methods, the histogram of oriented gradient 
(HOG) feature shows good classification performance to classify human faces. 
However, high-dimensional features such as HOG feature waste lot of memory and 
computational time. some parts of HOG features for occluded face regions have 
negative effects in classifying face images, especially occluded face images. There-
fore, we should select variable HOG features not only to reduce the computational 
costs but also to enhance classification performance. In this paper, we applied the 
greedy algorithm to effectively select the good features within traditional HOG fea-
ture. In order to compare the proposed feature extraction with the conventional 
HOG feature, we fixed classification method such as compressive sensing tech-
nique for selected features. Experimental results show that the proposed feature ex-
traction has better classification performance than the traditional HOG features for 
face datasets with partial occlusion and/or various illumination conditions. 

Keywords: Feature selection, Greedy algorithm, Histogram of Oriented  
Gradient, Face recognition. 

1 Introduction  

An embedded face recognition system such as surveillance system tries to classify a 
face in a limited environment[1]. A face recognition system should take low memory 
with less computational load. The theory of feature reduction offers basic principles 
for working with lower-dimensional measurements of high resolution images without 
significantly compromising recognition performance. 

In recent years, pattern recognition tends to apply the feature reduction method be-
cause of its high-accuracy performance. At first, most algorithms extract high-
dimensional features and reduce dimension of extracted features by various methods. 
                                                           
* Corresponding author. 
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3 Proposed Algorithm 

We extract the HOG feature from face images and select valuable features to distin-
guish each class. For this we use Greedy algorithm, which can easily select most effi-
cient features. Fig. 2 shows a flowchart of the proposed face recognition algorithm. In 
the training period, we select number of HOG cells by greedy algorithm. Then we can 
apply the selected HOG feature to classify the test.  
 

 

Fig. 2. Flowchart of the proposed algorithm  

3.1 Histogram of Oriented Gradient 

The HOG is created in minimum units of cell. It is possible to extract good feature of 
each part by merging them with nearby cells. Most of them are based on grouping 
cells into larger spatial cells and contrast normalizing each cell, separately. We typi-
cally overlap the cells so that each scalar cell’s response contributes to several com-
ponents of the final descriptor vector. HOG descriptor can effectively represent ap-
pearance of a face. It is also robust in cases of little noise such as occlusion and shift 
because of its cell structure. This is one of the most important reasons for us to use 
HOG descriptor as feature vector.  

3.2 Feature Selection with Greedy Algorithm 

Greedy forward feature selection (GFFS) algorithm adds one feature dimension at a 
time to a set of already selected features. The algorithm then checks the goodness of 
the feature by training and testing classifiers on cross-validation.  The best feature, in 
terms of average accuracy, is then added to the set of selected features. Then the next 
iteration begins. HOG consists of many cells. To select the best cell, we check classi-
fication accuracy of all cells and select the cell with highest classification accuracy. 
While checking the accuracy in the next iteration, features are extracted by combining 
candidate cell and selected cell. The threshold is the number of cells giving highest 
classification accuracy in the training data. Usually, the number of cells is half of the 
number in all blocks. The following is the summary of our proposed feature selection 
method based on HOG with greedy algorithm. 
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4 Experimental Result  

The proposed algorithm is compared with conventional HOG algorithm to verify its 
advantages in terms of classification accuracy and computational time. We performed 
the experiment in three following conditions: (1) same environment setting for train-
ing/test phase (2) partially occluded face images, (3) face images with various illumi-
nation conditions.  

4.1 Experimental Setup 

Aim of the experiment was to show that our proposed greedy feature selection algo-
rithm with HOG feature compressed sensing using QR decomposition [10] can im-
prove classification performance. Our algorithm also reduces the computation time. 

We use two face databases. First,  AR face database [11] and the Extended Yale B 
database [12]. The AR database consists of over 4,000 frontal images for 126 sub-
jects. For each subject, 26 pictures were taken in two separate sessions in same condi-
tion. These images include facial variations in terms of illumination and expressions. 
In the experiment, these images were cropped with a dimension of 165 x 120 and 

Algorithm 1. Greedy algorithm for HOG 

ܵ ՚ ሼܵ ׫ ௧ܤ ௟ሽܤ ՚ ௟ܤ ௧ܥ  ՚ ሺܺሺܵሻሻ tݎ݂݁݅݅ݏݏ݈ܽܥ ՚ t ൅ 1 

 ݇ ൌ ݃ݎܽ max଴ழ௜ஸ௡  ௜ܥ

Input : HOG feature  ܺ , number of cell ݊  
Output : Selected cell ܵ 
Steps : 

1) Initialize ܵ ՚  ܤ Generate a position of HOG  cell ,׎
 

2) Calculate classification accuracy  
for all cell at ܤ 
       ݈ ൌ ݃ݎܽ max௜∈஻ ሺܺሺܵݎ݂݁݅݅ݏݏ݈ܽܥ ׫  ௜ሻሻܤ
end for 
 

3) Update parameter  ܵ, selected cell ܤ௧, accuracy performance ܥ௧, time  ݐ 

 
4) if  ܤ is null,  

 ܵ ՚  ׎

 for ݅ ൌ 1: ݇ 
       ܵ ՚ ሼܵ ׫  ௜ሽܤ

               end for 
     Otherwise repeat steps 2-3 
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4.3 Decision on Number of Cells 

Number of cells affects classification accuracy. We automatically determine the thre-
shold, which is the number of cells giving highest classification accuracy in the train-
ing. Commonly, the number of cells is decided as the half of all blocks. Fig. 4 shows 
classification accuracy of occluded face images according to growing number of cells 
in the experiment. . The number of cells having best performance is nearly the same at 
training and testing. Fig. 4 also shows that all cells do not positively contribute to-
wards increasing the classification accuracy.  

4.4 Improvement in Classification Accuracy  

Same Environment Setting for Training/Test Phase. In this part of the experiment, 
we chose a subset of the data set consisting of 50 male subject images and 50 female 
subjects images and 14 non-occlusion face images in each subject. In the training, we 
randomly chose 30 classes for selecting cells. Remaining 70 classes were used for 
testing to check classification accuracy and computational time. Table 1 shows that 
the proposed feature has better classification performance than the traditional HOG 
feature. This is despite the fact that our proposed model consists some parts of tradi-
tional HOG feature. Moreover, we found that computational time of the proposed 
model is less than traditional HOG feature.  

Table 1. Comparison of accuracy performances and computational time with same 
environment setting: using AR face database 

Algorithm Performance (%) Number of cell Time(s) 
HOG 98.17±2.12% 70 11.24±1.25 

Proposed 99.04±1.05% 42.5±4.2 5.41±0.82 

Partially Occluded Face Images. In this part of the experiment, we tested two oc-
cluded faces: wearing sunglasses and wearing scarves.  In each subject, there were 7 
non-occluded face images, 6 wearing sunglasses face images, and 6 wearing scarves 
face images. Training set consisted of 7 non-occluded faces in each subject. Testing set 
consisted of 6 occlusion faces in each subject. In the training, we randomly chose 30 
classes for selecting cells. Remaining 70 classes were used for testing to check classifi-
cation accuracy and computational time. Table 2 shows the improved classification 
accuracy to select the number of cells by the proposed algorithm. Also, the proposed 
algorithm can greatly reduce computational time by reducing the number of cells.  

Table 2. Comparison of accuracy performance and computational time with partially occluded 
face images using AR face database 

Test DB Algorithm Performance (%) Number of cell Time(s) 
Sunglasses HOG 75.18±7.32% 70 10.13±1.04 

Proposed 95.65±2.50% 22.4±3.1 2.81±0.65 
Scarves HOG 78.81±6.18% 70 11.86±1.21 

Proposed 94.3±3.61% 21.0±2.6 2.19±0.52 
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Face Images with Various Illumination Conditions. In the training, we randomly 
chose 10 classes for selecting cells. Remaining 28 classes were used for testing to 
check classification accuracy and computational time. Table 3 shows that the pro-
posed model has greater classification performance and lesser feature dimensions than 
the traditional HOG. Even though classification accuracy of the proposed algorithm is 
same with traditional HOG, the proposed algorithm can still reduce the number of 
cells significantly.  

Table 3. Comparison of accuracy performance and computational time with face images in 
various illumination conditions using YaleB face database 

Algorithm Performance (%) Number of cell Time(s) 
HOG 99.82±0.12 99 15.82±1.57 

Proposed 99.82±0.12 5±2.2 1.02±0.43 

5 Discussion and Conclusion  

In this paper, we proposed efficient face recognition system using feature selection 
with greedy algorithm, and histogram of oriented gradient (HOG). Main idea of the 
proposed algorithm is to reduce dimension of HOG feature and improve classification 
performance using only selected HOG descriptor by greedy algorithm. Experimental 
results showed that proposed algorithm performs better in terms of computational 
time and accuracy than typical HOG. We have also shown the strength of HOG de-
scriptor using face image in various noise conditions. Through feature selection the 
HOG descriptor was robust in illumination changing, expression and occlusion.  

In our future work, we are considering incremental learning for the recognition of 
various kinds of faces based on the proposed method.  
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Abstract. Varying rotate speed can cause changes in a measured gearbox 
vibration signal. There is a need to develop a technique to provide accurate state 
indicator of gearbox under fluctuating rotate speed conditions. This paper 
presents an approach for gearbox fault detection under varying rotate speed 
condition based on auxiliary particle filter. Firstly, the model of vibration part 
which sensitive to the alternating rotate speed condition was established based 
on the relation of cosine signal three points sampling values. Then this part 
vibration signal was estimated based on auxiliary particle filter. Based on these 
the residual signal was obtained which lower sensitiveness to the alternating 
rotate rate condition. Thus the gearbox fault was detected by the residual signal 
statistic quantity kurtosis and amplitude of Fourier transform. Finally, the 
different work condition vibration signals of the laboratory gearbox under 
varying rotate speed condition were detected and signal processing was studied 
with those signals as examples. The results show that the proposed method is 
feasible and effective. 

Keywords: Auxiliary particle filter, Gearbox, Fault diagnosis, Varying rotate 
speed, Vibration signal. 

1 Introduction 

Gearbox is the equipments of gear transmission for various machineries. It has very 
important practical significance to diagnosis its fault to ensure its normal operation. 
Vibration measurement is one of the most common fault diagnosis methods. But 
conventional techniques for fault detection are based on the assumption that changes 
in vibration signal are only caused by deterioration of the gearbox. Varying rotate 
speed can cause changes in a measured gearbox vibration signal. There is a need to 
develop a technique to provide accurate state indicator of gearbox under fluctuating 
rotate speed conditions. For this problem, order tracking technique has become one of 
the important approaches for fault diagnosis in rotating machinery [1~5]. Order 
tracking technique normally exploits a vibration or a noise signal supplemented with 
the information of shaft speed for fault diagnosis of rotating machinery. The ordered 
amplitude figure of analysis gives the information of harmonic order signal in the 
rotating machinery. Interest in fault diagnosis using order tracking technique has 
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grown significantly with the advance in digital signal-processing algorithm and 
technology in the last two decades. In general, an order spectrum gives the amplitude 
of signal as a function of harmonic order and shaft speed. Order tracking is also used 
to analyze and track the energy of order signal from dynamic signal. However, order 
tracking may produce frequency smearing in high speed and high order signal. When 
there is either high sweep rate or low sweep rate, the analysis about order signal is not 
enough, and this will result in erroneous result in order tracking. Therefore this paper 
proposed a new fault detection method for gearbox under varying rotate rate 
condition. That is using auxiliary particle filter to estimate the vibration signal which 
related to the change of rotate speed. The errors of measure value with the estimated 
signal as residual signal, which was used to diagnose the gearbox state. 

2 State Equation Establishment and State Estimation 

2.1 State Equation Establishment 

The conventional algorithms used in fault diagnostic techniques fall into two 
categories. One is Fourier transform with a fixed sampling rate for obtaining 
frequency domain information; the other is tracking with various sampling rates. The 
second method employs a re-sampling scheme synchronous with the shaft revolution. 
The time domain data are hence converted to revolution-domain data. Then the FFT is 
also applied to obtain the order spectrum with respect to engine speed. Both the time 
and the frequency resolution of this approach are essentially varied with the shaft 
speed. This FFT order-tracking method relies on accurate measurement of the 
tachometer signal. In general, the vibration signal generated by rotating machinery 
essentially consists of a combination of the basic frequency with narrowband 
frequency components and its harmonic frequencies, most of which are related to the 
revolution of the machine. The vibration signal ( )y t  containing k  orders 

generated by one rotating shaft can be written as[6]: 

1 1
( ) cos[ ( ) ] cos[ ( ) ]

k k
y t A t A k tθ φ θ φ= + + + +  (1) 

0 0
( ) ( ) 2 ( )

t t

t d f dθ ω τ τ π τ τ= =   (2) 

Where: 
k

A is amplitude of kth order, 
k

φ is phase of kth order, ( )tθ is angular 

displacement of rotating gear computed by the following integral, ( )ω τ is 

instantaneous angular frequency of the rotating shaft. 
Any of constant frequent cosine signal at three points sampling values to meet the 

equation: 

( ) 2cos( ) (( 1) ) (( 2) ) 0x n t t x n t x n tωΔ − Δ − Δ + − Δ =  (3) 

Where, ( )x n tΔ  is the n  moment sampling value; tΔ  is the interval of sampling; 

and ω  is the instantaneous angular frequency of cosine signal. 
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When gearbox rotate rate occur change the instantaneous angular frequency ω  
wound varying. Equation (3) wound change to follow:  

( ) 2cos( ) (( 1) ) (( 2) )x n t t x n t x n tω ξΔ − Δ − Δ + − Δ =  (4) 

Where ξ  is the change in the relationship between cosine signal three points value 

caused by the change of instantaneous angular frequencyω . 
Selecting state variables [ ( )x n tΔ  (( 1) )x n t− Δ ]T

， then equation (4) can be 

expressed as: 
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The corresponding measurement equation is expressed as: 
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Assumption that the number of periodic components we model is q among the 
gearbox vibration signal. the Those high order harmony periodic components together 
with model error, measurement error and noise are regarded as system noise. Then the 
state equation of gearbox vibration signal can be established as: 
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The corresponding measurement equation is: 

[ ][ ] )()1()()1()()1()(010101)( 2211 nvnxnxnxnxnxnxny T
qq +−−−= LL  (8) 

Where: ( )w n is 2q  dimensions state noise， ( )v n  is sum of ξ  in equation (4) 
and high order harmony periodic components together with measurement error, noise 
and so on. 
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2.2 State Estimation Based on Auxiliary Particle Filter 

Particle filtering is a method for state estimation that is not dependent on the 
probability density function (pdf) of the measurements. In the general case the 
equations of the optimal filter used for the calculation of the state-vector of a 
dynamical system do not have an explicit solution. This happens for instance when 
the process noise and the noise of the output measurement do not follow a Gaussian 
distribution. In that case approximation through Monte-Carlo methods can be used. A 
sampling of size N is assumed, i.e. N i.i.d. (independent identically distributed) 
variables ξ1, ξ2, … ,ξN. This sampling follows the pdf ( )p x . i.e. ξ1: N ~ ( )p x . 

Instead of ( )p x  the function 
1

1
( ) ( ) ( )

N
N

i

i

p x p x x
N

ξδ
=

≈ =  can be used. It is 

assumed that all points ξi have an equal weighted contribution to the approximation 
of ( )p x . A more general approach would be if weight factors were assigned to the 

points ξi , which would also satisfy the normality condition 
1

1
N

i

i

w
=

= . In the latter 

case 


=

=≈
N

i
i

iN xwxpxp
1

)()()( ξδ  (9) 

If ( )ip ξ is known then the probability )(xp can be approximated using the 

discrete values of the pdf ( )i ip ξ ω= . If sampling over the pdf. ( )p x is unavailable, 

then one can use a pdf ( )q x  with a similar support set, i.e. ( ) 0 ( ) 0p x q x=  = . 

Then it holds that
( )

( ( )) ( ) ( ) ( ) ( )
( )

p x
E x x p x dx x q x dx

q x
φ φ φ= =  . If the N samples of 

( )q x  are available at the points ξ1,ξ2,…,ξN , and the weight coefficients iω  are 

defined as 
( )

( )

i

i

i

p

q

ξ
ω

ξ
= , then it is easily shown that  

1

( ( )) ( )
N

i i

i

E xφ ω φ ξ
=

≈  (10) 

where: 1: ~ ( )N q xξ  , 
( )

( )

i

i

i

p x

q x
ω = . 

Eq. (10) is important: assume that the pdf ( )p x  is unknown (target distribution), 

however the pdf ( )q x  (Importance law) is available. Then, it is sufficient to sample 

on ( )q x  and find the associated weight coefficients iω so as to calculate 

( ( ))E xφ [7]. 
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To implement particle filters, a number of issues need to be considered, including 
degeneracy, the selection of the importance density, and the number of particles 
required. These issues are now discussed briefly. Degeneracy is where, after a number 
of time points, only one particle has significant weight. Thus, considerable 
computational effort is expended on updating particles whose contribution to the 
approximation of ( )p x  is negligible. Re-sampling has been used as a standard 
procedure to resolve this problem. Through re-sampling the weights are re-set to 1/N 
as the particles are independent and identically distributed and drawn from a discrete 
density function. By re-sampling, the particles with small weights will be eliminated. 
The second issue is how to select the importance density. One approach is to use prior 
distribution, which will yield a simple form for updating the weights. However, this 
importance density may be sensitive to the presence of outliers, and can be improved 
if it depends on the current measurement. This idea was further developed by Pitt and 

Shephard who proposed that i
ku , the mean of )( 1ixxp kk − , is first calculated and 

then the importance density is redefined as: 

1 1
( ) ( ) ( )i i i

k k k k k k k
q x z p z u p x x ω− −∝  (11) 

By utilizing i
ku , new particles are generated from particles at the previous time 

point, conditional on the current measurement kz , which will be closer to the true 

states. The calculation of weights is thus given by: 

)(

)(
i
kk

i
kki

k
uzp

xzp
∝ω  (12) 

Particle filters with this importance density and re-sampling step are termed 
Auxiliary Sampling Importance Re-sampling (ASIR) filters[8]. ASIR filters are used 
in this study to estimate the gearbox vibration signal which sensitive to the change of 
rotate speed. The residual signal was obtained by the measure data minus estimated 
value. Then the gearbox fault was detected by the residual signal statistic quantity 
kurtosis and amplitude of Fourier transform. 

3 Experimental Set-Up 

Automaton The vibration data used in this paper were obtained from our laboratory 
gearbox experimental device. It has three axes. Its inner structure shows in Fig.1.  

Where z1=30,z2=69, z3=18, z4=81. bearings of input shaft and middle shaft are 
6406E, and bearings of output shaft are 6312E. This experimental used of Yangzhou 
radio two Plant production CA-YD piezoelectric accelerometers. Accelerometers were 
installed through adhesive, and use a screw to fix the acceleration sensor. Here choose 
six measuring points to carry on vibration acceleration signal gathering. The first 
measuring point located in the right bearing department of the box input shaft, measured 
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the axis of vertical plane of a vibration. Sensor model is YD-81D piezoelectric 
acceleration sensor, and its sensitivity is 52.24pc/g. The second measuring point located 
in the right bearing department of the middle box axis, measured the axis of the vertical 
plane of a vibration. Sensor model is YD-81D piezoelectric accelerometer, and its 
sensitivity is 49.4pc/g. The third measuring point located in the right bearing department 
of the box output shaft, measured the axis of the vertical plane of a vibration. Sensor 
model is YD-81D piezoelectric accelerometer, and its sensitivity is 46.26pc/g. Fourth 
measurement points is in the left side after the gear (i.e gear with the second axis), 
measured horizontal plane of vibration which vertical the middle axis. Sensor model is 
YD-12-45 piezoelectric acceleration sensor, and its sensitivity is 54.91pc/g. Fifth 
measurement points located in the left side of second shaft bearing, measured horizontal 
plane of vibration which vertical the second axis. The sensor model is YD-81D 
piezoelectric accelerometer, and its sensitivity is45.97pc/g. 6th measurement points is in 
the left anterior side of the cover in box office two shaft bearings, measuring the second 
axis perpendicular to the vertical plane of vibration. Sensor model is YD-81D 
piezoelectric accelerometer, and its sensitivity is 50.48pc/g. In addition, the speed pulse, 
torque pulse, speed signal and torque signal are measured.  

The vibration acceleration signals were collected under normal; intermediate haft 
bearing outer ring falling, intermediate haft bearing inner ring falling and retainer break 
conditions separately. Adjust the speed of the input shaft by hand so it changes from 
small to large and from large to small repeatedly. Sampling frequency is taken as 20kHz. 
Record these values of the acceleration signal. Vibration acceleration units are m/ss. 

 

 

Fig. 1. Gearbox Inner Structure 

4 Application Example 

Here, only the first measuring point data were analyzed. Using from 1 to 4 harmonics 
of input shaft, intermediate shaft and output shaft as periodic component. Using 
equation (7) and (8) as the equations of state vibration signals and measurement 
equation respectively. The number of particles selected 100. Estimating these signals 
based on auxiliary variable particle filter. Estimated results of typical working state 
for retainer break show in Fig.2. 
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a)  Compared of measure data and estimated value 

b)  The residual signal for retainer break 
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Fig. 2. Results of estimated for retainer break state 

In Fig.2, the charts a) expressions the compared of measure data and estimated 
value, where the blue represents the actual measured values, the red for the results of 
estimation signals. The charts b) expressions the residual signal for every state. We 
can see that the influence of rotational speed change to vibrate signal can be 
responded by estimated signal goodly in the signal detection range, the residual signal 
is stationary signals, and have not relationship with the change of rotate speed. It 
illustrates that the residual signal can be used as a gearbox fault detection signal. 

Select the feature value of normal condition residual signal variance, kurtosis and 
spectrum amplitude as criterion value. Based on this criterion value we can calculate 
the other condition related feature values. These results show in table 1. 

Table 1. Various state relative feature value 

State 

feature 

normal retainer 

break 

bearing 

inner fault 

bearing 

outer fault 

variance 1 1.0921 1.0641 1.0734 

kurtosis 1 1.1662 1.1844 1.2784 

amplitude 1 1.0903 1.2089 1.1643 

We can see that these relative feature values are all greater than 1. It indicates that 
compared with the normal condition, the residual signal fluctuation is relatively large 
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under gearbox failure condition. So we can detect gearbox fault online according to 
the relative characteristics value. 

5 Conclusion 

Gearboxes often operate under fluctuating rotate speed conditions during service. The 
fault diagnosis technique becomes more complicated when gearbox is subject to 
varying operating condition. This paper proposes an approach for gearbox fault 
detection under varying rotate speed condition based on auxiliary particle filter. The 
model of vibration part which sensitive to the alternating rotate speed condition was 
established based on analysis of gearbox vibration signals. This part vibration signal 
was estimated based on auxiliary particle filter. On this foundation, the residual signal 
was obtained which is stationary and insensitive to the varying rotate speed. Their 
features values relate to normal condition were used to detect the gearbox state. 
Finally, an example analysis shows that the method is feasible and effective. Further 
work is to further analysis the residual signal and to construct a more effective 
statistic for fault diagnosis. 
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Abstract. Automatic traffic sign detection is important in many ap-
plications such as GPS based navigation systems, advanced driver as-
sistance systems, and self-driving cars. Recently, several researches have
shown that bag of visual words (BoVW) method is really an interesting
and potential choice for this detection problem. However, it is difficult
for using this approach in practice due to the high computational cost.
To find the exact boundaries of objects, this approach has to scan a
large number of image sub-windows over location and scale (e.g. there
are approximately 60,000 32x32 pixels sub-windows for an 320x240 pix-
els image). In this paper, we propose an efficient approach, which use
multi-scales SIFT features and coarse-to-fine search strategy, to improve
speed of BoVW. We argue that multi-scales SIFT features can be used
for quickly detecting the coarse boundaries of objects. Then, the further
searching stage only need to concentrate on these discovered boundaries.
By this way, the number of image sub-windows is efficiently reduced.
The experimental results show that our proposed method significantly
improves detection speed without trading off performance.

Keywords: Traffic sign detection, Bag of visual words, Multi-scales
SIFT, Sub-windows search.

1 Introduction

The traffic sign detection is a critical task in several applications and research
projects, such as: GPS based navigation systems, advanced driver assistance
systems, and self-driving cars. Although several studies have been done recent
years [1–3], many challenges remain such as: occlusion caused by trees or other
objects; cluttered background; bad weather conditions; damaged or faded traffic
signs; camera motion blur. These studies always use color as a clue to narrow
down the search space. After that global features (i.e. edge images) and shape
detectors are used to detect traffic signs. Unfortunately, this approach is not
effective in practical conditions.

Besides, recently several researchers have successfully employed a new object
detection and recognition approach, Bag of Visual Words (BoVW) [4], which
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is a state-of-the-art method in image classification [5, 6]. The main idea of this
approach is using part-based representation and machine learning algorithms to
detect objects. Outstanding contribution of this approach is its effectiveness for
occlusion, cluttered background, and damaged objects.

Consequently, BoVW is an interesting and potential choice for solving the
traffic sign detection problem. However, this has not been done yet. There are
few approaches using BoVW for detection problem in general. The reason here
is its low speed. The only one appropriate localization method for BoVW model,
sub-windows search, requires a lot of computation. Although several works have
been conducted to speed up sub-windows search (e.g. ESS [7]), they are not
enough feasible in some cases (see more details in Sect. 2).

In this paper, we proposed an efficient approach to improve speed of sub-
windows search. The original idea is inspired from the robustness of invariant-
scales features in detection. We argue that multi-scales SIFT [8, 9] can be used for
quickly detecting a coarse boundary of objects, after that the further searching
stage only need to concentrate on this discovered boundary. To evaluate this
approach, we conduct some experiments on the Germany Traffic Sign Detection
Benchmark [10]. These experiments are designed to clarify:

– How robust are scale-invariant descriptors SIFT [11] in object detection when
object scales significantly change?

– How much cost can be reduced by using multi-scales SIFT instead of SIFT?
– The performance of proposed method comparing to traditional sub-windows

search and BoVW.

The results show that our method significantly improves detection speed without
trading off performance, even outperforms in some cases.

In the following, several major approaches in speeding up object detection are
briefly reviewed and our approach is introduced. Then, we describe our coarse-
to-fine search method using multi-scales SIFT in Sect. 3. In Sect. 4, experiments
are presented and the results are discussed. Finally, conclusions are drawn in
Sect. 5.

2 Previous Works

Recently, there are a lot of efforts to improve detection speed without trading off
quality, as shown in [12]. In this section, we only discuss about several approaches
that directly relate to our proposal in this paper.

Firstly, one of the most used approaches in object detection has been proposed
by Viola & Jones. Their framework use cascades of classifiers to detect object
quickly. Unfortunately, this scheme not suitable for BoVW. The main challenge
is that it need of a lot of very fast computed features (i.e. Haar-like features),
while computational cost of BoVW is very high. However, the idea of cascade
of classifier inspires our approach in this paper. The computation cost will be
significantly reduced if we can efficiently remove background from the search
space.
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Another well-known algorithm is efficient sub-windows search - ESS [7]. This
algorithm uses brand and bound strategy for finding location of objects quickly.
To do that, ESS requires a bound function which has to be developed separately
for different classifier kernels. To increase the speed, regions which have max-
imum bound values will be priority. Unfortunately, the bound function is not
simply to develop, especially in case of multi-kernels classifiers. Moreover, some
other challenges can trade off the quality as followings:

– Because of misclassifying between positive and negative words, bound func-
tion may be inaccuracy. So size and location of objects may not be detected
exactly.

– There is only one region which is detected. Therefore, it cannot take advan-
tages of having many overlapped windows, which are usually used to reduce
false positive detection.

Third approach is using Histogram integral [13] and Classifier integral [14]
to improve computation speed. When histogram integral allows computing his-
togram of visual words effectively, classifier integral is based on approximate
calculations and only works with linear kernel.

Our approach in this paper is inspired from the different idea of coarse-to-fine
search using invariant-scale features. If the invariant-scale descriptors are is really
robust with scale space, we can find coarse boundary of objects effectively by
using sub-windows search with large-size windows. After that, further searches
are conducted on this discovered boundary to find exactly positions and sizes of
objects. This significantly reduces computation cost comparing to search in the
overall image with many sizes of shift windows.

To implementation this idea, we use SIFT, the state-of-the-art scale-invariant
features. To be scale-invariant, SIFT is usually used with several scale invariant
detectors (Harris-Laplace, Hessian-Laplace, DoG) [6, 11]. However, due to only a
few keypoints could be satisfy these detectors, especially in case of low contrast,
the classification lack of geometry information, and is only based on several
keypoints. Consequently, the performance may decrease. Moreover, in case of
detection, size of object may be small (for example: 16 x 16 pixels traffic signs
in the GTSDB benchmark). Then, the detection will be failed if there are very
few keypoints detected. To overcome this, several works extract SIFT on dense
grid, but the drawback is that then SIFT will lose “scale invariant” property.
Therefore, instead of single-scale SIFT, multi-scales SIFT is extracted [8, 9].

3 Detection Using Multi-scales SIFT

3.1 Extract Multi-scales SIFT

In the early work [9], multi-scales SIFT descriptors are computed on a regular
grid with spacing M pixels. At each grid point the descriptors are computed over
several circular support patches with different radii. However, these descriptors
are treated independently of each other. Pseudo codes of this algorithm are
shown as following:
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Input: Image: I , Scales list: S
Output: multi-scales SIFT descriptors: Frames, Descrs
Loop Si in S
I ′ = smooth(I , Si);
Frames(i), Descrs(i) = extractDenseSIFT(I ′);
End Loop

Algorithm 1. Extract multi-scales SIFT descriptor on a regular grid [9]

A more sophisticated approach is proposed in [8]. This work assume that SIFT
descriptors computed at multiple scales of the same point span a linear subspace.
Then a subspace is build for representing multi-scales SIFT descriptors extracted
from each point. Consequently, the distance between a pair of pixels can be
measured by the distance between the corresponding subspaces. A new scale-
invariant descriptor named Scale-Less SIFT (SLS) is also produced by applying
a subspace-to-point mapping algorithm.

Fig. 1. SIFT descriptors are extracted at a low contrast area where no interest point
was detected, at scales ranging from 10 to 35 [8]

3.2 A Coarse-to-Fine Sub-Windows Search Method Using
Multi-scales SIFT

Our proposed method consist 2 stages:

– Stage 1 - “coarse finding”: sub-windows search algorithm is used on a coarse
grid with multi-scales SIFT descriptors. Due to the robustness of multi-scales
SIFT; background regions can be removed efficiently from search space while
coarse boundaries of objects remain. Because classifying scores of positive
coarse region may be as not good as exactly object region, SVM classifier
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Fig. 2. Overviews of proposed coarse-to-fine sub-windows search method based on
multi-scales SIFT descriptors

threshold for positive samples is set at a low value to ensure that objects
could not be missed. In our implementation, this value is the default value
of SVM (0).

– Stage 2 - “smooth finding”: sub-windows search algorithm is used on a
smooth grid to find exactly the locations. For this stage, we only find the ob-
jects in positive coarse region from step 1. In each coarse region, a randomize
process are continuously executed to change steps and sizes of shift windows.
Finally the best score windows will be selected. On the other hand, SVM
classifier threshold for positive samples is increased to improve the detection
accuracy. In our implementation, this value is considered as a parameter of
the algorithm.

4 Experiments

We evaluated our method on the GTSDB [10], a standard benchmark for traf-
fic sign detection. According to this benchmark, performance is measured in
term of area-under-curve (AUC). For comparing to our proposed method, the
performance of the traditional sub-windows search on this benchmark is also
evaluated.

4.1 GTSDB Benchmark

The competition task is a detection problem in natural traffic scenes. Participat-
ing algorithms need to pinpoint the location of given categories of traffic signs
(prohibitory, mandatory or danger).
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The performance is computed by an area-under-curve measure for the detec-
tor’s precision-recall plot on the test dataset. True positives are defined using
the following measure:

jaccCoeff =
areaIntersection

groundtruthRoiSize+ detectedRoiSize− areaIntersection
(1)

and this jaccCoeff has to greater than 0.6.
The benchmark comprises 600 training images and 300 testing images (1360

x 800 pixels) in PPM format. The images contain zero to three traffic signs. The
sizes of the traffic signs in the images are vary from 16 x 16 pixels to 128 x 128
pixels. Traffic signs may appear in every perspective and under every lighting
condition.

Fig. 3. Input (left)/output (right) sample for the GTSDB benchmark

4.2 Original Sub-windows Search

In this experiment, intensity SIFT (128 bins) descriptors are computed on a
dense grid with spacing 6 pixels. These descriptors are clustered using kmeans++
to create a codebook of 1000 words.

In the training SVM model stage, traffic signs images are normalized to the
size of 32 x 32 pixels before processed. We also use a bootstrapping process to
improve the learning SVM classifier model.

To find the locations of traffic signs, a 32 x 32 pixels shift window is used to
scan overall images with spacing 2 pixel. The region in this window is represented
as a histogram of 1000 words, then RBF-SVM classifier is used to classify whether
traffic signs are present or not. Traffic signs may have many sizes, so we rescale
images to different size with several scale factors: 1.5, 1.5/1.25, 1.5/1.25 2 ,...,
1/1.25 8 .

The results are shown in Table 2 (denseSIFT). For all three category of
GTSDB, method using BoVW and subwindows search outperforms the other
based-line methods mentioned by this benchmark, as shown in Table 1. This
results show the effectiveness of BoVW for traffic sign detection problem. How-
erver, as we said in section 1, due to the weakness of detection speed, BoVW
has not been an attractive approach so far.
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Table 1. Detection accuracy of several base-line methods on the GTSDB benchmark

BASE-LINE METHODS (INI-RTCV) AREA
UNDER
CURVE (%)

AREA
OVERLAP
(%)

Hough-like Voting Scheme (Prohibitive) 26.09 76.23

Viola-Jones (Prohibitive) 90.81 87.85

HOG + LDA (Prohibitive) 70.33 78.13

Hough-like Voting Scheme (Danger) 30.41 68.06

Viola-Jones (Danger) 46.26 84.48

HOG + LDA (Danger) 35.94 78.94

Hough-like Voting Scheme (Mandatory) 12.86 78.46

Viola-Jones (Mandatory) 44.87 88.22

HOG + LDA (Mandatory) 12.01 77.05

Fig. 4. Precision/recall curves of traditional sub-windows search method (left) and our
coarse-to-fine search method (right) in several traffic sign categories

Table 2. Detection accuracy of our coarse-to-fine search method comparing with tra-
ditional sub-windows search method

METHOD AREA
UNDER
CURVE (%)

AREA
OVERLAP
(%)

Detection
time
(sec/image)

denseSIFT (Prohibitive) 94.65 87.48
719

denseSIFT (Mandatory) 86.97 81.77

Light-colorSIFT (Prohibitive) 98.11 81.71

309Light-colorSIFT (Mandatory) 80.03 83.65
Light-colorSIFT (Danger) 80.58 79.34
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4.3 Sub-windows Search Using Multi-scales SIFT

Instead of single-scale SIFT, multi-scales color SIFT descriptors (HSV) are ex-
tracted on dense grid with spacing 4 pixels. Similar to the experiment in section
4.1, a codebook of 1000 words is created from these descriptors.

The coarse subwindows search is executed with the same window size. How-
erver, the spacing between each window is 8 pixels instead of 2 pixels in section
4.1. This means that the search space will approximately descrease 64 times.
Moreover, we rescale image with coarser scale factors: 1.5, 1.5/1.5, 1.5/1.5 2 ,
...,1.5/1.5 5 .

In smooth search step, we use several random window sizes and steps to find
exaclty location and size of traffic signs.

Table 2 and Fig4 compares our coarse-to-fine subwindows search (Light-
colorSIFT) with the traditional subwindows search (denseSIFT). Our proposed
method outperform for prohibitive category (98.11% vs 94.65%), but its perfor-
mace is lower for mandatory category (80.03% vs 86.97%). The different results
between the two category is due to the quality of computed multi-scales SIFT.
For the mandatory traffic signs, the sign color is almost solid and the contrast is
low. Therefore, although SIFT descriptors are computed on several scales, they
are rather similar. Consequently the coarse search step is not effective. In term
of detection speed, our coarse-to-find search always shows significantly improve-
ments. Although we use color SIFT (384 bins) instead of intensity SIFT (128
bins) and 1x1+2x2 spatial grid, which increase much computational cost, the
speed of coarse-to-find search are 2 times faster than traditional method.

5 Conclusion

We have presented a method that can substantially speed up BoVW and sub-
windows search based on multi-scales SIFT. We have shown that multi-scales
SIFT descriptors are robust for detecting objects with variant sizes. Based on
this observation, we have proposed a new coarse-to-fine sub-windows search,
which using multi-scales SIFT for reducing search space efficiently. This method
can significantly speed up detection without trading off detection accuracy, even
better than the traditional method. Our experiments on The GTSDB benchmark
have shown the outperform performance of our proposed method.
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Abstract. The Higher-Order Moment (HOM) kernel is known to en-
able efficient utilization of higher-order autocorrelation (HOA) features
in signals and images. Several authors report that kernel-based classifica-
tion methods employing this kernel can classify image textures utilizing
the HOA features efficiently. This work evaluates the nature of the HOM
kernel of various orders as measures for image similarity. Through sen-
sitivity evaluation and texture classification experiments, it was found
that the Local Higher Order Moment (LHOM) kernel enables to control
the selectivity of the similarity evaluation by using the Gaussian window.

Keywords: Autocorrelation, Higher-Order Statistics, Kernel.

1 Introduction

In sensing and media retrieval, there is an ever growing need for classification
and retrieval of signals, especially images. Traditionally, local Fourier spectra
of image signals have been used for characterizing edge directions and textures
by way of local autocorrelations and wavelet filters. The generalization of the
local Fourier spectra of an arbitrary degree are known as higher-order moment
(correlation) functions. Also, their Fourier transforms namely the higher-order
spectra such as bispectra, trispectra and so on have been used. These image
features are statistics regarding the high order correlation of signal values at
certain spatial relations, and those of the phase of multiple frequency compo-
nents in the signals. Especially, the phase relation between the multiple har-
monics components give rich delineation of the image signal structure, and the
higher-order spectra (HOS) are known to be useful means for this task [13].
The use of the 4th-order cumulants as a measure of non-Gaussianity in indepen-
dent component analysis (ICA) is a well known use of higher-order statistics of
signals [5].

In recent years, the feasibility of using higher-order statistic feature in pattern
recognition are being reexamined under a new light as faster computers become
readily available. One such example is the use of high-order local autocorrelation
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(HLAC) for object recognition and anomaly detection [9][8][12]. However, even
in HLAC, the detection of correlations up to 3 points are somewhat limited
within small spatial windows, presumably due to the computational demands.
The role of higher-order statistics in image signal characterization seems to have
not been fully examined yet.

One way to avoid the curse of dimensionality is to use kernel functions in-
stead of directly estimating high dimensional features. As for the higher-order
statistics, it has been shown by MacLaughlin et al.[10] that the inner product
of higher-order moment (HOM) (higher-order autocorrelation (HOA)) of signals
can be calculated with a computation of order O(k), regardless of the order of
the moment where k is the number of samples in the digital signal. In recent
literature, the HOM kernel function has been used in kernel-based classification
methods for signal and image classification [14][4][6].

The author’s group extended the HOM kernel to Local Higher-Order Moment
(LHOM) kernel, which is a direct generalization of the Gabor filtering extracting
the local 2nd order feature to an arbitrary order [7]. We have also shown that
kernel functions corresponding to local higher-order moment spectra features
(LHOMS kernel) are equivalent to the LHOM kernel [7]. However, the actual
conditions for using the kernel as the feature extractor for digital images in a
computer, namely how to use the discretized version of the kernel has not been
made clear. This work aims to investigate the properties of the HOM kernel
when used as a means for feature extraction from digital images.

2 Higher-Order Moment Kernels

2.1 Signal Moments and Higher-Order Moment Kernels

Let s(t) be a real valued image signal defined on R2. The n-th order moment
(or the n− 1 order autocorrelation) [13] of s(t) is defined as

ms,n(τ 1, . . . , τn−1) =

∫
R2

s(t)
n−1∏
k=1

s(t+ τ k)dt. (1)

Traditionally, moments have been used for characterization of image and tex-
ture. However, direct calculation of high order moments suffer from the required
computation, and moments of order n > 3 have been rarely used for image char-
acterization. Image features of orders up to 3 within a limited spatial shifts (τ k

in Eq. (1)) specifically known as higher-order local autocorrelation (HLAC) have
been successfully applied to image and video classification [9][8][12].

In [10], McLaughlin and Raghu showed that inner product of moment func-
tions of arbitrary order can be calculated without a drastic increase of compu-
tation. They showed that the inner product of the n-th order moments of two
signals s and v can be calculated as,

Kn(s, v) = 〈ms,n,mv,n〉 =
∫ [∫

s(z)v(z + τ )dz

]n
dτ . (2)
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In modern terms of pattern recognition, this inner product is the kernel function
of n-th order moment feature extractor, and enables a tractable use of higher-
order moment features in the frameworks of kernel-based pattern recognition
methods. In the following, the two-variable function Kn(s, v) in Eq. (2) will be
referred to as the higher-order moment (HOM) kernel function.

2.2 Local Signal Moments and Local Higher-Order Moment Kernels

Because the HOM kernel is based on the nonlocalized moment function of Eq.
(1), it can work as a similarity measure of HOM feature for the whole image. In
contrast, when the characterization needs to be limited to a local image portion,
the local higher-order moment kernel (LHOM kernel)

Kw,n(s, v ; x,y) =

∫ [∫
w(z)s(z + x)w(z + τ )v(z + y + τ )dz

]n
dτ . (3)

can be used [7]. Here, function w(z) is the spatial window centered at positions
x and y of signals s and v, respectively. Thus, the LHOM kernel will enable to
evaluate the similarity of local higher-order moments.

In [7] and [6], the equivalence of the HOM kernel to the inner product of
higher-order moment spectra (HOMS kernel), and the equivalence of the LHOM
kernel to the inner product of local higher-order moment spectra (LHOMS ker-
nel) have been shown. Accordingly, evaluation of the HOM kernel for n = 2
amounts to a comparison of the power spectra of two images. Similarly, the
LHOM kernel for n = 2 will evaluate the similarity of the local power spectra
that may be extracted using an array of 2 dimensional Gabor filters [3][1]. HOM
kernel of n = 3 and n = 4, are equivalent to inner products of bispectra and
trispectra of the signals, respectively. Spectral features of n > 2 are capable of
characterizing the phase of the harmonic frequency components in the signal, to
which power spectral features (n = 2) are insensitive.

2.3 Discrete Calculation of HOM Kernels

When HOM and LHOM kernels are to be used for feature extraction from digital
images, the discrete version of the kernels

K ′
n(s, v) =

∑
i

⎡⎣∑
j

s(zj)v(zj + τ i)

⎤⎦n

(4)

and

K ′
w,n(s, v ; x,y) =

∑
i

⎡⎣∑
j

w(zj)s(zj + x)w(zj + τ i)v(zj + y + τ i)

⎤⎦n

(5)
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are to be used. Although they have been successfully used in support vector ma-
chines for texture classification [7] [6], close investigation regarding their proper-
ties in characterizing the image similarities are yet to be made. This paper aims
to delineate the nature of the HOM and LHOM kernels when they are used as
similarity measures of images.

3 Sensitivity Analysis

When HOM and LHOM kernels are to be used in the kernel-based classification
algorithms, the kernel will function as a measure of similarity between (L)HOM
features of two signals. In order to shed light to kernel function used as similar-
ities, here we will experimentally evaluate the sensitivity of the kernels against
small discrepancies in the images. We will focus on the difference of order and
the use of window functions (HOM or LHOM).

The kernel values K ′(x0,xm) for two input images, namely a standard image
x0 and a modified image xm (m = 1, 2, . . .) will be observed as the modification
is gradually made significant. The changes applied to x0 to make xm will be
scaling, rotation and noise addition that can be common in image matching
scenarios. Through this investigation, it is aimed that the relative sensitivity to
the above fluctuations will become clear.

Kernels
HOM kernels and LHOM kernels of Eqs. 4 and 5 of orders n = 2, 3, 4, 5 were used.

A normalized Gaussian window w(t, Σ) = (2π)−1|Σ|−1/2 exp(−0.5tTΣ−1t) with
Σ = diag(σ2) was used for LHOM kernels, Parameter σ was chosen to be 1/3
of the image width.

Image Data
A natural image of grass leaves shown in Fig. 1(a) was chosen from the Vision
Texture collection [11]. As this image has much randomness by nature, it has a
broad distribution in moment and spectral feature space.

Image modifications
The original image was set to be the standard images mentioned in the previous
section. The changes in the modified images are,

1. Scaling (ratio ∈ {1, 1, 01, 1.03, 1.05, 1.1, 1.15})
2. Rotation (angle ∈ {0, 1, 3, 5, 10, 20} (degree))
3. Noise addition (SNR ∈ {∞, 50, 30, 20, 10, 0})
Bicubic interpolation was used upon scaling and rotation of natural images,

and Gaussian noise was added to the original images so that the signal-to-noise
ratio (SNR) of the image will be at the specified ratio. Examples of the modifi-
cations are shown in Fig. 1(b)-(d).
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(a) Original texture (b) Scaled 115% (c) Rotated 10 (deg) (d) Noise added : SNR 10 (dB)

Fig. 1. Texture ”Leaves 0013” from the Vision Texture collection

Procedure
For each standard image x0 and a set of modified images {x1,x2, . . .}, relative
kernel response defined as

rm =
K ′(xm,x0)

K ′(x0,x0)
(m = 1, 2, . . .) (6)

were evaluated for each type of modifications.

Results and Comments
In Fig. 2, the relative HOM and LHOM kernel responses for the original and
modified images are shown.

Scaling and Rotation: Generally, the selectivity of the kernels increased
with the order. Kernels of odd order have significantly higher selectivity in HOM
kernels when compared with those of even orders. However, this nature was
not observed in the LHOM kernels. As the Gaussian window used in LHOM
kernels functions as the blurring filter in the spectral domain of signals, it can
be considered that it reduces the sparseness within the high dimensional feature
space. This sparseness may be controlled by choosing the width of the Gaussian
windows as in Gabor filters [3]. However a deeper investigation on this nature
of LHOM kernels is due.

Noise Addition : Relative kernel responses dropped for all kernels as the
noise in the modified images were increased. Both kernels of higher order dropped
faster, and no differences between HOM and LHOM kernels were found.

4 Texture Classification

HOM and LHOM kernels of various order were applied to texture classification
problems using Support Vector Machines (SVM). This experiment aims to eval-
uate the basic nature of HOM and LHOM kernels observed in the sensitivity
analysis, in image classification problems.

Image Set
10 natural texture classes included in the Vision Texture dataset [11] were chosen.
From each image, 20 training and 20 test subimages were cut out from random
positions. The size of the subimages were 31× 31 and 64× 64 pixels.
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Fig. 2. Relative responses of (a)HOM and (b)LHOM kernels for changes in scale, ro-
tation and additive noise level

Kernels and SVM
HOM and LHOM kernels of orders (n = 2, . . . , 9) were used. Soft margin SVM
with regularization parameter of (C = 100) by the libSVM toolkit [2] was used.
For the multiclass problem, one-against-others strategy was employed.

Conditions
Each SVM was repeatedly trained and tested by different sets of training and
testing images. Average test rate of 10 trials were used for evaluation.

Results and Comments
In Fig. 3, the average classification rates for the test set are shown for two
different image sizes. For both image sizes, it is clear that the rates when LHOM
kernels were used gave superior results in comparison with HOM kernels. This
difference may be explained from the results of the sensitivity analysis. Also
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Fig. 3. Classification rates for SVMs with HOM and LHOM kernels of orders 2 to 9.
Train/test image size : (a) 31× 31 pixel (b) 64× 64 pixel.

notable is the tendency that even order kernels tend to perform better than odd
order kernels. Similar results have been reported in [4], and we conjecture that
they are due to the higher sensitivity in odd orders. This tendency is somewhat
relaxed when LHOM kernels were used, and it may be controlled by the widths
of the window function.

In this experiment, the high sensitivity of HOM kernels (especially in higher
orders) seems to be negatively contributing. However, it may turn out to be a
plus when subtle differences in the image become key to correct classification,
such as in biometric authentication problems.

5 Conclusion

This report explored the nature of Higher-Order Moment (HOM) kernel and Lo-
cal HOM kernel functions to be used as feature extractors in the kernel-based pat-
tern recognition methods. The sensitivities of the kernels against image changes
have been investigated, and application to SVM’s in texture classification prob-
lems were reported. It was found that the selectivity of the kernels increase with
the its moment order, and it was discussed that the the use of window functions
in LHOM kernels may contribute to control the sensitivity. This feature can be
useful in applying the kernel to problems having different sparsity in the feature
space.
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Abstract. In this paper, a tone reproduction method that preserves color in area 
containing unevenly distributed intensity is proposed. Although Retinex algo-
rithm is one of the most popular tone reproduction algorithms, it still has sever-
al problems caused by using only the Gaussian kernel which is insufficient to 
consider local condition such as steep variation of illumination or sudden 
change of color. To overcome this problem, we proposed a pixel-wise adaptive 
fuzzy kernel which is capable for changing its weight to preserve the local con-
dition in an image, instead of the Gaussian kernel. Moreover, the proposed  
kernel also considered color consistency as human visual system by eliminating 
illumination components in an observed image. Experiment results on some im-
ages with different local conditions showed that the proposed method effective-
ly reduces the problems. 

Keywords: Tone reproduction, multi-scale Retinex, fuzzy connectivity. 

1 Introduction 

Although camera has been continually developed, it is still not good enough compare 
to human visual system. One represent problem is low dynamic range problem due to 
physical limitation of camera sensor. The image containing both low and high light-
ness regions cannot be represented well by using present day technology of sensor. In 
contrast, human eye has high dynamic range because human visual system can be 
locally adapted for lightness variation. Currently, various algorithms are trying to 
imitate this functionality of human visual system. 

There are several methods based on Retinex theory to solve low dynamic range 
problem [1-3]. These algorithms modeled an image as multiplication of reflectance 
component and illuminance component, and performed tone reproduction by elimi-
nating illuminance component from image. Multi-scale Retinex (MSR) algorithm is 
recently proposed and that is a weighted sum of Single-scale Retinex (SSR) with 
Gaussian kernel of various scales [4-6]. Defects such as halo effect which was caused 
in SSR could be complemented by using the scales. However, ratio of RGB channel is 
distorted by independent process in MSR and Integrated Multi-scale Retinex (IMSR) 
was proposed to resolve the problem [7]. In this algorithm, surround image was com-
puted on a single channel, and applied to every RGB channel preserving the RGB 
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ratio. Even with the effort, human visual system still perceives some distortions in the 
result image. IMSR based on CIELAB color space algorithm was proposed to reduce 

this defect [8]. This approach calculates surround image using only *L  channel, and 

enhances the *L  channel using the surround image. However, using only *L  chan-
nel can cause low saturation problem and it makes saturation compensation very es-
sential to enhance it. 

The most of Retinex algorithms mentioned above use the Gaussian kernel to calcu-
late surround image. Even they have good performance results for general images, 
they are still improper for real world image which has various problems. For example, 
if there is inconsistent illumination area in local range, assumption made in Gaussian 
kernel, illumination is same in a local range, is not suitable. Furthermore, since image 
in CIELAB color space is calculated from RGB value, it makes the problem to calcu-

late *L  color space even if pixel color is different in same lightness condition. In 

other words, the difference of *L  values makes different surround image even with 
the same illumination and this causes error to calculate surround image.  

Inspired by this point, we propose to modify Retinex algorithm to get more accu-
rate surround image. This paper proposes to use fuzzy connectivity kernel to improve 
visibility while reducing color distortion in inconsistent illumination area or inconsis-

tent color area. Fuzzy connectivity kernel is defined in each pixel, based on *a  and   
*b channel information. It makes adaptive surround image corresponding to each 

pixel and its neighboring pixels, and it helps to perform better.  
In the rest of the paper is organized as follows: Section 2 briefly describes conven-

tional tone reproduction algorithm. Section 3, the proposed algorithm is presented. In 
section 4, experimental results are presented and Section 5 describes some concluding 
remarks. 

2 Previous Retinex Method 

2.1 Integrated Multi-scale Retinex 

Conventional MSR method used RGB channel to generate surround image and it is 
applied to each RGB channel independently. This changes RGB ratio in a pixel and 
causes color distortion. IMSR method proposed by Wang only used luminance chan-
nel to form surround image to fix the problem [7]. The surround images are generated 
by using Gaussian kernels with different standard deviations, and a weighted sum of 
these images forms an integrated surround image. It is applied to each color channel 
to keep the color balance. The result image of IMSR method is given by 

 
),(

),(
),(

yxS

yxI
AyxSSR

sum

i
i = , (1) 

where I is the input RGB image, i  is the RGB channel index, A  is a gain coeffi-
cient, ),( yx  is position of a pixel, and sumS is integrated surround image.  
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Integrated surround image in Eq. (1) is computed by  

 
=

=
M

m
mmmsum yxSwyxS

1

),,(),( σ , (2) 

sumS denotes weighted sum of surround images from different scales, M is number of 

scale, mσ  is a standard deviation of surround image and mw is weight of surround 

image ),,( mm yxS σ . Each surround image is convolution of luminance Y and Gaus-

sian kernel ),,( mm yxG σ employing different standard deviation as follows 

 ),(*),,(),,( yxYyxGyxS mmmm σσ = . (3) 

2.2 Integrated multi-scale Retinex based on CIELAB Color Space 

Many Retinex methods including IMSR are taking place in RGB color space. Hue 
distortion in CIELAB color space which indicates hue distortion in human visual 
system can be raised by these methods.  

To prevent these problems, IMSR based on CIELAB color space takes place in de-
vice-independent color space, CIELAB [8]. In this method, input RGB image is trans-

formed to CIELAB color space, and IMSR is applied to only *L  channel to preserve 
balance of colors components. This enhances luminance of image, but not saturation, 
therefore the dark regions in the original image have low saturation values after Reti-

nex method. Saturation adjustment need to be performed on *a , *b  channel accord-
ing to the luminance change to enhance the saturation, because of the unnatural satu-
ration problem in this process. After saturation adjustment, the adjusted CIELAB 
image is transformed back to RGB color space. Luminance enhanced image is given 

by applying IMSR to only *L channel and it is acquired by 
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where 
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M
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1

),,(),( σ , (5) 

where 

 ),(*),,(),,( * yxLyxGyxS mmmm σσ = . (6) 

In Eq. (4) and (6), *L  is the luminance component of an image, and the others are 
same as IMSR process.  
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Normalization is needed to keep the values in displayable range. Instead of using 
maximum luminance value, the value having zero gradients in luminance cdf is em-
ployed because the number of maximum luminance value is very small and they can 
be considered as noise. 

As mentioned before, saturation adjustment is also needed. The saturation adjust-
ment in proportion to luminance enhancement is performed by following equation.  

 
)(

)(
),(),(

*

*

LGB

LGB
yxCyxC

adj

inadj = . (7) 

In Eq. (7), inC is a chroma value of an original image, adjC is an adjusted chroma 

value, and *)(LGB  is sRGB gamut boundary corresponding to luminance. 

)*( adjLGB  is modified gamut boundary by enhanced luminance. In the saturation 

enhancement process, oversaturation problem is solved by using the ratio of sRGB 
gamut boundary.  

3 Proposed Method 

Previous methods used Gaussian kernel to acquire surround image in *L  channel to 

keep the balance of colors components [8]. However, using only *L  channel also has 

a problem. If there are two pixels under same illumination, *L  value can be different 

if the colors of the pixels are different because *L  value is computed from RGB val-
ue. Therefore, it is not easy to obtain accurate surround image in the color inconsis-
tent area even with the same illuminance. Furthermore, if same color pixels are under 
different illumination condition, each of them must be enhanced differently but Gaus-
sian kernel enhances with same amount because it assumes that illumination of local 
area is changing slowly.  

To improve this color distortion problem, we propose that a kernel with fuzzy con-
nectivity to use not only the spatial distance like Gaussian kernel but also the color 
difference.   

 
),(),(1

),,(
),,(

dcfyxfk

yxG
yxK mm

m −+
= σσ , (8) 

where ),,( mm yxG σ is a Gaussian kernel whose position of center pixel is ),( yx , mσ  

is a standard deviation of kernel, ),( dc means position of pixel except ),( yx in Gaus-

sian kernel ),,( mm yxG σ , f is two dimensional vector which means color informa-

tion of a pixel in *a , *b space, and k is a parameter determining how much  
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surround image from *L  channel, we proposed an adaptive kernel using fuzzy con-
nectivity based on the color information instead of using the Gaussian kernel only. 
We can preserve local color information by using this kernel while the Gaussian ker-
nel only takes integrated value of it. The experiment results showed the improved 
visibility of low dynamic range images. More precisely, result of proposed algorithm 
showed better local consistency when observed image contained sudden changes of 
intensity compared to conventional algorithm. 
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Abstract. In this paper we propose a new local learning algorithm for
appearance-based object pose estimation, called Locally Linearly Em-
bedded Regression (LLER). LLER uses a constrained version of Locally
Linear Embedding (LLE) to simultaneously embed into an intermediate
low-dimensional space the training images, the query image and a grid of
pose parameters. A linear map is learned between the points in the local
neighborhood of the query representation in this low-dimensional inter-
mediate space and their corresponding pose parameters, which is used
to directly recover the pose of the query image. The proposed method
has been evaluated in a pose estimation task on a database of 16 differ-
ent objects, consistently outperforming several representative global and
local appearance-based pose estimation methods.

1 Introduction

The estimation of the pose of a 3D object from a single 2D image is one of
the most important problems in computer vision, with numerous applications
in natural human-computer interfaces, robotic vision, augmented reality and so
on. Most of the methods for pose estimation can be classified into two major
groups: model-based and appearance-based (or view-based) approaches. Model-
based approaches typically proceed by matching features extracted from the
query image to a pre-built 3D model of the same object. Some general represen-
tative methods include the hypothesize-and-test method [1], geometric hashing
[2], pose clustering [3], etc., see e.g. [4] for a survey. Appearance-based approaches
[5,6,7,8] typically learn a linear or non-linear map between the available training
images and their corresponding pose parameters, which is then used to recover
the pose of a test query image by directly mapping it to pose space. Both ap-
proaches have their strengths and limitatations, but in this paper we follow the
appearance-based approach’s point of view to pose estimation.

Most appearance-based methods learn a single global map between all training
samples and their corresponding pose parameters. However, representing the
relation between all views of an object and the pose parameters through a single
map makes the problem unnecessarily complicated. A more simple and efficient
solution is to use local learning, where the map is learned only for a small subset
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of the training images, which is in the local neighborhood of the query image.
In this case even a simple linear map would be adequate.

In this paper we propose a new appearance-based local learning algorithm,
called Locally Linearly Embedded Regression (LLER), which uses a constrained
version of Locally Linear Embedding (LLE) [9,10] to simultaneously embed into
an intermediate low-dimensional space both the training images, the query image
and a grid of pose parameters. Then a linear map is learned between the points
in the local neighborhood of the query representation in this low-dimensional
intermediate space and their corresponding pose parameters, which is used to
directly recover the pose of the query image. We have evaluated the proposed
method in a pose estimation task on a database of 16 different objects. The
results show that our method consistently outperforms several representative
global and local appearance-based pose estimation methods.

In the next section we first briefly review relevant related work and also de-
scribe the motivation behind the design of our new local learning method, which
is introduced in Section 3. Section 4 describes experimental results, and section
5 then concludes the paper.

2 Related Work

Our work is most strongly related to [11] who proposed an appearance-based
pose estimation method, called Local Procrustes Regression (LPR), which uses
local learning to estimate the unknown pose of an object from a single query or
test image. LPR first finds the k-nearest neighbors of the test image xT among
all available training images x1, · · · ,xN . The corresponding pose parameters
for the training images in the k-neighborhood of the test image are p1, · · · ,pk.
First LPR uses Multidimensional Scaling (MDS) [12,13] to embed together the
test image and the k training images into a low-dimensional space, where their
representations are yT and y1, · · · ,yk, respectively. Since the correspondence
between the training images xi and their pose parameters pi is known, and
therefore the correspondence between yi and pi is also known, the transformation
between them is calculated to minimize the cost

R =

k∑
i=1

(pi − sATyi − b)T (pi − sATyi − b) (1)

where the orthonormal matrix A represents the rotation/reflection, b the trans-
lation, and s the isotropic scaling, needed to align the low-dimensional represen-
tations yi and their corresponding pose parameters pi. The cost in Equation (1)
minimizes the “goodness of fit” criterion [14] and in essence finds the similarity
transformation which optimally aligns the data embedding and the parameters.

Although in [11] it is shown that on a pose estimation task including 16 dif-
ferent objects, LPR generally outperforms global linear regression and achieves
similar performance to Support Vector Regression (SVR), still there are some
drawbacks which need to be addressed. First, the use of the similarity trans-
formation in Eq. 1 is unnecesary limiting, as it is unlikely that the relation
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between the embedded data and the corresponding parameters (even if only the
data in a small local neighborhood is considered) can be well-represented by
a similarity transformation (rotation, translation and isotropic scaling). A bet-
ter choice would be to use a more general linear transformation, like the affine
transformation with non-isotropic scaling. Then the linear map A between the
low-dimensional embedding Yk of the k-neighbors of the test image and their
corresponding pose parameters Pk can be found as

A = Y +
k Pk (2)

where Y +
k is the Moore-Penrose generalized inverse matrix [15] of Yk. Then the

pose of the test image can be calculated as

pT = yTA = yTY
+
k Pk. (3)

We will call this local learning method based on affine transformation Local
Affine Regression (LAR) and will compare it with LPR and LLER in section 4.

Another problem with LPR is that the low-dimensional embedding of the im-
ages is obtained through MDS, which is a linear method (also known as Principal
Coordinates Analysis [14], and equivalent to PCA [16], although obtained from
the distance matrix of the data, rather than the covariance matrix). Recently,
manifold learning-based non-linear methods for locality preserving dimensional-
ity reduction [9,17,18,19] have been shown to be able to represent more accu-
rately the low-dimensional manifold structure of object images, although their
use in the framework of local learning has not attracted much attention yet.
Note that non-linear manifold learning methods can be quite computationally
expensive for large-scale datasets, but this is not a problem in the context of lo-
cal learning, as in this case only the data in the neighborhood of the query/test
sample is relevant and needs to be accounted for.

In the following section we propose a new local learning-based pose estima-
tion method, which addresses simultaneously the above-mentioned limitations
of LPR.

3 Locally Linearly Embedded Regression (LLER)

In this section we will describe the proposed Locally Linearly Embedded Re-
gression (LLER) method for pose estimation. In order to understand how LLER
works, it would be advantageous to know how Locally Linearly Embedding
(LLE)[9] works, and especially its constrained version, Constrained Locally Lin-
early Embedding (cLLE)[10], on which it is based. Therefore, we will first briefly
review these methods.

LLE is a manifold-learning method which finds a low-dimensional embedding
of the data, while at the same time preserving locally the linear structure of
neighboring data. If N d-dimensional data vectors x1, · · · ,xN are given, their
low-dimensional representation is found by LLE through the following 3 steps:
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step 1 For each data point xi find its k-nearest neighbors xj (j = 1, · · · , k),
using the Euclidean distance.

step 2 Compute the local reconstruction weights Wij through which xi is lin-
early reconstructed from its neighbors by minimizing the reconstruction error
below

ε(W ) =
∑
i

||xi −
∑
j

Wijxj||2 (4)

subject to the constraint
∑

j Wij = 1. Using Lagrange multiplier to enforce
the constraint, the optimal weights are obtained as

wij =

∑
k G

−1
jk∑

lm G−1
lm

(5)

where G is the Gram matrix Gjk = (xi − xj)
T
(xi − xk).

step 3 Using the weights Wij found in step 2, compute the low-dimensional
representations yi of each xi which minimize

Φ (Y ) =
∑
i

||yi −
∑
j

Wijyj ||2 (6)

subject to the constraint 〈yiy
T
i 〉 = I. LLE minimizes (6) by computing

the d eigenvectors of M = (I −W ) (I −W )T corresponding to the smallest
nonzero eigenvalues, which put together give the d-dimensional embedding
Y of the data.

Next, Constrained LLE (cLLE) will be explained. It has been used in [10] to
find a common low-dimensional representation of two different high-dimensional
data sets. Assume that we have two high-dimensional data sets: one data set
X1 represented by n1 d1-dimensional vectors x1, and a second data set X2

represented by n2 d2-dimensional vectors x2.
It is also assumed that nc of the data samples are in correspondence, i.e.

they have some common characteristic (or even could be identical data, the
intersection of the two data sets), and we want these corresponding data samples
to have the same low-dimensional representation. Note that nc is smaller than
both n1 or n2. The two data sets can be represented by the following block
matrix:

X =
[
Xc Xs

]
=

[
X1

c X1
s X1

r

X2
c X2

r X2
s

]
. (7)

In (7), X is a (d1 + d2)× (n1 + n2 − nc) matrix, where the data in correspon-
dence from the two data sets is stored in Xc, occupying the first nc columns of
X .X1

s contains the remaining available data x1
j (j = (nc + 1) , · · · , n1) from the

first set, and X2
s the remaining available data x2

k (k = (nc + 1) , · · · , n2) from
the second set, which are not in correspondence. X1

r and X2
r is missing data,
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i.e. X1
r is the yet unknown data from the first set corresponding to X2

s from the
second set, and X2

r is the unknown data from the second set corresponding to
X1

s from the first set,
The task of constrained LLE is to recover the missing data in X . If the

two data sets are embedded through LLE without using any constraints, this
would result in two separate low-dimensional representations,Y 1 and Y 2, each

of which can be obtained by diagonalizingM1 =
(
I −W 1

) (
I −W 1

)T
andM2 =(

I −W 2
) (

I −W 2
)T

respectively, as explained above for the general LLE case.
This would be equivalent to minimizing

tr
(
Y 1 −W 1Y 1

) (
Y 1 −W 1Y 1

)T
+ tr

(
Y 2 −W 2Y 2

) (
Y 2 −W 2Y 2

)T
. (8)

In constrained LLE, the constraint that the parts of the two data sets which
are in correspondence should have identical low-dimensional representation is
used. Representing Y 1 and Y 2 as Y 1 =

[
Y 1
c Y

1
s

]
and Y 2 =

[
Y 2
c Y

2
s

]
, the constraint

is that Y 1
c = Y 2

c . If M
1 and M2 above are partitioned as

M1 =

[
M1

cc M
1
cs

M1
sc M

1
ss

]
,M2 =

[
M2

cc M
2
cs

M2
sc M

2
ss

]
(9)

the cost in Equation (8) can be efficiently minimized under the constraint Y 1
c =

Y 2
c by the eigenvectors of

M ′ =

⎡⎣M1
cc +M2

cc M
1
cs M

2
cs

M1
sc M1

ss 0
M2

sc 0 M2
ss

⎤⎦ (10)

corresponding to its smallest eigenvalues. The upper part of the eigenvectors
would contain the low-dimensional embedding coordinates of the data from both
sets which are in correspondence, while the bottom parts would correspond to
the remaining data (the parts not in correspondence) from each set.

While the task of constrained LLE as introduced in [10] is to recover the
missing high-dimensional data in (7), here we modify the algorithm to be able
to perform local regression. The resulting method we call Locally Linearly Em-
bedded Regression (LLER), and its mechanism is illustrated in Fig. 1.

Assume that we have a data set X and a corresponding parameter set P ,
among which some parameters may be unknown and the task is to estimate
them. For example, in our case the data may contain the images of a certain
object under different pose, and the parameters may represent the pose. For nc

of the images the corresponding pose is known, i.e. the correspondence xi ↔
pi (i = 1, · · · , nc) is given. The task is to find the pose pT of a test sample
xT . As before, we use the following block matrix format to represent both the
available and missing (yet unknown) data.

X =
[
Xall

c Xall
s

]
=

[
Xc xT Xs

Pc pT Ps

]
(11)
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correspondences

known

low-dimensional 
embedding space Y

high-dimensional 
image space X

pose parameter 
space P

k-NN

h-NN

k-NN
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embedding

h-NN

mbe

N

embeddin

Fig. 1. Overview of the Locally Linearly Embedded Regression (LLER) algorithm

Here, Xc (object images) and Pc (corresponding pose parameters) are the train-
ing set, where the correspondence between image and pose is known, and xT

is the test image whose pose pT needs to be found. Ps are pose parameters for
which data (object images) are not available, i.e. Xs is missing data. Note that
Ps can be easily generated on a grid of pose values (as shown in Fig. 1), sampled
with a uniform step σi along each dimension i of pose space. The grid can take
values in the same (or a little bit wider) range as the range in which the pose for
the training data changes. The sampling step σi determines the density of the
grid and generally should be taken to be smaller than the density of the available
training parameters. For example, if the available training pose parameters for
pan are sampled at 5 deg, σpan can be chosen to be 2.5 or 1.25, etc. However,
taking too dense a grid Ps would naturally incur higher computational cost.

Separate (not constrained) low-dimensional representations of the data Y (X)

and the parameters Y (P ) can be obtained by diagonalizing respectively M (X) =(
I −WX

) (
I −WX

)T
and M (P ) =

(
I −WP

) (
I −WP

)T
. However, by repre-

senting M (X) and M (P ) as

M (X) =

[
M

(X)
cc M

(X)
cT

M
(X)
Tc M

(X)
TT

]
,M (P ) =

[
M

(P )
cc M

(P )
cs

M
(P )
sc M

(P )
ss

]
(12)

we can obtain a constrained embedding of the data and the parameters, rep-
resented by the eigenvectors corresponding to the smallest eigenvalues of the
following matrix
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M ′ =

⎡⎢⎣M
(X)
cc +M

(P )
cc M

(X)
cT M

(P )
cs

M
(X)
Tc M

(X)
TT 0

M
(P )
sc 0 M

(P )
ss .

⎤⎥⎦ (13)

In the resulting low-dimensional representation in the embedding space Y , all
training data xc and parameters pc which are in correspondence will map to the
same point yc, as indicated in Fig. 1 by the blue filled rectangles. The test data
xT which has no corresponding point in parameter space will map to yT in Y ,
and the parameters ps which have no corresponding points in image space will
map to the filled green triangles ys. Then the LLER algorithm estimates the
pose pT of the test sample xT through the following 3 steps1.

The Locally Linearly Embedded Regression (LLER) Algorithm

step 1 Use constrained LLE with h-nearest neighbors for the weightsW (X) and
W (P ) to find the constrained embeddings in Y for Xc, xT and Ps, which are
respectively Yc, yT and Ys.

step 2 Find the k-nearest neighbors of yT in Y and store them in a matrix Yk.
Store their corresponding pose parameters from pose space P into a matrix
Pk (Note that some of the neighbors might be embeddings of images with
known pose, while others might be embeddings of pose parameters without
known corresponding images).

step 3 Find the linear map A between the embeddings Yk and their correspond-
ing pose parameters Pk using Equation (14) below, and use it to find the
pose pT of the test image xT from Equation (15).

A = Y +
k Pk (14)

pT = yTA = yTY
+
k Pk (15)

In Equations (14) and (15), Y +
k is the Moore-Penrose generalized inverse

matrix [15], obtained by the singular value decomposition (SVD) of Yk. Note
that in the algorithm for LLER, in step 1 constrained LLE is performed on all
available training data using h-nearest neighbors to determine the weights of
the locally linear reconstructions, while in step 2 the k-nearest neighbors of the
embedding of the test image in embedding space Y are used to determine the
local neighborhood from which to obtain the estimation of the pose parameters.
The parameters h and k need not take the same value (h would depend on the
local structure of the image manifold, while k would depend also on the grid
sampling step for Ps), and for that reason we have used different letters for
them. Also, if the whole training data set is too large, performing cLLE on all
data might be computationally expensive and actually would not be necessary as
the following steps use only local information. Therefore, for huge training data
sets only a subset of the whole training set which is in the larger neighborhood
of the test sample (say not more than a few hundred samples) might be used to
reduce computational cost.

1 Matlab code for the LLER algorithm is available by writing to the corresponding
author.
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4 Experiments

In this section we evaluate LLER in comparison with several other global and lo-
cal pose estimation methods using the Object Pose Estimation Database (OPED)
[21], which seems to be the most accurate (with sufficient accuracy for robot
grasping) publicly available data set [22]. The data set contains 703 different
views for each of 16 different objects, sampled at 5 deg angle increments along
two rotational axes (for pan between 0 and 180 deg, and tilt between 0 and 90
deg).

We perform two experiments, in each of which we randomly select respectively
100 or 350 images from each object to be used as a test sample pool, while the
remaining images are used for training. This data splitting procedure is repeated
randomly 5 times. For each test image the pose is estimated, compared to the
available ground-truth pose values and the mean, standard deviation (std) and
median of the estimation error is calculated. To facilitate comparison, the pan
and tilt angles are represented as a vector on the unit sphere, so that in this way
the absolute angle errors can be represented by a single value.

We compared LLRE to 3 global learning methods: nearest neighbor (NN)
which simply selects the pose of the nearest neighbor to the query image, Linear
Regression and Support Vector Regression (SVR) with RBF kernel. The local
methods compared were LPR and LAR described in section 2. For all methods
the relevant parameters were tuned to obtain best performance. For SVR, first
reducing the feature dimensionality by PCA resulted in better performance, and
this was used as a pre-processing step. For LLER, the parameter grid sampling
step was chosen to be σpan = σtilt = 2.5 deg, the k and h for the k and h-
nearest neighor selection were set to h = 15 and k = 5, and the dimension of
the embeding space obtained from cLLE was d = 10.

The results obtained for 100 test images are shown in Table 1, and for 350 test
images in Table 2. The results show that for most of the objects LLER achieves
the smallest estimation error, in comparison with both the global learning meth-
ods and the other local learning methods. Also for LLER the error is low for all
objects in the database, while SVR and LAR although performing well on some
objects, for other objects (like bay, white car, house, socketin for SVR and bay,
cap, ipipe for LAR) have quite a big estimation error.

5 Conclusion

In this paper we have proposed a novel local learning algorithm, Locally Lin-
early Embedded Regression, for appearance-based pose estimation. Our method
embeds simultaneously the training images, the query image and a grid of pose
parameters into an intermediate low-dimensional space, from which a linear map
is learned between the points in the local neighborhood of the query representa-
tion and their corresponding pose parameters. which is used to directly recover
the pose of the query image. The proposed method has been evaluated in a pose
estimation task on a database of 16 different objects, on which it showed sta-
ble peformance across different objects and consistently outperfomed both other



466 B. Raytchev et al.

Table 1. Experimental results (estimation error) for the case of 100 test samples per
object; (top) global methods, (bottom) local methods

NN Linear Regression SVR

Mean STD Median Mean STD Median Mean STD Median

adapter 3.48 1.87 5.00 4.25 3.75 3.24 0.47 0.43 0.34

bay 6.43 18.42 5.00 3.69 5.88 2.18 2.48 5.74 0.97

cablebox 3.44 1.80 5.00 1.62 1.16 1.38 0.36 0.37 0.27

cap 3.41 1.79 3.83 1.95 2.47 1.13 0.61 0.79 0.38

whitecar 3.47 1.84 5.00 3.81 3.30 2.92 1.82 2.55 0.97

clamp 3.84 2.09 5.00 3.21 2.89 2.45 1.25 1.29 0.81

fuse 3.67 2.00 5.00 2.09 1.83 1.62 1.04 1.60 0.58

goldcar 3.44 1.77 4.10 3.50 3.60 2.41 0.74 1.20 0.44

house 4.15 1.90 5.00 2.78 2.32 2.25 1.46 2.52 0.55

ipipe 4.56 6.34 4.53 1.68 1.89 1.28 1.02 1.62 0.60

redcar 3.48 1.80 4.53 4.31 3.70 3.29 0.72 0.59 0.56

socketin 3.74 1.89 5.00 3.90 4.34 2.60 1.27 1.39 0.86

socketout 3.78 2.01 5.00 2.70 3.63 1.57 0.72 0.93 0.45

tpipe 4.61 1.01 5.00 3.84 3.57 2.89 0.48 0.85 0.26

trap 3.75 1.93 5.00 1.72 1.77 1.18 0.67 1.02 0.36

wood 3.80 1.63 4.70 2.78 3.60 1.57 0.31 0.43 0.21

average 3.94 3.13 4.79 2.99 3.11 2.12 0.96 1.46 0.54

LPR LAR LLER
Mean STD Median Mean STD Median Mean STD Median

adapter 1.18 1.35 0.71 0.70 0.70 0.48 0.47 0.54 0.26
bay 1.77 8.53 1.02 1.34 11.07 0.44 0.65 0.76 0.38

cablebox 0.81 1.03 0.49 0.56 0.60 0.40 0.39 0.46 0.24
cap 3.95 7.06 0.83 1.25 2.62 0.48 0.90 1.11 0.55

whitecar 0.78 0.88 0.50 0.61 0.64 0.45 0.42 0.60 0.24
clamp 1.68 1.98 1.04 1.71 2.54 0.80 0.76 1.04 0.42
fuse 1.38 1.73 0.71 0.54 0.63 0.36 0.41 0.57 0.19

goldcar 0.71 0.69 0.50 0.47 0.47 0.33 0.41 0.46 0.26
house 1.88 1.43 1.47 0.61 0.52 0.45 0.48 0.49 0.32
ipipe 1.85 7.16 0.64 0.79 3.67 0.40 0.45 0.71 0.24
redcar 1.03 1.40 0.69 0.65 0.56 0.50 0.50 0.56 0.33
socketin 1.88 3.76 0.73 0.78 1.93 0.43 0.58 0.93 0.31
socketout 1.87 5.36 0.68 0.70 5.18 0.24 0.51 1.01 0.29
tpipe 1.22 1.46 0.77 0.67 1.13 0.45 0.54 0.52 0.39
trap 1.73 2.89 0.84 0.47 0.52 0.31 0.55 0.93 0.25
wood 0.51 0.55 0.35 0.60 0.65 0.42 0.48 0.84 0.20

average 1.52 2.95 0.75 0.78 2.09 0.43 0.53 0.72 0.30

local learning algorithms and global regression algorithms like linear regression
and non-linear SVR.

Also, the proposed LLER algorithm can be considered as a new type of general
regression algorithm with a novel strategy — embedding together the data and
a densely sampled grid of parameters (some of which do not correspond to any
available data) in low-dimensional space, before obtaining a linear map between
them, — and as such it might find applications apart from pose estimation in
other problems where continuous-valued parameters need to be estimated from
high-dimensional data like images.
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Table 2. Experimental results (estimation error) for the case of 350 test samples per
object; (top) global methods, (bottom) local methods

NN Linear Regression SVR

Mean STD Median Mean STD Median Mean STD Median

adapter 3.93 2.25 5.00 5.43 4.86 4.00 1.18 1.69 0.65

bay 6.14 14.34 5.00 5.62 9.45 3.19 5.85 13.57 2.59

cablebox 3.60 1.81 4.98 2.30 1.80 1.82 0.80 1.34 0.42

cap 3.77 2.81 4.70 3.21 3.68 1.98 1.63 2.81 0.73

whitecar 3.72 1.89 5.00 5.08 4.61 3.70 4.58 6.31 2.39

clamp 4.35 2.44 5.00 4.48 4.17 3.32 2.25 2.93 1.35

fuse 4.23 2.72 5.00 3.07 2.96 2.15 3.49 5.24 1.51

goldcar 3.88 2.14 5.00 4.50 4.48 3.12 1.83 3.60 0.68

house 4.62 2.43 5.00 4.08 3.80 3.12 2.75 3.92 1.16

ipipe 5.44 9.55 4.92 2.58 3.01 1.82 2.82 7.19 0.85

redcar 3.85 1.84 5.00 5.03 4.01 3.89 1.51 1.77 0.95

socketin 4.06 2.75 5.00 4.77 5.38 3.12 1.98 4.18 0.77

socketout 4.40 4.40 5.00 3.49 5.16 2.05 1.55 3.88 0.54

tpipe 4.53 1.58 5.00 4.36 3.75 3.40 1.01 1.80 0.52

trap 4.09 2.35 5.00 2.56 2.61 1.85 1.79 3.72 0.72

wood 4.07 1.66 4.92 3.19 3.80 2.03 0.68 1.50 0.35

average 4.29 3.56 4.97 3.98 4.22 2.78 2.23 4.09 1.01

LPR LAR LLER
Mean STD Median Mean STD Median Mean STD Median

adapter 1.72 1.58 1.19 1.33 1.58 0.85 0.88 1.04 0.56
bay 4.01 14.04 1.68 2.17 11.30 0.85 1.84 6.70 0.83

cablebox 1.43 1.36 1.06 1.18 1.51 0.76 0.94 1.31 0.57
cap 6.04 8.02 2.71 2.64 3.58 1.37 2.15 3.14 1.35

whitecar 1.68 5.05 0.96 1.26 1.53 0.81 1.53 2.14 0.98
clamp 2.99 3.47 1.88 2.77 4.13 1.27 1.74 2.85 0.88
fuse 2.30 2.46 1.41 1.13 1.33 0.68 0.97 1.38 0.54

goldcar 1.68 4.16 0.91 1.25 2.96 0.64 1.03 1.38 0.62
house 3.03 2.45 2.46 1.23 1.17 0.89 0.98 1.04 0.66
ipipe 3.55 13.58 1.06 2.20 9.25 0.79 1.21 3.72 0.63
redcar 1.78 2.11 1.22 1.22 1.46 0.85 1.14 1.41 0.71
socketin 3.25 12.40 1.14 1.99 7.98 0.67 1.26 1.91 0.72
socketout 3.20 12.65 1.10 1.61 7.53 0.44 1.44 5.19 0.60
tpipe 1.97 2.08 1.33 1.45 1.76 0.91 1.18 1.37 0.77
trap 2.20 3.35 1.32 1.09 1.60 0.61 1.10 1.48 0.59
wood 1.24 6.30 0.66 1.21 4.86 0.62 1.02 2.56 0.48

average 2.63 5.94 1.38 1.61 3.97 0.81 1.28 2.41 0.72
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Single-Channel Speech Dereverberation  
Based on Non-negative Blind Deconvolution  
and Prior Imposition on Speech and Filter 

Il-Young Jeong, Biho Kim, and Hyung-Min Park 

Department of Electronic Engineering, Sogang University, Seoul, Republic of Korea 
{finejuly,biho,hpark}@sogang.ac.kr 

Abstract. In this letter, we describe a single-channel speech dereverberation 
method in the short-time Fourier transform domain by using non-negative blind 
deconvolution. Robust decomposition of the magnitude spectra of the reverbe-
rated speech into its clean speech and a reverberation filter can be achieved by 
imposing a sparse and frequency-dependent prior model on the speech and an 
exponentially decaying envelope on the filter. Subsequently improved derever-
berated speech is estimated without crude speech prior imposition for the fixed 
reverberation filter. The effectiveness of the algorithm was demonstrated with 
experimental results on speech reverberated by room impulse responses. 

Keywords: Speech dereverberation, non-negative blind deconvolution, prior 
imposition. 

1 Introduction 

In real-world situations, audio signals such as speech are frequently corrupted by 
reverberation because they arrive at an observer through many paths, including reflec-
tions of walls. The farther the distance between a source and an observer or the  
more reverberant the environment is, the more severely deteriorated the quality of 
speech is. 

Many methods for reducing the effect caused by reverberation have been developed. 
Nakatani et al. presented a short-time Fourier transform (STFT) domain approach to 
estimate dereverberated speech efficiently [1]. To make the problem simpler, the spectra 
of the reverberated signal are assumed to be the convolutive mixture of the spectra of 
clean speech and a filter in disregard of the effect of the phase components [2-4]. Espe-
cially, Kameoka et al. derived an efficient algorithm by applying a fast Fourier trans-
form (FFT) to non-negative blind deconvolution and by imposing a clean speech prior 
which was modeled as a generalized Gaussian distribution [2]. Because the subband 
envelope of a clean signal is generally sparser than a reverberant one, the power spec-
trum of a reverberated speech signal could be decomposed into the estimated clean  
signal and a reverberation filter that causes reverberant tails. 

Although the non-negative convolutive model for reverberated speech power spec-
tra leads to a simple formulation, it may cause several drawbacks. In this letter, we 
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propose a robust algorithm of single-channel speech dereverberation, while address-
ing these drawbacks. Since the power spectrum of reverberated speech is already 
quite sparse, this method employs the magnitude spectrum to magnify the difference 
in sparseness between the spectra of clean and reverberated speech. In addition, the 
assumption that the spectral components of a natural audio signal are independent 
across frequency is inappropriate, so we apply a frequency-dependent prior model 
which is more plausible to describe speech spectra. In addition, we assume that the 
filter has an exponentially decaying envelope, which is a typical shape of reverbera-
tion. Finally, a post-processing step is added to prevent excessive distortion caused by 
inaccurate speech prior for emphasizing sparseness. 

2 Conventional Algorithm 

Reverberated speech is generally modeled as convolution of its original clean speech 
and a reverberation filter. In the STFT domain, the reverberated speech at frequency 
bin  and frame , , can be approximately represented by  

 , (1) 

where  and  denote the corresponding clean speech and reverberation fil-
ter at the same time-frequency segment, respectively, and  denotes the convolution 
operator [2, 5]. Assuming that the values of  and  are uncorrelated, for a 
simple derivation, the power of  can be approximated as 

 , (2) 

where , , and  denote , , and , respectively. 
The power spectrum of the acquired speech signal in a reverberant environment, 

, can be represented by the following generative model: 

 , (3) 

where  denotes additive measurement noise or model error. 

The main goal of the algorithm is to estimate  and 

 with observations  by maximum-a-
posteriori (MAP) estimation given by 

 , (4) 

where  and  represent the optimal values of the clean speech and the reverbe-

ration filter. If there is no prior imposition on speech or filter,  and  will have 
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Y  and the impulse response, respectively. With the assumption that the error in (3) is 
a zero-mean white Gaussian random variable, the likelihood term is expressed as 

 . (5) 

To model the sparseness of the clean speech, the generalized Gaussian prior is im-
posed to  as follows: 

 , (6) 

where  should be set to a value in the interval of (0, 2) for  to be a super-
Gaussian distribution. In contrast,  is assumed to be independent across fre-
quency and follows a Dirichlet distribution whose parameters are all set to 1, so the 
distribution is the same as a uniform distribution. In addition,  is 
normalized by  to avoid indeterminacy in the scaling. With these priors, 
MAP estimation can be accomplished by solving the following optimization problem:  

 , (7) 

where  determined by , , and  is the weight parameter that represents the 
relative importance of the sparseness of . 

Since the non-negativity of  and  is premised, one can derive the solution by 
applying the non-negative matrix tensor deconvolution algorithm [6], which is an 
extended version of non-negative matrix factorization [7]. Therefore, the iterative 
rules for  and  are 

 , (8) 

 , (9) 

where  denotes  at the previous iteration, and  denotes the fast Fourier 
transform operator. 

Although this method can be used to estimate clean speech, it may have some limi-

tations. First, the algorithm operates on power spectra, such as  or , but 

 is too sparse to get the sparseness difference from . Therefore,  
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of (8) and  of (9) may converge into  and the delta function, respectively. 

Furthermore, it is hard to increase the value of  to extract the desired sparse clean 
speech because of the following side effects. Since spectral components are assumed 
to be independent across frequency, the estimated spectral powers of clean speech and 
the corresponding filters can be permuted with each other at a frequency bin. In par-
ticular, the spectral power of a reverberation filter at a frequency bin in the STFT 
domain is usually sparser than that of clean speech. Therefore, imposing a sparse prior 
on clean speech may lead to the problem that the spectral powers of the clean speech 
and the reverberation filter are estimated by (9) and (8), respectively, which is the 
opposite. In addition, the assumption of independent spectral components across  
frequency may cause an arbitrary frame-shift of the estimated clean speech at a fre-
quency bin because . This may result in the incorrect 
restoration of clean speech in the time domain. Moreover, the generalized Gaussian 
distribution is too inaccurate to describe the power spectrum of speech precisely, so 
estimated clean speech can be distorted by imposing the inaccurate prior.  

3 Proposed Algorithm 

In order to overcome these limitations, we present the following speech dereverbera-
tion algorithm. First, we derive the algorithm based on magnitude spectra to magnify 
the sparseness difference between clean and reverberated speech. In this section, 

, , and  denote , , and  , respectively. The mag-

nitude spectrum of reverberated speech, , is modeled as  

 . (10) 

In addition, the described method introduces a clean speech prior that models inhe-
rent dependencies across frequency, instead of using the conventional independent 
prior, which is given by 

 , (11) 

where  represents the variance at the -th frequency bin, which is set to 1 for 

convenience [8]. To avoid ambiguity causing an arbitrary shift of the estimated clean 
speech at a frequency bin, we also impose an exponentially decaying prior on the 
magnitude spectrum of the reverberation filter as follows: 

 , (12) 

where  is a constant related to the reverberation time (RT60). Practically, the value 
is not critical to the performance of the described method because the prior is imposed 
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to avoid the arbitrary shift of the reverberation filter and the estimated clean speech 
by assuming an exponentially decaying shape. In this letter, we set it to 7, which ap-
proximately corresponds to a 1-s RT60. With these priors, the MAP estimation results 
in minimization of the cost function, with the same constraints in (7), expressed as 

 , (13) 

where  denotes the magnitude spectrum of the observed signal. 

It is noteworthy that the cost function contains a term derived from the prior of the 
reverberation filter in (12), whereas (7) does not contain the term because of the as-
sumption of a uniform distribution. Similar to the derivation of non-negative blind 
deconvolution in the previous section, the magnitude spectra of clean speech and the 
reverberation filter can be iteratively estimated by 

 , (14) 

 . (15) 

Although these update rules can decompose the magnitude spectrum of reverbe-
rated speech into those of clean speech and the reverberation filter, the estimated 
clean speech may have some error owing to the inaccurate clean speech prior in (11). 
To avoid the error, we re-estimate the clean speech with no prior imposition on clean 
speech and the fixed reverberation filter, after convergence of the update rules of (14) 
and (15). The update rule to re-estimate clean speech can be given by 

 . (16) 

With this rule, the magnitude spectrum of the estimated clean speech convolved 
with that of the reverberation filter becomes much closer to the observed magnitude 
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spectrum of reverberated speech, and the spectral components of the clean speech that 
are excessively distorted are reasonably compensated. 

4 Evaluation 

 

Fig. 1. Performance comparison of the PESQ scores between the original and estimated clean 
speech signals averaged over the TIMIT test dataset. For each reverberant environment, bars 
indicate the PESQ scores of the baseline, the conventional method in [2], the proposed method 
without re-estimation stage of (16), and the proposed method, respectively. Reverberation 
filters were simulated by RIRs selected from the RWCP Sound Scene Database in Real Acous-
tic Environments [9]. 

 
      (a) Clean speech       (b) Reverberated speech    (c) Dereverberated speech 

Fig. 2. Spectrograms of clean, reverberated, and dereverberated speech obtained using the 
described method. The clean speech signal was reverberated by the RIR corresponding to a 1.3-
s RT60 in the RWCP Sound Scene Database in Real Acoustic Environments [9]. 

We evaluated the performance of the described method by using the TIMIT test 
dataset of 1680 sentences for the speech signal, and seven room impulse responses 
(RIRs) corresponding to different RT60s and environments selected from the RWCP 
Sound Scene Database in Real Acoustic Environments [9].  
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The described method was compared with the method in [2] in terms of the perceptual 
evaluation of speech quality (PESQ) between the original and estimated clean speech. 
Although the sampling rate of the original TIMIT data was 16 kHz, the data were down-
sampled by a factor of 2 after anti-aliasing filtering to reduce the computational burden. 
The input signals were analyzed by a Hamming-windowed STFT with a 64-ms frame size 
and a 32-ms frame shift. Through extensive experiments, the optimal value of  for the 

conventional method was set to , where , while  for the de-

scribed method was set to , where  (note that the conventional and 

described methods deal with the power and magnitude spectra, respectively;  was set to 

1.2 as in [2]). For the described method,  and  were set to , where , 

and 7 (as explained in Section III), respectively.  was initialized to be exponentially 
decaying over frame, and  to be the same as . Both the conventional and described 
methods run their source-filter deconvolutions for 20 iterations, and the described method 
runs the compensation rule of (16) for 5 extra iterations. 

As shown in Fig. 1, the described algorithm shows better performance than the 
conventional method and the baseline for the RIRs at 0.31-s or greater RT60s. In  
the case of a 0.3-s RT60, the PESQ score of the baseline was already too high because 
the reverberation filter hardly deteriorated the speech quality. Even in this case, the 
PESQ score of the resulting speech from the described algorithm was slightly lower 
than, but comparable to, the baseline because the re-estimation process of the de-
scribed algorithm efficiently reduced the side effect caused by aggressive parameter 
learning with the inaccurate clean speech prior.  An example of the spectrograms of 
the original clean speech, reverberated speech, and dereverberated speech obtained 
using the described method is shown in Fig. 2. The figure demonstrates that the de-
scribed method can remove reverberant components significantly. Some examples in 
the wave file format can be found at http://hompi.sogang.ac.kr/iip/research_derev. 
html, which confirm the effectiveness of the described method. 

5 Conclusion 

In this letter, we described a robust dereverberation method using non-negative de-
convolution and prior imposition of speech and a reverberation filter. This method is 
based on the fact that the magnitude spectra of reverberated speech can be approx-
imated as a convolutive mixture of clean speech and a reverberation filter. Further-
more, we imposed sparseness on the speech and an exponential decaying envelope on 
the filter for improving the efficiency and robustness of the algorithm. Finally, dere-
verberated speech was improved by post-processing without inaccurate prior imposi-
tion on the speech. Experimental results on speech reverberated by room impulse 
responses showed that reverberant components could be effectively removed by the 
described method. 
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Abstract. Recognizing emotional state from human voice is one of the impor-
tant issues on speech signal processing. In this paper, we use the dNMF algo-
rithm to find emotion-related spectral components in word speech. Each word 
consists of only vowels to remove language-dependent emotional factors. The 
dNMF algorithm with the additional Fisher criterion on the cost function of 
conventional NMF was designed to increase class-related discriminating power. 
Our experiment to recognize happiness, sadness, anger, and boredom in vowel 
sounds shows that more informative harmonic structures are computed by 
dNMF than NMF. Furthermore, dNMF features result in better recognition rates 
than NMF features for speaker-independent emotion recognition. 

Keywords: discriminant NMF (dNMF), NMF, speech emotion recognition, 
speaker independent emotion recognition. 

1 Introduction 

Understanding human emotion from speech has attracted considerable attention in 
recent years, particularly in the field of human-robot interaction. In order to make 
robot to recognize which feelings and moods users have, the identification of efficient 
features which characterize different emotions is necessary [1].  

Emotional state changes a vocal fold vibration in articulatory control and thus in-
fluences pitch harmonic structures in vowels. Pronouncing vowel sound /a/ in three 
emotional states has been reported to be beneficial for the classification of emotion 
[2]. Spectrum-based features using Non-negative Matrix Factorization (NMF) could 
be efficient tool for speech emotion recognition [3]. The discriminant NMF (dNMF) 
algorithm was also used to extract subtle emotional differences in speech [4]. Howev-
er, dNMF in [4] was applied to the computed prosodic features requiring several 
computation and statistics.  

In this paper, we employ dNMF directly on the time-frequency representation of 
raw speech signal. This will result in better performance than [3] as dNMF learns 
features to increase the discriminating power for classification. Moreover, we aim to 
discover emotional attributes on pitch harmonic structures of vowel sounds using 
dNMF. This paper is organized as follows: First, the principles of NMF and dNMF 
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are briefly introduced. Next, we explain the word speech data and method used in the 
numerical experiment. Details in feature extraction and classification are also men-
tioned here. Finally, the analysis of feature vectors and recognition result for speaker-
independent system are shown and discussed. 

2 Background 

2.1 NMF 

The NMF algorithm is a popular feature extractor to factorize a non-negative ܯ ൈ ܰ 
data matrix ܆ into two non-negative matrices, a ܯ ൈ ܴ basis matrix ܅ and a ܴ ൈ ܰ 
feature matrix ۶ [5]. The columns in basis and feature matrix denote part-based 
building blocks and coefficients to explain how these blocks are linearly added to 
represent original data samples, respectively. The cost function using the square of 
Euclidean distance is 

ேெி ൌܧ   ଵଶெே ܆‖ െ ଶ‖۶܅ ൌ  ଵଶெே ∑ ∑ ሺܺ௠௡ െ ∑ ௠ܹ௥ܪ௥௡ோ௥ୀଵ ሻଶே௡ୀଵெ௠ୀଵ  (1) 

Although NMF generally provides sparse representation of data, NMF learned by 
unsupervised learning does not have high discriminant power in classification. 

2.2 discriminant NMF 

The dNMF algorithm, proposed in [4], maximizes the Fisher linear discriminant of 
features while minimizing the NMF cost function simultaneously. The cost function ܧௗேெி  is written as 

ௗேெிܧ  ൌ ேெிܧ  െ  ஽ (2)ܧ஽ߣ

 where  ܧ஽ ൌ  ଵଶேோ ∑ ∑ ௞ܰሺߤ௥௞ െ ௥ሻଶ௄௞ୀଵோ௥ୀଵߤ  (3) 

The terms for NMF representation error, discriminant power, and a relative weighting 
factor are denoted as ܧேெி, -஽ is reܧ ஽, respectively. The formulation ofߣ  ஽, andܧ
lated to the between-class variance where ߤ௥௞ and ߤ௥  are the mean coefficients of 
the ݇ th class and of all samples for the ݎ th feature. 

The multiplicative update rule arising from gradient descent to minimize ܧௗேெி  
results in  

 ௠ܹ௥ ֚ ௠ܹ௥ ൫۶܆೅൯೘ೝ൫۶۶܅೅൯೘ೝ (4) 

௥௡ܪ  ֚ ௥௡ܪ ቀ܅೅܆ାఒವಾೃ ۶ାఒವಾೃ܅೅܅೎ቁೝ೙ቀۻ۶  ቁೝ೙ (5)ೌۻ۶

where ሺ·ሻ௠௥ denotes the ݉ th element of r th column of a matrix. Note that the up-
date rule with ߣ஽ = 0 is equivalent to NMF. 
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3 Method 

3.1 Data Description 

We develop a simulated emotional speech database that is collected from 14 profes-
sional voice actors (seven males and seven females). The database is comprised of 7 
basic emotions (happiness, sadness, anger, boredom, disgust, fear, and surprise) as 
well as neutral one. For a given emotional state, 11 di- and 6 tri-syllabic words con-
sisting of only vowels were recorded from each actor with 16 kHz sampling frequen-
cy. The use of vowel sounds is promising to investigate the language-independent 
emotional components related to pitch harmonics. Table 1 presents the phonetic sym-
bols of words used in our database. 

Table 1. Phonetic symbols used for word speech data 

Words Phonetic symbols 

11 di-syllabic 
/aa/, /ee/, /oo/, /uu/, /ii/, 

/au/, /ai/, /ei/, /ou/, /ua/, /ia/ 

6 tri-syllabic /auu/, /aii/, /eii/, /ouu/, /uaa/, /iaa/ 

 
In this study, we use 136 word speeches for two-emotion recognition and 272 

speeches for four-emotion recognition which are spoken by 4 selected male actors 
among the above database. 

3.2 Preprocessing 

We obtain the time-frequency representation ࢑ࢄ for ݇ th word speech signal ݔ௞ሺ݊ሻ 
of length ܮ, by applying Short-Time Fourier Transform (STFT) as follows:  

 ߰ሼݔ௞ሺ݊ሻሽ ൌ ܺ௞ሺ݂, ߬ሻ ൌ ∑ ሺ݊ݓ௞ሺ݊ሻݔ െ ߬ሻ݁ି௝௡௙ேିଵ௡ୀ଴  (6) 

where ߰  and ݓሺ݊ሻ  denote the STFT operator and hamming window function of 
length N, respectively. Then the linear spectrogram incorporates the squared magni-
tude of ܺ௞ሺ݂, ߬ሻ and is given as a matrix ࢄ௞ ൌ ሾ|ܺ௞ሺ݂, ߬ሻ|૛ሿ ∈ Թிൈ் . Input data 
matrix for NMF and dNMF is constructed by collecting K vectorized spectrograms 

ࢄ  ൌ ሾܿ݁ݒሺࢄଵሻ ··· ௄ሻሿࢄሺܿ݁ݒ ∈ Թி்ൈ௄ (7) 

where ܿ݁ݒሺࢄ௞ሻ ∈ Թி்ൈଵ is a vector whose elements are taken columnwise from ࢄ௞. 
Finally, we get the data matrices ࢄ௧௥௔௜௡ ∈ Թி்ൈ௄೟ೝೌ೔೙  and ࢄ௧௘௦௧ ∈ Թி்ൈ௄೟೐ೞ೟  ob-
tained from ܭ௧௥௔௜௡ training samples and ܭ௧௘௦௧  testing samples, respectively. 

In our experiment, the length of all samples is processed to be 750msec by zero-
padding. For STFT, 20msec hamming window with frame shift interval of 10msec  
is used, and a windowed segment is Fourier-transformed by 1024-point FFT. We use 
the portion of each spectrogram only in the frequency range from 20Hz and 1000Hz 



480 B.-K. Kim and S.-Y.

 

leading the value of F to b
frames to be one.  

3.3 Feature Extraction

We apply the dNMF algorit
ing to ࢄ௧௥௔௜௡ ൌ ௧௥௔௜௡ࡴࢃ  
and feature matrix. Here ݎ 
information of feature vecto
contribution of discriminan
used to infer associated fea
matrix ࢄ௧௘௦௧  with ߣ஽ = 0 
ing phase. 

Figure 1 denotes the ov
characteristic in spectrogram
can be clearly revealed in b
trogram ࢞ (column of ࢄ௧௥௔
the columns of ࢃ, weighteࢎ (column of ࡴ௧௥௔௜௡ or ࡴ

Fig. 1. Overall pr

3.4 Classification 

The non-linear Support Vec
nel is used as the classifier
all word speeches from 4 s
sets for 5-fold cross validat
width are found by a grid se

. Lee 

be 92 and normalize the sum of its power over 71 tim

n 

thm in (4) and (5), to the training data matrix ࢄ௧௥௔௜௡, le
where ࢃ ∈ Թி்ൈ௥  and ࡴ௧௥௔௜௡ ∈ Թ௥ൈ௄೟ೝೌ೔೙  are the ba
is the reduced dimension containing temporal and spec

ors. Notice that varying the value of ߣ஽ in (5) controls 
nt power on the cost function. Then the basis matrix ࢃ
atures ࡴ௧௘௦௧  by applying the algorithm (5) to testing d
since any class-related information is not provided in t

verall structure of our method. The representative spe
m such as pitch, harmonic structure, duration, and inten
basis and feature matrix. Note that every vectorized sp௔௜௡ or ࢄ௧௘௦௧) is approximated by a linear combination
ed by the components of the corresponding feature vecࡴ௧௘௦௧). 

rocedure of feature transformation for a word speech 

ctor Machine (SVM) with radial basis function (RBF) k
. For speaker-independent emotion recognition, we col
speakers. The data samples are randomly divided into f
tion. Optimal values for cost parameter of error and ker
earch [6]. 

me-

ead-
asis 

ctral 
the ࢃ is 

data 
test-

eech 
nsity 
pec-
n of 
ctor 

 

ker-
llect 
five 
rnel 



 Spectral Feature Extraction Using dNMF for Emotion Recognition in Vowel Sounds 481 

 

It is widely known that classification between high-arousal and low-arousal emo-
tion can be achieved at high accuracies, whereas classification among different emo-
tions on the similar arousal level cannot [7]. First, we test our method to recognize 2 
contrasting emotions (happiness and sadness) using 104 labeled and 32 unlabeled 
samples. After that, the 4 emotions (happiness, sadness, anger, and boredom) are clas-
sified using the SVM with one-against-one strategy. Notice that anger and happiness 
are both in high arousal level, and sadness and boredom are in low arousal level.  
The 4-emotion recognition utilizes 208 and 64 samples for training and testing,  
respectively. 

4 Result and Discussion 

4.1 Feature Extraction and Fisher Discriminant Score 

The recorded signals of the same word in different emotional states show almost simi-
lar time-frequency representations, but subtle differences in pitch harmonics exist. 
The NMF and dNMF algorithms can basically extract the pitch harmonic structures in 
spectrogram of vowel sounds. The main issue is how to detect the differences coming 
from emotions and represent discriminant features for a better classification.  

To prove the increase in discriminant power of dNMF, the Fisher discriminant 
score is plotted over 30000 epochs during the learning phase in Figure 2. Here the 
feature dimension of ݎ ൌ 8 for 4-emotion recognition is used. The Fisher linear dis-
criminant values of feature coefficients are calculated for each dimension and 
summed for all dimensions at every 1000 learning epochs. The increasing tendency is 
clearly shown over learning epochs for dNMF with each value of ݀ߣ, whereas the 
tendency to remain unchanged is shown for NMF. 

 

Fig. 2. Fisher discriminant scores as functions of learning epoch 

Figure 3 illustrates the basis matrix and feature vector of word /ei/ acquired from 
the first speaker with ݎ ൌ 8 for 4-emotion recognition. Both NMF and dNMF present 
harmonic information in basis matrix and corresponding activation in components of 
feature vector. In this example, NMF features have the common activation corres-
ponding to the 5th basis column for all 4 emotions. In contrast, dNMF features provide 
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The classification result of 4 emotions is shown in Figure 5. Similar to the results 
of 2-emotion recognition, the mean accuracies of 4-emotion recognition using dNMF 
outperform those using NMF over all r’s. The maximum mean accuracy for each r is 
54.38% with ݀ߣ ൌ 0.1 for ݎ ൌ 4, 62.19% with ݀ߣ ൌ 0.001 for ݎ ൌ 8, 58.75% with ݀ߣ ൌ 0.1  for ݎ ൌ 16 , 59.38% with ݀ߣ ൌ 0.01  for ݎ ൌ 64 , and 55.31% with ݀ߣ ൌ 0.001 for ݎ ൌ 128. 

 

Fig. 5. Recognition result of 4 emotions (happiness, sadness, anger, and boredom) varying the 
value of dλ for each feature dimension. Note that the case with dλ = 0 is equivalent to NMF. 

Table 2 demonstrates the confusion matrix of 4-emotion recognition using NMF 
and dNMF with ݀ߣ ൌ 0.001 for the feature dimension of ݎ ൌ 8. The classification 
rates of all emotions are higher when using dNMF than using NMF. Particularly, 
when classifying happiness and anger which are both high-arousal emotions, the low-
er error rates are achieved: the recognition of happiness as anger decreases from 
22.50% of NMF to 16.25% of dNMF, and the recognition of anger as happiness drops 
from 27.50 % to 16.25%. It would show an effectiveness of dNMF for classification 
of emotions in the similar arousal level. 

Table 2. Confusion matrix of 4-emotion recognition using NMF (left) and dNMF (right). The 
H, S, A, and B stand for happiness, sadness, anger, and boredom, respectively. Note that the 
bold-faced rates of 4 classes are used to calculate the average accuracy (Ave.). 

Recognition result using NMF (%)  Recognition result using dNMF (%) 

 H S A B   H S A B 

H 53.75 15.00 22.50 8.75  H 62.50 16.25 16.25 5.00 

S 17.50 45.00 16.25 21.25  S 13.75 52.50 12.50 21.25 

A 27.50 18.75 41.25 12.50  A 16.25 18.75 57.50 7.50 

B 6.25 10.00 15.00 68.75  B 5.00 12.50 6.25 76.25 

Ave. 52.19  Ave. 62.19 
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5 Conclusion 

In this paper, dNMF is used to extract pitch harmonic structures of vowel sounds 
representing human emotions. For speaker-independent emotion recognition, dNMF 
successfully captures the spectral characteristics which are discriminant for emotional 
states but universal for all subjects. In addition, the recognition performances of 
dNMF outperform those of NMF by providing higher Fisher discriminant scores over 
features. Our framework shows the potential and promise of dNMF to extract efficient 
spectral features for speech emotion recognition.  

In future work, applying dNMF to multi-emotional recognition and real-word data 
will be investigated. Since human speech is highly susceptible to the acoustic envi-
ronment, data collected from the real-world situation should be used further. Also, 
facial expressions recorded in our constructed database will be utilized towards de-
veloping a multimodal recognition system. 
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Abstract. In this paper, we propose a visual tracking method based on
local sparse covariance descriptor and matching pursuit. Covariance de-
scriptor can model feature correlation of target templates effectively, and
matching pursuit is employed to select the best target candidate which
is reconstructed by target templates. The selection process is performed
by solving a least square problem, and the candidate with the smallest
projection error is taken as the tracking target. Experimental results on
several video sequences demonstrate the good performance of proposed
method compared with three existing tracking algorithms.

Keywords: Covariance descriptor, local sparse descriptor, visual
tracking, matching pursuit.

1 Introduction

Visual tracking plays an important role in computer vision area. It is a challeng-
ing task to design a robust visual tracking algorithm, because target appearance
often suffers from partial occlusion, background clutter, illumination changes,
pose variation and shape deformation.

Lots of visual tracking algorithms [1,2] have been proposed in the last decade.
Although these algorithms obtain good experimental results, how to model target
appearance in real scenario is still a difficult problem. A discriminative and adap-
tive target appearance which can often be seen as the image features extracted
from target is one of the most important parts in visual tracking. Different im-
age features can be adopted to discriminate foreground object from background.
Wang et al. [3] presented a tracking method in the perspective of mid-level vision
with structural information captured in superpixels. Haar-like features are also
widely used in many tracking algorithms [2, 4]. Target appearance can also be
modeled by holistic templates [5] or local patches [6].

Recently, several tracking methods based on sparse representation with good
performance proposed in [7–11] grabbed our attention. Mei et al. [8,12] regarded
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(a) Candidate (b) Template set

Fig. 1. The candidate appearance patches in (a) are modeled by the template patch
set in (b)

tracking as a sparse approximation problem. In their algorithm, each target
candidate was sparsely represented in the space spanned by target templates
and trivial templates. Zhong et al. [10] tracked object by a collaborative model
including sparsity-based discriminative classifier and sparsity-based generative
model. Jia et al. [9] argued that the target appearance could be represented
by a structural local sparse model, and an alignment-pooling method was used
in the sparse codes. Liu et al. [7] developed a tracking method based on local
appearance model which located object by a sparse constraint regularized mean-
shift algorithm.

In our method, region covariance descriptor extracted from a local image patch
is taken as the representation. We assume that target is a linear combination
of a small number of samples from a given training set during tracking pro-
cess. Rather than solving a l1 convex optimization [13] to achieve sparsity, our
method locates the target in newly arrived frame with a greedy manner by using
matching pursuit [14–16]. The sparsity coefficient required in l1 tracker [12] is
replaced by a maximal number of samples used in reconstructing the candidate
target in order to reduce computational cost.

Our main contribution is concluded as follows: (1) We present a sparse covari-
ance feature for template representation in visual tracking. (2) Matching pursuit
is employed to select the closest approximation in target template set by solv-
ing a least square problem. (3) A template update scheme is proposed in our
approach in order to handle the appearance changes.

2 Local Sparse Covariance Descriptor

2.1 Region Covariance Descriptor

Given an image I, ϕ is a mapping function that extracts a n-dimensional feature
vector zi ∈ IRn for each pixel in I,

ϕ (I, xi, yi) = zi, (1)
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where (xi,yi) is the location of the ith pixel. We represent the region R by a

n× n covariance matrix CR using these feature vectors {zi}|R|
i=1,

CR=
1

|R| −1
|R|∑
i=1

(zi−μR) (zi−μR)
T
, (2)

where |R| represents the number of pixels in region R and μR=
1
|R|

|R|∑
i=1

zi.

In our experiments, feature vector z has the following form[
R,G,B, |Ix| , |Iy| , |Ixx| , |Iyy| , |Ixy| ,

√
I2x+I2y

]T
, (3)

where R,G,B are the three components of color channel. Ix, Iy and Ixx, Iyy, Ixy
are the first and second order spatial derivatives of the image intensity with
respect to x and y respectively.

Typically, covariance matrices don’t lie in Euclidean space. Instead, they lie in
a nonlinear Riemannian manifold [17,18]. By adopting Logarithm operator, the
projected covariance matrices lie in an Euclidean space approximately. Therefore,
we calculate the logarithmic matrix [19] for each covariance matrix. After that,
the lower triangular elements of this resulting matrix are written in form of a
column vector which can be seen as the representation of a region.

2.2 Local Sparse Representation

Sparse representation has been widely used in many research fields including
visual tracking [7, 9, 12]. Given a template set of the tracking object, the target
candidate can be represented as a linear combination of a few basis vectors in
the set. Let D= {dj}Qj=1 as a dictionary consisting of Q m-dimensional vectors,
and each dj represents a template. Given a target candidate t, it can be recon-
structed by

t≈
Q∑

j=1

ajdj+E, (4)

where E is the residual approximation error. The coefficient vector
a=(a1, · · · , aQ)T which typically provides a sparse solution can be computed
by optimizing the following problem,

min
a

∥∥∥∥∥∥t−
Q∑

j=1

ajdj−E
∥∥∥∥∥∥
2

2

+λ ‖a‖1 , (5)

where λ controls the balance between a sparser representation and a closer
approximation.

In current frame, we can sample a set of candidates inside a region which is
given by the tracking result in previous frame. For each candidate, we sample a
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set of small image patches S= {Si|i=1:P}, as shown in Fig. 1(a), and the target
is segmented into P patches. Similarly, for the corresponding template patch
set, we have A= {Ai}Pi=1, and Ai= {Aij |j=1:Q} is shown in Fig. 1(b). Then, the
objective function in (5) is changed as

min
x

P∑
i=1

(
‖Si−xi1Ai1−xi2Ai2− · · ·−xiQAiQ−Ei‖22+λ ‖xi‖1

)
, (6)

where λ is a small constant and x= {xi}Pi=1, xi = (xi1, · · · , xiQ)
T is the corre-

sponding coefficient.
Different with the l1 tracker [12] who aims to alleviate the partial occlusion

problem by incorporating the trivial templates at the price of high computation
burden, in our algorithm, both target candidates and templates are segmented
into patches, and each patch is represented by its covariance descriptor. With
a local sparse representation, the candidate patch appearance is modeled by a
sparse template patch set. Therefore, when the target is occluded partially, some
occluded patches cannot match with templates correctly, but the rest patches
may help get accurate localization of the object.

3 Tracking by Matching Pursuit

Many methods have been proposed to minimize the overall reconstruction er-
ror for sparse representation [7, 8, 12, 13]. Instead of solving a l1 optimization
problem which usually requires high computational cost, we resort to matching
pursuit [20] to speed up the tracking algorithm without sacrificing the tracking
performance.

We rewrite (6) as

min
x,T

P∑
i=1

‖Si−xi1T i1−xi2T i2− · · · −xiKT iK‖22, (7)

where Si is the descriptor of ith patch of a candidate, T= {T ij}Kj=1 the solution

set which is selected from the ith template patch set Ai by matching pursuit,
and xij is the corresponding coefficient of T ij .

Now we consider choosing the P × K template patches one by one. Denote
Aij = (a1, a2, · · · , am)T ∈ IRm and Si = (s1,s2, · · · , sm)T ∈ IRm. For each

Si (i = 1, · · · , P ) and A= {Aij}Pi=1 (j = 1, · · · , Q), we have

min
xij

‖Si−xijAij‖22 =⇒ min
xij

m∑
z=1

(sz−xijaz)
2. (8)

Denote f (xij)=
m∑

z=1
(sz−xijaz)

2
and let

∂f(xij)
∂xij

= 0. We have

xij =

m∑
z=1

azsz

m∑
z=1

a2z

=
AT

ijSi

‖Aij‖2
. (9)
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With each candidate patch Si, we can compute a xij for Aij . We substitute
(9) to (8); then, the template patch which corresponds to the smallest function
value is selected as the best matching, and we denote it by T i1. To select the
second item, we let Si=Si−xi1T i1, Ai=Ai − {T i1}, and repeat this process in
order to select Ti2. Similarly, all the best matching T i1, . . . ,T iK can be chosen
for each candidate patch Si. By repeating these processes for other patches,
P ×K template patches will be selected. Substituting all these to (7), the target
candidate which gets the smallest function value will be chosen as the tracking
result.

4 Template Update

Target appearance will change after a period of time. If the method use a static
template set, eventually it is not able to model object appearance accurately
when it suffers from changes, such as illumination changes, partial occlusion,
clutter or shape deformations. However, if the template is updated too frequently
with new observations, errors are likely to accumulate and the tracker will drift
away from the target. In our algorithm, we dynamically update the target tem-
plate set A to tackle this problem. A mechanism should be adopted to decide
on when and how to update the template to balance between capturing the
appearance changes of the target and reducing the error accumulation.

Initially, the first target template is manually selected in the first frame and
the rest target templates are created by perturbing it near the true position.
The target template set A is then updated every E frames. Considering which
template should be replaced when updating, we set a counter for each of them.
The counters are set to zero with the initial template set. When we get the track-
ing result for each frame, add one to each corresponding counter of templates
whose patches are selected by matching pursuits for the chosen target candi-
date. For doing update, the template in set A which has the minimum value
in its corresponding counter will be replaced by the tracking result of current
frame.

5 Experiments

Our proposed method is compared with three other algorithms including co-
variance tracker (COV) [21], multiple instances learning (MIL) [2], and visual
tracking using l1 minimization(l1) [12]. We set the template number Q to 10 and
optimal matching number K to 3. For 24-bit color image sequences, the number
of covariance feature dimension is n = 9 in (3). The patch number P is set to 8.
While for 8-bit gray scale image sequences, the feature dimension n is set 7 and
P is 16.

The first test sequence (animal) in Fig. 2(a) presents the tracking results
where the target appears in background clutters. The tracking results with red,
green, blue and white rectangles are for our proposed tracker, l1 tracker, MIL
tracker and COV tracker, respectively. In Fig. 2(a) we can see that the color and
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#  9 #  13 #  62

(a) animal

#  104 #  264 #  497

(b) face

#  211 #  316 #  438

(c) girl

#  50 #  124 #  185

(d) walking woman
#  27 #  72 #  143

(e) skater

#  259 #  696 #  1000

(f) toy

Fig. 2. Tracking results. Our tracker, l1 tracker, MIL tracker, COV tracker are repre-
sented by red, green, blue, and white rectangles respectively

textures of the foreground and background are very close to each other, so the
target is hard to recognize. Only our method and MIL tracker can get correct
results, while l1 tracker and COV tracker both lose the target.

The second and the fourth test sequences (face and walking woman) show the
target being occluded heavily. In Fig. 2(b) we see that the face of the woman is
occluded by a book severely, and only our tracker and l1 tracker are capable of
tracking the object all the time. In comparison, COV tracker loses the target in
frame 204 and MIL tracker loses the target in frame 264. In Fig. 2(d), when the
woman is passing the car, other trackers lose the target at frame 124 and then
go out of range. Only our method obtains good tracking results throughout the
whole sequence.

The third test sequence (girl) is under occlusion and large appearance varia-
tions. In Fig. 2(c) we can see that the girl is occluded by a man in frames 438,
and our method gets the best tracking results in all four algorithms. Although l1
and MIL can track the target when it has appearance changes in frames 211, 292,
316, 328 and 390, they do not locate very well. Compared with our tracker, these
two methods are less accurate when object suffers from viewpoint variations.

The fifth test sequence (skater) is under large pose variation and shape de-
formation. In Fig. 2(e) we can see that the athlete has many body movements
like rotation, bent down, kick and stretch. All these movements make the shape
of the skater keep changing and difficult to track. The results show that our
method is more robust than COV, l1 and MIL trackers in appearance changes.

The last test sequence (toy) is under appearance and illumination changes. It
can be observed that our method gets a more robust and accurate result than
other trackers when the toy is rotated by a man. Some tracking result frames
are given in Fig. 2(f).

At last, in Fig. 3, we present the relative position errors (in pixels) between
the ground truth center and the tracking results of these four algorithms. It
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Fig. 3. Quantitative evaluation of the trackers in terms of position errors (in pixels)

Table 1. Average execution time per frame(sec)

animal face girl woman skater toy

MIL 0.2527 0.7839 0.3178 0.5530 0.3179 1.0838
COV 6.3243 7.1871 4.6742 6.5878 6.4937 6.5072
L1 3.2796 3.0077 3.3857 3.2096 3.1341 3.0082

OUR 2.7569 1.9080 1.6693 1.6001 2.6085 2.9914

shows our method produces almost the smallest tracking errors for all sequences.
Table 1 shows the average execution time per frame obtained by four algorithms
of the six sequences. In comparison, our tracker implements faster than L1 and
COV trackers but slower than MIL tracker. All methods are implemented using
MATLAB and performed on the same PC.

6 Conclusions

In this paper, we develop a robust tracking algorithm with a dynamic local
sparse covariance dictionary. The target appearance is represented by covariance
descriptor. Given the covariance training set of object of interest, our method
aims at finding the optimally matched region that meanwhile satisfies the spar-
sity constraint. Local patches based representation helps alleviate the occlusion
problem. Computational cost is reduced by using matching pursuit rather than
solving a l1 convex optimization problem. A simple template set update scheme
is adopted to remedy appearance change and drift problem. Promising experi-
mental results have been reported by comparing with other up to date tracking
algorithms.
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Abstract. A novel method is proposed in this paper to model changes
of object appearance for object contour tracking. Principal component
analysis is utilized to learn eigenvectors from a set of the object ap-
pearance in our work, and then the current object appearance can be
reconstructed by a linear combination of the eigenvectors. To extract
the object contour, we perform covariance matching under the varia-
tional level set framework. The proposed method is tested on several
sequences under large variations, and demonstrates that it outperforms
current methods without updating the appearance template.

Keywords: appearance template, PCA, contour tracking, level set,
covariance matrix.

1 Introduction

Object contour tracking in video sequence is a very important part of computer
vision. Contour-based methods aim to obtain the accurate contour of an object
in each frame instead of the rough locations. Although contour tracking has been
studied for many years, robust and accurate tracking of a deforming, non-rigid
and fast moving object with appearance changes is still a challenging problem.

In recent years, the level set method is used to represent the object boundary,
which ideally provides precise localization of the object [1–5]. In the level set
method, object contour is represented by the zero level set of a high dimensional
embedding function. In [1], Nikos Paragios et al. used a model-free approach
which was robust to the presence of noise for tracking coping with important
local deformations. The use of the level set method within such a framework
leads to an implicit and parameter free approach that can cope with topological
changes.

To model a target, one of the difficulties is the representation of the target re-
gion. In some literatures, the region is often described by known distributions or
intensity histograms [6, 7]. Histogram-based descriptors integrate the statistical
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information of an image region. As a result they are insensitive to spatial struc-
ture. Sevilla-Lara et al. [8] used distribution fields descriptor for tracking, which
allowed smoothing objective function without destroying information about pixel
values. This provides an effective way to overcome occlusions or small misalign-
ments. Many researchers also use covariance matrix as region descriptor [9–12].
Tuzel et al. [9] proposed the covariance region descriptor to model the object
appearance representation, which was capable of fusing correlated features inside
an object region and invariant to uniform illumination, view and pose changes.

How to deal with the appearance variability of the target is another signifi-
cant difficulty in visual contour tracking. Shaoting Zhang et al. [13] proposed a
sparse shape composition model that adaptively approximated the input shape
by a sparse linear combination of training shapes instead of explicitly learn-
ing shape priors. David A. Ross et al. [14] presented a tracking method that
incrementally learned a low-dimensional subspace representation, adapting to
appearance changes of target. In [10], covariance descriptor is adopted as ap-
pearance model. It simplifies a complex model update process on Riemannian
manifold by computing weighted sample covariance that can be updated incre-
mentally during object tracking process. Principal Component Analysis (PCA)
has been of great interest in computer vision and pattern recognition [15, 16].
Li [15] constructed a subspace-based background model in which an online PCA
was used to incrementally learn a background subspace representation.

In this paper, we propose a new method to model the changes of the object
appearance and extract the accurate contour of object under the variational level
set framework. Covariance matrix [9] is used as region-level feature descriptor
in our method. From a set of training templates, we learn a set of eigenvec-
tors using PCA. Then, the current object appearance can be represented by the
linear combination of the eigenvectors. Therefore, the template of the object
appearance will change in different frames. However, covariance matrices do not
lie in Euclidean space. Therefore, logarithmic Euclidean distance [17] is adopted
to measure the similarity between different covariance matrices. To extract the
object contour, we minimize the similarity between the candidate region covari-
ance matrix and the template meanwhile maximize the dissimilarity between the
background region covariance matrix and the template.

The contributions of this paper are concluded as follows: (1)We propose a
PCA-based target contour appearance representation. (2)A new energy func-
tional is proposed to model the change of target contour. (3)A gradient descent
algorithm is utilized to solve the energy functional.

2 Our Method

In this section, we will present the details of our new method. Firstly, we in-
troduce the region descriptor covariance matrix which uses image second order
statistics. Then, we learn a template which changes dynamically in different
frames from a set of training data. Finally, we use this template to form the
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image energy and derive its gradient flow equation to evolve the contour of the
object.

2.1 Region Descriptor

In our tracking framework, an object is represented by a covariance matrix of the
image features inside the object region. Let I be an one dimensional intensity or
three dimensional color image of sizeW×H , and (x, y) denotes pixel coordinates.
In our method for contour tracking, f(x, y) is defined by pixel locations (x, y),
image gray level or color and the norm of the first and second order derivatives
of the intensities with respect to x and y,

f(x, y) =
[
x, y, I(x, y), Ix, Iy , Ixx, Iyy, Ixy,

√
I2x + I2y

]T
. (1)

For a target region R ⊂ Ω (the image plane Ω = R∪RC), it can be represented
by a d× d (here d = 9) covariance matrix of the feature points

CR(φ) =

∫
Ω H(φ)

(
f(x, y)− fR(φ)

)(
f(x, y)− fR(φ)

)T
dxdy∫

Ω H(φ)dxdy
, (2)

where fR(φ) is the mean of {f(x, y)}(x,y)∈R,

fR(φ) =

∫
Ω H(φ)f(x, y)dxdy∫

Ω
H(φ)dxdy

. (3)

Here, φ = φ(x, y) is the level set function whose zero level set represents evolving
curve C, and H(φ) is the Heaviside function[18]. The background region covari-
ance matrix CRC is obtained in the same way. The covariance matrix provides
a natural way of fusing multiple features which may be correlated. Its diago-
nal entries of the covariance matrix represent the variance of each feature and
the non-diagonal entries represent the correlations. The noise corrupting indi-
vidual samples are largely filtered out with an average filter during covariance
computation.

2.2 Image Energy

In this study, we want to model the appearance of an object using existing
training data. Denote the training set of the appearance templates, i.e. covariance
matrices, as T1, T2, · · · , TM . Because the covariance matrix does not lie in the
Euclidean space, we introduce the Log-Euclidean operator[17] which maps the
manifold space into the Euclidean space. Then, the templates can be written as

ti = β (log(Ti)) , i = 1, 2, · · · ,M, (4)

where log(·) is the Log-Euclidean operator and β(·) is a function that stretches
elements in matrix to a column vector. The whole training data can be rep-
resented as a matrix D = [t1, t2, · · · , tM ] ∈ RN×M where N = d × d is the
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dimension of ti and M is the number of templates. Then, for each template, we
let Si = ti − t̄ where t̄ = 1

M

∑M
i=1 ti is the mean vector of all templates. As we

know, PCA aims to perform dimensionality reduction while preserving as much
of the randomness in the high-dimensional space as possible, and it is an unsu-
pervised method. In our opinion, a target appearance could be reconstructed by
these principal components which are the most important parts of these training
data. Therefore, this set of vectors is then used to perform PCA which seeks a
set of M orthonormal vectors uk that can best describe the distribution of data.
The vector uk and scalar λk are the eigenvector and eigenvalue, respectively, of
the covariance matrix

C =
1

M

M∑
i=1

SiS
T
i . (5)

The associated eigenvalues allow us to rank the eigenvectors according to
their usefulness to characterize the variation of the template. We choose M

′

eigenvectors with the largest eigenvalues. Since the eigenvectors seem to adequate
for describing templates under controlled conditions. In practice, a smaller M

′
<

M is sufficient for tracking, since accurate reconstruction of the template is not
necessary. A new template tc can be reconstructed or learned by the linear
combination of the eigenvectors

tc = t̄+ Uw, (6)

where U = [u1u2 · · ·uM ′ ] consists the M
′
eigenvectors with the largest eigenval-

ues and w is the coefficient of each eigenvector. For a new frame, the coefficient
w is unknown, so we should find the optimal solution to reconstruct the current
template. In this paper we propose to minimize the distance between the can-
didate region covariance matrix and the current template, meanwhile maximize
the distance between the background region covariance matrix and the current
template. Thus, the image energy function for contour tracking can be defined
as

ρim(φ,w) = λ1

∥∥β (log(CR(φ))) − (t+ U · w)∥∥
F−λ2

∥∥β (log(CRC (φ))) − (t+ U · w)∥∥
F
,

(7)

where λ1 and λ2 are the adjusting parameters of foreground energy and back-
ground energy respectively, and ‖·‖F is Frobenius norm of matrix. In order to
minimize the energy function with respect to level set φ, we use the standard
gradient descent method by solving the gradient flow equation as follows

∂φ

∂t
= −∂ρim(φ,w)

∂φ
, (8)

∂w

∂t
= −∂ρim(φ,w)

∂w
. (9)

For more details, please refer to [12].
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(a) FemaleSkater

(b) Sylv

Fig. 1. The tracking result of our method

2.3 Shape Energy

The evolved curve may be incomplete when the image appearance cues are weak
or misleading. We incorporate shape prior into the tracking algorithm to improve
its robustness. Given a shape template whose level set function is φ(x, y), the
shape energy can be defined as follow

ρsh(φ) =

∫
Ω

(
H(φ(x, y)) −H(φ̄α,R,T (x, y))

)2
dxdy, (10)

where φ̄α,R,T (x, y) is a Euclidean similarity transformation of the shape template
φ(x, y). For more details of the transformation parameters, please refer to [19]
and [20]. The gradient flow of shape energy can be derived as follow

∂φ

∂t
= −∂ρsh(φ)

∂φ
= −2δ(φ) (H(φ)−H(φ̄α,R,T )

)
, (11)

where δ(·) is the Dirac delta function, and δ(x) = d
dxH(x).

The final curve evolution equation is the combination of the image energy
(10) and the shape energy (15),

∂φ

∂t
= −α∂ρim(φ,w)

∂φ
− β

∂ρsh(φ)

∂φ
, (12)

where α > 0 and β > 0 are fixed parameters, and α controls the image data
driven force, and β controls the shape driven force. The level set φ will converge
to object contour by solving this energy functional.

3 Experimental Results

In this section, our proposed method was tested on several image sequences
which were downloaded from the Internet. The approach was implemented using
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Fig. 2. The tracking results of the girl sequences. The first row shows the results of
our method, and the second and the third row show the tracking results of covariance
matrix matching-based tracker and distribution matching-based tracker respectively.

Fig. 3. The tracking results for the car sequences.The first row shows the results of
our method, and the second and the third row show the tracking results of covariance
matrix matching-based tracker and distribution matching-based tracker respectively.

Matlab and performed on PC with an Intel Core 2 Duo CPU (2.99GHz). During
the visual tracking, the object contour in the first frame was initialized manually.
The image energy item and shape energy item were normalized. In most case, the
adjusting parameter λ1 and λ2 were set to 0.5, and the number of eigenvectors
M ′ was set to 10.

We first test our method on the sequence FemaleSkater whose size is 320 ×
240, in which the female skater changes pose over time. Fig. 1(a) shows the
tracking results using our proposed method. The second image sequence, Sylv,
shown in Fig. 1(b) contains a toy in different scale, lighting conditions and affine
transformation. Our method can track the target curve accurately.

As a baseline, we compare our method with two other trackers. The first is
covariance matching tracker with a fixed template [12] and the second is the
distribution based tracker [3]. As is shown in Fig. 2, our method is able to
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Fig. 4. Comparison of the Jaccard similarity coefficient of our method with the distri-
bution based tracker and the covariance tracker

track the target in the girl sequence whose size is 128× 96 undergoing gradual
scale changes. Furthermore, our method is able to track the target with severe
appearance changes. That is because the proposed method can efficiently learn
an appearance template representation using PCA during tracking the target. In
contrast, it is difficult for the covariance matching tracker with a fixed template
and for the distribution based tracker.

Fig. 3 shows the tracking results of our method for the car sequence whose size
is 360× 240, in which a car is moving in different scale and lighting conditions.
When the car moves into the shadow of the bridge, the appearance of the target
becomes dissimilar with that in the previous frames. Compared with the results
of the covariance matching tracker with a fixed template and the distribution
based tracker, our method is able to track the target accurately. The appearance
template learning metric contributes to the outperformance.

We use Jaccard similarity coefficient to evaluate the segmentation of each
frame [21]. Jaccard similarity coefficient defines the similarity between the track-
ing result and the ground truth. We manually mark the ground truth and com-
pute the coefficient for the girl sequence and car sequence, as is shown in Fig.4.
We can see that the coefficient of our method is higher than the other two
trackers, which proves the effectiveness of our method.

4 Conclusions

In this paper, we propose a PCA-based appearance template learning method
for contour tracking. We perform this tracker on the level set framework us-
ing covariance of the visual object. Different from the previous algorithm, the
appearance template is learned from a set of training data using PCA in this
method. It can overcome the tracking difficulties caused by the object appearance
changes, such as pose variations, illumination changes, and occlusions. Experi-
mental results and evaluations demonstrate the high accuracy of the proposed
method.
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Abstract. A robust variational PDE model for image noise removal is proposed 
in this paper. One considers an energy functional to be minimized, based on a 
novel smoothing constraint. Then, the corresponding Euler-Lagrange equation 
is determined. The obtained PDE model is solved, by using a numerical discre-
tization scheme. Some results of our image denoising experiments and method 
comparisons are also described in this article. 

Keywords: image denoising, variational technique, PDE models, Euler  
Lagrange equations, energy functional minimization, smoothing function,  
discretization scheme. 

1 Introduction 

During the past two decades, the mathematical models have been increasingly used in 
some traditionally engineering domains like signal and image processing, analysis, 
and computer vision [1]. The variational and Partial Differential Equation (PDE) 
based techniques have been widely used and studied in this fields in the past few 
years because of their modelling flexibility and some advantages of their numerical 
implementation [2]. 

Thus, some important application areas of the variational PDE methods are image 
denoising, image reconstruction (inpainting), image segmentation (contour tracking), 
image registration and optical flow [1, 2]. We consider a variational approach for 
image denoising in this paper. 

Image noise removal with feature preservation is still a focus in the image 
processing area and serious challenge for the researchers. An efficient image denois-
ing approach must not only substantially reduce the noise amount but also preserve 
the boundaries and other characteristics [3]. Conventional image filters, like averag-
ing, median, or the classic 2D Gaussian filter succeed in noise reduction, but also 
have an edge-blurring effect [4]. 

The linear PDE-based denoising techniques are derived from the the use of the 
Gaussian filter in multiscale image analysis [4, 5]. The convolution of an image with 
a 2D Gaussian kernel amounts to solve the diffusion equation in two dimensions (heat 
equation). The nonlinear PDE-based approaches are able to smooth the images while 
preserving their edges, also avoiding the localization problems of linear filtering. The 
most popular nonlinear PDE denoising method is the influential nonlinear anisotropic 
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diffusion scheme developed by P. Perona and J. Malik in 1987 [5, 6]. Numerous de-
noising techniques derived from their algorithm have been proposed since then [5]. 

There are many ways to get the nonlinear PDEs. In image processing and computer 
vision it is very common to obtain them from some variational problems. The basic 
idea of any variational PDE technique is the minimization of an energy functional  
[1, 7-9]. The variational techniques have important advantages in both theory and 
computation, compared with other methods. They can achieve high speed, accuracy, 
and stability using the extensive results of the numerical PDE approaches. 

An influential variational denoising and restoration model was developed by Ru-
din, Osher and Fetami in 1992. Their technique, named Total Variation (TV) denois-
ing, is based on the minimization of the TV norm [7]. TV denoising is remarkably 
effective at simultaneously preserving boundaries whilst smoothing away noise in flat 
regions, but it also suffers from the staircasing effect and its corresponding Euler- 
Lagrange equation is highly nonlinear and difficult to compute. In recent years, many 
PDE approaches that improve this classical variational model have been proposed [1]. 

The novel PDE variational technique provided in this paper achieves an efficient 
smoothing result while preserving the image edges and also solves the staircase prob-
lem [8, 9, 12]. The main contribution of our denoising variational model is the robust 
smoothness term (regularizer) introduced in the energy functional that is described in 
the next section. Also, we provide a satisfactory discretization of the PDE model, a 
good approximation of the Euler-Lagrange equation being described in the third sec-
tion of this article. 

Numerous image denoising experiments using this method and method compari-
sons have been performed. They are discussed in the fourth section. The conclusions 
are presented in the last section and the paper ends with a list of references.   

2 Variational Model for Image Noise Reduction 

The general variational framework used in image processing and computer vision is 
characterized by an energy functional having the following form: 

 

[ ] ( )
Ω

+= dxuSuDxuE )()()(                                      (1) 

 
where D(u) represents the data component and S(u) is the smoothing term of the func-
tional [7, 10]. So, one must determine the unknown function u(x) on the domain 

2R⊂Ω , that minimizes the above energy: 
 

[ ])(minargmin xuEu
Uu∈

=                                           (2) 

 
In the variational image denoising case, one considers an image 0u  affected by 

Gaussian noise. The general form of the energy functional used by variational image 
smoothing processes is: 
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where the function ψ represents the regularizer (penalizer) of the smoothing term and 

α is the regularization parameter or smoothness weight [10]. 
We develop an efficient smoothing component, based on a novel penalizer function 

and a proper value of the smoothness weight. Thus, we consider the following regula-
rizer: [ ) [ )∞→∞ ,0,0:ψ :  
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We consider some proper values for the penalizer’s parameters. The values of 

νγβη ,,,, k

 

and α which provide a successful denoising are specified in section 4, 

related to numerical experiments. Then, we compute a minimizer for the energy func-
tional given by (3), using the function ψ given by (4):
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The minimization result minu will correspond to the denoised (smoothed) image. 

The minimization process is performed by solving the following Euler-Lagrange equ-
ation [7,10,11]:   
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         Thus, we obtain the following PDE equation: 
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where the positive function 'ψ  is obtained by computing the derivative of the func-

tion given by (4) as follows: 
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Therefore, the partial differential equation (7) becomes 
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One can demonstrate the PDE model given by (9) converges to a unique strong so-

lution, that is min* uu = . We propose a robust discretization scheme for solving it, 

which is described in the next section.  

3 Discretization Scheme for the PDE Model 

We consider a proper numerical approximation of the proposed PDE model’s solu-
tion. Thus, our discretization scheme uses a 4-NN discretization of the Laplacian 
operator [6]. 

From (7) we have , which leads to 

the following relation: 
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         One can approximate (10) using the image gradient magnitudes in particular 
directions, as following:  
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where ( )1 ,0∈λ  and t = 1, …, N.  

In the equation above N (p) represents the the 4-neighborhood of the argument pix-
el, described by its coordinates, p = (x, y). Obviously, it represents a set of image pix-
els given by their coordinates: 
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Also, qpu ,∇

 
is the image gradient magnitude in the direction given by pixel q at 

iteration t, being computed as follows: 
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The maximum number of iterations, N, is empirically chosen. The proposed itera-
tive denoising scheme applies the operation given by (11) for each t value, from 0 to 
N. Our noise removal technique produces the smoothed image Nu  from the noised 
image 0

0 uu =  in a relatively small number of steps, being characterized by a quite 

low N value.  
That means, the PDE model developed here converges fast to the solution 

minuu N ≅ . The effectiveness of the proposed PDE denoising approach and its discre-

tization is proved by the satisfactory image smoothing results obtained from our expe-
riments. These numerical experiments are discussed in the next section of the article. 

4 Experiments and Method Comparisons 

The described variational PDE denoising technique have been applied on numerous 
image datasets. We have performed numerous image smoothing experiments, using 
the proposed technique, on hundreds noisy images, and obtained very good results.  

Thus, the original images have been corrupted with various level of Gaussian noise 
(various values for mean and variance). Then, the denoising model have been applied 
to them with some properly chosen parameters which provide best results. These em-
pirically detected parameter values are: 
  

15,3.0,2.0,5.0,66.0,7.0,25,9 ======== Nk λνγβηα   (14) 

 
We assess the performance of our noise reduction method using the norm of the er-

ror image measure [8, 9]. Thus, if 
origu represents the original (noise-free) form of 

the image, then the norm of the error image is computed as:  
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where [ ]YX ×  is the image dimension. Our denoising techniques provides low enough 

values for this performance measure. 
From the performed method comparisons we have found that our variational tech-

nique outperforms other noise removal approaches. Thus, we have compared it with 
some other PDE-based methods and also with some non-PDE denoising algorithms. 
Our approach provides considerable better image denoising and edge-preserving re-
sults than non-PDE image filters, like Gaussian, average and median filters. It also 
achieves a better smoothing and, given its lower time complexity, converges faster 
than other variational schemes, such as the quadratic variational model, characterized 
by a regularizer ( ) 22 ss =ψ , or the Perona-Malik variational scheme, given by 
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[10]. Because of its low execution time, this method 

can be used for denoising large image sets, like those of social networks [12].  
Several image denoising results and method comparisons are described in the next 

figures and tables. In Fig.1, there are displayed: a) the original [ ]512512×  Lena im-

age; b) the image corrupted with Gaussian noise given by 211.0=μ  and var = 0.023; 

c) the image smoothed by our variational model; d) quadratic denoising; e) Perona-
Malik noise removal;  f) – i) denoising results achieved by the 2D Gaussian, average, 
median and Wiener [ ]33×  filter kernels. The corresponding norm of the error values 

are displayed in Table 1. 
 

 
Fig. 1. Lena image denoised using various smoothing techniques 
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Table 1. Norm-of-the-error values for several noise removal techniques 

Our alg. Quadratic P-M Gaussian Average Median Wiener 
3109.4 ×  3102.6 ×  3109.5 ×  3104.7 ×  3104.6 ×  3106 ×  3106.5 ×  

 
In Fig. 2 the same denoising models are applied on the Baboon image, while the cor-

responding values of the NE measure are registered in Table 2. As one can see in Fig. 1 
and Fig. 2, the variational approach proposed here provides the best edge-preserving im-
age smoothing. The staircasing effect, representing creation in the image of flat regions 
separated by artifact boundaries [9, 13], is also removed by our denoising technique.  
 

 

Fig. 2. Baboon image denoised using various smoothing techniques 

Table 2. Norm-of-the-error values for several noise removal techniques 

Our alg. Quadratic P-M Gaussian Average Median Wiener 
3105 ×  3106 ×  3109.5 ×  3103.7 × 3105.6 ×  3101.6 ×  3108.5 ×  
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5 Conclusions 

We have proposed a variational PDE denoising approach in this paper. This technique 
performs an efficient noise removal and also preserves the boundaries of the image.  

The main original contribution of this article is the efficient smoothing component 
introduced in the energy functional of the variational model. It is based on a novel 
regularizer function. Also, we propose a robust discretization of the PDE model given 
by the corresponding Euler-Lagrange equation. Our developed variational technique 
reduces also the staircasing effects and converges fast to the solution represented by 
the denoised image. It also outperforms many other variational PDE methods and 
non-PDE denoising techniques [1,13], as resulting from the performed experiments 
and the method comparison.  

We intend to further investigate this variational scheme and to provide more ma-
thematical treatment of it in the future. Thus, the demonstration of the convergence of 
our PDE model to a unique strong solution will be the subject of our future work in 
this domain. PDE-based color image denoising [14] will also be a next research field. 
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Abstract. In this paper, we propose a method for coronary plaque
boundary calculation in Intravascular Ultrasound (IVUS) image by using
a modified Perona Malik Diffusion (PMD) filter and the Takagi-Sugeno
(T-S) fuzzy model. The modified PMD filter is designed based on the
coronary plaque boundary direction in IVUS image to reduce the speckle
noise and to enhance the coronary plaque boundary. Searching areas for
the plaque boundaries are automatically set by using the weighted image
separability and some heuristic rules. The coronary plaque boundaries
are interpolated by the polynomials inferred by the fuzzy rules. It has
been confirmed that the accuracy of the proposed method is better than
that of the method using the normal PMD filter.

Keywords: Coronary plaque boundary calculation, IVUS image,
modified PMD filter, T-S fuzzy model.

1 Introduction

Acute Coronary Syndromes (ACS) is one of the leading hospitalizations which
is caused by a rupture of vulnerable plaque. The plaques are built up inside the
coronary arteries which cause heart attack.

One of the medical imaging methods to diagnose ACS is Intravascular Ul-
trasound (IVUS) method [1]. It provides a real time cross-sectional image of a
coronary artery in vivo. IVUS image is used for the inner and outer coronary
plaque boundaries calculation to evaluate the quantitative assessment of the
coronary plaque compositions.

The coronary plaque boundaries calculation task is very hard for medical
doctors, because currently those boundaries are manually drawn by them. In

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 509–516, 2013.
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order to reduce the workload of the medical doctors, an automatic coronary
plaque boundaries calculation method with high accuracy is strongly desired.

For this goal, in our previous works [2] and [3], the fuzzy inference based
method was proposed and applied for this problem. Fuzzy inference model em-
ployed is Takagi-Sugeno (T-S) fuzzy model [4]. In [2], Membership Functions
(MSFs) in the antecedent parts of the fuzzy rules were allocated adaptively. In
[3], weighted image separability and heuristic rules were used for determining
the seed points automatically.

The plaque boundary in IVUS image is very difficult to recognize because of
heavy speckle noise. For this reason, preprocessing of IVUS image is strongly
required. In [2] and [3], Perona-Malik Diffusion (PMD) filter [5] is used to re-
duce the speckle noise. The PMD filter is a method to preserve an image edge
effectively.

When the PMD filter is applied to an IVUS image, it not only reduces the
speckle noise but also enhances the image edges. However, the diffusion direction
and its strength are very important factors to enhance the image edges and to
reduce the speckle noise. In the previous methods [2] and [3], the numbers of
direction was four, and the diffusion strength was set to the same value in all di-
rections. Neither, the plaque boundary direction in IVUS image was considered.

In this paper, we propose a modified diffusion direction and strength in the
PMD filter. The effectiveness of the proposed method is verified through the
experiments using the real IVUS images.

2 Coronary Plaque Boundary Calculation in IVUS Image

The IVUS method is one of the applications of ultrasound technology which has
many applications in medical diagnosis. The IVUS method is a very ingenious
method to observe from inside the blood vessel out through the surrounding
blood column, visualizing the coronary plaque in vivo.

The image shown in Fig. 1 is called a “B-mode image,” which is constructed
of the amplitude information of the received ultrasound Radio Frequency (RF)
signals. The sampled RF signals are transformed into intensities, and the in-
tensities in all radial directions are used to form a tomographic cross-sectional
image of a coronary artery.

The boundaries of plaque need to be calculated for the diagnosis of plaque.
Fig. 1(a) shows two boundaries of plaque, i.e., Luminal Boundary (LB) and Ad-
ventitial Boundary (AB). In [2] and [3], the plaque boundaries are approximated
by the piecewise polynomials inferred by the Takagi-Sugeno (T-S) fuzzy model
based on the given seed points.

2.1 Image Separability

The image separability [6] is used to obtain a candidate of plaque boundary. The
area with high separability becomes a candidate of plaque boundary.
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Fig. 1. IVUS B-mode image. (a) B-mode image in the Cartesian coordinates. (b) B-
mode image in the polar coordinates.

Fig. 2. Calculation of the image separability

The weighted image separability for pixel h = (i, j) shown in Fig. 2 is
defined by:

ηwh = ηh(
Imax − IA

Imax
× IB

Imax
)2, (1)

where Imax is a maximum intensity on the whole IVUS image. ηh is an image
separability for pixel h. IA and IB represent the averages of intensities in the
regions of A and B, respectively.

2.2 Takagi-Sugeno (T-S) Fuzzy Model for Plaque Boundary
Calculation

The plaque boundary is inferred by the T-S fuzzy model. The boundary is piece-
wise approximated by the series of the following fuzzy rules:

IF xi is Au THEN fu(xi) = auxi + bu, (2)
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Fig. 3. Diffusion directions of the modified PMD filter

where Au is a fuzzy set with the Membership Function (MSF) μu(xi). xi corre-
sponds to the angle index, and fu(xi) is a linear function.

In the antecedent part of the fuzzy rule, the complementary triangular MSFs
are used. The u-th rule thus stands for a piecewise approximation of the plaque
boundary by a linear function in the interval [zu, zu+1]. The inferred boundary
is given by:

ŷi(xi) = μu(xi)fu(xi) + μu+1(xi)fu+1(xi). (3)

The optimum coefficients in the consequent part of the fuzzy rule are deter-
mined with use of Weighted Least Square Method (WSLM) so as to minimize
the following weighted error criterion:

E =

J−1∑
j=0

I−1∑
i=0

ηwh (yi − ŷi(xi)), (4)

where ηwh is a weighted image separability of pixel h = (i, j). In this method, ηwh
inside the search area are used as the weights of WLSM [2] [3].

3 Proposed Method

We propose a modified direction diffusion in the PMD filter based on the direc-
tion of the plaque boundary of the IVUS image.

3.1 Modified PMD Filter

The anisotropic diffusion filter was originally proposed by Perona and Malik [5]
in order to realize an edge-preserved smoothing of image. The discrete version
of PMD diffusion process is defined as follows:

I(n+1)
s = I(n)s +

λ

|φs|
∑

g(∇I(n)s,p )I
(n)
s,p , (5)
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where s(x, y) and p are the coordinates of the pixel of concern and its neighbor-

ing pixels, respectively. I
(n)
s is an intensity at s with an iteration count n. |φs|

represents the number of diffusion directions. λ is a parameter.
g(·) refers to an edge stopping function, which is a decreasing function of

the gradient of image. g(·) takes large values at the regions where the intensity
gradients are low. On the contrary, it takes small values at the regions where the
intensity gradients are high.

The PMD filter enhances the plaque boundary when the direction and
strength of diffusion are correct. So that the direction and strength of diffu-
sion are very important factors to enhance the edge of image and to reduce the
noise. If the strength of diffusion is too large, the edge of image tends to be
lost. On the contrary, if the strength of diffusion is too small, the noise of image
cannot be reduced.

We propose here the modified direction and strength of diffusion of the PMD
filter considering the plaque boundary direction in IVUS image. In Fig. 1(b),
we can observe the boundaries of plaque in horizontal direction. It means that
in order to preserve the plaque boundaries, the diffusion strength in horizontal
direction should be smaller than that in other directions. Because of this we pro-
pose a new structure for diffusion directions. Fig. 3 shows the diffusion directions
of the modified PMD filter.

The modified PMD filter has 8 directions and 8 different parameters in each
direction. It means that the particles in the modified PMD filter move in 8
directions with different strength in each direction. By modifying the original
PMD of (5) based on the diffusion direction in Fig. 3, the proposed iteration
formula for diffusion process of the modified PMD filter is given as follows:

I(n+1)
s = I(n)s +

1

|φs|
∑
k

λkg(∇I
(n)
k,s )I

(n)
k,s , (6)

where k = {NW,N,NE,E, SE, S, SW,W}. They are the eight neighboring pix-
els in North West, North, North East, East, South East, South, South West and
West.

3.2 Experimental Results and Discussions

In the experiments, we used three IVUS images, and the proposed method was
compared with the method with the normal PMD filter in [3]. In the proposed
method and the method with the normal PMD filter [3], the seed points were
automatically placed as in [3].

After doing several experiments, the parameters of the diffusion filter of (6)
were set as λN = λS = 1 and λW = λE = λNW = λSW = λSE = λNE = 1.2.
In the experiments, the maximum iteration number of diffusion process was set
to 3,000. If the diffusion parameters are too large, the plaque boundary will be
lost. But, if the diffusion parameters are too small, the noise can not be reduced.

Fig. 4(a) shows the result by the method with the normal PMD filter [3]. The
result by the modified PMD filter is shown in Fig. 4(b). It can be observed that
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Fig. 4. Diffusion filter results for image 1. (a) The method with the normal PMD filter
[3]. (b) The proposed method.

Fig. 5.Weighted image separability for image 3. (a) The method with the normal PMD
filter [3]. (b) The proposed method.

the plaque boundaries by the modified PMD filter are clearer than those by the
method with the normal PMD filter [3].

Fig. 5 shows the weighted image separability after applying the method in
[3] (Fig. 5(a)) and the proposed method (Fig. 5(b)). It is seen that the desired
(true) boundaries are located nearer to the center of the area with high weighted
image separability by the proposed method than by the method in [3].

Table 1 shows the Root Mean Square Errors (RMSEs) between the desired
and the calculated plaque boundaries. The desired boundaries were decided em-
pirically by the experts based on the difference of image brightness. The RMSEs
of the proposed method are smaller than those of the method in [3] for the most
parts of LB and all parts of AB.

Fig. 6 shows the comparisons of the plaque boundary calculation by the
method in [3] and the proposed method for image 1. It is seen that the cal-
culated boundary by the proposed method (green line) is closer to the desired
boundary (red line) than that by the method in [3] (blue line). The proposed
method has better performance.
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Fig. 6. Comparison of the plaque boundary calculation. (a) IVUS image to be pro-
cessed. (b) Boundary calculation results. Blue and green lines indicate the calculated
boundaries by the method with the normal PMD filter [3] and the proposed method,
respectively. Red line is the desired boundary.

Table 1. RMSEs of boundary extraction results

Method Num. of Image 1 Image 2 Image 3
MSFs LB AB LB AB LB AB

Method with Normal Auto 13.7 28.4 20.0 30.2 28.1 35.4
PMD Filter[3]

Auto 10.6 34.9 20.3 14.0 14.0 36.1
Proposed 3 9.5 15.0 20.3 14.0 14.0 34.6
Method 4 12.2 28.5 19.7 22.1 9.7 34.6

Average 10.8 26.1 20.1 16.7 12.6 35.1

4 Conclusion

We have proposed a method for coronary plaque calculation in the IVUS im-
age by using the modified PMD filter and the Takagi-Sugeno fuzzy model. The
proposed method has better extraction performance than ever in terms of the
calculation accuracy.
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Abstract. In this paper, we suggest multiple kernel learning with hier-
archical feature representations. Recently, deep learning represents
excellent performance to extract hierarchical feature representations in
unsupervised manner. However, since fine-tuning step of deep learning
only considers global level of features for classification problems, it makes
each layers hierarchical features intractable. Therefore, we propose a
method to employ the combined multiple levels of pre-trained features
via Multiple Kernel Learning (MKL). MKL is lately proposed optimiza-
tion problem in classification and is applied to various machine learning
problems. MKL automatically finds the best combination of kernels. By
applying multiple kernel learning to hierarchical features pre-trained by
deep learning, we obtain the optimal combinations of multiple levels of
features for the classification task. Also, MKL is applied to analyze the
contribution of each layer of features for classification by obtained weight
of each kernel.

Keywords: Multiple Kernel Learning, Deep Learning, Deep Belief
Network.

1 Introduction

Recently, deep learning is reported as an effective way to extract feature rep-
resentations in unsupervised manner [1], [2]. More specifically, deep learning
algorithms learn feature hierarchies from lower level to those of higher level;
higher level features are detected over the previous level. In general, there are
two steps in deep learning. First, features of each layer are pre-trained with layer-
wise unsupervised learning, and these pre-trained features are then fine-tuned
throughout whole layers by supervised learning. [3] Like multi-layer perceptron,
the whole-layer fine-tuning only utilizes global level features. Therefore, features
from different hierarchies are intractable for classification problems. Accordingly,
instead of employing fine-tuning step, we use integrated multiple levels of pre-
trained features in order to decide for classification problems collectively. More-
over, the previous study [4] suggests that globally trained features from each
layer are concatenated into single vector representations and this feature vector
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is classified by Support Vector Machine. The combined features in different hier-
archies show better performance in object recognition problem. However, those
simple concatenations have limitations as well in mathematical sense; the con-
catenation of different types of information in un-normalized way diminishes the
information.

Throughout this paper, we propose a way to employ combined hierarchical
feature representations via Multiple Kernel Learning, which provides a new ap-
proach to use pre-trained features.

Multiple Kernel Learning (MKL) [5] is recently proposed optimization prob-
lem in classification and is applied to various machine learning tasks such as
object classification [6], object detection [7] and bioinformatics [8]. Unlike SVM,
MKL learns the optimized combination of multiple kernels to concatenate fea-
tures spaces and data from different sources and maximize margin as well. In
other words, for each machine learning problem MKL automatically finds out
the best kernel combination. Previous MKL algorithms utilize hand-crafted fea-
tures such as Scale-Invariant Feature Transform (SIFT), Histogram of oriented
gradient, and Bag-of-words [9], [10]. Different from the previous approaches, our
study newly suggests a method to apply the features pre-trained by deep learning
in unsupervised manner to MKL. Moreover, we suggest that MKL is expected
to be used as analyzing the contribution of features from each layer for given
machine learning problem by their optimized kernel combination weights. In this
paper, we first discuss the core of MKL and Deep Belief Network in Section 2,
and continue to elucidate the method to apply MKL to trained hierarchical fea-
tures in Section 3. Next, we present the experimental procedures and results for
classification tasks.

2 Preliminaries

2.1 Multiple Kernel Learning

Support Vector Machine (SVM) [11] is a large margin classifier that solves follow-
ing optimization problems given training dataset {(x1, y1), (x2, y2), ...(xN , yN )}
where xi is input vector x ∈ R

D and yi is label yi ∈ {−1, 1} for i = 1, 2, ..., N

min
u,b

1

2
(||u||)2

subject to yi(u
Tφ(xi) + b) ≥ 1

(1)

where u is weight of discriminant function y = uTφ(x) + b, and b is bias.
The optimization problem can be represented by dual form with Lagrangian

multipliers as shown below.

max
α

L(α) =

N∑
i=1

αi − 1

2

N∑
j=1

N∑
k=1

αjαkyjyk(φ(x
T
j )φ(xk))

subject to α ≥ 0,

N∑
i=1

αiyi = 0

(2)
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The inner products of input data (φ(xT
j )φ(xk)) can be substituted with a

kernel function K(φ(xj), φ(xk)). Also, multiple kernels are possible to be applied
to SVM instead of single kernel. The combination of given subset of multiple
kernels is mainly represented as the linear combination of kernels with the kernel
combination parameter θ.

K(xj , xk) = θ1K1(φ(xj), φ(xk)) + θ2K2(φ(xj), φ(xk)) + ...

+θMKM (φ(xj), φ(xk))
(3)

where M corresponds to the number of kernels.
Multiple Kernel Learning (MKL) is proposed to optimize the combinations of

kernels via finding the suitable θ and simultaneously update the discriminative
weights u. As a result, MKL achieves the optimal combination of various kernels
which measure the similarity of input in different manner or originate from
diverse sources. In short, multiple features are able to be concatenated via MKL
method. In addition, MKL can analyze the best kernel for the given machine
learning problem.

2.2 Deep Belief Network

Deep Belief Network (DBN) is a multi-layer generative model of which build-
ing block is two-layer, undirected graphical model called Restricted Boltzmann
machine (RBM). RBM consists of visible units xi ∈ {0, 1} and hidden units
hj ∈ {0, 1}. These units in one layer are fully-connected to units in the other
layer, but there is no connection between units in the same layer. The energy
function of RBM is defined as below.

E(x,h) = −
D∑
i=1

aixi −
L∑

j=1

cjhj −
D∑
i=1

L∑
j=1

hjwi,jxi (4)

where w ∈ R
D×L is the wieght vector between the visible layer and the hidden

layer, a is the bias of the visible layer, and c is the bias of the hidden layer.
The joint probability of visible units and hidden units can be represented in

the energy function.

P (x,h) =
1

Z
exp (−E(x,h)) (5)

where Z is the partition function for normalization.
In order to train RBM model, the log-likelihood of the training data is max-

imized using gradient ascent learning by updating weights and biases of the
model. The learning rule of weights w is proportional to the difference of the
expectation based on training data and the expectation based on the model.

Since the model expectation at the above equation is intractable, Contrast
Divergence [12] is proposed to approximate the model expectation. RBM employs
Gibbs Sampling which alternatively samples one layer units given the other layer
units and estimates based on the conditional probability.
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3 Methods

Main idea of our approach is to combine different levels of abstraction of the
given data, e.g. features, and consider them as multiple kernels. To implement our
proposed method, we obtain hierarchical data representations with unsupervised
deep learning. Then, we combine all the features from every level and train
classifier via MKL.

The hierarchical feature representations are learned by DBN with greedily
layer-wise training. We use DBN suggested by Hinton et al. [3] In addition, Con-
volutional DBN published by Honglak lee et al. [4] is also utilized to apply high
dimension images. Convolutional DBN employs convolution and probabilistic
max pooling method to accomplish the scalability.

In our methods, we obtain different levels of abstraction by estimating the
activations of each level based on learned DBN weights for the given input data.

p(hp
j = 1|xp) = σ(

N∑
i=1

wp
i,jx

p
i + api ) (6)

where σ() is the sigmoid function and p indicates pth layer.
In order to combine hierarchical feature representations learned and estimated

under DBN model, we applied MKL in this study. There are many variations
of MKL formulations, for instance, diverse forms of regularization terms and
different optimization methods. We choose Ultra-Fast Online Multiple Kernel
learning algorithms [13] that use the specific formation of regularization norm
as below.

Ω(u) :=
λ

2
||u||2

2, 2 log P
2 log P−1

+ α||u||2,1 (7)

where u is the weights of the kernel combinations, λ is a regulization coefficient,
and P is the number of kernels equal to the number of layers in this paper.
By selecting the regularization function, UFO MKL model can achieve optimal
convergence rate only depending on the logarithm of the number of kernels.

In a nutshell, the combinations of hierarchical feature representations are op-
timized by UFO MKL algorithms. Each kernel function of MKL is replaced by
each level of features from DBN.

4 Experiments

4.1 Databases

This study conducted experiments for handwritten digits database MNIST [14]
and STL-10 database [15]. MNIST database has 10 classes of handwritten digits
images, and the dimensions of each image are 28 by 28. STL-10 database contains
10 classes of objects images, including 100000 unlabeled images for unsupervised
learning. The dimensions of each image in STL-10 are 96 by 96.
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4.2 Handwritten Digits Classification

We train MNIST database with DBN with 3 layers. There is no fine-tuning
of the whole level at the end of the layer-wise training. Each level of learned
features is applied to the one of kernels in MKL. We use only 10000 images
among 60000 training data images, because of memory limitation of current
implementation. To compare the results, we also implement the experiments via
SVM with concatenating features from all layers and only with features from
the third layer. We uses LIBSVM [16] library in the experiments.

4.3 Objects Classification

The features for STL-10 database are learned by Convolutional DBN with 3
layers. The 96 by 96 images of STL-10 are resized to 32 by 32 images. The
pre-training of the Convolutional DBN model is implemented by the provided
unlabeled data of STL-10. With the pre-trained model, the features of training
and test data for the classification are extracted. Each image is also preprocessed
to have zero means and to be whitened with ZCA whitening. The hierarchical
features are classified via MKL, where each kernel of MKL consists of each level
of features. Besides, we conduct the classifications by SVM with concatenating
features from all three layers and only with features from the third layer.

5 Results and Discussion

The classification results of MNIST handwritten digits are represented in
Table 1. We compare the accuracy of the classification to prove the effective-
ness of applying MKL to hierarchical features. The accuracy that the 3 levels of
features are classified by MKL is 97.67 %, which is increased from the accuracy
that the 3 layers of features are applied to SVM. The accuracy using the highest
level of features is marked 96.84 % which is lower than both methods.

Table 1. The accuracy of the classification for MNIST database

Model Accuracy (%)
3 layer features from DBN + MKL 97.67
3 layer features from DBN + SVM 96.96

Third layer features from DBN + SVM 96.84

The classification results for STL-10 database are descripted in Table 2. The
overall results have the same tendency with the results of MNIST database.
When MKL is utilized as classifier for 3 layers of features trained by DBN,
the accuracy is improved than when SVM is used. When only the third layer
features learned via Convolutional DBN (CDBN) without fine-tuning is classified
by SVM, the accuracy is distinctively low.
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Table 2. The accuracy of the classification for STL-10 database

Model Accuracy (%)
3 layer features from CDBN + MKL 52.53
3 layer features from CDBN + SVM 51.10
Third layer features CDBN + SVM 18.81

The results validate that our approach with combined hierarchical features via
MKL provides better performance than SVM or sole usage of the highest level
of features. In short, MKL provides the way to find out the best combination of
feature representations.

Table 3. The weights of kernels from the classification for MNIST database and STL-
10 database

Layer Weights for MNIST Weights for STL-10
1 0.3145× 10−4 ± 0.55× 10−6 0.0049 ± 0.14× 10−4

2 0 ± 0 0.0015 ± 0.18× 10−4

3 1.9238× 10−4 ± 0.14× 10−6 0 ± 0

Moreover, the weight values of kernels in MKL mean which level of features
contributes to solve the given machine learning problems. In MNIST and STL-10
classification tasks, the averaged weights of kernels from 10 trials of experiments
are represented with standard deviations in Table 3. The weight corresponding
to the second layer features converges to zero. Similarly, the weight of the third
level of features converges to zero as well in the classification of STL-10 database.
The low accuracy of the classification with the third layer features via SVM
is explainable that the weight of the thirds layer features converges to zero.
According to the results, the abstraction level of the second layer in MNIST
features and the third layer in STL-10 features rarely contributes to represent
the structure of the given data. Therefore, MKL is expected to be employed in
analyzing the useful levels of features or appropriate levels of abstraction for the
given machine learning tasks.

6 Conclusion

We suggest MKL with hierarchical feature representations method for classifi-
cation task. By two classification experiments, applying MKL to the multiple
levels of features pre-trained by deep learning is the better way to find the op-
timal combinations of hierarchical features. Furthermore, MKL is applicable to
find proper levels of features to significantly contribute for the specific machine
problem.
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Abstract. This paper proposes a novel ensemble technique for mass classification 
in digital mammograms by varying the number of hidden units to create diverse 
candidates.  The effects of adding more networks to the ensemble are evaluated 
on a mammographic database and the results are presented.  A classification 
accuracy of ninety nine percent is achieved. 

Keywords: Ensemble classifiers, neural networks, digital mammography. 

1 Introduction 

Breast cancer has increased in prevalence.  The aetiology is unknown and a cure does 
not seem likely [1].  Research has progressed in relation to treatment but this relies on 
an accurate diagnosis however 11-25% of cancers are missed [2].  Reasons include 
distortion of the breast, occlusions with surrounding tissue, low mammogram contrast 
and even talc on the breast. The rate of breast cancer is low with three to four 
malignancies in a thousand [3]. A high volume of mammograms means that skill 
levels, complacency and fatigue can impact on radiologists.  An estimated 35% of 
biopsies are not required [4] resulting in stress to patients and increased load on the 
health system.  Despite this digital mammography is the diagnostic tool of choice due 
to wide availability, low cost and its non-invasive nature.  Mechanisms such as a 
second radiologist to rescreen mammograms have been shown to improve the 
classification rate and reduce misdiagnosis. The cost and volume of mammograms 
makes this ineffective.  Mechanisms including Computer Assisted Diagnostic (CAD) 
systems to act as an adjunct to radiologists have been suggested however variable 
classification accuracy has been a problem.  This has been researched for around 40 
years and arguably neural networks have demonstrated good capabilities.  Techniques 
used to improve this situation include the use of many classifiers in a voting 
arrangement (ensemble).  This research aims to create an accurate ensemble classifier. 

This paper is broken into several sections with section 2 covering the research 
background.  Section 3 details the proposed methodology while section 4 details the 
results. Discussions and analysis are in section 5 while section 6 details our 
conclusions and future research. 
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2 Background 

Costa, Campos and Barros [5] used efficient coding based on Independent 
Component Analysis (ICA) achieving an accuracy of 90.07% on 5090 anomalies 
from the Digital Database of Screening Mammography (DDSM).  They developed a 
compact code based on a statistics pattern ensemble to reduce redundancy with 
minimal loss of information.  The data is transformed by linear functions generating 
an estimate of independent components.  They used 41 components performing better 
than Principal Component Analysis (87.28% with 39 principal components) and 
Gabor Filter (85.28%).  Luo and Cheng [6] used a bagged Decision Tree (DT) to gain 
an accuracy of 83.4% on mass anomalies.  They utilized a DT and Support Vector 
Machine (SVM) Sequential Minimal Optimization.  Mass anomalies from the 
University of California at Irvine (UCI) were classified using feature selection 
techniques to reduce the BI-RADS® input features from five to four.  Mass margin 
was the most important feature.  Their ensemble was more effective than using a 
single classifier.  Yoon [7] achieved an area under the ROC curve of 0.94315 Az on a 
DDSM mass dataset with a boosted SVM ensemble together with fivefold cross 
validation to select the most appropriate features.  Verma et al. used a partitioning 
mechanism for training of a classifier with direct output weight calculation by least 
squares (modified gram-schmidt) resulted in the creation of a Soft Clustered Neural 
Network (SCNN) [8] with 94% classification accuracy on mass anomalies from the 
DDSM.  This technique removed those clusters that did not contribute to a class 
assignment in order to create a better decision boundary.  The least squares technique 
does not suffer from local minima.  Techniques of identifying sub-populations (soft-
clusters) for the benign and malignant patterns to reduce class variability and increase 
classification accuracy on a neural network have also been used.  This approach was 
known as Soft Clustered Based Direct Learning (SCBDL) [9] and achieved a 
classification accuracy of 97.5% on a dataset from the DDSM.  Another approach 
used a SVM classifier with a genetic algorithm to select the classifier features [3].  
This research attempted to test a new feature selection technique on a DDSM dataset 
with an accuracy of 89% being achieved.  Other researchers examined mechanisms to 
create ensemble classifier; determining that 3-5 different classifiers were optimal 
taking into account diversity and variability [10]. 

3 Proposed Methodology 

Neural networks are interconnected processing systems where each connection 
responds to input and the resultant outputs from the interconnected units (neurons) are 
aggregated to form a decision.  Neural networks are capable of reaching a decision by 
the weights that interconnect the layers of neurons in the network.  Through training 
knowledge of how to reach a decision is built into the weights. 

Researchers examined the issue of obtaining the best possible configuration for 
neural networks with the selection of the best number neurons of being an area that 
was not investigated fully as the performance improvement was low.  Investigations 
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utilized only a small number of neurons in the hidden layer [11].  Others noted that 
too high a number was associated with overtraining [12, 13].  Diversity (or 
disagreement) is a key concept for the creation of ensembles.  Diversity is the concept 
that a classifier is right more often than not; however when compared to another 
classifier its decision boundary is sufficiently different that it does not misclassify the 
same patterns.  Combining the results of diverse classifiers should yield a result better 
than any single classifier.  The proposed technique creates diverse classifiers to build 
an ensemble, as depicted in Figure 1.  A detailed discussion of the system follows. 

 

Fig. 1. Proposed variable neuron based ensemble technique 

3.1 Mammograms 

The mammographic images for this research (100 malignant and 100 benign mass 
anomalies) are from the DDSM.  This is one of the largest publicly available 
benchmark databases with 2600+ images.  The anomalies are fully annotated with 
case information, cancer has been proven with biopsy and patients have been 
followed for a number of years to ensure that benign cases are indeed benign.  Images 
are stored using a lossless compression algorithm, ensuring a high quality dataset. 

3.2 Region of Interest 

Mammographic images are large images to process and a diagnostic process is only 
concerned with making a diagnosis about a small area (anomaly). To conserve 
computational resources (memory and cpu capacity) only the Region Of Interest 
(ROI) (anomaly) is examined by extracting a boundary around the anomaly. The 
DDSM has a chain code for this process.  Extracting the ROI does not attempt to 
classify an anomaly. 

3.3 Feature Extraction 

Once an anomaly has been extracted it is necessary to obtain the features that are used 
to form a decision as to whether it is malignant or benign.  Breast masses are not easy 
to classify and no one feature can be used so multiple features are used. The features 
utilized in this research are based on the Breast Imaging Reporting and Data System 
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(BI-RADS®) as well as patient age and a subtlety value.  BI-RADS® features have a 
positive predictive capacity for predicting mass malignancy [1, 14, 15].  The shape, 
density and mass margins are morphological features, which are utilized by 
radiologists.  In some cases the pathology cannot be confirmed until histological 
samples are obtained and examined through biopsy.  The difficult nature of 
performing a classification without a biopsy has been shown with the benign rate of 
biopsies being 65-90% [14].  Utilizing a feature set rather than a single feature 
increases classification accuracy however too many can reduce accuracy [16].  The 
features used in this research are patient age [17] (more aggressive tumors in younger 
patients), anomaly density (if the same density as surrounding tissue then hard to 
detect), shape (spiculated margins infer invasive tumors), margin (indistinct margins 
indicate harder to find and potentially more aggressive), subtlety (how hard is it to 
find) and assessment rank (a ranking of likely seriousness).  

3.4 Network Training 

A large number of neural networks are created by varying the number of neurons in a 
single hidden layer (from 2 to 1001) creating a large number of candidates for the 
ensemble.  Changing the network parameters results in different weights between the 
layers, creating diverse classifiers.  The candidates are created with the following 
parameters.  Ten-fold cross validation is incorporated during training and testing. A 
Root Mean Square (RMS) error of 0.001 or (a maximum of 3000 iterations) is used 
for the stopping criteria.  A learning rate of 0.05, momentum of 0.7 with six input 
neurons and two output neurons is used.  Hyperbolic tangent sigmoid (tansig) is the 
transfer function between the layers with the system implemented in MATLABTM. 

3.5 Ensemble Creation 

The ensemble is created from the candidate pool with candidates ranked according to 
classification accuracy, which is the only inclusion mechanism.  The first ensemble 
created is comprised of three neural networks.  It is trained, tested and then another 
neural network is added with the process repeating to create a new ensemble of four 
neural networks (this is represented by the arrow in Figure 1.)  This continues until an 
ensemble composed of 202 candidates is created.  An upper bound of 202 is chosen to 
determine the effect of a large number of constituents (200 ensembles in total). 

3.6 Classification and Fusion 

Individual classifier results in the ensemble are fused together to form a classification 
using the majority vote algorithm, as it is one of the simplest but effective fusion 
mechanisms.  In the event of a tie the smallest output value is chosen representing a 
malignant pattern.  A false diagnosis for a malignant condition would be more severe 
than a false classification for a benign condition. 
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4 Experiments and Results 

Experiments are conducted to create a candidate pool (one thousand) of back 
propagation neural network classifiers that had a different number of hidden units in 
the single hidden layer.  It was hypothesized that this would be diverse enough to 
create an ensemble classifier with good accuracy. 

Table 1. Performance of neural network on breast mass dataset (candidate classifiers) 

Hidden Units True Positive False Negative Accuracy 

823 87 88 87.5 
242 86 87 86.5 
400 87 86 86.5 
592 79 83 81.0 
1000 82 78 80.0 
78 69 81 75.0 

Table 2. Performance of ensemble network on breast mass dataset 

Constituents Configuration Accuracy (%) 

3 823,242,400 95.0 
4 823,242,400,24 92.5 
10 823,242,400,24,262,302,404,657,5,15 97.5 
100 823,242,400,24,262,302,404,657,5,15,32,268,281,292,

309,494,550,31,43,50,75,158,165,183,209,224,349,355
,356,398,416,426,436,443,466,473,622,639,659,661,67
8,749,903,904,925,38,59,68,79,116,146,168,175,204,2
18,223,232,233,235,243,246,254,277,297,304,305,325,
350,352,366,388,395,417,427,444,459,471,493,500,53
7,546,556,583,612,664,682,739,753,842,866,870,887,9
30,957,999,14,30,37,95,103 

98.5 

127 823,242,400,24,262,302,404,657,5,15,32,268,281,292,
309,494,550,31,43,50,75,158,165,183,209,224,349,355
,356,398,416,426,436,443,466,473,622,639,659,661,67
8,749,903,904,925,38,59,68,79,116,146,168,175,204,2
18,223,232,233,235,243,246,254,277,297,304,305,325,
350,352,366,388,395,417,427,444,459,471,493,500,53
7,546,556,583,612,664,682,739,753,842,866,870,887,9
30,957,999,14,30,37,95,103,104,138,140,166,171,174,
187,188,202,212,221,252,259.282,288,312,340,367,36
8,384,391,421,438,470,510,551,573 

99.0 

Our literature review indicates that limited research into the creation of diverse 
networks by varying the number of hidden units in the hidden layer has been 
undertaken.  The accuracy of the candidate networks ranged from 75% to 87.5%.   
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The candidate networks are ranked in descending order based on performance.  The 
highest performers are selected for inclusion in the ensemble.  Table 1 provides a 
summary of the classification accuracy achieved.  Table 2 shows a subset of the 
accuracy achieved from the ensemble networks.  Combining the best performing 
candidate networks created the ensemble. 

5 Discussion 

The results demonstrate that only a few candidates are needed to improve 
classification accuracy although this is variable in the early stages.  To substantiate 
that an improvement in classification accuracy is achieved over the neural network an 
ANOVA analysis of variance is performed to see if the improvement is statistically 
significant (Table 3) using a 5% confidence level. 

Table 3. ANOVA analysis summary 

Groups Count Sum Average Variance 

MLP 100 8485 84.85 0.335859 
Ensemble 100 9815 98.15 0.063131 

Table 4. ANOVA analysis details 

 SS df MS F P-value F crit 

Between 8844.5 1 8844.5 44334.46 8.0331E-235 3.888853 

 
In Table 4, the p-value is significantly below the confidence level confirming the 

improvement is statistically significant.  The variance indicates the ensemble is more 
stable than the MLP network.  Graphing accuracy of the ensemble against the number 
of classifiers shows a trend of higher accuracy as more classifiers are added.  This 
levels off after around twenty classifiers (Figure 2).  The highest classification 
accuracy of 99% is reached with 76 and 127 constituents.  Stratification of the results 
is performed to determine the population variance as more classifiers are added. 

Table 5. Ensemble variance, median and mode for ensemble groupings 

No. Of Constituents Variance Median Mode 

3-12 3.10000 96.25 97.00 
13-22 0.46944 97.25 97.50 
53-62 0.19167 98.00 98.00 
63-72 0.05556 98.00 97.50 
163-172 0.10000 98.00 98.00 
173-182 0.02500 98.00 98.00 
183-192 0.04444 98.00 98.00 
193-202 0.06944 97.75 98.00 
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A grouping of ten ensembles is chosen for each population in order to examine the 
changes of adding more classifiers.  A subset of results is shown in Table 5.  Variance 
tapers off as more classifiers are added (63-72 classifiers) then increases and tapers 
off again.  In order to evaluate the performance of the proposed system it is necessary 
to compare its performance against that achieved by other researchers (Table 6). 

 

Fig. 2. Ensemble accuracy versus number of constituent classifiers 

Table 6. Accuracy obtained by current research in comparison to proposed approach 

Luo and Cheng [6] Elfarra et al. [3] Costa et al. [5] Verma et al. [9] Proposed 

83.40% 89.00% 90.07% 97.5% 99.00% 

6 Conclusions and Future Research 

The variable neuronal ensemble has resulted in a high classification rate (99%) on the 
test dataset.  This is high in comparison to other techniques.  A disadvantage is that a 
high number of candidate networks are required to achieve high classification 
accuracy.  It is noted that after a point adding more classifiers does not increase 
accuracy.  This research uses a simplistic inclusion mechanism of accuracy. Our 
future research will use a multi-objective genetic algorithm with both diversity and 
accuracy. 
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Abstract. Concurrent acquisition of functional magnetic resonance imaging 
(fMRI) and electroencephalography (EEG) is widely used to monitor the neu-
ronal activities of brain. However, this simultaneous recording suffers from 
complex artifacts. The Ballistocardiogram (BCG) artifact in specific, is as yet 
poorly assumed, appears to be more challenging and hinders to exploit the full 
strength of both modalities. In this paper, a hybrid method is implemented 
which combines Empirical Mode Decomposition (EMD) with Adaptive Filter-
ing (AF) using notch filter to reduce the BCG artifact. Results of this study 
demonstrate that the proposed algorithm is generally useful and effective for the 
reduction of the BCG artifact. 

Keywords: Simultaneous EEG-fMRI, Ballistocardiogram artifact, Empirical 
Mode Decomposition, Notch Filter. 

1 Introduction 

The quality of Electroencephalography (EEG) that can be attained from simultaneous 
acquisition with Functional Magnetic Resonance Imaging (fMRI) is still an on-going 
matter of investigation. The reduction of artifacts from EEG signal is essential to 
ensure full use of strengths of simultaneous acquisitions. The artifact which appeared 
to be more challenging for researchers to combine the strengths of EEG and fMRI is 
Ballistocardiogram (BCG) artifact which represents complex, non-linear and non-
stationary characteristics [1]. 

The BCG artifact arises when the active circulatory system (endogenous contribu-
tion) interacts with the static magnetic field inside the MRI scanner (exogenous con-
tribution) [2]. Ballistocardiogram artifact effect adds in the frequency range of the 
conventional EEG data, with the amplitude of 50µV (at 1.5 Tesla). Moreover, the 
BCG artifact is very similar to spikes of epilepsy [2]. It has duration of ~500 ms start-
ing from Q wave of the Electrocardiogram (ECG). It has a rather complex and dy-
namic influence on the EEG signals. 

Numerous researchers have proposed different methods for reduction of BCG arti-
facts. These include averaging [3], [4], adaptive filtering [5], Independent Component 
Analysis (ICA) [6], Principle Component Analysis (PCA) [1], [7], [8] and joint  
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methods [4], [9]. The very first work on BCG removal was anticipated by Allen et al. 
[3]. They obtained a template window of artifact for each channel by calculating the 
average of the artifact per cardiac beat. The method was named as Average Artifact 
Subtraction (AAS). Bonmassar et al. in 2002 [5] used the adaptive Kalman filters and 
utilized motion sensors to measure the head movements to reduce BCG artifact.  

The spatial methods like ICA and PCA have been suggested after their success in 
removal of ocular artifacts [7]. In the assessment of ICA, Optimal Basis Set (OBS) 
and OBS-ICA approaches performed by Debener et al. [8], it was observed that OBS 
and OBS-ICA provides better reduction of artifact. 

Researchers also used other techniques, such as Kim et al. [9] who used a joint me-
thod based on wavelet denoising and filtering using adaptive recursive filters as post 
processing. Likewise, Adaptive Noise Cancellation following Optimal Basis Set is 
used by Niazy et al. [4]. In spite of several efforts to find an appropriate methodology 
for removing BCG artifact, quite a significant inconsistency exists between EEG-
fMRI studies [8]. In this paper, a hybrid technique has been employed, in which the 
BCG artifact is reduced using Notch filter after applying Empirical Mode Decomposi-
tion (EMD).  

The rest of the paper is organized as follows: Section 2 gives the theoretical back-
ground of the proposed method. The methodology is discussed in the section 3 and 
the results are presented in section 4 with validation. Section 5 consists of conclusion 
and future work. 

2 Background 

2.1 Empirical Mode Decomposition (EMD) 

EMD was introduced to deal with both the nonlinear and non-stationary data. Unlike 
almost all existing methods; EMD is spontaneous, adaptive and does not require prior 
knowledge. The decomposed basis is based on, and results from the original signal 
[10]. The decomposed components are known as Intrinsic Mode Functions (IMFs). 
The IMFs have time-varying frequencies and amplitudes [10]. By definition the com-
ponent will be called as IMF, if it satisfies two conditions which are as follows: 

1. In complete dataset, the sum of total number of local maxima and local minima 
equals the number of zero crossings or their difference is at most one.  

2. The local mean of lower and upper envelope is zero. 

The IMFs can be extracted from original data using sifting process [10], described as; 

1. Locate the local maxima and local minima of the original signal ܺሺݐሻ, and interpo-
late the extreme points via splines to obtain upper and lower envelopes. 

2. Calculate the mean of two envelopes, ݉ଵ. 
3. Obtain hଵ ൌ Xሺtሻ െ mଵ and inspect the conditions for IMF. 
4. If not, repeat the sifting process to obtain hଵ୩ ൌ h୩ െ mଵ୩. 
5. If hଵ୩ constitutes an IMF, then designate it cଵ ൌ hଵ୩. 
6. Now we obtain the first residual rଵ via rଵ ൌ Xሺtሻ െ cଵ. 
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7. Treat rଵ as a new data set, and perform the sifting process to obtain cଶ. 
8. Continuing the sifting process we obtain rଶ ൌ  rଵ െ cଶ, … , r୬ ൌ r୬ିଵ െ c୬. 
9. Finally, the original signal is decomposed in terms of IMFs: Xሺtሻ ൌ ∑ c୧ ൅ r୬୬୧ୀଵ   (1) 

2.2 Digital Notch Filter 

Notch filters are more suitable for applications in which amplitude of a particular 
frequency needs to be reduced, but transmit remaining frequencies with no or minimal 
loss. Applications of notch filters are mainly in the field of communication and bio-
medical engineering. Removal of interferences from power line in the ECG recording 
system is an explicit example in the field of biomedical engineering [11]. 

Ideally, frequency response of digital notch filter is given by หHሺe୨ஐሻห ൌ ൜0,    for Ω ൌ Ω₀1,    for Ω ് Ω₀  (2) 

Where Ω ൌ 2π f fୱ⁄  is the normalized digital frequency, fୱ is sampling frequency 
and Ω₀ denotes digital center notch frequency. The bandwidth of notch filter is the 
ratio of centre frequency f଴ and the quality factor Q, i.e., Δf ൌ ୤₀Q  (3) 

3 Proposed Methodology 

A hybrid algorithm EMD-Adaptive Filtering (EMD-AF) is presented in this paper. In 
this algorithm, EMD is used to decompose the contaminated signal into components 
of different frequency and amplitude to differentiate the dynamic impact of BCG 
artifact on frequencies of EEG signal. AF is applied later to reduce the amplitude of 
BCG artifact from the decomposed components. The procedure of reducing BCG 
artifact is as follows: 

1. EMD is applied to the contaminated signal to decompose it into different compo-
nents of variable frequency and amplitude called as IMF. 

2. Calculate the frequency spectrum of each IMF and compare their amplitudes to the 
prescribed threshold (maximum amplitude in original EEG signal, considered as 
acquired outside the scanner). 

3. If the amplitude at certain frequency (range from 4-15 HZ i.e. typical BCG’s fre-
quency range [3]) is greater than the threshold value, apply notch filter to filter out 
the amplitude of that frequency in respective IMF. 

4. Reconstruct the EEG signal without artifacts from the filtered IMFs using  
Equation (1). 

The flow of the proposed algorithm is presented in Fig. 1. 
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Fig. 1. Flow chart of EMD-AF method 

4 Results 

The assessment of the proposed method in reduction of BCG artifact is the main pur-
pose of this study. The proposed method is compared with the AAS. The parameters 
used to assess the performance are: correlation coefficient, signal to BCG artifact ratio 
(SBR) and power spectral density. 

4.1 Simulated Data 

In this simulated study, EEG data were taken from [12]. 8 channels were selected 
from 128 channels and are all from the right side of referenced electrode Cz. The 
selected data are used as the original (artifact-free) signal. The selected channels were 
grouped over 4 scalp regions as: Frontal (F), Fronto-Temporal (FT), Temporal (T) 
and Parietal (P) (two from each region). The reason of choosing electrodes from dif-
ferent regions is the fact that BCG amplitude varies significantly and there is inter-
channel inconsistency in artifact morphology [2]. 

The BCG artifact was estimated by subtracting the reconstructed signal (obtained 
using default setting of BCG artifact removal toolbox in net-station) from the EEG 
recorded data inside the fMRI scanner at 3T of the same selected channels. 

Four EEG signals (one from each above mentioned scalp regions) with estimated 
BCG artifact in respective channels are shown in Fig 2. Contaminated EEG data is 
created by mixing the eye-closed EEG data and estimated BCG artifact data. The 
proposed algorithm and AAS are applied on the (8 selected channels) contaminated 
data. The results are compared and validated in the next section. 

4.2 Validation 

First, the proposed algorithm and AAS are validated using correlation coefficient, 
which gives similarity between the reconstructed signal and the reference EEG  
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of the BCG artifact as compared to AAS from all regions. While comparison within 
the region shows that reconstructed signal has relatively high similarity in all regions 
except Parietal because the amplitude of BCG artifact is closer to the EEG, which can 
be seen from Fig 2 (g) and (h). Fig 3(a) shows that  SBREMDିAF has high ratio com-
pared to SBRAAS and SBRୡ୭୬୲ୟ୫୧୬ୟ୲ୣୢ, which means EMD-AF reduced the artifact 
from contaminated signal to certain extent and better than AAS. The method works 
well on high SBR relative to the low SBR, which can be concluded from Fig 3(b), as 
RRMSE is very low at high SBR. Moreover, AAS does not show any consistency and 
has higher RRMSE than EMD-AF for all SBRs.  

Power Spectral Density (PSD) of original signal, contaminated signal and recon-
structed signals are compared to further evaluate the proposed method. Fig 4 shows 
that PSD of the reconstructed signal using EMD-AF is closer to the PSD of the origi-
nal signal compared to the PSD of the reconstructed signal using AAS and contami-
nated signal. The difference in PSD of the original and the reconstructed signals 
shows that there are still residues of BCG artifact in the reconstructed signal via 
EMD-AF, which can also be concluded from similarity indexes presented in Table 1. 

Table 1. Correlation coefficient over four scalp regions 

Region Channel 
Correlation Coefficient Mean 

EMD-AF AAS EMD-AF AAS 

Frontal 
1 0.6190 0.2310 

0.69905 0.2388 
9 0.7791 0.2465 

Fronto-

Temporal 

115 0.6082 0.1881 
0.7105 0.3523 

110 0.8128 0.5165 

Temporal 
108 0.7416 0.2540 

0.6064 0.1866 
96 0.4712 0.1192 

Parietal 
98 0.4736 0.1553 

0.4780 0.1970 
92 0.4825 0.2386 

 

Fig. 3. (a) Signal to BCG artifact ratio (SBR) of contaminated signal (blue) and reconstructed 
signal (dotted pink) and (red) using AAS and EMD-AF of 8 channels respectively. (b) Relative 
Root Mean Square Error (RRMSE) after applying EMD-AF (red) and AAS (Blue) at different 
SBRs. 
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Fig. 4. Power Spectral density of original (blue), reconstructed (red) and (dotted pink) via 
EMD-AF and AAS respectively and contaminated (black) signals of one channel from each 
region: (a) Frontal, (b) Fronto-Temporal, (c) Temporal and (d) Parietal. 

The results show that the proposed method has better capability to remove the 
BCG artifact while preserving the original EEG activities as compared to AAS.  It 
needs to be further investigated and improved to fully reduce the BCG artifact to as-
sess the neurological activities. 

5 Conclusion and Future Work 

A hybrid method for reduction of BCG artifact from EEG data acquired concurrently 
with fMRI is presented in this research article. The results of simulated signals from 
four different scalp regions show that the method can efficiently remove the BCG 
artifact, though not equally from all regions.  The proposed method showed a good 
performance in reduction of BCG artifact at high SBR. Furthermore, the method does 
not require prior information about the sources mixed in the contaminated signal. 
However, while implementing on real data, the selection of a threshold value will 
require an EEG data acquisition without scanner. This method still needs improve-
ments for a better reduction of BCG artifact and will be compared with the latest me-
thodologies in our future works. In addition, it can be used jointly with other Blind 
Source Separation (BSS) methods. 
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Abstract. Learning robust and invariant feature representations is al-
ways a crucial task in visual recognition and analysis. Mean square error
(MSE) has been used in many feature encoding methods as a feature
reconstruction criterion. However, due to the non-Gaussian noises and
non-linearity structures in natural images, second order statistics like
MSE are usually not sufficient to capture these information from im-
age data. In this paper, motivated by the information-theoretic learning
framework and kernel machine learning, we adopt a similarity measure
called correntropy in the auto-encoder model to tackle this problem.
The proposed maximum correntropy auto-encoder (MCAE) learns more
robust and discriminative representations than MSE based model by per-
forming computation in an infinite dimensional kernel space. Moreover,
we further exploit the power of kernel by learning a kernel embedding
neural network which explicitly maps data from Euclidean space to an
approximated kernel space. Experimental results on standard object cat-
egorization datasets show the effectiveness of kernel learning in feature
representation for visual recognition task.

Keywords: Auto encoder, maximum correntropy, explicit kernel
embedding, image classification, feature learning.

1 Introduction

Feature learning/encoding is an essential step in the image classification. There
have been a large number of feature encoding methods proposed to obtain bet-
ter feature descriptions. One of the most successful framework for visual object
categorization is the bag-of-features (BoF) model. The basic idea of BoF-based
feature encoding methods is that local feature is expressed as a weighted linear
combination of a couple of pre-trained visual words. Feature learning by these
methods relies on a reconstruction of the original feature based on the mean
square error (MSE) criterion, such as Sparse coding [1] and ICA [2], etc. An-
other state-of-the-art object recognition architecture is the so-called deep learn-
ing models [3], to name a few, RBM [4], Auto-Encoder [5], DBN [4], CNN [6].
Deeply rooted in the biological visual system and mathematical theory, deep
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Fig. 1. Exploiting the power of kernel in feature learning

models mimic the cortex organization of human visual system by stacking one
layer on top of another in a hierarchical way. Higher layer is able to learn more
abstract concept than lower layer.

Analysis of natural images is hard as the distribution of natural images is
highly non-uniform with non-Gaussian noise corruption and great variations. In
order to handle the non-Gaussian noises and non-linear structures in natural im-
ages, we propose to train auto-encoder using the maximum correntropy criterion
(MCC). Compared with the global mean square error (MSE) cost, correntropy [7]
is a local similarity measure proposed in information theoretic learning (ITL).
MCC usually obtains more robust feature description than MSE based methods
in dealing with non-Gaussian noise data [8][9].

In order to learn more discriminative feature representation, we further exploit
the power of kernel by explicit embedding of the Euclidean data into a kernel-
induced feature space. The idea of explicit kernel mapping has drawn much
attention recent years for large scale problems. Rahimi el al. [10] propose to find
the explicit mapping by randomly sampling from the spectrum. Maji el al. [11]
introduce an explicit kernel map for intersection kernel. Vedaldi el al. [12] further
develop a general kernel mapping framework for homogeneous kernel. Unlike
these explicit kernel mapping methods, our embedding method is capable of
tackling more general kernels than a specific kernel or homogeneous kernels. Yu
el al. [13] propose to train deep neural network by optimizing the hinge loss with
kernel regularization, whereas we try to learn the explicit embedding guided by
a kernel function.

The organization of this paper is as follows. In section 2, we introduce the pre-
liminaries and propose the maximum correntropy auto-encoder (MCAE) model.
In section 3 an explicit kernel embedding neural network is developed which fur-
ther exploits the power of kernel for visual recognition. In section 4, we present
the experimental results of the proposed model. Finally in section 5, we draw
the conclusion and give the future lines of research.
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2 Auto-Encoders for Robust Feature Learning

2.1 Auto-Encoders

Auto-Encoder is developed in the 1980s [14][15] as a special neural network
architecture. Auto-encoder had been used as a powerful model for dimension re-
duction and feature extraction. In its basic format, an auto-encoder has two pro-
cessing units, namely the encoder and the decoder. Usually there is a bottleneck
layer, connecting the encoder and decoder, which is utilized as the learned fea-
ture for further processing. Many auto-encoder variants adopt the mean square
error (MSE) with a different regularization term as the loss function, such as the
sparse auto-encoders [16], contractive auto-encoders [17] and de-noising auto-
encoders [18].

2.2 An Overview of Correntropy

Correntropy [7] is a localized similarity measure which is amenable for tack-
ling non-Gaussian data with impulsive noises. For a given dataset {(xi, yi)|i =
1, 2, · · · , N}, an estimation of the correntropy Hce(X,Y ) between two random
variables X and Y is defined as

Hce(X,Y ) =
1

N

N∑
i=1

κσ(xi − yi) (1)

κσ(xi − yi) =
1√
2πσ

exp−
(xi−yi)

2

2σ2 (2)

where κσ(xi − yi) is the Gaussian kernel function.

2.3 Maximum Correntropy Auto-Encoder

Herein, we introduce the proposed unsupervised feature learning model called
Maximum Correntropy Auto-Encoder (MCAE). Rather than using normal mean
square error (MSE) or cross entropy as the reconstruction cost in training auto-
encoder, we adopt a different criteria referred to as Maximum Correntropy Cri-
terion (MCC) [7]. The objective of our MCAE model is as follows:

Jce(W,W ′, b, b′) = − 1

2N

N∑
m=1

κσ(g(f(x
(m)))− x(m)) + λ(‖W‖22 + ‖W′‖22) (3)

where f(·) is the encoder and g(·) is the decoder. W, b and W ′, b′ is the weights
and biases of encoder and decoder. Note that the Gaussian kernel κσ(·) performs
element-wise computation on each individual feature of x. λ is the weight decay
regularization parameter preventing overfitting of the model.

The proposed MCAE is directly related to the Information Theoretic Learn-
ing (ITL) framework [19]. Correntropy involves more higher order moments than
normal second order statistics like mean square error (MSE). A reasonable con-
clusion is that more structural information in the training data can be captured
by optimizing with respect to correntropy criterion. Moreover, the computational
cost is relative low compared to moment expansions.
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3 Explicit Kernel Embedding Neural Networks

In the previous section we introduce the maximum correntropy auto-encoder
which processes information in the high dimensional kernel space implicitly. The
learned features are fed into a classifier for classification task. SVM is a so-
phisticated classifier for image classification and is endowed with the power of
kernel machine naturally. Linear SVM usually works fast and performs well for
linear-separable problem. Kernel SVM, with the power of non-linearity, generally
produces better results than the linear one. One of the main problems of kernel
SVM is that the computation of gram matrix is very expensive especially when
the dataset size is very large.

To retain the benefits of both linear and kernel SVM, a natural way is to
seek an explicit mapping Φ that preserves the most properties of the implicit
kernel space. Motivated by the expressive power of neural network, in this pa-
per, we propose to use neural network as the approximation model to learn a
explicit mapping function Φ with an Explicit Kernel Embedding Neural Network
(EKENN).

Given a N layers neural network, the first layer is the input layer and the
last layer is the output layer. There are Nl nodes in the lth layer. For a pair of
training examples (x,y),x,y ∈ R

N1 , we can perform feed-forward pass for x,y
individually. The activations at layer l are a(l,x) and a(l,y), respectively. As we
want to approximate the kernel mapping function for a given kernel K(·, ·), the
dot product of the outputs from the last layer for x and y should be close to
K(x,y). A natural choice for the loss function is defined as follows:

J(x,y,W,b) =
1

2
((a(N,x))Ta(N,y) −K(x,y))2 (4)

We can readily train this model using back propagation algorithm.

4 Experiments

In this section, we evaluate the proposed MCAE and EKENN on two standard
image classification datasets, MNIST [6] and CIFAR-10 [20].

We choose L-BFGS for the optimization of auto-encoder. For the two-way
back propagation in EKENN, we use SGD to learn the network as it is more
convenient to handle pairs of training examples than L-BFGS. For EKENN, in
the following experiments, we use 3-layers neural network to learn the non-linear
mapping function induced by the χ2 kernel.

4.1 Effect of Bandwidth σ

The bandwidth σ in our maximum correntropy auto-encoder model is an im-
portant parameter. In this experiment, we study the effect of bandwidth σ on
CIFAR-10 datasets. The result is shown in Figure 2(a). From the experimental
result, we can find that MCAE performs generally well when σ is in [0.2, 0.6]. In
the following experiments, we set the value of σ by searching in this range for
the best performance.
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Fig. 2. Experimental results on CIFAR-10

4.2 MNIST

MNIST [6] is a handwritten digit recognition dataset with 60000 training images
and 10000 testing images. We train a MCAE with 1000 hidden units and report
the classification error on testing set in Table 1. The results obtained before fine-
tuning and after fine-tuning are presented separately. We also test the proposed
EKENN by appending an extra processing block performing feature transforma-
tion on the fine-tuned features. The results show that even without fine-tuning
MCAE still performs well. After fine-tuning, the test error drops to 1.23%. By
using EKENN, we further improve the performance to 1.18%. The results we
obtain are comparable to those from deep neural networks, as is shown in the
last two rows of Table 1. For a better understanding of what MCAE learns, we
draw the filters learned from MNIST in Fig. 3(a). It is clear that the MCAE
model learns the strokes of the handwritten digits.

Table 1. Performance comparison on MNIST with 1000 features

Algorithms Test Error (%)

AE [17] 1.78

AE+wd [17] 1.68

DAE-b [17] 1.57

RBM [17] 1.30

CAE [17] 1.14

MCAE (no fine-tuning) 1.46

MCAE (fine-tuning) 1.23

MCAE (fine-tuning) + EKENN 1.18

Deep AE [5] 1.40

DBN [4] 1.20
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4.3 CIFAR-10

CIFAR-10 [20] is composed of 60000 small 32 × 32 images in 10 classes. The
whole dataset is divided into a training set with 50000 examples and a testing
set with 10000 examples.

We follow the feature extraction pipeline in [21] on CIFAR-10. We randomly
sample 100, 000 8 × 8 images patches from the training set. The patches are
first normalized to zero mean and unit standard derivation, followed by ZCA
whitening and local contrast normalization (LCN). We use 2 × 2 division of
the image and average pooling to formulate the final feature vector. When the
number of features (i.e. the number of hidden units) is K, we actually extract
a 4K dimensional feature vector as the representation for one image. We use
LibLinear [22] to report the classification results and the regularization term C
in SVM is chosen with cross-validation. In Fig 2(b) we report the performances
of different feature learning algorithms under different number of features. As we
can see, using larger number of features usually produces better performance.
The result of MCAE is better than the MSE based sparse auto-encoder and
comparable to kmeans. In Table 2 we list the results of MCAE and EKENN
with 1600 features as well as results in the literature. Using MCAE and EKENN
we get a classification accuracy of 78.8% on CIFAR-10. These results confirm
the effectiveness of exploiting the power of kernels for feature representations.

The filters learned from CIFAR-10 is plotted in Fig. 3(b). Unlike those learned
fromMNIST, we find that the filters learned from the color CIFAR-10 images can
be divided into two categories, the black-white patterns and the color patterns.

(a) MNIST (b) CIFAR-10

Fig. 3. Filters learned by MCAE

5 Conclusion

In this paper, we attempt to tackle the non-Gaussionity and non-linearity of
image data and learn robust and discriminative feature representations. The
proposed MCAE model adopts Maximum Correntropy Criterion (MCC) rather
than mean square error (MSE) as the reconstruction cost. Besides, we propose a
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Table 2. Results on CIFAR-10

Algorithms Accuracy (%)

Sparse AE [21] 73.4

Improved LCC [23] 74.5

Kmeans [21] (1600 features) 77.9

MCAE (1600 features) 77.6

MCAE (1600 features) + EKENN 78.8

novel learning model that learns explicit kernel mapping in a data-driven fash-
ion. Both the MCAE model and the explicit kernel embedding model work in
a high dimensional kernel space induced by a kernel, which is regarded to be
the main reason that it works better than other models that performs feature
reconstruction in low dimensional Euclidean space. Experimental results on sev-
eral widely used image classification datasets indicate the effectiveness of the
proposed models. Our future work will be generalizing the MCAE model from
MCC to more general kernel similarity cost, wherein we can put more prior
information into the kernel similarity measure for better image modelling.
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Abstract. Image quality assessment (IQA) is provided as computational models 
to measure the quality of images in perceptually consistent manner. In this 
paper, a novel image quality index with highlighting shape of histogram of the 
image targeted is introduced to assess image qualities. The index will be used in 
place of existing traditional Universal Image Quality Index (UIQI) “in one go”. 
It offers extra information about the distortion between an original image and a 
distorted image in comparisons with UIQI. The proposed index is designed 
based on modelling image distortion combinations of four major factors: loss of 
correlation, luminance distortion, contrast distortion and shape distortion.  This 
index is easy to calculate and applicable in various image processing 
applications. Experimental results show that the proposed image quality index 
plays a significantly role in the quality evaluation on the open source “Wireless 
Imaging Quality (WIQ) database”.    

1 Introduction 

Image quality assessment (IQA) is an important issue for numerous image processing 
applications. Subjective IQA’s performed by humans directly as it can give the most 
accurate quality assessment scores. Human eyes are the ultimate receivers in most 
image processing environment.  However, the subjective evaluation methods are not 
only expensive and inconvenient but also very different to be integrated into 
computations. Therefore, it is desirable to develop objective methods which can 
automatically assess the quality of image with subjective results. 

Over the past several decades research on this front has given rise to a variety of 
computation methods of image quality assessment. IQA may be classified three 
different types namely, full-reference (FR) (where the reference image is fully 
accessible when evaluating the distorted image), reduced-reference (RR) (where only 
partial information about the reference image is available), and non-reference (NR) 
(where there is no access to the reference image) [1]. 

The quality index proposed by Wang-Bovik [2] has been proven very efficient on 
image distortion evaluation. It considers three factors: loss of correlation, luminance 
distortion and contrast distortion, which are crucial in image quality measurement. 
Besides these three factors many studies show that in human visual system (HVS), 
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information of image histogram plays a very important role, when human subjectively 
judges the quality of an image. In this paper, a new image quality index with 
highlighting shape of histogram will be introduced to assess image qualities. 
Histogram is a technique commonly used for image contrast enhancement. Histogram 
modelling techniques provide sophisticated methods of modifying the dynamic range 
and contrast of an image by altering each individual pixel. The image intensity 
histogram expresses a desired shape. In statistics, a histogram is a graphical 
representation showing a visual impression of the data distribution. It is used to show 
the frequency distribution of measurements. The total area of the histogram is equal to 
the number of data. The axis is generally specified as continuous, non-overlapping 
intervals of brightness values. The intervals must be adjacent and are chosen to be of 
the same size. A graphical representation of image histogram (Fig.1) displays the 
number of pixels for each brightness value in a digital image. Today, image 
histograms are presented on many modern digital cameras. Users can easily use them 
as an aid to show the distribution of tones captured. It is also shown that the image 
detail has been lost to blown-out highlights or blacked-out shadows. 

 

(a)                                                   (b) 

Fig. 1. Original test image Lena (a) from WIQ database (b) and its histogram 

We integrate the shape of histogram into the Universal Image Quality Index 
metric. The index is the fourth factor added to existing Universal Image Quality Index 
(UIQI) to measure the distortion between original images and distorted images. Hence 
this new image quality index is a combination of four factors. The UIQI index 
approach does not depend on the image being tested and the viewing conditions of the 
individual observers. The targeted image is normally a distorted image with 
reasonable high resolution. We will consider a large set of images and determine a 
quality measurement for each of them. Some statistical methods or quality indexes are 
used to make an overall quality assessment via the proposed new image quality index. 
In this paper the performance evaluation of the proposed index will be tested on open 
source “Wireless Imaging Quality (WIQ) database” [3].The discussion of Full-
reference (FR) methods. 

The proposed image quality index will be compared with other objective methods. 
The image quality assessment has focused on the use of computational models of the 
human visual system [4]. Most human vision system (HVS)-based assessment methods 
transform the original and distorted images into a “perceptual representation” that takes 

0

500

1000

1500

2000

2500

3000

Brightness Values

F
re

qu
en

cy
 o

f 
O

cc
ur

an
ce

0 0.2 0.4 0.6 0.8 1



 A Novel Image Quality Index for Image Quality Assessment 551 

 

into account near-threshold psychophysical properties. Wang et al. [5] and [6] measure 
structure based on a spatially localized measure of correlation in pixel values structural 
similarity (SSIM) and in wavelet coefficients MS-SSIM. Yalman proposed to use 
histogram based image quality index (HQI) in place of traditional error summation 
methods [7]. The noise quality measure (NQM) [8] described as the structural similarity 
(SSIM) index  is motivated by the need to capture the loss of structure in the image.  

The rest of this paper is organized as follows: Section 2 describes the proposed 
image quality index; Section 3 presents the experimental results. The paper ends with 
a brief conclusion. 

2 Proposed Image Quality Index 

The quality index proposed by Wang-Bovik [2] has been proven very efficient on 
image distortion performance evaluation. It considers three factors which are crucial 
in image quality measurement. Instead of using traditional error summation methods, 
Wang and Bovik’s method [2] was designed to model any image distortion with a 
combination of three factors. More specifically, given two pixel gray level real-value 
sequences ݔ ൌ ሼݔଵ, … … … ݕ ௡ሽ andݔ ൌ ሼݕଵ, … … …  ௡ሽ. They are obtained by theݕ
following equations: ߪ௫ଶ ൌ ଵ௡ିଵ ∑ ሺݔ௜ െ ҧሻଶ௡௜ୀଵݔ ௬ଶߪ  , ൌ ଵ௡ିଵ ∑ ሺݕ௜ െ തሻଶ௡௜ୀଵݕ ௫௬ߪ  , ൌ ଵ௡ିଵ ∑ ሺݔ௜ െ ҧሻ௡௜ୀଵݔ ሺݕ௜ െ  തሻݕ

Where ݔҧ is the mean of ݕ ,ݔത is the mean of ߪ  ݕ௫ଶis variance of x, ߪ௬ଶ is variance of 
y and ߪ௫௬ is the covariance of x, y 

Then, we can compute a quality factor, Q: ܳ ൌ ସఙೣ೤௫ҧ௬തሺ௫ҧమା௬തమሻ൫ఙమೣାఙ೤మ൯                                                   (1) 

Q can be decomposed into three components as ܳ ൌ ఙೣ೤ఙೣఙ೤ · ଶ௫ҧ௬തሺ௫ҧమା௬തమሻ · ଶఙೣఙ೤൫ఙమೣାఙ೤మ൯                                           (2) 

In equation (2), the first component is the correlation coefficient between ݔ and ݕ, 
which measures the degree of linear correlation between ݔ and ݕ. The second 
component measures how close the mean luminance is between ݔ and ݕ. The third 
component measures how similar the contrasts of the images are as ߪ௫ and ߪ௬ can be 
viewed as estimation of the contrasts of ݔ and ݕ. Hence, we have three components 
for a quality factor, Q which can be rewrite as: ܳ ൌ · ݊݋݅ݐ݈ܽ݁ݎݎ݋ܿ  · ݁ܿ݊ܽ݊݅݉ݑ݈  ݐݏܽݎݐ݊݋ܿ

The values of the three components are in the range of ሾ0, 1ሿ. Therefore, the quality 
metric is normalized betweenሾ0, 1ሿ. 

Besides these three factors, many studies show that in human visual system (HVS), 
histogram of image information plays a very important role, when human subjective 
judges the quality of an image. It works by redistributing the gray-levels of the input 
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image by using its probability distribution function. Although this method preserves 
the brightness in the output image with a significant contrast enhancement, it may 
produce images which do not look as natural as the input ones. To take the advantages 
of known characteristics of human perception, we introduce the shape of histogram 
with the Universal Image Quality Index metric. This proposed image quality of index 
will be tested throughout standard database of images.  

We use the statistical differences to develop a novel image quality index. To find 
out the shape of histogram from distorted image, we computed its kurtosis and 
skewness. Skewness, indicating a degree of asymmetry of a histogram, is given by the 
following equation: ܭௌ௞௘௪௡௘௦௦ ൌ ∑ ሺ௬ି௬തሻయ೙೔సభሺ௡ିଵሻ௦య                                                  (3) 

Kurtosis   quantifies a degree of histogram peakiness and tail weight. That is, data 
sets with high kurtosis tend to have a distinct peak near the mean and have a heavy 
tail. Data sets with low kurtosis tend to have a flat top near the mean. It can be 
described by the following equation ܭ௄௨௥௧௢௦௜௦ ൌ ∑ ሺ௬೔ି௬തሻర೙೔సభሺ௡ିଵሻ௦ర                                                (4) 

The formula for modified skewness is: 

ெ௢ௗ௜௙௬ ௌ௞௘௪௡௘௦௦ܭ   ൌ ∑ |௬೔ି௬ത|య೙೔సభ|௡ିଵ|௦య                                       (5) 

where ݊ is the number of pixels at image distortion value ݕ௜  ത is the mean value ofݕ ,
image distortion, ݏ is the standard deviation. 

The proposed new image quality index Q can be expressed by the four components 
as below: ܳ ൌ ఙೣ೤ఙೣఙ೤ · ଶ௫ҧ௬തሺ௫ҧమା௬തమሻ · ଶఙೣఙ೤൫ఙమೣାఙ೤మ൯ . ଶ௄ೣ௄೤௄మೣା௄೤మ                                      (6) 

The 4th component in the above equation measures how similar the shape of 
histogram of the images is. As ܭ௫ and ܭ௬ can be viewed as estimation of the shape of ݔ and ݕ, the values of the four components is normalized so this is still in the range of ሾ0, 1ሿ. The value of ܭ௫ and ܭ௬ are computed into three different way using equation 
(3), (4) & (5). Therefore the Q can be expressed by the following four factors: ܳ ൌ ·  ݊݋݅ݐ݈ܽ݁ݎݎ݋ܿ  ·  ݁ܿ݊ܽ݊݅݉ݑ݈ ݐݏܽݎݐ݊݋ܿ ·  ݁݌݄ܽݏ

The new quality index will be applied to local regions using a sliding window for 
objective image quality analysis. For example starting from the top-left corner of the 
image, a sliding window with the size of ܤ ൈ  is moving pixel by pixel horizontally ܤ 
and then vertically through all pixels of the image. We assume that at the position 
of ሺ݅, ݆ሻ in the target image, the local quality index ௜ܳ௝   can be computed as equation 
(7). Here, the row number and column number of the image are ݊ and ݉, then the 
overall normalized quality index is: 
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ܳ ൌ ଵ௡ൈ௠ ∑ ∑ ௜ܳ௝௠௝ୀଵ௡௜ୀଵ                                                  (7) 

The overall performance of the proposed image quality index is based on shape of 
histogram with UIQI [2] can be further described in Fig.2. In order to show the 
efficiency of this image quality index, the open source “Wireless Imaging Quality 
(WIQ) database [3]” is used for testing, which will be discussed in the next section. 

 

Fig. 2. Flow chart of propose image quality index 

3 Experimental Results 

3.1 Image Database 

We tested our proposed novel image quality index on the Wireless Imaging Quality 
(WIQ) assessment database [3]. This database contains seven widely adopted gray 
level reference images (Barbara, Elaine, Goldhill, Lena, Mandrill, Pepper, Tiffany) of 
dimensions 512 × 512 pixels. To address the problem of quality assessment for image 
communication they created a set of test images using a simulation model of a 
wireless link. This database has two subjective image quality tests. The first one is at 
the Western Australian Telecommunications Research Institute (WATRI) in Perth, 
Australia and the second one is at the Blekinge Institute of Technology (BTH) in 
Ronneby, Sweden. In each test, 30 non-expert viewers were presented with 40 test 
images. The artefacts in the test images were beyond what can usually be observed in 
purely source encoded images. In particularly, all the images are distorted by different 
types of blocking, blur, ringing, block intensity shifts, and high frequency noise. The 
database also contains the subjective evaluation results for each image, which is 
obtained by psychometric tests. 

3.2 Methodology 

To verify the validity and usefulness of the proposed image quality index, the 
experiments were performed with the following procedures: 
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Step 1: At first we obtained objective scores from the IQA algorithms. The 
evaluation was done using mean opinion score (MOS)/ difference mean opinion score 
(DMOS) after nonlinear regression using a five-parameter logistic function (a logistic 
function with an added linear term, constrained to be monotonic) as defined [9]: ݂ሺݔሻ ൌ ଵߚ ቀଵଶ െ ଵଵା௘ഁమሺೣషഁయሻቁ ൅ ݔସߚ ൅  ହ                          (8)ߚ

The parameters ߚଵ, ,ଶߚ ,ଷߚ   ହ are chosen to minimize the mean square errorߚ ݀݊ܽ ସߚ
(MSE) values between predicted values (i.e. MOS/DMOS values) and the corresponding 
set of transformed predicted value ݂ሺݔሻ. The minimization was conducted under the 
constraint that ݂ሺݔሻ had to be a monotonic function of over the range of predicted values. 
This nonlinearity was applied to the MOS or its logarithm, which ever gave a better fit 
for all data. 

Step 2: According to the recommendations from Video Quality Experts Group 
(VQEG) [9], the performance of an image quality assessment can be quantitatively 
evaluated with respect to its ability to predict subjective quality rating in the following 
three aspects: (1) prediction accuracy, (2) prediction monotonicity, and (3) predication 
consistency. The first two metrics namely, Spearman rank-order correlation coefficient 
(SROCC) and Kendall rank-order correlation coefficient (KROCC), need to be 
measured with the prediction monotonicity of an IQA metric. These two metrics are 
based only on the rank of the data points with ignoring the relative distances among 
those points. The third metric is the Pearson linear correlation coefficients (PLCC) 
between the mean opinion scores and the objective scores after nonlinear regression. 
SROCC, KROCC, PLCC are the correlation methods. The fourth & fifth metrics are 
error methods such as the root-mean-square error (RMSE), and mean absolute error 
(MAE). These two are evaluated between the MOS and objectives scores after nonlinear 
regression. PLCC, MAE and RMSE are adopted to evaluate prediction accuracy. A 
better objective IQA measure is expected to have higher SROCC, KROCC and PLCC 
values (Prediction accuracy close to 1) while a low RMSE value (close to 0).  

3.3 Experimental Results and Discussion 

The proposed image quality index metric is generally competitive with the other 
metrics in terms of prediction accuracy and prediction monotonicity on the WIQ 
database. Here, the six metrics, peak signal to noise ratio (PSNR),  UIQI [2], 
structural similarly(SSIM) [5], MS-SSIM [6], HQI [7], NQM [8] were applied .The 
results of  PSNR,  SSIM , MS-SSIM, HQI , NQM, UIQI were computed using their 
default implementation. Table 1 shows the simulation results of our proposed image 
quality index in three different cases such as image quality index Q (Skewness) for 
shape of histogram using skewness equation (3), image quality index Q (Abs-
Skewness) for shape of histogram using absolute skewness equation (5), and image 
quality index Q (Kurtosis) for shape of histogram using kurtosis equation (4). It can 
be seen that the proposed method performs quite well for a wide range of distortion 
types. It gives better prediction accuracy, better prediction monotonicity & higher  
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Table 1. Evaluation of IQA models on WIQ database 

Model Correlation Methods Error Methods 

SROCC KROCC PLCC MAE RMSE 

Q(Kurtosis) 0.7049 0.5122 0.4116 92.7340 0.6550 

Q(Skewness) 0.7297 0.5373 0.4568 92.7339 0.6552 
Q(Abs-Skewness) 0.6551 0.5373 0.4568 92.7340 0.6551 

UIQI 0.6551 0.4797 0.3795 92.7338 0.6554 
MSSIM 0.5781 0.4406 0.4182 92.7361 0.6559 

MS-SSIM 0.3983 0.3259 0.2056 92.7333 0.6553 

PSNR 0.6322 0.4929 0.7384 64.0075 0.3999 

HQI 0.6708 0.4852 0.4705 92.7529 0.6560 

NQM 0.6708 0.5109 0.7546 57.4466 0.3471 

    

(a)                                   (b)                                                 (c) 

 

                           (d)                                                 (e)                                               (f) 

 

   (g)                                             (h)                                              (i) 

Fig. 3. Scatter Plots of subjective MOS scores versus scores obtained by model prediction on 
the WIQ database (a) Proposed Q(Kurtosis); (b) Proposed Q(Skewness) (c) Proposed 
Q(Absolute Skewness); (d) UIQI; (e) NQM; (f) (PSNR); (g) HQI; (h) SSIM; (i ) MS-SSIM. 
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MAE values & lower RMS values than UIQI and others methods, which is the most 
widely used FR image quality metric in the image processing literature. Fig.3 shows 
the scatter plots of MOS versus the predicted score by nine IQA metrics which 
achieve good results on the WIQ database. All curves shown in Fig.3 are obtained by 
a nonlinear fitting according to the model equation (8). It is clear that our proposed 
image quality index is more consistent with the subjective measure than others refer 
to the Fig.3 (a), (b) & (c) as compare with  Fig.3 (d) & other methods by a nonlinear 
fitting using equation(8). The reason for the performance improvement is that we 
incorporate the measuring shape of histogram into the UIQI. 

4 Conclusion 

This paper introduced a novel image quality index. Our experimental results indicate 
that the proposed image quality index outperforms the UIQI under different types of 
image distortions. It is computationally efficient in comparison with typical image 
quality assessment (IQA) methods. It’s also applicable to various input modalities. It 
does perform so well without any HVS model employed. Experimental results 
indicate that the proposed image quality index outperforms the others IQA models.  
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Abstract. This paper presents an experimental analysis of moments of predic-
tive deviations as measures of ensemble diversity to estimate the performance of
time series prediction for model selection. As an extension of the ambiguity de-
composition of bagging ensemble, we decompose the fourth power of ensemble
prediction error and examine the effect of the moments of predictive deviations
of ensemble members to the ensemble prediction error. By means of numerical
experiments, we analyze the results to show the properties and the effectiveness
of the moments.

Keywords: Moments of predictive deviations, Ensemble diversity measures,
Performance estimation, Model selection, Time series prediction.

1 Introduction

This paper presents an experimental analysis of moments of predictive deviations of
ensemble members as measures of ensemble diversity to estimate the performance of
time series prediction for model selection. Here, the diversity, representing the degree
of disagreement involved in the ensemble, has been well analyzed and applied to ensem-
ble learning algorithms. For example, in NC (negative-correlation) learning of training
dataset with known target values, an appropriate tuning of the trade-off between the
minimization of each prediction error and the maximization of the covariance of pre-
diction errors within the ensemble is shown to give a better performance (see [1,2]).
However, with unknown target values, the performance of predictions is hard to be es-
timated. In [3], we have examined the fourth power of ensemble prediction errors and
shown the effect of the moments of predictive deviations to the fourth power predic-
tion error. From this analysis, we have shown that a trial model selection method using
the maximum absolute skew of predictive deviations shows a better performance than
the holdout method in multistep time series prediction. However, the analysis and the
experiments are not enough to utilize the moments for model selection.

In this paper, we conducted numerical experiments much more and examine the ef-
fect of the moments of predictive deviations for model selection in time series predic-
tion. In the next section, we show the notation of bagging, followed by the introduction
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of error decomposition of bagging ensemble prediction error and the moments of pre-
dictive deviations, and then describes multistep prediction of time series. In 3, we show
the results of numerical experiments and the effectiveness of the present analysis.

2 Bagging, Diversity and Time Series Prediction

2.1 Bagging for Regression Problem

Let Dn � {(xi, yi)|i ∈ In} be a training data set, where xi � (xi1, xi2, · · · , xIke)
T

and yi denote an input vector and the target value, respectively, and In � {1, 2, · · · , n}.
We suppose the relationship given by

yi � ri + ei = r(xi) + ei, (1)

where ri � r(xi) is a nonlinear target function of xi, and ei represents zero-mean noise
with the variance σ2

e .
We formulate the bagging (bootstrap aggregation) [4,5] as follows; let Dnα�,j =

{(xi, yi)| i ∈ Inα
�,j)} be the jth bag (multiset, or bootstrap sample set) involving nα

elements, where the elements in Dnα�,j are resampled randomly with replacement from
the training dataset Dn. Here, α (> 0) indicates the bag size ratio to the given dataset,
and j ∈ J bag � {1, 2, · · · , b}. Here, note that α = 1 is used in many applications
(see [6,7]), but we use variable α for improving generalization performance (see [5]
for the effectiveness and the validity). With multiple learning machines θj (∈ Θbag �
{θj |j ∈ J bag}) which have learned Dnα�,j , the bagging for estimating the target value
ri = r(xi) is done by

ŷbag

i � ŷbag(xi) �
1

b

∑
j∈Jbag

ŷji ≡
〈
ŷji

〉
j∈Jbag

(2)

where ŷji � ŷj(xi) denotes the prediction by the jth machine θj . The angle brackets
〈·〉 indicate the mean, and the subscript j ∈ J bag indicates the range of the mean. For
simple expression, we sometimes use 〈·〉j instead of 〈·〉j∈Jbag in the following.

2.2 Error Decomposition and Moments of Predictive Deviations

To analyze the error of bagging ensemble, bias-variance decomposition and ambiguity
decomposition have been examined [1]. We here show a slightly different formulation
in order to deal with unknown target values as follows. First, let us decompose each
prediction as ŷji = ri + βi + εji , where βi = 〈ŷji 〉j − ri represents the bias, and

εji = ŷji − βi the predictive deviation. Then, we have the mean square error of the
predictions ŷji for all bags to the training target value yi as〈

(ŷji − yi)
2
〉
j
=
〈
(βi + εji − ei)

2
〉
j
= (βi)

2 +
〈
(εji )

2
〉
j
− 2βiei + (ei)

2, (3)
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and the square error of the bagging prediction to the true target value, which we some-
times call generalization error in the following, as

(ŷbag

i − ri)
2 = (βi)

2 =
〈
(ŷji − yi)

2
〉
j
−
〈
(εji )

2
〉
j
+ 2βiei − e2i . (4)

Here, (3) corresponds to the bias-variance decomposition and (4) the ambiguity decom-
position, where the variance term 〈(εji )2〉j is called ambiguity as a measure of diversity.
Differently from the decompositions shown in [1], the above decompositions show the
effect of overfitting βiei which should be taken into account for reducing the gener-
alization error although it is hard to be estimated. Intuitively from the ambiguity de-
composition, larger variance is supposed to reduce the generalization error much more.
Furthermore, since we can obtain only the variance term when predicting unknown yi,
we expect that the variance is useful to estimate the generalization error. However, the
variance has no relationship with the generalization error in our experiments shown be-
low, which is of course owing that the first term may cancel the effect of the variance
and it is well known that the variance becomes bigger as the complexity of the learning
model increases.

So, we decompose the fourth power of the error as follows:

(ŷbag

i − ri)
4 = −

〈
(εji )

4
〉
j
− 4(ŷbag − yi)

〈
(εji )

3
〉
j
− 6(ŷbag − yi)

2
〈
(εji )

2
〉
j
+ C (5)

where C represents the sum of the terms which do not explicitly involve εji , and note
that ŷbag−yi = βi−ei involves unknown yi.Then, in order to reduce the right hand side
for a constant C, both 〈(εji )4〉j and 〈(εji )2〉j should be larger while |〈(εji )3〉j | should be
smaller and larger for the corresponding terms being negative and positive, respectively.
Now, to evaluate the relationship to the generalization error without any dependency
among these terms, we examine the following moments of predictive deviations, i.e.
the skew Si and the kurtosis Ki as well as the variance Vi,

Vi � σ2
i � 〈(εji )2〉j , Si �

〈(εji )3〉j
σ3
i

, Ki �
〈(εji )4〉j

σ4
i

. (6)

For all test data to be predicted, we use mean variance (MV) 〈Vi〉i, mean absolute skew
(MS) 〈|Si|〉i and mean kurtosis (MK) 〈Ki〉i, where we do not use 〈Si〉i but 〈|Si|〉i to
eliminate the effect of unknown polarity of (ŷbag − yi)〈(εji )3〉i.

2.3 Time Series Prediction

The above analysis is utilized for estimating the performance of multistep prediction
of time series formalized as follows. Let yt:n = y(t)y(t + 1) · · · y(t + n − 1) denote
a time series of real values y(t) (∈ R) for a discrete time t = 0, 1, 2, · · · . For a given
time series ytg:ng , we are supposed to predict succeeding time series ytp:np for tp ≥
tg + ng. To solve the problem, we use yt = r(xt) + et in (1) with substituting yt :=
y(t) and xt := (y(t − 1), y(t − 2), · · · , y(t − k))T , where the embedding dimension
k should be selected properly (see the theory of Chaotic time series [8] for details).
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Fig. 1. Lorenz time series y(t) for t = 0, 1, 2, · · · , 4999

Then, the learning and the prediction can be formulated as a regression problem as
described above, and we can execute multistep prediction ŷt = ŷbag(x̂t) with x̂t =
(xt1, xt2, · · · , xtk) involving xtj = yt−j (t− j < tg) and xtj = ŷt−j (t− j ≥ tg) for
t = tp, tp + 1, · · · , successively.

3 Numerical Experiment and Analysis

3.1 Experimental Settings

As a chaotic time series, we employ Lorenz time series given by

dx

dtc
= −σx+ σy,

dy

dtc
= −xz + rx− y,

dz

dtc
= xy − bz, (7)

for σ = 10, b = 8/3, r = 28 (see [8]). Here, we use tc for continuous time and
t (= 0, 1, 2, · · · ) for discrete time related by tc = tT with the sampling period T . We
have generated 5,000 data points from the initial state (x(0), y(0), z(0)) = (−8, 8, 27)
with the sampling period T = 25ms via Runge-Kutta method with 128 bit precision
of GMP (GNU multi-precesion library). We use y(t) for the time series to be pro-
cessed (see Fig. 1). Here, note that we have observed three time series generated with
T = 250ms, 25ms and 2.5ms, respectively, and they are all the same until 20s and the
latter two time series with T = 25ms and 2.5ms are the same until 30s, while the differ-
ence increases exponentially after then. Furthermore, with the precision less than 128
bit, the difference of the above time series increases after shorter duration of time. This
result is supposed to be related to the property of chaotic time series that a short term
prediction is possible but a long-term prediction is impossible owing to finite computa-
tional precision. From another point of view, the result indicates that the computational
error by Runge-Kutta method decreases by reducing the sampling period, and y(t) for
each duration of time less than 1200 steps (=30s/25ms) in Fig. 1, or yt0:1200 for each
initial time t0 = 0, 1, 2, · · · with initial state (x(t0), y(t0), z(t0)), is supposed to be
almost correct, while cumulative computational error may increase exponentially after
the duration.
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Fig. 2. Experimental results of MSE (mean square error), MV, MS, and MK vs. N for tp = 2000

We use y0:2000 for training a bagging learning machine, and execute multistep pre-
diction of ytp:np with the initial input vector xtp = (y(tp − 1), · · · , y(tp − k)) for
prediction start time tp = 2000 + 100i (i = 0, 1, 2, · · · , 29) and prediction horizon
np = 1, 10, 50, 100. Finally, we analyze the moments of predictive deviations of the
bagging machines. Note that the relationship between training and predicting data of
this experiment is different from usual one which employs tp = tg + ng. However, we
can obtain several critical properties of the moments, as shown below.

For a learning machine, we use CAN2 (see A.2 and [5] for details), where the model
complexity is the number of units, N , or the number of piecewise linear regions for
approximating a predictive function. We would like to solve the problem to select an
appropriate N for a good prediction from N ∈ N = {20, 40, · · · , 300}. We use the
embedding dimension k = 8 and the number of bags b = 100 because they have
provided good prediction performance in several trial experiments.

3.2 Results and Analysis

For all 120 combinations of tp = 2000 + 100i (i = 0, 1, 2, · · · , 29) and np =
1, 5, 10, 100, we have executed the bagging prediction and obtained the mean square
prediction error (MSE), and the moments of predictive deviations, i.e. mean variance
(MV), mean absolute skew (MS) and mean kurtosis (MK) for all N ∈ N = {20, 40,
· · · , 300}. Experimental result of the (mean) moments for tp = 2000 and np = 1, 10,
50, 100 is shown in Fig. 2, where NMSE, NMS and NMK denote N which achieves the
minimum MSE, the maximum MS and the maximum MK, respectively, for all N and
each tp and np.
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Fig. 3. Experimental results of NMSE, NMS and NMK for tp = 2000 + 100i (i = 0, 1 · · · , 29)

By means of examining the results for all tp and np, we have observed several prop-
erties. First, for the increase of N from 20 to 300, MS and MK increase to the global
maximum and then decreases while MV only increases from the minimum to the max-
imum, where the increase and the decrease sometimes involve fluctuations but changes
monotonically. This property is supposed to be obtained as follows. Basically, all mo-
ments of predictive deviations are supposed to increase with the increase of N because
N is the number of piecewise linear regions providing the model complexity and then
the predictive deviations may become larger with the increase of the complexity. When
N is so big that the number of training data in each piecewise linear regions may not
increase, all moments of predictive deviations are supposed to saturate. Since the skew
Si and the kurtosis Ki are normalized via using the value of variance Vi = σ2

i as given
in (6), they may decrease when the variance, or the 2nd moment, decreases much more
than the 3rd and the 4th moments. This may plausible because the minimization of the
mean square prediction error, or the 2nd moment of the prediction error, for each N and
training data is the objective of the learning of each CAN2, which is the same as usual
learning machines.

Next, we have observed the property that NMSE is smaller than NMS and NMK in
almost all cases as shown in Fig. 3, where 12% cases (15 out of 120=30×4 cases) are
the exceptions. In Fig. 3, we can see that NMSE, or the best model, changes largely
for the change of the start time tp and the horizon np for prediction. From Fig. 3, we
would like to evaluate the performance by means of using the half of NMS and NMK as
a rough estimation of NMSE. The result is shown in Fig. 4. Here, MSEmin, MSEMS and
MSEMK are MSE of the predictions using NMSE, N = 0.5NMS and N = 0.5NMK,
respectively. For comparison, MSEref is obtained by applying N = NMSE obtained
for y2000+100i):np

to the prediction of y2000+100(i+1):np
. This method is based on the
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Fig. 4. Experimental results of MSE obtained by presented model selection methods
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Fig. 5. Experimental results of predictions obtained by presented model selection methods

assumption of the continuity of the best model with respect to the increase of tp, and
this assumption is considered to be utilized by the holdout method (A.1) often used in
time series model selection. Note that in Fig. 4 for np = 100, we exclude the predictions
using N which generates MSE (MSEMS, MSEMK or MSEref) bigger than 10 from the
calculation of mean MSEs, because MSE bigger than 10 dominates the mean value.
Precisely, we show the predictions for np = 100 and tp = 2200, 2300, 2400 in Fig. 5,
where ŷMSEmin

, ŷMS, ŷMK, ŷref are the predictions using NMSE, NMS, NMK and Nref ,
respectively. From the result for tp = 2300, we can see that the prediction error by ŷMS,
ŷMK and ŷref increases exponentially after t = 2350 and the resultant MSE are very big
so that it dominates the mean value. From Fig. 4, we can see the mean value of MSEMS

and MSEMK are smaller than MSEref for every horizon np. This result indicates the
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usefulness of the moments of predictive deviations. The result also indicates that we
cannot tell whether the present method works or not for a given start time tp and horizon
np, but the method works on average.

4 Conclusion

We have analyzed to show that the moments of predictive deviations as ensemble di-
versity measures can be used for model selection in time series prediction. From the
fourth power of bagging ensemble prediction error, we have shown the effect of the
moments of predictive deviations of ensemble members to the ensemble prediction er-
ror. By means of a number of numerical experiments, we have shown some properties
of the moments and utilized the findings for model selection. The method is effective
on average but it cannot to be assured for a given start time and horizon of prediction.
However, this problem may be related to the exponential prediction error of the chaotic
time series prediction, and it is difficult to be solved. We would like to examine this
problem and other time series in our future research studies.

This work was supported by JSPS KAKENHI Grant Number 24500276.
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A Appendix: Prediction Tools

A.1 Holdout Method for Time Series Prediction

This method is often used to estimate the performance of prediction for unknown time
series because it requires only training dataset as follows. For a given time series ytg:ng

to predict the successive horizon ytg+ng:np , the former part ytg:ng−np is used for train-
ing and the latter part ytg+ng−np:np are hold out to evaluate the prediction performance
for model selection.



Experimental Analysis of Moments of Predictive Deviations 565

A.2 CAN2

The CAN2 (competitive associative net 2) is a neural net for learning efficient piece-
wise linear approximation of nonlinear function by means of the following schemes
(See [5] for details): A single CAN2 has N units. The jth unit has a weight vector
wj � (wj1, · · · , wjk)

T ∈ R
k×1 and an associative matrix (or a row vector) M j �

(Mj0,Mj1, · · · ,Mjk) ∈ R
1×(k+1) for j ∈ IN � {1, 2, · · · , N}. The CAN2 after

learning the training dataset Dn = {(xi, yi)|yi = r(xi)+ei, i ∈ In} approximates the
target function r(xi) by ŷi = ỹc(i) = M c(i)x̃i, where x̃i � (1,xT

i )
T ∈ R

(k+1)×1 de-
notes the (extended) input vector to the CAN2, and ỹc(i) = M c(i)x̃i is the output value
of the c(i)th unit of the CAN2. The index c(i) indicates the unit who has the weight
vector wc(i) closest to the input vector xi, or c(i) � argmin

j∈IN

‖xi − wj‖. The above

function approximation partitions the input space V ∈ R
k into the Voronoi (or Dirich-

let) regions Vj � {x ∣∣ j = argmin
i∈IN

‖x − wi‖} for j ∈ IN , and performs piecewise

linear prediction for the function r(x).
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Abstract. In this paper, we present a new robust visual tracking approach that
incorporates an adaptive metric learning in a multiple components framework.
Using a similar overall approach to other state-of-the-art tracking methods, which
pose object tracking as a binary classification problem, we firstly employ a new
feature selection mechanism based on adaptive metric learning for constructing a
discriminative target appearance model and then propose a scheme to update the
appearance model in a Multiple Component Learning boosting manner, which
automatically learns individual component classifiers and combines these into
an overall classifier. Experiments on several challenging benchmark video se-
quences demonstrate the effectiveness and robustness of our proposed method.

Keywords: Histogram of Oriented Gradients, Adaptive Metric Learning,
Multiple Component Learning, Boosting.

1 Introduction

Object tracking is a well-studied problem in computer vision and has many practical ap-
plications. The problem and its difficulty depend on several factors, such as the amount
of prior knowledge about the target object. Tracking generic objects has remained chal-
lenging because an object can drastically change appearance when deforming (e.g. a
pedestrian), rotating out of plane, being occluded, or when the illumination of the scene
changes.

In Multiple-Instance Learning (MIL) [1–3], an object is represented as a bag con-
sisting of a set of feature vectors called instances. In the training set, the labels of
bags, either positive or negative, are given, while the uncertainty stems from the un-
known labels of instances in the bags. MIL can handle such ambiguity by minimising
the negative log likelihood of the training bags, so that a more robust learner can be
achieved. However, MIL-based tracking [2] still employs an exhaustive feature selec-
tion mechanism to form the adaptive appearance model, which has a negative impact
on the accuracy of the tracking system.

In this paper, we present a novel adaptive appearance model and updating method
under the recently proposed Multiple Component Learning (MCL) boosting framework
[4]. Our main contribution is the proposal of an optimisation scheme for the robust
updating of the appearance model. Section 2 describes the related work. Section 3 pro-
vides an overview of the proposed tracker and its theoretical foundations. The novel

M. Lee et al. (Eds.): ICONIP 2013, Part III, LNCS 8228, pp. 566–575, 2013.
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MCL-based visual tracking approach is proposed in Section 4. Results on the experi-
mental validation of the approach are presented and discussed in Section 5, before the
conclusions are drawn in Section 6.

2 Related Work

The appearance model is an essential part of a tracking system. The question of how
to design a robust appearance model, which can be adaptive to the factors mentioned
above, is a key task in most recently proposed algorithms [5, 6]. In general, the re-
cently proposed tracking approaches can be categorised into two classes based on their
different appearance representation schemes: generative models [7] and discriminative
ones [8, 9]. Generative models first learn an appearance model to represent the object
and then search for the object appearance at each frame most similar to the learnt ap-
pearance. Black et al. [10] learned a subspace appearance model offline. However, the
offline learnt appearance model is difficult to adapt to the appearance variations.

To deal with appearance variations, some online learning approaches have been pro-
posed such as the IVT method [7]. Adam et al. [11] utilised multiple fragments to design
an appearance model, which is robust to partial occlusions. However, these generative
models do not take into account background information, eliminating some very useful
information that can help to discriminate the object from background [12].

Discriminative models, which are also called tracking-by-detection methods, con-
sider tracking as a binary classification task that separates the object from its surround-
ing background. Adaptive tracking-by-detection methods first train a classifier in an on-
line manner using samples extracted from the current frame. In the next frame, a sliding
window is then used to extract samples around the previous object location, before the
previously trained classifier is applied to these samples. The location of the sample with
the maximum classifier score is the new object location at the current frame. Collins et
al. [13] demonstrated that selecting discriminative features in an online manner can
greatly improve the tracking performance. Inspired by the advances in face detection
[1], many boosting feature selection methods have been proposed. Grabner et al. [14]
proposed an online boosting feature selection method motivated by the online ensemble
method [15]. However, all the above mentioned discriminative methods only utilise one
positive sample. If the object location detected by the current classifier is not precise,
the extracted positive sample will be imprecise, leading to a suboptimal updated classi-
fier. The inaccuracy will be accumulated to degrade the classifier seriously. Finally, this
can lead to tracking failure (due to drift) [2].

Viola et al. [1] and Babenko et al. [2] introduced the use of MIL for object detection
and tracking. Recently, Dollar et al. [4] proposed a discriminative learning approach by
combining boosting with weakly supervised learning, especially the MIL.

3 System Overview

A typical object tracking system contains three components: an image representation,
an object appearance model and a motion model. Given the recent success of the His-
togram of Oriented Gradient (HOG) [16] feature in object detection [17], we employ
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Algorithm 1. System overview
Input: New video frame number t

1 Crop a set of image patches Xs = {x |s > ‖l (x)− l∗t−1‖};
2 Compute several HOG components feature vectors for each candidate patch in Xs;
3 Use adaptive MCL classifier � (x) to estimate p (y = 1 |x ) for x ∈ Xs;
4 Update tracked object location l∗t = l (argmaxx∈Xs p (y |x ));
5 Crop positive samples within a search radius α;
6 Crop two different bags of image patches Xγ = {x |γ > ‖l (x)− l∗t ‖} and
Xγ,β = {x |β > ‖l (x)− l∗t ‖ > γ }, then obtain HOG feature bags for each component
(see Figure 1);

7 Update object appearance model using the positive patches bag Xγ and negative patches
bags Xγ,β ;

a rectangle feature (‘patch’) as the image representation to describe the components of
tracking object. Our appearance model adopts the philosophy of representing the ob-
ject as an assembly of components [18, 19], but similar to [20], we use a bag of HOG
features to model a component. We adopt it in our weak classifier design and evalu-
ate HOG by integral histogram computation [21]. We use the bag of HOG features to
model a component and apply a boosting framework to combine the HOG components
into a strong discriminant classifier, which is able to return p (y = 1 | x) where x is an
image patch and y is a binary variable indicating whether x is the target. For the motion
model, suppose at time step t− 1, our tracker maintains the object location l∗t :

p
(
l∗t | l∗t−1

)
=

{
1, if

∥∥l∗t − l∗t−1

∥∥ < s
0, otherwise

(1)

Assuming a trained feature set and labelled samples are given, the proposed method
provides an adaptive metric for better tracking. This is especially useful when track-
ing the target in a rather cluttered environment. Our approach iteratively updates each
feature by minimising the weighted least square error between the estimated feature
response and the true label.

The basic flow of our tracking system is illustrated in Figure 1. The main procedures
of our system are as follows: Let l∗t denote the location of the object at the tth frame.
First, we densely crop some positive samples Xα = {x | α > ‖l (x)− lt∗‖} within a
search radius α centring at object location l∗t and then we crop the positive bag of image
patches from set Xγ = {x | α > ‖l (x)− lt∗‖}. Second, we randomly crop some nega-
tive samples from set Xγ,β = {x |β > ‖l (x)− l∗t ‖ > γ } where α < γ < β. Third, we
utilise these positive and negative bags to update the classifier  (x). In the next frame,
we crop some samples Xs = {x | s > ‖l (x) − l∗t ‖} with a large radius surrounding
the previous object location at the t+ 1th frame. Next, we apply the previously trained
classifier to these samples to find the sample with the maximum confidence. Based on
the newly detected object location, our tracking system repeats the above mentioned
procedures. The overview of our tracking system is summarised in Algorithm 1.
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Fig. 1. The basic flow of our system

3.1 Adaptive Metric Learning

Choosing an appropriate distance measure is fundamental to the tracking problem, espe-
cially when the target is subject to significant variation such as changes in illumination.
To measure the neighbourhood relation between a pair of feature vectors xi and xj in
the training set, we use pij as a soft-max over the Euclidean distance similar to [22] in
the new feature space transformed by a linear transformation matrix A ∈ !d×m where
d is the dimension of the transformed feature space, set to 12 in the experiments, and m
is the dimension of the input feature space, set to 144:

pij =
exp

(
−‖Axi −Axj‖2

)
∑

k 
=i exp
(
−‖Axi −Axk‖2

) . (2)

Assuming all instances in the negative bags are correctly labelled and that instance
labels in the positive bag are unknown, we aim to maximise the objective function
g (A), which is the expected number of negative samples in the input feature space that
are correctly classified [22]:

A∗ = argmax
A

g (A) (3)

= argmax
∑
i=−1

log

⎛⎝ ∑
j∈Ci=−1

pij

⎞⎠ . (4)

The above optimisation problem can be solved by a gradient descend technique [22], in
order to compute ∂g

∂A :

∂g

∂A
= 2A

∑
i=−1

(∑
k

pikxikx
T
ik −

∑
j∈Ci=−1

pijxijx
T
ij∑

j∈Ci=−1
pij

)
(5)

where xij = xi − xj .
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3.2 Component Classifier

The Histogram of Gradient feature is robust to pose variation [16] and is widely ap-
plied in tracking applications. We use a 9-bin histogram of gradient magnitude at each
orientation for the blocks containing 4 × 4 cells. Note that the HOG feature can be
parametrised by (x0, y0, x1, y1), where (x0, y0) and (x1, y1) are the two corners (top-
left and bottom-right) of the first cell. We adopt it in our weak classifier design and
evaluate HOG components by integral histogram computation [21]. After transforming
features to the new feature space, the component classifier according to the HOG fea-
ture can be achieved by using SVM classifier. Therefore, the component classifier can
be presented as an SVM of:

Fm (x;p) = A (x)
T
α+ b (6)

where x denotes the candidate image patch. The parameters of component classifier
p = [A,α, b]

T and M denotes the number of components for representing the target
(m = 1, · · · ,M ).

3.3 Feature Selection

We aim to adaptively select features that are of the most discriminative ability from the
pool. Then, the feature selection can be seen as a process of updating the parameters
of each weak classifier. Therefore, it is natural to use the weighted least square error
(WLSE) as the objective function for feature updating:

min ε (F (x; p)) = min

K∑
i=1

D (i) (F (x;p)− yi)
2
)

(7)

where yi denotes the label of the ith training image patch. Inspired by the definition
of Multiple Instance Learning, in our proposed framework, we use training data bags
{(X1, y1) , . . .} where Xi = {xi1, xi2, . . . , xij}, xij denotes an image patch and yi a
pixel location. Similar to [2], we use a boosting framework to train a boosted classifier
to minimise the negative log likelihood of bags:

L = −
∑
i

(log p (yi |Xi )) (8)

where p (yi |Xi ) is the posterior probability of the bag, which we denote by pi.
Moreover, we should define the posterior probability p (yij | xij) of an instance at

bag Xi and take the pij . Similar to the definition of the bag label, the connection be-
tween bag probability pi and the probability of its instance pij can be achieved by:

pi = maxj (pij) (9)

Several differentiable approximations to the max operator exist in the literature. In
[1], the Noisy-OR (NOR) model is adopted for doing this: Our proposed framework
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iteratively minimises the negative log likelihood of training bags by choosing the most
discriminative feature from a large feature pool in each boosting training phase.

pi = 1−
∏
j

(1− pij) (10)

In order to measure the contrast between the confidence that one sample would be
classified as positive or negative, we use hm (x) (the log odd ratio of weak classifier) to
model the instance probability instead of Fm (x;p) itself directly. The hm (x) can be
represented as:

hm (x) = log

[
p (y = 1 | Fm (x))

p (y = −1 | Fm (x))

]
. (11)

For each trained SVM Fm (x;p), we compute the mean μ+ and μ− of posi-
tive and negative support vectors [23], respectively. Then, p (y = 1 | Fm (x)) and
p (y = −1 | Fm (x)) are computed as follows:

p (y∗ | Fm (x)) = exp (− |A (x)− μ∗
m|) (12)

where y∗ = 1 or y∗ = −1 when μ∗ is μ+ or μ−. Then, the instance probability can be
modelled as:

p (yi | xij) = σ (Hm−1 (xij) + hm (xij)) (13)

where σ (·) is the sigmoid function, Hm−1 (x) is the sum of the log odd ratio of the pre-
vious component classifiers. Finally, the bag probability p (yi | Xi) is modelled using a
Noisy-OR model.

4 Multiple Component Metric Learning

We introduce a novel visual tracking algorithm that builds a discriminative appearance
model of the target object via adaptive metric learning for the feature selection and up-
dates such a model based on multiple components, then optimises them under an online
boosting framework. It inherits the essential idea from MCL [4] and initial definitions
from MIL tracking [2]. Algorithm 2 presents the pseudo-code of the online Multiple
Component Metric Learning (MCML). The likelihood function Lm is computed at each
iteration and expected to decrease monotonically.

5 Experiments and Discussion

Experimental Settings: We evaluated the proposed MCML tracking algorithm on five
challenging benchmark video sequences, all of which are publicly available [2]. In ad-
dition, we tested three other visual trackers including Online-AdaBoost (OAB) [14],
Fragment Tracking (FragTrack) [11] and MIL Tracker (MIL) [2] on the same video
sequences for comparison. All algorithm parameters are fixed for all test video se-
quences.1 In addition, the number of candidate weak classifiers in the feature pool is
set to 250 for OAB and MIL (α = 3).

1 The number of component classifiers M is set to 50. For our method, positive samples are
cropped from all positions within a radius of γ = 5 pixels, while negative samples are cropped
between γ and twice the size of the target patch by random sampling.
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Algorithm 2. Adaptive Multiple Component Metric Learning

Input : Dataset {Xi, yi}Ni=1, where Xi = {xi1, xi2, . . .}, yi ∈ {1,−1} and initial set of
component classifiers

1 Initialise � (x) = 0, weights D1 (i) =
1
K

;
2 for m = 1 to M do
3 Extract HOG features for current component;

4 Calculate g (A), ∂g
∂A

and εm =
∑K

i=1 Dm (i) ‖Fm (x; cm)− yi‖ where yi is the
class label of the ith training image patch;

5 Lm = −
(∑

i|yi=1 log (pmi ) +
∑

i|yi=−1 log (pmi )
)

;

6 if Lm is decreasing then
7 Update transformation matrix for new components;
8 Go to step 3;
9 end

10 Update � (x) = � (x) + αm.Fm (x; cm);
11 Update the weights

12 Dm (i) = Dm (i) . exp (−αmyiFi) /Zm, where αm = −1
2

log
(

εm
1−εm

)
and

Zm = 2
√

εm. (1− εm) is the normalisation factor.
13 end

Output: The strong classifier:

� (x) = sign
(∑M

m=1 Fm (x; cm)
)

(see Figure 2)

Quantitative and Qualitative Analysis: The ground truth of the centre position of target
objects in the video sequences labelled every five frames are provided by Babenko et
al. [2]. All testing video frames are gray scale and resized to 320× 240 pixels. We use
the average centre location error as the evaluation criterion to compare performance. In
Table 1, each row represents the average centre location errors of the four algorithms
tested on a certain video sequence. NaN denotes the tracker lost the target for several
frames. Figure 3 shows some example tracking results on example video frames from
the Tiger and Face Occlusion videos, respectively.

1. Videos: Occluded Face & Girl
The Occluded Face video is designed to evaluate whether a tracking algorithm can
handle partial occlusion as well as pose changes, e.g. object rotation in the plane. Only

Table 1. Average centre location errors (in pixels). NaN refers to tracking being lost.

Video Clip Fragment OAB MIL MCML
Occluded Face 30 31 15 11
Girl 32/NaN 58 30 13
David Indoor 70 28 22 12
Coke Can 38 10/NaN 15 14
Tiger 1 49/NaN 45 23 10
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Fig. 2. Illustration of boosting process

the results of our approach and MIL tracker are broadly comparable. However, the MIL
tracker fails to handle partial occlusion as can be seen in Figure 3 (right). The Girl
sequence is a good example of out-of-plane rotation. The error of our proposed MCML
tracker is less than half of that of other methods.
2. Video: David Indoor
This video sequence is widely used as a benchmark in state-of-the-art tracking systems,
e.g. [2]. It includes challenging changes in illumination, scale and pose. Our proposed
MCML tracker clearly outperforms the second best tracker (MIL) in this video sequence
in terms of average centre location errors in pixels as can be seen in Table 1. One of
the advantages of our method is in using HOG features, which are invariant to pose
changes.
3. Videos: Tiger 1 & Coke Can
Of all the testing videos, the Tiger sequence includes the most challenges such as fre-
quent occlusions, fast motion, motion blur, and drastic changes in object appearance.
Our proposed MCML tracker again clearly outperforms all other methods with an aver-
age centre location error of only 10 pixels. FragTrack loses the target several times after
frame #155, while MIL and OAB lose the target in some frames. OAB has the lowest
error rate overall in the Coke Can sequence, but loses track at one point. Our proposed
MCML tracker has a slightly higher error but continuously tracks the object.

6 Conclusions

In this paper, we have proposed a novel visual tracking framework based on adaptive
metric learning, which inherits its idea from Multiple Component Learning. The pro-
posed algorithm not only achieves a suitable way of updating the discriminative fea-
ture set using the adaptive metric scheme, but overcomes the drifting problem with the
help of MIL. The experimental validation on several difficult benchmark videos demon-
strates the performance of our proposed method.
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Fig. 3. Example tracking results for selected frames from the Tiger (left) and Face Occlusion
(right) sequences
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Abstract. In the field of computer vision, there are two emerging ap-
proaches that have drawn much attention, and they have recently be-
come popular way to solve various kinds of recognition problem. The
first approach is unsupervised feature learning based on deep learning
technique, and second approach is to conduct recognition using depth
information thank to recent progress in depth sensor. At this point, it
seems reasonable that one is curious about effectiveness of deep learn-
ing from raw depth data. However, a few researches have attempted to
learn depth features with a deep network, and the validity has not been
well studied in terms of quantitative analysis. To this end, we learned
depth features for human activity recognition using existing deep learn-
ing algorithm and evaluated effectiveness of the learned depth feature
on activity recognition. Furthermore, we provide analysis in detail and
valuable discussion with additional experiments.

Keywords: deep learning, human activity recognition, Kinect sensor.

1 Introduction

In the field of computer vision, two emerging approaches have drawn much at-
tention, and they have recently become popular way to solve various kinds of
recognition problem.

First approach is unsupervised feature learning based on deep learning tech-
nique such as Deep Belief Nets [1], deep Boltzmann machines [2], convolutional
deep belief networks [3] and Stacked Autoencoders [4]. In particular, they con-
struct deep feature representation by learning features layer by layer, in which
the features are learned directly from raw vision data in unsupervised manner.
For this reason, deep learning is generalizable while hand-designed features such
as SIFT [5] and HOG [6] are not easily extended to other sensor modalities. Fur-
thermore, several studies have revealed that deep learning not only generalizes
to different domains but also achieves impressive performance on many types of
recognition tasks such as handwritten digit recognition [7], scene recognition [8],
object recognition [9], and human activity recognition [10]. Therefore, there is a
growing interest in learning feature based on deep learning.
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Second approach is to conduct recognition using depth information thank to
recent progress in RGB-D sensor. Stereo camera and laser sensor had been com-
monly used to acquire depth cue before Microsoft introduced a RGB-D camera
called Kinect. Microsoft Kinect is novel sensing systems that capture RGB im-
ages along with per-pixel depth information and is regarded as more efficient
device than stereo camera and laser sensor because of its frame rate, low cost,
and accuracy. Analogous to deep learning, many researchers recently employ
Kinect for recognition and demonstrate good performance [11], [12], [13].

At this point, it seems reasonable that one is curious about effectiveness of
deep feature learning from raw depth data. However, a few researches [14] have
attempted to train depth features based on a deep unsupervised learning al-
gorithm, and the validity has not been well studied in terms of quantitative
analysis. To this end, we learned depth features for human activity recognition
using existing deep learning algorithm, and evaluated the performance of the
learned features on the activity recognition. In fact, activity recognition is usu-
ally performed well by skeleton data provided by Kinect SDK, but in this paper,
we do not consider such hand-designed features.

Specifically, we employed a model developed by Le. et al. [10] to learn depth
feature. The model achieves state-of-the-art performance on several human ac-
tivity dataset, it builds feature hierarchy based on deep learning techniques, in
which spatio-temporal features are learned directly from RGB video. To learn
depth feature, first, we captured several videos by a Kinect. Captured RGB-D
videos was then divided into depth and RGB channels, and the two channels
were separately given as inputs for two identical deep learning processes. Conse-
quently, we had two feature hierarchies for depth and RGB cues, respectively. We
followed standard processing pipeline described in [15] for subsequent process,
in which after extracting local features based on a learned feature hierarchy,
vector quantization is performed by K-means, and conduct classification with
non-linear SVMs.

2 Spatio-temporal Feature Learning

As mentioned earlier, we employed a model developed by Le. et al. [10] to build
feature hierarchy for depth cue. The model extends Independent Subspace Anal-
ysis (ISA) [16] algorithm by combining ISA with deep learning techniques such
as stacking and convolution. In this section, we will briefly describe Independent
Subspace Analysis algorithm, how to combine ISA with deep learning techniques,
and spatio-temporal feature learning based on depth information. More details
are presented in [10].

2.1 Independent Subspace Analysis

In fact, ISA is extension of Independent Component Analysis (ICA) [17]. An
advantage of ISA, compared to the ICA algorithm is that it learns robust feature
to local translation. As shown in Figure 1. an ISA is a two-layered network, in
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Fig. 1. The architecture of an ISA. It is a two-layered network.

which first and second layers consists of simple and complex cells, respectively.
The weight W between input and simple cells are learned, and the weights V
between simple cells and complex cells are fixed. Each of the complex cells pools
over a small neighborhood of adjacent simple cells.

The activation of a complex cell is given as

pi(x
t;W,V ) =

√√√√ m∑
k=1

Vik(
n∑

j=1

Wkjxt
j)

2 (1)

where xt
j is an input pattern. According to this equation, Responses of both

simple and complex cells are determined by a nonlinear function that follow
a linear stage. Square and square-root functions are employed for simple and
complex cells, respectively. The objective function to learn model parameters W
is defined as

minimize
W

T∑
t=1

m∑
i=1

pi(x
t;W,V )

subject to WWT = I.

(2)

where {xt}Tt=1 indicates all training data, and m is the number of complex cells.
The constraint is to ensure the features are diverse. After training ISA, Gabor
filter like features with many frequencies and orientations are learned.

2.2 Hierarchical ISA

A disadvantage of ISA, analogous to ICA is that training can be very slow when
the dimension of the input data is large. This is because an orthogonalization
step in Equations 2. The cost of the step grows as a cubic function of the input
dimension. To learn spatio-temporal features for human activity recognition, ISA
thus should be scaled up to deal with large dimension of input. For this purpose,
a ISA is first trained on small input patches and first layer is composed of the
ISA. After training layer 1, this learned network then is taken and is convolved
with a larger region of the input image. The responses of this convolution step
are given as input to train next layer ISA. This convolution and stacking step
can be repeated to learn a hierarchical feature representation.
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2.3 Learning Spatio-Temporal Feature from Depth Cue

In contrast to object recognition from static scene, when we try to recognize
human activity from video, spatio-temporal feature is more suitable than 2D
feature. It is straightforward to apply the Hierarchical ISA to the video domain.
First of all, R, G, and B images at each time of video are converted into a
grayscale image. Then, a sequence of image patches instead of a image patch is
flattened to a vector, and the vector is given as input to the network in Figure 1.

To learn spatio-temporal feature from depth cue is very similar to this process.
We first capture several videos by a Kinect and extract depth channels from the
captured RGB-D videos. Then, a sequence image patches from the the depth
channel is given as input to the Hierarchical ISA.

3 Experiments

3.1 Datasets and Experimental Setup

We build a two-layered hierarchical ISA. The dimension of input for ISA at layer
1 is 2560, the number of simple and complex cells for ISA at layer 1 are 300 and
150, respectively. The dimension of input for ISA at layer 2 is 1200, the number
of simple and complex cells are 300 and 100, respectively.

We captured 245 videos by a Kinect, in which there are 7 activity categories
such as turning, waking, extending a hand to a cup, picking up a cup, drinking,
putting down a cup, and standing. For a activity class, 19 and 16 videos were
used for training and test, respectively. The length of a video is about 60 frames
and image resolution is 320 x 240. Captured RGB-D video was then divided into
depth and RGB channels, and the two channels were separately given as inputs
for two identical deep learning processes.

During training, 2000 video blocks, each block is 20 x 20 spatial size and 14
temporal size, were randomly sampled from each captured video. A vectors given
as input for ISA at layer 1 and 2 are selected in the following way: 8 small video
blocks, each block is 16 x 16 spatial size and 10 temporal size, are extracted
from a video block with partial overlapping. Each small block is flattened to a
vector given as input for ISA at layer 1. As a result, total number of responses
obtained from a original video is 1200, and they are given as input for ISA at
layer 2. This is convolution step as mentioned in Section 2.2.

3.2 Processing Pipeline

We used an standard pipeline as described in [15]. This pipeline extracts local
features, then performs vector quantization by K-means and classifies by χ2-
kernel SVM.

More specifically, when a video block sampled from a video is given to the
learned ISA hierarchy, responses at layer 1 and 2 are combined, quantized into
visual words, and then used for local features. After all video blocks sampled



580 J. Jang, Y. Park, and I.H. Suh

Table 1. Recognition accuracy

Method RGB Depth

Accuracy 95.93 94.38

Fig. 2. ROC curves illustrating the performances of the depth and RGB features based
recognition

from a video are given to the network, a video is represented as the frequency
histogram over the visual words.

The vocabularies are constructed with k-means clustering. The number of
visual words is 4000 which has shown to empirically give good performance
for a wide range of datasets. We implemented the pipeline with an extended
SVM proposed by [18], which can give probability estimates. For multi-class
classification, one-versus-rest approach was employed.

3.3 Comparison of Depth and RGB Channels Based Recognitions

We employ two standard measures for numerical evaluation, which are accuracy
and ROC curve. Accuracy is (# of true positives + # of true negatives)/(# of
test data). Because we use one-versus-rest approach for classification, each SVM
for a action category provides probability in terms of positive and negative. For
calculation of accuracy, we set threshold to 0.5. The accuracy is averaged over 7
activity categories.

Table 1 shows the results, in which accuracy of RGB channel based method
is about 1.5 higher than that of depth. ROC curve is shown in Figure 2. Two
quantitative measures demonstrate that RGB channel based recognition achieves
superior performance compared to depth channel based approach.

4 Discussions

The evaluation results demonstrate that the learned depth features based on
deep learning is not effective compared to the learned RGB features. However,
still, some questions are remained as follows:
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Fig. 3. Accuracy curve by varying the size of time window

– Why is the depth features inferior to RGB features?
– Even though depth features is inferior to RGB features, are the depth fea-

tures good complements to the RGB features?

We assume the reason of first question is low quality of depth cue. In fact, in
spite of many advantages of Kinect, quality of depth cue obtained from Kinect
is not good as that of RGB cue. Kinect often fails to obtain measurements in
some areas, and these appear as small and large holes in a depth image. This
is mainly caused by lighting, occlusion, objects being out of range, and objects
absorbing rather than reflecting infrared. Even worse, positions of Kinect and
objects are fixed, edges of depth image flicker. We consider flickering as more
important issue. The flickering might lead bad effects on learned depth features
because the unsupervised feature learning from raw depth cue generally produces
various kinds of edge detectors.

To verify above assumption, we improved quality of raw depth cue by tradi-
tional techniques such as spatial and temporal smoothings. Details are described
in [19]. Briefly, spatial smoothing selects depth with highest frequency over neigh-
boring pixels and temporal smoothing determines depth by weighted average of
depths in time window. The size of time window in temporal smoothing controls
the amount of flickering for fixed objects and afterimage for moving objects. If
afterimage is clearly observed this implies that the depths are too much aver-
aged. Therefore, in our case, flickering has trade-off relation with afterimage. As
the size is larger, flickering over fixed objects is decreased, but afterimage for
moving object is more clearly notable.

Even though remarkable improvement cannot be achieved by the two meth-
ods, but we can expect slightly better quality. Since we have a more focus on
flickering problem, we varied the size of time window in temporal smoothing,
then recorded the recognition performance. Figure 3 shows the results. In is
noted that as the size of time window become larger, performance grows gradu-
ally in a certain region. This means that the performance has correlation with
the quality of raw depth cue such as flickering and small hole. However, it still
cannot be decided that the depth features based recognition outperforms the
RGB features based results when it allows that we can learn depth features from
completely noiseless depth cue, As the size become lager than 4, performance is
decreased. We estimate this result due to too much average.
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Fig. 4. Accuracy curve by varying the size of time window

To answer second question, the responses from RGB and depth hierarchies
have been combined. The combined responses were then quantized into visual
words and then used for local features. If the depth features are suitable com-
plements to the RGB features, the accuracy based on the combined features
should outperform the accuracy based on the RGB features, otherwise the depth
features do not lead complement effects. Black line in Figure 4 shows the per-
formance of the combined features. In a certain region, the performance is little
bit higher than that of RGB features, but since the difference is tiny it cannot
be regarded that the combined features outperforms the RGB features. One of
the possible explanations is redundancy. If the learned depth features contain
information mostly extracted from the silhouette of objects, these information
might be redundant with the learned RGB features.

5 Conclusions

In this paper, we learned depth features from raw depth frames using existing
deep learning algorithm and evaluated effectiveness of the learned depth feature
based on activity recognition performance. In fact, activity recognition is usually
performed well by skeleton data provided by Kinect SDK, but in this paper,
we do not consider such hand-designed features. In experiments, depth channel
based recognition demonstrated poor performance compared to RGB channel
based approach. Furthermore, we found that the performance has correlation
with the quality of raw depth cue such as flickering and small hole and the
learned depth features are not suitable complements to the RGB features.

Acknowledgments. This work was supported by the Global Frontier R&D
Program on <Human-centered Interaction for Coexistence> funded by the Na-
tional Research Foundation of Korea grant funded by the Korean Government
(MEST) (NRFM1AXA003-2011-0028353). All correspondences should be ad-
dressed to I. H. Suh.



Empirical Evaluation on Deep Learning of Depth Feature 583

References

1. Hinton, G., Osindero, S., Teh, Y.: A fast learning algorithms for deep belief nets.
Neu. Comp. (2006)

2. Salakhutdinov, R., Hinton, G.: Deep Boltzmann Machines. In: International Con-
ference on AI and Statistics (2009)

3. Lee, H., Grosse, R., Ranganath, R., Ng, A.: Convolutional Deep Belief Networks for
Scalable Unsupervised Learning of Hierarchical Representations. In: ICML (2009)

4. Bengio, Y., Lamblin, P., Popovici, D., Larochelle, H.: Greedy layerwise training of
deep networks. In: NIPS (2006)

5. Lowe, D.: Distinctive image features from scale-invariant keypoints. IJCV (2004)
6. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In:

CVPR (2005)
7. Hinton, G., Osindero, S., Teh, Y.: A Fast Learning Algorithm for Deep Belief Nets.

Neural Computation 18(7), 1527–1554 (2006)
8. Bo, L., Ren, X., Fox, D.: Hierarchical Matching Pursuit for Image Classification:

Architecture and Fast Algorithms. In: NIPS (2011)
9. Yu, K., Lin, Y., Lafferty, J.: Learning Image Representations from the Pixel Level

via Hierarchical Sparse Coding. In: CVPR (2011)
10. Le, Q.V., Zou, W.Y., Yeung, S.Y., Ng, A.Y.: Learning hierarchical spatio-temporal

features for action recognition with independent subspace analysis. In: CVPR
(2011)

11. Shotton, J., Fitzgibbon, A., Cook, M., Sharp, T., Finocchio, M., Moore, R.,
Kipman, A., Blake, A.: Real-time human pose recognition in parts from single
depth images. In: IEEE CVPR (2011)

12. Koppula, H.S., Saxena, A.: Learning Spatio-Temporal Structure from RGB-D
Videos for Human Activity Detection and Anticipation. In: ICML (2013)

13. Sung, J., Ponce, C., Selman, B., Saxena, A.: Unstructured human activity detection
from rgbd images. In: ICRA (2012)

14. Socher, R., Huval, B., Bath, B.P., Manning, C.D., Ng, A.Y.: Convolutional-
Recursive Deep Learning for 3D Object Classification. In: NIPS (2012)

15. Wang, H., Ullah, M.M., Klaser, A., Laptev, I., Schmid, C.: Evaluation of local
spatio-temporal features for action recognition. In: BMVC (2010)

16. Hyvarinen, A., Hurri, J., Hoyer, P.: Natural Image Statistics. Springer (2009)
17. Pierre, C.: Independent Component Analysis: a new concept? Signal Process-

ing 36(3), 287–314 (1994)
18. Wu, T.F., Lin, C.J., Weng, R.C.: Probability estimates for multi-class classification

by pairwise coupling. Journal of Machine Learning Research 5, 975–1005 (2003)
19. http://www.codeproject.com/Articles/317974/KinectDepthSmoothing

http://www.codeproject.com/Articles/317974/KinectDepthSmoothing


Salient Object Segmentation

Based on Automatic Labeling

Lei Zhou1, Chen Gong1, YiJun Li1, Yu Qiao1, Jie Yang1, and Nikola Kasabov2

1 Institute of Image Processing and Pattern Recognition, Shanghai Jiaotong
University, China

2 Auckland University of Technology, New Zealand

Abstract. This paper proposes an automatic salient object extraction
framework. Firstly, the saliency model are developed by applying the low
level color features and the boundary prior. The initial salient regions
are extracted by adaptive thresholding. Multiple classifiers are trained
with extracted initial region, which reflect color information of images
or adopt label propagation. Then, the labels for segmentation are gen-
erated automatically via classifier composition. Finally, the conditional
random field (CRF) model based on multi-feature fusion is applied for
salient object segmentation. Empirical study reveals that the proposed
algorithm achieves satisfying performance.

Keywords: saliency detection, automatic object segmentation, auto-
matic labeling, conditional random field.

1 Introduction

Object segmentation is a challenging problem in computer vision and it has wide
applications in areas such as object recognition, image classification and image
retrieval, etc. Therefore, many methods have been proposed to extract interest-
ing objects automatically. Salient object extraction can be formulated as a binary
labeling problem which assigns a unique label to each pixel (belonging to salient
object or background), and the labeling problem is often formulated as a mini-
mization of the energy [1]. In the past few years, many energy formulations have
been developed which adopt either markov random field (MRF) or conditional
random field (CRF). The efficiency of methods mainly lies in how the appear-
ance cues, such as color, texture or valuable high level information, are defined
and incorporated into the segmentation model. In the context of salient object
segmentation based on saliency map, the key issue is how to utilize the saliency
model efficiently. Many works focus on incorporating the saliency information
into segmentation model directly. In [2], the saliency map obtained via maximal
symmetric surrounding region is directly exploited to construct the data term
for graph cut. In [3], saliency map and color similarity are used to define the two
complementary data terms and the weights for the two data terms are set adap-
tively. There also exist works which extract the initial regions of salient objects
based on the saliency models, so as to define more discriminative features for
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segmentation. In [4], the seeds of salient object/background are selected manu-
ally by thresholding on the saliency map and they are updated iteratively. In [5],
an iterative unsupervised salient object segmentation approach based on kernel
density estimation (KDE) and two-phase graph cut is proposed. In [6], a CRF
model is constructed to integrate cues such as color and context information.
There are also many strategies which extract initial salient regions based on the
proposed saliency map of high quality or design schemes that are more robust
than thresholding based on existing saliency models. In [7], convex hull analy-
sis is performed on several binary object masks which are generated by diverse
saliency maps, to select the most compact shape to represent the object. In [5],
an initial segmentation is generated by thresholding on kernel density estima-
tion based saliency model. In [6], an adaptive selection mechanism is designed
to select the minimal connected region of the saliency map as the initial segmen-
tation of the salient object according to three measures, connectivity, convexity
and saliency.

In order to enhance the segmentation reliability, especially for complicated
images, and improve the overall segmentation quality, we propose an efficient
saliency model which exploits the low level features, such as color contrast and
color distribution, and the boundary prior. Then, a initial segmentation of the
salient object is selected according to the saliency map. To extract the initial re-
gion more precisely, color Gaussian mixture model (GMM) and a semi-supervised
label propagation method are applied to generate seeds automatically via classi-
fier composition. Then, the seeds for salient objects and background are gener-
ated automatically, and they are used to train the appearance cues for segmen-
tation. Finally, a CRF model is constructed for obtaining the final segmentation
results. The main contributions of the paper are summarized below:
1 An automatic segmentation algorithm that can extract object from background
without any interaction is proposed.
2 A saliency model that integrates low level features of images and prior infor-
mation related to boundaries of images is developed.
3 An automatic labeling scheme based on classifiers composition is presented.

2 Saliency Model Combination

Color Contrast and Color Distribution: Color contrast is inspired by the
observation that color components of a salient object may have a strong con-
trast to their surroundings. Assume that an image is divided into regions (or
superpixels) Ri, i ∈ {1, 2, 3, ..., N}. Then, region i ’s color contrast saliency Scon

i

is computed according to the definition in [8]:

Scon
i =

∑
j 
=i

Dc(Ri, Rj)Ds(Ri, Rj), (1)

where Dc(Ri, Rj) is the color distance between the two regions, and Ds(Ri, Rj)
is the spatial distance between the regions Ri and Rj .
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The distribution of color information in Ri,D
dist
i is defined in eq. (2) according

to the definition in [8]:

Ddist
i =

∑
j 
=i

wC
ij(pj − pi)

2. (2)

In eq. (2), pi describes the average position of superpixel i and pi is the weighted
average position. wC

ij is the weight corresponding to color similarity between the
region i and region j. The regions with higher distribution variances may have
lower saliency, so we define the color distribution saliency as:

Sdist
i = 1−Ddist

i . (3)

Boundary Prior: In an image, the object near to the boundary is less-likely
to be the salient object. Geodesic distance is computed based on the nearest
background nodes ΩB which are selected by an method similar to [9]. For the
pixel m, the distance is defined as g(m) = mins∈ΩB dg(s,m). The geodesic dis-
tance is computed based on the length of a discrete path:

L(Γ ) =

n−1∑
i=1

√
(1− γg)d(Γ i, Γ i+1)2 + γg ‖ ∇(Δi) ‖2. (4)

where Γ is an arbitrary discrete path with pixels defined as {Γ 1, ..., Γn}.
d(Γ i, Γ i+1) is the Euclidean distance between two points (Γ i and Γ i+1). Then
the distance is defined as dg(a, b) = minΓ∈Pa,b

L(Γ ). We use the parameter γg to
weight two kinds of distances: the Euclidean distance and the distances computed
based on image gradient. For quick computation, the fast marching algorithm is
used [10] to compute the geodesic distances. Then, the saliency model related to
boundary prior is SBd

i = g(i).
Similar to [8], the nonlinear combination of color contrast, color distribution

and boundary prior Scmb is defined by eq. (5),

Scmb
i = Scon

i × Sdist
i × SBd

i . (5)

The initial salient object region extracted based on saliency map is defined as
INTR = {i|Scmb

i ≥ η}, the background region is INTB = {i|Scmb
i < η}. The

adaptive threshold η = 1.5 × Smean where Smean is the mean saliency over the
entire saliency map.

3 Classifier Composition for Automatic Labeling

3.1 Classifier Based on Color Information

The basic features for pixel p is RGB color and the feature vector is represented
as Ip = RGBp. We define FG to represent the salient object and BG to represent
the background. The color information contained in the sets INTR and INTB
are modeled as Gaussian mixture model (GMM), respectively. Let the color
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Fig. 1. The flow-chart of automatic seed generation. The pixels marked as red are the
labels for objects and pixels marked as blue are background labels.

models be represented by GMM {αc, μc, Σc}Cc=1 in the RGB color space, where
αc, μc, Σc represent the set of weight, mean color and covariance matrix of the
c−th component, respectively. The mixture distribution of Ix can be formulated
as a linear superposition of Gaussians in the form:

V (Ix|l) =
∑

c
αclN(Ix|μcl, Σcl), l ∈ {FG,BG}, (6)

where {αcl, μcl, Σcl} represent the weight, the mean color and the covariance
matrix of the c−th component learned from color information of class l, l ∈
{FG,BG}. In our experiments, GMM with 5 components are used to represent
the color models in each class. Then, the posterior probability at each pixel p of
the image is:

Pgmm(Fp = l|Ip) = V (Ip|l)
V (Ip|FG) + V (Ip|BG)

, l ∈ {FG,BG}. (7)

The basic classifier is a function mapping the image space to figure-ground clas-
sification space:

Hcol(p(Ii;Fi)) =

{
1, p(Fi = FG|Ii) > p(Fi = BG|Ii)
0, p(Fi = FG|Ii) ≤ p(Fi = BG|Ii), (8)

where p(Fi|Ii) is the posterior probability associated with label Fi at pixel i. Fi

is the label at pixel i and Fi ∈ {FG,BG}.

3.2 Classifier Based on Label Propagation

Given a point set X = {x1, ..., xl, xl+1, ..., xn} and a label set L = {1, ..., c}.
The indication vector is y = {y1, ..., yn}T , in which yi = 1 if xi is labeled as
salient object, and yi = 0 otherwise. We set yi = 1 for pixel i ∈ INTR. Let
f : X → Rn represent a propagation function which assigns a value fi to each
point xi. A graph G = (V,E) is built on the points set. The edges E are weighed
by an affinity matrix W = [wij ]n×n. Given the graph, the degree matrix is
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D = diag{D11, ..., Dnn}, where Dii =
∑
j

wij . Similar to [11], the optimization

label propagation problem is:

min
f :f(x)∈R

Q(f) = 1
2

n∑
k=1

n∑
j=1

ωkj

(
1√
Dkk

fk − 1√
Djj

fj

)2

+ θ
n∑

k=1

(fk − yk)
2
, (9)

where θ controls the balance between the smoothness constraint and fitting con-
straint. The result function with unnormalized Laplacian matrix is:

f∗ = (D − αW )−1y, (10)

where α = 1
1+θ . f

∗ can be also interpreted as a probability and we define Plp =
f∗. Then, the classifier related to label propagation is described as:

Hlab(f(Ii)) =

{
1, f∗(Ii) > τ
0, f∗(Ii) ≤ τ,

(11)

where τ is the adaptive threshold and we set τ = 1.5×
∑

f∗(Ii)
n .

3.3 Automatic Labeling

To divide the image region into several regions via Classifier Composition. Two
basic pixel sets A = {i|Hcol(i) > 0} and B = {i|Hlab(i) > 0} are defined. Ā and
B̄ are the related complements.

C1 = {i|i ∈ A ∩B}, C2 = {i|i ∈ A ∩ B̄},
C3 = {i|i ∈ B ∩ Ā}, C4 = {i|i ∈ B̄ ∩ Ā}. (12)

We use pixels in C1 to generate the foreground seeds LF . The pixels with low
saliency value is contained in set SAL = {i|Scmb(i) < 0.1}. The pixel in set
D = C4 ∪ SAL is utilized to generate the background seeds. We shrink the
initial region C1 to avoid inexact boundaries and form an accurate object labels.
By shrinking pixels in set D, a ring region is obtained which are taken as the
background labels LB. The process of automatical labeling is illustrated in Fig. 1.

4 Formulation of Salient Segmentation

Image segmentation can be modeled with a conditional random field (CRF).
Consider a random field F defined over a set of variables {F1, F2, ..., FN}. The
domain of each variable is a set of labels L = {�1, �2, ..., �k}. Let I = {I1, .., IN}
be the observed data corresponding to image information and N is the image
dimension. Ii is the feature vector at pixel i and Ii = {RGBi, LABi, S

cmb
i }. Fi

represents the label assigned to pixel i. In our model, two features, color model
Pgmm and label propagation probability Plp are used. Let w be an N × 2 matrix
and w = {w1, w2}, where wi = [wi1, wi2, ..., wiN ]T is an N -dimensional vector
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Fig. 2. Segmentation results of our method. The corresponding results are listed next
to the original images.

related to a feature. We formulate the segmentation problem as a binary labeling
task and the energy function E(F |I, w) takes the form:

E(F |I, w) = wT
1 E

Col
1 (F |I) + wT

2 E
Lp
1 (F |I) + τEPair(F |I). (13)

The energy function ECol
1 (F |I) is the energy related to color information and

ELp
1 (F |I) represents the single-site clique potentials related to label propagation

probability. EPair(F |I) is the pair-site clique potentials and the parameter τ is
a control weight for the pairwise constraint. We set τ = 1 in the experiments.
In the process of CRF construction, labels LF , LB (described in section 3.3)
are used to compute Pgmm and Plp. Then, the common unary potential for two
features is:

E
Col/Lp
1 (F |I) = {V Col/Lp

1 (F1), ..., V
Col/Lp
N (FN )}T ,

V1
Col/lp(Fq = l) = − log(Pgmm/lp(Iq ;Fq = l)).

(14)

In the experiments, we set wi = {0.5, 0.5}T . The pairwise term between neighbor
nodes is computed based on the low-level features (such as RGB color, LAB color
and saliency value). The related pixel pairwise term is defined as:

Epair(i, j) = exp(−|Ii − Ij |/2σ2), i, j ∈ NEB, (15)

where NEB is set of pixels in neighborhood and σ = 0.5 for the experiments.

5 Performance Evaluation

In this section, we evaluate the performance of our method on Berkeley [15] and
Weizmann [13] databases. Some segmentation results are illustrated in Fig. 2.
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Table 1. Performance comparison of our method with other segmentation methods: F-
measures of our method and 4 state-of-the-art segmentation algorithms by evaluating
them on the Weizmann single object database.

Methods F-measure(%) Remarks

[6] With auto-context cues 0.91±0.013 Automatic
Proposed Framework 0.89±0.002 Automatic
[6] Without auto-context cues 0.88±0.011 Automatic
[12] Unified approach 0.87±0.011 interactive
[13] Cues integration 0.86±0.012 Automatic
GMM+Initial 0.86±0.011 Automatic
Label Propagation+Initial 0.85±0.012 Automatic
[14] Texture segmentation 0.83±0.016 Automatic

Empirical results show that our method can extract salient object efficiently,
and is able to deal with the images with weak boundary or complex background.
The F-measure score (F = 2·Recall·Precision

Recall+Precision ) is computed as well for objective
comparison on Weizmann single object segmentation database, and the result is
listed in Table 1. We compare our method with four state-of-the-art methods and
the F-measure scores of these methods are quoted from [6]. Based on the initial
seeds (described in Section 3.3), the scores of segmentation results using CRF
(described in Section 4), by GMM classifier in eq. (8) and by Label Propagation
classifier in eq. (11) are presented in Table 1 as well. It is noticed that the F-
measure score of our method (using CRF) outperforms all the baselines except
for the result of [6], which applies the context cues. The performance of our
method can be further improved by integrating more discriminative features or
refined iteratively.

6 Conclusion

In this paper, we have proposed a framework to extract salient objects from im-
ages automatically. Firstly, we propose a saliency model to estimate the initial
object region exploiting the low level color features and prior information. Sec-
ondly, the seeds are generated automatically by classifiers composition to obtain
more precise initial region. Finally, a CRF model is constructed to extract the
salient objects. Experimental results show that the proposed method can achieve
better performance than baselines on some popular segmentation benchmarks.
In future work, we will explore how to incorporate high-level classifiers into the
proposed segmentation model.

Acknowledgments. This research is partly supported by NSFC, China (No:
61273258, 31100672)Ph.D. Programs Foundation of Ministry of Education of
China (No.20120073110018).
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Abstract. Chest surface movement contains information of respiration
and heart activity which are considered vital parameters. However, it
is important to separate respiratory and cardiac information in order
to perform further analysis. For this purpose, Independent Component
Analysis (ICA) was applied to multiple simultaneously recorded chest
surface movement signals. Successful separation of cardiac pattern is
demonstrated and compared with ECG. This methodology can be used
to further develop non-obtrusive ways to monitor vital physiological pa-
rameters in the form of wearable sensors.

Keywords: Cardiography, Respiration motion, ICA, vital parameters.

1 Introduction

Acquisition and analysis of physiological signals have gained high importance in
pursuing improved health care systems. The physiological signals generated due
to respiratory and cardiac systems are considered vital [6]. The existing clinical
modalities to monitor such signals restrict the monitoring to the hospital settings
and owing to the obtrusiveness resulting from attaching number of electrodes
to the patient’s body, long-term monitoring doesn’t seem a favorable option.
Alternatively, non-obtrusive ways are being developed which utilize the quasi-
periodic movement of the surface chest wall. It has been reported that this
movement, ranging from 4-12 mm [1], is proportional to the lung volume changes
during respiration [2]. In addition, a smaller quasi-periodic chest wall movement
due to beating of heart is reported ranging from 0.2-0.5mm [3].

The aim of this study is to separate the respiratory and cardiac components
from the surface chest motion that can be potentially useful for monitoring
apnea, stress, depression, anxiety and heart diseases etc. Several works have
tried to separate the cardiac source component from the surface chest motion.
In [4], the cardiac source component is identified from microwave doppler radar
in the absence of respiration. [6] used doppler radar for obtaining the surface
chest wall motion. This motion is also recorded with optical interferometer in
[5,2]. Apart from acquiring the physiological signals, various approaches have
been adopted for extracting the cardiac component from the composite chest
movement signal. For instance, a simplistic approach presented in [2] is based
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on two band-pass filters for separating out cardiac and respiratory components.
However, the narrow bandwidth of these filters results in lack of details in the
extracted pattern. Further, the methods based on band-pass filters cannot be
generalized for all subjects. Wavelet decomposition [6] was used to separate the
cardiac component from the surface chest motion. However, in these works, the
extracted pattern from free breathing lacks the fine details as compared to the
patterns presented for breath-hold recordings. Recently, in [5] a high detailed
cardiac component pattern is extracted that shows the synchronization with the
corresponding simultaneous ECG recording. But results were demonstrated for
breath-hold maneuver only.

Our goal was to separate the detailed cardiac pattern under normal breathing
conditions in attempt to open new doors for study and analysis of these patterns.
For this purpose, we adopted a Blind Source Separation (BSS) approach since
the recorded physiological signal under consideration i.e. surface chest motion
is a mixture of mainly respiratory source and cardiac source, while no apri-
ori information about these sources is needed. Application of ICA on multiple
simultaneously recorded surface chest motion can separate the cardiac source
component which can be generalized for subjects, higher details of pattern for
sufficient length can be obtained.

2 Methods and Materials

2.1 Experimental Setup and Protocol

Experimental verification of the proposed approach was performed on the data
acquired from healthy subjects. In the preliminary phase of investigation, 5
healthy male subjects aging in the range of 22-27 years were included in the
study. Written consent of all the subjects was taken prior to the experiment.

The data acquisition involved recording of surface chest wall movement, Elec-
trocardiogram (ECG) and referential respiratory signals. Complete experimental
setup is shown in Fig. 1(b).

R21

L12 L11

L22

L32

L41

L31

L21

L42

R11

R31

R41R42

R32

R22

R12

Y

X
Z

Respiratory

(a) (b)

Fig. 1. (a) Placement of markers and Labeling scheme, (b) Experimental Setup



594 G. Shafiq et al.

Free Breathing Trial (3 min)

Breath Hold Trial (2 min)
Rest (5 min)

0 3 8 11 16 19 24 26 31 33 38 40
Time (minutes)

Fig. 2. Timing Diagram for the Recording Session

Complete Block Diagram of data acquisition and our approach is illustrated
in Fig. 3. The surface chest wall movement was acquired by six VICON infrared
camera system (Vicon Motion Systems Ltd., UK), that could track the movement
of retro-reflective optical markers. These markers were placed on the anterior
upper body in a 4×4 grid as shown in Fig. 1(a). The placement of these markers
was done to cover the motion of full trunk and to attain the maximum possible
chest wall movement due to cardiac source (near xiphoid process). On the other
hand, the cameras were placed in near-circular pattern around the subject to
ensure that each marker placed was visible by at least three cameras for reliable
3D reconstruction of motion. The sampling rate for the VICON camera system
was set to 100 frames per second. The ECG and the reference respiratory signals
(respiration belt and thermal nasal sensor) were recorded by BIOPAC biological
data acquisition system (BIOPAC Systems Inc., USA). The sampling frequency
for the BIOPAC recorder was set to 500 Hz.

All recordings were made with subject in supine position. Six trials were
recorded for each subject out of which three trials were recorded under normal
breathing, while in last three trials, subject was asked to perform breath-hold ma-
neuver as shown in Fig. 2. Each breath-hold trial contains multiple breath-hold
maneuver attempts. However, the duration for such attempts were dependent
on subject’s discretion and comfort.

Since we are more interested in the motion perpendicular to the frontal plane
of chest, only z-axis data is retained for further processing (refer to Fig. 1(a)).
Further preprocessing steps include downsampling of displacement signals to 20
Hz, bandpass filtering from 0.1-4 Hz to improve SNR, input selection (explained
in results) and making the signals zero-mean and unit-variance to fulfil conditions
for ICA. For input selection, 8 markers data were selected out of total 16 markers
data. The selection of markers were made such that it included 2nd row, where
one marker is intended to cover the precordial area, as well as 4th row placed
on abdomen (see Fig. 1(a) and Fig. 4). The selected preprocessed displacement
signals are then fed as input to ICA algorithm and as a result, cardiac source
component is obtained as one of the Independent component. The referential
respiratory signals are kept for future analysis.

2.2 Independent Component Analysis

The chest surface motion recorded with multiple marker contains different mag-
nitude of cardiac component. To separate the underlying respiratory and cardiac
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Fig. 3. Illustration of Data acquisition and Methodology

sources, Independent Component Analysis (ICA) is employed which was origi-
nally designed in [7] to perform BSS. Let x = {x1, x2, ..., x8}T be the collection
of motion recorded from 8 selected markers and s = {s1, s2, ..., s8}T be the 8
underlying sources of chest surface motion (equal observations and sources are
assumed for simplicity), then these signals can be expressed in terms of ICA
model as x = As, where A is the 8 × 8 mixing matrix that corresponds to the
weights of the underlying source signals in the observed chest surface signals.

The goal of ICA is to obtain the collection of sources ŝ based on the esti-
mation of a demixing matrix W such that ŝ = Wx, where ŝ = {ŝ1, ŝ2, ..., ŝ8}T
represents the collection of 8 estimated source signals, while W is the 8× 8 de-
mixing matrix. One approach to this problem is to find W such that resulting
sources are maximally non-gaussian. For this purpose, negentropy based mea-
sure is employed in FastICA [8]. Owing to its fast convergence and ability to
separate sub-gaussian components [9], FastICA algorithm is employed to esti-
mate the underlying sources as the desired sources are quasi-periodic having
sub-gaussian distributions. The 8 independent components obtained from ICA
contains the desired cardiac source component which can be identified by exam-
ining the power spectral density (PSD) plots of all the components.

It is assumed that the sources under consideration do not have significant spa-
tial movement, therefore mixture is linear. Whereas, the condition of statistical
independence does not need to be exactly true in practice [10]. Therefore, ICA
model holds for the given observed chest wall movement signals.

3 Results

Application of ICA on selected displacement signals for Subject # 1 and re-
sulting components are shown in Fig. 4. Fig. 4(a) z-axis displacement for the
selected 8 markers for 20 seconds; Fig. 4(b) shows PSD of L22 marker as it is
placed near the xiphoid process and observable cardiac source component is ex-
pected. Application of ICA on selected inputs (see Methods) yielded 8 ICs. The
fundamental band from PSD of IC8 and ECG are having same bandwidth (0.24)
Hz with peak frequency of 0.91Hz i.e. 54.6 beats per minute.
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Fig. 5. Subject # 1: (a) Cardiac source pattern, (b) PSD under breath-hold maneuver

During breath-hold trials, respiration is suppressed and a detailed cardiac
pattern in the chest motion can be observed. 8 second breath-hold chest wall
movement obtained from L22 is presented along with the corresponding ECG
for subject # 1 in Fig. 5. This pattern is very similar to the ones presented in
[4] and [5]. The base-line drift was removed using a zero-phase FIR filter. The
observed pattern shows a good accordance with the corresponding ECG. The
corresponding PSD is shown in Fig. 5(b). The dominant peak centered at 0.87
Hz indicates the average Heart Rate of 52.2 bpm, whereas, the next three peaks
are the 2nd, 3rd and 4th harmonics.

A comparison between the PSD of separated cardiac component and the cor-
responding ECG is illustrated for two subjects in Fig. 6. The top row in the
figure corresponds to subject # 2 (BMI = 20.7kg/m2), while the bottom row
in the figure corresponds to subject # 3 (BMI = 22.3kg/m2). Since ECG and
the separated cardiac component belong to two different domains (electrical and
mechanical), therefore, we expect only the fundamental frequency bands to be
similar in both the PSDs. For this reason and to ensure the convenient visibility,
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Fig. 6. (a,d): Separated cardiac component for two subjects along with corresponding
ECGs, (b,e): PSDs of separated components, (c,f): PSDs of ECG on the right panel

the frequency axis is limited from 0.8− 1.4 Hz. For subject # 2, the fundamen-
tal band of the separated cardiac component was identified from 0.933− 1.083
Hz (peaking at 1.0166 Hz) and is highlighted with two vertical lines. The cor-
responding PSD of ECG to the right also indicates the same bandwidth as
indicated by vertical lines bounding the same range of frequencies (and same
dominant frequency). Similarly, for subject # 3, the fundamental bands indi-
cated by vertical lines at 1.066 Hz and 1.29 Hz for both the PSDs lie in the
same frequency range (with peak frequency of 1.249 Hz for IC and 1.25 Hz for
ECG). The alignment of separated component with ECG along with the same
fundamental frequency bands suggests that the separated component is indeed
generated due to mechanical activity of heart.

Statistical comparison of the power in the fundamental respiratory and cardiac
band before and after the separation for all 5 subjects in all trials is shown in
Fig. 7. Except for subject 4, the average power for cardiac source after separation
(SC) is higher than the respiratory source after the source separation (SR). Even
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Fig. 7. Avg. Power in fundamental Respiratory and Cardiac Bands. OR and OC rep-
resents power respiratory and cardiac power respectively before separation; SR and SC
represents respiratory and cardiac power respectively after separation
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though, the power of cardiac source is still boosted for all the subjects after the
cardiac source separation using the proposed approach.

4 Conclusion and Discussion

The application of ICA to multiple simultaneously recorded chest surface motion
yields detailed cardiac source pattern which consistently aligns with the corre-
sponding ECG signal in most of the cases. Moreover, the similarity of PSD found
in fundamental bands of ECG and separated cardiac source indicates accurate
Heart beat calculation. Even when extracted component is dominant by respira-
tory source, the cardiac source power is significantly boosted as compared to the
power before source separation. The proposed application is advantageous over
the previously used methods to separate the cardiac source component since it
is generalized for all the subjects as opposed to band-pass filters and wavelet
decomposition (finding optimal wavelet and appropriate decomposition level).

The final goal for this approach is to employ light-weight accelerometers in the
form of wearable sensors to obtain chest surface displacement signal for classifi-
cation of respiratory and cardiac sources. In this way, non-obtrusive monitoring
of detailed vital physiological signals can be made possible without interfering
one’s daily activities or need of any special assistance.

Acknowledgments. This research was supported by the Basic Science Re-
search Program through the National Research Foundation of Korea (NRF)
funded by the Ministry of Education, Science and Technology (Grant No. 2011-
0023999).
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Abstract. Nowadays, depth cameras such Microsoft Kinect make it eas-
ier and cheaper for us to capture depth images. It becomes practical to
use depth images for detection in consumer-grade products. In this paper,
we propose a novel and simple real-time method to detect human head
in depth image for our driving fatigue detection system, based on the
elliptical shape of human head. Experiments show that our method can
successfully detect human head in different light conditions and across
different head poses. We integrate this detection algorithm into our driv-
ing fatigue detection system, and see remarkable improvements both in
detection rate and detection speed.

Keywords: Head Detection, Depth Image, Kinect, Fatigue Detection.

1 Introduction

Human head detection is often the fundamental step in many computer vision
applications, such as head or face tracking, face recognition, face expression
analysis and gender classification. Given a color image, an infra-red image, a
depth image or a combination of them, the goal of head detection is to find the
locations and sizes of all human heads in the image. Head detection is difficult if
different light conditions and different head poses are taken into consideration.

Traditionally, human head detection is accomplished on color images. Since
human face has the most significant features in head, we often do face detection
as a way of head detection. Face detection has been studied for decades. In [2]
face detection methods before year 2000 are nicely surveyed. In the 2000’s, Viola
and Jones made a great contribution to this field by their excellent work in [1].
Many later works are based on or inspired by the approach in [1]. Works after
year 2000 are surveyed in [3].

Human head detection on depth image has also been studied for a long time,
which can be broadly classified into two types. One type of head detection meth-
ods on depth images tries to detect features of faces such as nose tips, eyes and
cheeks. For example, Colombo et al. [4] proposed to detect human face on depth
image through an analysis of the curvature of face. Chew et al. [5] proposed to
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detect nose tips in a depth image by calculating effective energy. For this type
of head detection methods, the advantage is that organs on faces are detected
directly, which provides us more information such as locations of each organ
instead of just head location and size. The disadvantage is that detection rate
often decreases dramatically for depth image with moderate noise. The other
type of head detection methods on depth images tries to detect human heads
using general information such as the elliptical shape of head. Xia et al. [7] used
2D chamfer distance matching to find candidate head locations according to the
contour of head and shoulder, and then used a hemisphere to fit the head. Suau
et al. [8] first extracted foreground pixels in the depth image, and then used
a binary elliptical template to search for the head location. This type of head
detection methods can tolerate moderate noise in the depth image, and is often
more robust to different head poses.

Our driving fatigue detection system operates according to the facial expres-
sion of the driver, so accurate and fast head detection is an important step.
Generally speaking, color image can provide more information than depth image,
but is more sensitive to light condition. Considering the complex light condition
during driving, the head detection method proposed in this paper utilizes depth
information only. We ignore facial details in the depth image, and use the ellip-
tical shape of head as a clue. Methods proposed in [7,8] also use the same clue
to detect human head. The difference between their methods and our method
is that, their methods both include a matching stage, i.e. shifting a template in
the depth image pixel by pixel to find a best match, which greatly slow down the
speed of head detection. For example, the method in [8] can only do real-time
tracking at resolution 160× 120. However, combined with a tracking trick, our
method can achieve real-time tracking at resolution 640× 480.

Our method contains three key steps: depth image split, contour extraction
and ellipse fitting. Section 2 describes our method in detail. Section 3 evaluates
our method on the Kinect face database proposed in [6]. Section 4 shows the
integration of our driving fatigue detection system and the method proposed in
this paper, followed by the conclusion and discussions in section 5.

2 Method

2.1 Assumptions

In our head detection method, we make two heuristic assumptions about human
head.

a) Approximately, human head has an elliptical shape.
b) The depth values of human head are continuous.

Strictly speaking, these two assumptions doesn’t hold for every people every
time. For example, if a person has very bushy hair or wears accessories such as
caps, his/her head may not have an elliptical shape in depth image. However,
we find these two assumptions do hold in most cases. In fact, both [7] and [8]
make assumptions which are similar with ours.
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2.2 Work-Flow

Fig. 1 illustrates the overall process of our head detection method.

 
Depth Image Split 

Regions whose sizes are too large or 
too small for human head are ignored 

Contour Extraction 

Ellipse Fitting 
Regions which don’t have elliptical 
shape are ignored 

Further processing 

Input depth image 

Fig. 1. The work-flow of our head detection method

First, we split the depth image into regions according to the depth value of
each pixel. Because we assume the depth values of human head are continuous,
we can set a threshold and split depth image at locations where the change of
depth is larger than the threshold. Regions whose size is much larger or much
smaller than normal human head will be ignored. Second, we extract the contour
of each region. For the extraction step, we use an algorithm which ‘walks’ along
the contour of each region. Third, after we get the contour of each region, an
ellipse fitting algorithm will be used and the similarity between the region and
an ellipse will be calculated. Regions with an elliptical shape will be returned
for further processing.

2.3 Depth Image Split

Image split is a kind of image segmentation. According to [9] there is quite
a number of image split algorithms. Considering effectiveness, simplicity and
speed, we choose image split based on computing connected components which
is enough for our method.

In our design we use breadth first search to compute connected components.
Neighboring pixels whose difference of depth is less than threshold will be treated
as connected pixels. Fig. 2 is an example of image split. Here different regions
are colored with different colors. We can see that the region of head has been
split out. Notice that regions much larger or much smaller than normal human
head will be removed.
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Fig. 2. An example of image split result (The right color image is for reference)

2.4 Contour Extraction

After the depth image is split into different regions, contour extraction is per-
formed. Contours are expressed by contour points. Fig. 3 gives an example of
a region (left figure) and it’s corresponding contour points (right figure). One
pixel in depth image is represented by one block in Fig. 3.

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. A region in depth image and it’s corresponding contour points

We use an contour extraction algorithm which ‘walks’ along the boundary of
each region.

To represent contour points, a corresponding format is defined. This format
contains not only the location of the point (i.e. the coordinates), but also the
normal direction (i.e. the direction pointing to the ‘outside’ of the region). For
example, if we express contour points in Fig. 3 using this format, we will have a
list like this (starting from the top-left point)
〈2, 0,UP〉〈2, 0,LEFT〉〈1, 1,UP〉〈1, 1,LEFT〉〈1, 1,DOWN〉〈2, 2,LEFT〉 . . .
Each contour point is represented by three elements. The first two elements

are the coordinates of the contour point, and the third element shows the normal
direction of the contour point. Using this format, we can easily find and express
the contour of a region.

The ‘walking’ procedure is a procedure of state transition, i.e. transition from
a contour point to another contour point. The algorithm starts at a contour
point of the region (top-left point of the region in our system), and ‘walks’ along
the contour as the state transiting. When we get back to the start contour point,
we know that we have found all the contour points of this region.

State transition depends on current contour point. We have four normal di-
rections (UP, DOWN, LEFT, RIGHT), each direction has 3 situations, so we
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have 12 situations to consider in total. Fig. 4 gives us an example of the UP
situation. DOWN, LEFT, RIGHT are very similar.

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Current Contour Point   Next Contour Point Current and Next Contour Point (same position)

Fig. 4. Three cases of finding next contour point if current normal direction is UP

Notice that a certain location (coordinates) may contain more than one con-
tour point. Fig. 5 is the contour extraction result of Fig. 2.

Fig. 5. An example of contour extraction result

2.5 Ellipse Fitting

Having found the contour of each region, we can use any ellipse fitting algorithm
to fit an ellipse for the contour points. In our system, we choose the algorithm
in [10]. We calculate fitness for each region using the formula below (less fitness
value means higher fitness degree): ∑n

i=1 δi
n · h (1)

Here n is the number of contour points of the region, δi is the offset of the
contour point to its corresponding point in the fitted ellipse (draw a line cross
ellipse center and the contour point, the nearer intersection with the ellipse),
and h = max{height of region,width of region}. In conclusion, we calculate the
normalized average offset of every contour points.

After we get the fitness of each region. We return the region whose fitness is
less than a certain threshold as the human head we detected.
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3 Experiments

We test our head detection method on a public available face database provided
by Hg et al. [6]. In this database there are 31 persons, and each person has 17
poses (sitting in front of Kinect and looking at different positions with different
facial expressions). For each pose, color image and depth image are taken at the
same time for three times, so there are 31×17×3 = 1581 color images and 1581
depth images. Both color images and depth images are taken using Microsoft
Kinect, with a resolution 1280× 960 for color images and a resolution 640× 480
for depth images.

The test result is shown in Table 1. The detection rate is satisfying for most
persons, and is not sensitive to head pose. But for persons with very bushy hair
or beard, the detection rate drops heavily (boldface items in Table 1).

Table 1. Detection rate for each person in the database

Id Detection Rate Id Detection Rate Id Detection Rate Id Detection Rate

1 88.24% 9 88.24% 17 23.53% 25 98.04%
2 90.20% 10 84.31% 18 100.00% 26 100.00%
3 100.00% 11 100.00% 19 7.84% 27 100.00%
4 100.00% 12 84.31% 20 100.00% 28 100.00%
5 64.71% 13 100.00% 21 100.00% 29 90.20%
6 0.00% 14 70.59% 22 100.00% 30 100.00%
7 100.00% 15 92.16% 23 94.12% 31 100.00%
8 9.80% 16 88.24% 24 100.00% Average 83.05%

For detection speed, it takes about 170ms in average to do detection for an
depth image of resolution 640× 480 in my computer1. Compared with method
proposed in [8], our method is about 2 times faster. The reason is that there are
no template matching procedure in our method, which can greatly slow down
the speed.

4 Integrate with Driving Fatigue Detection System

Fig. 6 shows the work-flow of our driving fatigue detection system. Here, head
detection in depth image is an important step which speeds up the whole system.
Originally, we detect human face in color image using Viola-Jones algorithm [1]
directly, which requires about 1800ms for an image of resolution 1280 × 960.
Now, we first detect human head in depth image, which requires about 170ms
for an depth image of resolution 640× 480, and then use traditional algorithm
to detect face in the head region, which requires about 70ms.

1 CPU: Pentium T4400 2.2GHz, RAM: 4GB
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Fig. 6. The work-flow of our driving fatigue detection system

After we get the accurate location of the driver’s face, we use ASM (Active
Shape Model) to determine the location of each organ on the face. This is done
on color image. Then the appearance of each organ on the face can help us
determine the facial expression of the driver. Currently, we use the shape of
driver’s mouth as a fatigue feature, which is expressed by a value:

d = min{100, h
w
× 100} (2)

Here h is the height of mouth, and w is the width of mouth. Therefore d increases
as the driver opens his/her mouth. After we calculate d for each frame, we use
formula below to calculate fatigue degree:

f = min{100,
∑n

i=1 di
n

+ 20t} (3)

Here n is the number of frames in 3 minutes, t is the number of yawns. For the
calculation of t, we set a threshold for d. If d is larger than the threshold, we add
1 to t, and wait 10 seconds (we assume that yawn will not happen twice within
10 seconds or last for more than 10 seconds).

5 Conclusion and Future Work

In this paper, we proposed a novel human head detection method for depth im-
age, which is both simple and robust. From the experiments, we can see that our
method can achieve comparable detection rate and can reduce detection time.

This method utilizes depth information only, so it is not sensitive to light
condition. The validity of the method is demonstrated by integrating the head
detection method into our driving fatigue detection system. In the future, we
plan to improve our method so that it can deal with very bushy hair and beard.
For the driving fatigue detection system, we will add more features to get more
accurate result.
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Abstract. Retake detection has been a challenging problem in rushes
video summarization. Previous approaches represent video segments as
a sequence of labels then find retakes by grouping similar sub-sequences
using some sequence alignment algorithm. However, these kinds of rep-
resentation usually lead to unsatisfactory results because it is difficult to
know the number of labels needed for a video. In our method, instead of
quantizing each video segment into a label, we formulate it as a binary
classification problem between pairs of segments. We use this information
as the input for the Smith-Waterman algorithm to detect and group sim-
ilar video sub-sequences to find retakes. Our experiments evaluated on
the standard benchmark dataset of TRECVID BBC Rushes 2007 show
the effectiveness of the proposed method.

Keywords: Retake detection, Video summarization, Rushes video.

1 Introduction

Rushes are raw material (extra video, B-rolls footage) shot during the making
of motion picture. During filming section, a large amount of these material may
be shot but only a small fraction of them actually become a part in the final
product. The reason is that the director always asks a typical scene to be shot
for several times if he decides that an additional take is required (e.g. Because
the actor gets his lines wrong or an unexpected object suddenly appears in
the scene...). Each time of shooting forms one retake of that scene. Retakes of
the same scene are often different in duration because the director may stop the
recording suddenly if the performance is not going well. Even when the two takes
have the same length, they are still slightly different because actions performed
in each take are similar, but not identical. An example of retakes in rushes video
is shown in Fig 1.

In this research, we deal with the problem of detecting and grouping multiple
takes of the same scene in rushes video. This has always been one of the most
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Fig. 1. Two takes of one scene in from video MRS145905

important tasks in the making of a TV product. Retake detection allows editors
organizing and structuring rushes video into takes and scenes so that they can
identify which fragments of the video should be used for creating the final prod-
uct. In addition, the video should be indexed so that it is well documented and
thus reusable. In order to get a good view, a scene is typically recorded from
multiple camera angles. Each camera angle forms one recording of that scene.
We restrict our research scope in which each recording from each camera angle
is considered as a scene, and each time of recording is one retake of that scene.

Conventional retake detection systems [1,2,3,4] share the common approach
consisting of two main steps. In the first step, an input video is partitioned into
segments and each segment is quantized into a label of concept. After this step,
the video is represent as a sequence of labels. In the second step, similar sub-
sequences are grouped using sequence alignment algorithm. The representation
step can be done using some kinds of clustering methods. Similar video segments
are grouped into the same cluster label. The labels can be interpreted as the level
of similarity, which indicate whether the two video segments are illustrate the
same concept or not . However, these methods only work well if the number
of labels needed to represent those concepts in video is known in advance. In
general case, these approaches usually produce unsatisfactory results.
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Fig. 2. Retake detection by sequence alignment
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In this paper, we introduce a different approach in-which we formulate the
representation step as a binary classification problem. Instead of quantizing video
segments into a sequence of labels, we propose to use a supervised learning
method to classify each pair of segments in the video as matched or mismatched.
Then we use this information as an input for aligning all similar sub-sequences
in the video. Our proposed classification method has the following advantages.
First, since this is a binary classification, there is no need to decide the number
of labels beforehand. Second, our method is domain independent,i.e. it does
not require domain-specific knowledge of trained data. The details of our work
are presented as follows: In section 2 we briefly review related work of retake
detection based on sequence alignment methods. In section 3, we explain the
details of our proposed method and the framework for retake detection. Section
4 describes the experimental result on TRECVID 2007 BBC Rushes dataset.
Finally, we summarize our paper in Section 5.

2 Related Work

Sequence alignment algorithms have widely been used to identify regions of
similarity (alignments) between two sequences of proteins. These algorithms are
based on the technique of dynamic programming to produce the global alignment
via the Longest Common Sub Sequence algorithm or local alignment via the
Smith-Waterman algorithm. Because a video can be represented as a sequence
of protein, sequence alignment can be applied to detect similar sub-sequences of
the video.

Bailer et al.[1] proposed the modified version of Longest Common Subse-
quence (LCSS) model to measure the similarity distance between different parts
of the input video. Each part is determined by shot boundary detection. In [2],
Cooharojananone also use LCSS model combine with SIFT feature matching
to define the similarity between pairs of pre-segmented shots. Chanasis et al.[5]
decompose a video in to multiple shots and then perform a global alignment
between all pairs of shots. In [6] Liu et al. also used global alignment to align the
sequences of two adjacent sub-shots, and determine whether they are matched or
partly matched. However, global alignment approaches always assume that take
boundaries are provided in advance by some shot boundary detection tools. In
reality, the director may ask a scene to be recorded continuously. Consequently,
shot boundary cannot be a good option to find all take boundaries in rushes.

Since repetitive takes of the same scene are represented by the sub-sequences
that repeatedly appear in different positions in the video sequence, local align-
ment algorithm such as Smith-Waterman[7] can be used to detect them. Instead
of looking at the total sequence, the Smith-Waterman algorithm compares seg-
ments of all possible lengths and optimizes the similarity measure. The example
of local alignment can be found in the work of Dumont and Merialdo[3] and
Hiep et al.[4]. The Smith-Waterman algorithm builds a scoring matrix with cells
represent the cost to change a sub-sequence of the first sequence into a sub-
sequence of the second one. The scoring matrix for the two sequences is built as
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Input: A = a1a2a3...am and B = b1b2b3..., bn
Output: A scoring matrix M(m+ 1, n+ 1)
M(i, 0) = 0, M(0, j) = 0, 0 ≤ i ≤ m, 0 ≤ j ≤ n;

M(i, j) = max

⎛
⎜⎜⎝

0
M(i− 1, j − 1) + w(ai, bj)
M(i− 1, j) + w(ai,−)
M(i, j − 1) + w(−, bj)

⎞
⎟⎟⎠

Algorithm 1. Calculate Smith-Waterman scoring matrix

in Algorithm 1. Where w(ai, bj) is the match/mismatch score, if ai = bj then
w(ai, bj) = wmatch otherwise w(ai, bj) = wmismatch. M(i, j) denotes the similar-
ity score of the two sequences end at ai, bj respectively. Back-tracking starts at
the highest cells of the scoring matrix M and propagates until the cell with score
zero is encountered, to find the optimal local alignment. This algorithm is ap-
plied with the two input sequences are the same video sequence S = s1s2s3s4...sn
with si denotes the label of ith segment. This means we are trying to identify
the similar sub-sequences within the video sequence itself. Fig 2 illustrates the
example of Smith-Waterman algorithm for detecting repetitive in video.

3 Proposed Method
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Fig. 3. Process of retake detection in rushes video

This section introduces our frame work for retake detection and our proposed
method of binary classification.

3.1 Proposed Framework

The process of our framework is illustrated in Fig 3. Firstly, the input video is
partitioned into multiple one-second segments (25 frames). For each segment we
choose the middle frame as representative keyframe and extract feature vectors.
In the next step, we compute feature between every pairs of segments and use a
pre-trained classifier to decide whether the two segments are match or mismatch.
The output of this step is a similarity matrix I indicates matching between pairs
of segments. Finally, we perform the Smith-Waterman algorithm to detect and
group similar sub-sequences to identify retakes and scenes.
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Fig. 4. The similarity matrix between pair of video segments

3.2 Video Partition and Feature Extraction

We use the middle frame of each one-second segment as represent keyframe and
form feature vector F based on this keyframe. Each frame is divided into 36
(= 6× 6) sub-images. For each sub-image, 24 bin color histogram on HSV color
space is extracted. Finally, each segment is represented by an 864-dimensional
feature vector.

3.3 Binary Classification Pair of Segments

Typically, the Smith-Waterman algorithm will assign a score for aligning a pair
of match/mismatch labels or a gap penalty for aligning a label in one sequence to
a gap in the other. The match/mismatch is decided by comparing the quantized
labels of the two segments. Each label represents each different concept in rushes
video and they are assigned by some quantization methods such as clustering
[3,4]. Because the number of scene in video is not given and we can not estimate
how much concepts it takes to represent a video, quantization methods always
lead to unsatisfactory results.

Actually, to calculate the scoring matrix M , the Smith-Waterman algorithm
only wants to know whether the segment at position i is similar (matched) or
dissimilar (mismatched) to the segment at position j. This can be formulated
as a binary classification problem with match for positive and mismatch for
negative. In other to decide whether the two segments si and sj are match or
not match, we use a classifier C to compare their correspondent features. The
two segments is matched if they are closed together in the vector space, otherwise
they are mismatched. Therefore we choose Euclidean distance between two video
segments as the feature for each pair. Let Fi(a1, a2, ..., an) be the feature vector
of the first segment and Fj = (b1, b2, ..., bn) be the feature vector of the second
one. Let ak and bk is the kth component of Fi and Fj respectively. We compute
the pair feature using as follow:

d(Fi, Fj) =

√√√√ n∑
k=1

(ak − bk)2 (1)
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From the training data, we compute a list pair of segments which is labeled as
match or mismatch based on equation (1). Since there is only one input feature,
we apply the method of decision stump to train the classifier C. Finally, we create
a similarity matrix I where each cell indicates that the segment at position i is
matched to the segment at position j.

3.4 Extract Alignment and Form Take and Scene

Input: A similarity matrix I
Output: A list of aligned sub-sequences
Calculated the Scoring matrix M by algorithm 1;
repeat

Find position (i, j) where M(i, j) is maximum;
Trace back to find optimum alignment;
if len >= minlen then

Store the alignment;
end
Update scoring matrix and find next M(i, j);

until M(i, j) < threshold;

Algorithm 2. Alignment extraction algorithm

After calculate the similarity matrix I, we perform the Smith-Waterman algo-
rithm to detect all similar sub-sequence in video as in Algorithm 2. The result
of this step is a list of candidate takes. Aligned takes, that are extract from
the previous step, are grouped to form a scene. We also eliminate all the takes
whose length is too short and merge all the overlapping takes. The boundary
of a scene is determined by [min(start1, ..., startn),max(end1, ..., endn)] with
(starti, endi) are the boundary of take ith take and n is the number of take in
that group. The process of forming takes and scene is shown in Fig 5. The first
line is the ground truth. The next lines are pairs of alignment between takes.
Each pair of alignment is in the same line with the same color. The blue circle
illustrates a merger between overlap take candidates. The red circle stands for
take candidates whose length is too short. The last line is the final result where
open dot rectangles represent the result from merged candidates.

4 Experimental Results

The framework has been evaluated on a subset of TRECVID 2007 BBC Rushes
Video Summarization dataset. The dataset is in MPEG-1 format, recorded from
about fives BBC dramatic series. Most of the videos have duration of about 30
minutes. Each video is 350 × 288 in resolution and has 25 frames per second.
We randomly select 5 videos from the dataset for the experiment.We summarize
our dataset in Table 1. We use one video for training and the others for testing.
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Fig. 5. The process of forming takes and scenes

Table 1. The rushes 2007 database

Video Name Length(s) No. Take No. Scene

MRS025913 1543 28 8

MRS144760 1631 22 6

MRS157475 1557 36 9

MS216210 1453 22 8

MS210470 949 22 10

Average 1402 25 8

For each video we manually annotate the ground truth by identifying the set of
scenes and the takes of each scene. We also consider remove the test pattern,
color bars and monochrome scenes from the video. Finally, we apply the Rand
Index [8] method for evaluation system output against the ground truth.

Our experiment results are shown in Table 2. We compare our result to the
common method, which quantize video as a sequence of labels using k-means.
In the clustering and labeling step, we use different number of clusters k =
30, 35, 40, 45, ... and report the best result as well as the average result of all k.
As shown in Table 2, our method is very competitive to the best performance
of k-means in both scene take detection. However, in some video where scenes
are closely similar, e.g. MRS025913, our method does not help improve the
performance of scene detection. The reason is that the classifier is not strong
enough to reject mismatched pairs from different scenes. Because of that, takes

Table 2. Experiment results in TRECVID 2007

Avg K-means Best K-means Ours
Video Name Take RI Scene RI Take RI Scene RI Take RI Scene RI

MRS025913 0.69 0.66 0.70 0.67 0.73 0.51

MRS144760 0.89 0.84 0.93 0.88 0.92 0.91

MRS157475 0.81 0.79 0.87 0.86 0.86 0.82

MS216210 0.87 0.84 0.88 0.86 0.86 0.85

MS210470 0.74 0.73 0.72 0.71 0.87 0.85

Average 0.80 0.77 0.82 0.80 0.84 0.79
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from different scenes are grouped into the same cluster. Note that because we
choose the best k-means based on the average Rand Index at each k, the best
result for some video may less than the overall average (e.g. in video MS210470).

5 Conclusion

In this paper we introduce a new approach for retake detection in rushes video.
Most previous detection methods represent input rushes video into a sequence
of labels. This might lead to unsatisfactory results because the number of labels
needed for a video is always unknown. Instead of represent video segments as
a sequence of labels, we build a similarity matrix for matching between pair of
segments. We then formulate the matching process between pair of segments as
a binary classification problem. Experimental results on BBC Rushes dataset of
TRECVID 2007 show effectiveness of the proposed method. In the future, we
would like to conduct an evaluation on different type of low-features and their
combination for the problem of retake detection.
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Abstract. Person Re-Identification is the problem of matching people
across a network of non-overlapping cameras. One of the challenges is
how to match body parts to body parts for comparison between images
of two people in the context of different viewpoints as well as deformable
human bodies. Existing approaches usually use fixed models to local-
ize body parts or detect human shapes to extract body parts from the
shapes. Therefore, it is difficult to change to a new model or structure of
body parts. Moreover, those approaches could not deal with multiple hu-
man poses simultaneously. We propose a machine learning-based method
to extract body parts that is based on Deformable Part Models (DPM).
DPM is easy to train and has robust performance. In addition, with
DPM, we could use multiple models for multiple human poses concur-
rently. Experiments on standard dataset ETHZ1 show that the proposed
method outperforms state of the art methods.

Keywords: Person Re-Identification, Deformable Part Models, Maxi-
mally Stable Colour Regions, Cumulative Matching Characteristic.

1 Introduction

Person Re-Identification (Person Re-Id) is the task of re-recognizing people over
a network of non-overlapping cameras. This problem has various real world appli-
cations such as: people tracking, surveillance, authentication systems. However,
due to the quality of surveillance cameras, we cannot have high resolution images
of people, thus, biometric cues such as face or iris recognition do not work in
this situation. Furthermore, different cameras can lead to mis-matching between
people because they can appear with different appearances from different view-
points or in any illumination conditions. Beside that, occlusion and background
are also challenging characteristics of the problem.

A popular approach for this problem is to extract features for person im-
ages and compute distances between them to obtain similarities between images.
Based on those similarities, a ranked list is produced reflecting the probabilities
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of being the target person of gallery images. There are two major approaches for
extracting features: (i) extracting various features on the whole human bodies ;
or (ii) on human body’s parts. Because of the superior performance of the later
approach, it has been choosen in many recent works ([1], [2], [3], [4]).

One of the most important problems needs to be solved for this approach is
finding methods for localizing body parts, which have to be suitable for such kind
of surveillance camera images and extracted features. There are several efforts
to divide human bodies into smaller parts but most of them show some limits.
For instance, SDALF [1] uses a horizontal axis to divide a person into two parts
by trying to maximize the color dissimilarity and minimize the area difference
between them. By doing this, there is only one way to decompose a human
body. In [2], Gheissari et al. use a model fitting technique to fit a triangulated
graph to a human body, then body parts are extracted from the fitted model.
This approach could apply only one model at a time, therefore it couldn’t model
multiple human’s poses which are much different from each other (eg. front-view,
side-view, etc.), a very typical case in person re-identification datasets.

To deal with these problems, in this paper, we propose a methodology for per-
son re-identification based on machine learning-based deformable part models for
human body part localization. The idea is to use Deformable Part Models trained
from human datasets (eg. INRIA, PASCAL VOC for human, etc.) to detect hu-
man body parts. The model with highest score is selected . HSV Histogram and
MSCR [5] are then applied on the detected parts. Final distances between per-
son images are computed to infer a ranked list of gallery images. There are two
advantages of our approach. First, because we use learning-based approach for
body part localization, we can easily change the number and structure of parts
in the training phase. Second, multiple models can be applied simultaneously,
thus we can deal with many poses concurrently. The method is evaluated on
ETHZ1 dataset, one of the standard datasets for person re-identification [1], [4],
[6]. The result shows that our method outperforms SDALF [1], a state of the art
method for person re-identification.

The rest of this paper is organized as follows: Section 2 is an overview of
related work of this problem, Section 3 presents our method in detail. Experi-
mental results and discussions will be shown in section 4. Finally, section 5 is
the conclusion of the paper.

2 Related Work

Works about person re-identification could be divided into two directions: direct
approach and metric learning approach. In the direct approach, features are
extracted from images and distances between probe image and gallery images
are computed based on those features to obtain a ranked list. The problem of
this direction is (i) what kind of feature to use, and, (ii) how to extract those
features from images. Color, a simple but efficient feature, is widely used in
[1],[6],[3]. Meanwhile, shape feature is employed in [3],[7]. Biologically inspired
features (BIF) for person re-identification is introduced recently in [6]. Moreover,
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there are several works using texture such as [8],[9]. To extract features, beside
visual features from the whole body, there are several ways which try to extract
visual features on each part. For this purpose, a method proposed is to match
interest points between 2 images [2]. Another is to divide human body into
multiple pre-defined parts such as [1], [2], [3], [4].

Metric learning is a completely different direction. In this direction, machine
learning is applied to learn for choosing kinds of feature and how to combine
those features to boost the performance. Some works focus on metric learning
such as [8],[7],[9]. Our method concentrates on the direct approach, specifically
on how to match body parts on two images, thus, we can apply different metric
learning methods on it for a better result.

3 Proposed Method

3.1 Framework

This section presents an overview of our framework (Fig. 1). First, human bodies
are divided into body parts where the number and structure of parts are pre-
defined. Then, visual features are extracted on those parts and accumulated
from part to part, feature by feature to form final features on the whole body.
Finally, distances between probe image and gallery images are computed based
on distances between the corresponding features. A ranked list of gallery images
is produced according to their distances to the probe image.

3.2 Body Part Localization Using Deformable Part Models

In order to detect human body parts, we need a method working with deformable
objects, satisfying two criteria: (i) able to work with an arbitrary structure and
number of parts, and, (ii) able to deal with diverse poses of human being (Eg.
front-view and side-view).

In this work, we use Deformable Part Models (DPM) in [10],[11] for body parts
localization. DPM was originally designed for object detection. It is a mixture
of multiscale deformable part models. Each model detects objects based on a
root filter for the whole object and parts filters for object’s parts (see Fig. 2).
Those filters are trained from datasets of people using latent SVM (LSVM). By
using part filters in DPM, we could obtain locations of detected parts to use for
Person Re-Identification. Multiple poses problem could be solved when we use
multiple models. The model with highest score, which means the most confident
model to the image, is selected. Whenever we need new models for new sets of
pre-defined parts, we can train again with new annotations on the dataset.

3.3 Feature Extraction

After locating parts, different types of feature are extracted on each part and then
accumulated feature by feature across all parts. Because each feature represents
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Fig. 1. Computing distance between two images: (a) Localizing body parts using DPM,
(b) Extracting features on detected parts, (c) Accumulating features, (d) Computing
partial distances, (e) Computing final distance

an aspect of a person, combination of multiple features turns out to be efficient
in this problem [6]. In [9], Prosser et al. use a combination of 8 color features with
21 texture features ([6]). SDALF [1] fused weighted histogram, Maximally Sta-
ble Colour Regions (MSCR), and Recurrent High-Structured Patches (RHSP)
and produce a top performance. In [6], the authors combined BIF feature with
weighted histogram and MSCR and obtain very good results. In this paper, we
also combine 2 kinds of feature which are proved to be among the most efficient
kinds of feature.

HSV Histogram. We use color histogram for the 2 reasons: low complexity
and high performance. HSV color space is choosen because of its similarity to
human’s vision system. In our framework, only pixels in foreground regions are
counted in the histograms.

Maximally Stable Colour Regions for Recognition and Matching
(MSCR).MSCR is a color-based affine covariant region detector [5]. Its outputs
are detected regions with their area, centroid, second moment matrix and average
color. In this work, only the average colors and centroids are used for the feature
extraction.

After obtaining features on each part, HSV histograms of all parts are finally
concatenated to form the entire HSV histogram feature for the image. Similarly,
average color and centroids of all parts are concatenated to form the entire color
and centroids of MSCR of the entire image.
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Fig. 2. An example of DPM model [10]

3.4 Computing Distances

In this section, we discuss about how to compute distances between two images.
As aforementioned, the final distance between two images must be computed
from the HSV Histogram and MSCR features of theirs. Basically, there are two
ways of computing final distance: (i) combining all the features of each image to
a single feature and compute the distance based on those single features and (ii)
computing distances between corresponding features of the two images then the
final distance is determined based on those distances. In our method, the later
alternative is selected. Specifically, The final distance between two images is a
linear combination of the distances between their corresponding features (see
Fig. 1).

d (ImgA, ImgB) = α1×dHSV (ImgA, ImgB)+α2×dMSCR (ImgA, ImgB) (1)

where dHSV refers to distance between HSV Histograms and dMSCR refers
to distance between MSCR features. dHSV could be computed by calculating
the Bhattacharyya distance between the two histograms. MSCR includes two
components: color and centroid. Similar to [1], we only use the y component of
the centroid. Accordingly, MSCR distance is a combination of color distance and
centroid’s y component distance.

4 Experimental Results

In this section, we present our experimental result of the proposedmethod.To visu-
alize the result, the result is presented by the Cumulative Matching Characteristic
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(CMC) curve. A CMC curve [12] represents the probability of the ground truth
belonging to top n of the ranked list.

We have evaluated our method on the ETHZ1 dataset [13], one of the standard
datasets for person re-identification problem. ETHZ1 consists of 4857 images
of 83 people, recorded from a camera attached on a moving charriot. In [7],
the dataset were cropped into images of single person by W. R. Schwartz and
L.S.Davis. The most challenging characteristics of this dataset are occlusion and
illumination changes.

We carry out experiments on single-shot modality in which each person in
the gallery set and the probe set is represented by only one image. Because in
the ETHZ dataset, there are many images for each person, we randomly choose
one image per person to form the gallery set, each of the rest images becomes a
probe image. Therefore, there are 83 images coressponding to 83 people in the
gallery set and 4774 images in the probe set.

For each experiment, all images must be normalized to a uniform size. With
the proposed method, the normalized size is 128 × 64, a suitable size so that
DPM works well. For training DPM, INRIA pedestrian dataset with 614 positive
samples and 1218 negative samples is choosen as the training dataset. Our DPM
model is trained with 1 component and 6 human body parts selected.

The experiment result is shown in Figure 3. We compare our result with
SDALF on various sizes: 64 × 32 and 128× 64. According to the result we can
see that SDALF gives higher performance when image sizes are increased and

Fig. 3. Experiment result of the propose method, SDALF 128×64, and SDALF 64×32
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our method outperforms SDALF in both sizes. The clearest gap of the outper-
formance is between top 10 and top 20 of the ranked list when the difference
fluctuates from 5 to nearly 10 percent (compared to SDALF 64 × 32). The im-
proved performance could be because of the higher accuracy in human parts
localization and higher number of parts which can make feature matching more
precise. Via this experiment, it turns out that numbers and structures of parts
are very important factors affecting the final performance. How to determine the
optimal structure is, therefore, a significant problem.

5 Conclusion

We proposed a machine learning-based method for detecting human body parts
in the person re-identification problem. This enable us to try with many struc-
tures of parts as well as multiple poses concurrently. This approach could be
applied on re-identification problem of not only people but also arbitrary de-
formable objects. The experiment on ETHZ1 shows that, with our new structure
of parts, we could obtain a higher performance in person re-identification than
SDALF, a method with a fixed technique for detecting human parts. For the
future work, adaptively selecting the number of body parts is still a promising
direction.
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Abstract. We investigate if a deep Convolutional Neural Network can
learn representations of local image patches that are usable in the impor-
tant task of keypoint matching. We examine several possible loss func-
tions for this correspondance task and show emprically that a newly
suggested loss formulation allows a Convolutional Neural Network to
find compact local image descriptors that perform comparably to state-
of-the-art approaches.

Keywords: Convolutional Neural Networks, Non-linear Dimensionality
Reduction, Local Image Descriptor Learning.

1 Introduction

Local image descriptors are an important component of many Computer Vi-
sion algorithms. They are central to a wide range of Computer Vision tasks
like tracking, stereo vision, panoramic stitching, structure from motion or ob-
ject recognition. Given these widely differing types of use cases, a local image
descriptor should be invariant to image, appearance, viewpoint and lightning
variations of a local image patch.

Over the last decade many different descriptors have been developed. Several
of these are hand designed, with SIFT [1] being the most popular example. In
recent years these engineered descriptors where accompanied by approaches that
are based on discriminant learning techniques [2–5]. The general motivation be-
hind these methods is that by exploiting statistical properties of image patches
through learning, the resulting descriptor is more robust to the previously men-
tioned variations an image patch can be exposed to.

Tracing back our work to [6], this paper tries to extend the recent success
story of Convolutional Neural Networks [7–9] to learning compact local image
descriptors. In a series of experiments, we investigate various aspects (different
cost functions, different non-linearities, depth) of models based on Convolutional
Neural Networks. It turns out that with the correct cost function, Convolutional
Neural Networks find compact image descriptors that perform competitively
or even better than state-of-the-art algorithms on a challenging benchmark for
keypoint matching [3].
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Related Work. Similar to our work, [3–5] rely on supervised learning ap-
proaches to find compact local image descriptors. These methods suggest differ-
ent pooling and selection strategies of gradient-based features to learn discrimi-
nant descriptors, utilizing boosting [4] or sparse convex optimization [5].

Most similar to our work is [10]. Like us [10] uses a Convolutional Neural
Network to learn an encoding for an image patch. However, [10] investigated the
applicability of their learnt descriptors only for planar transformations and only
compared their performance to SIFT. As it turns out the objective function to
train the whole model used in [10] would not be competitive to state-of-the-art
approaches on the challenging dataset used in our paper. And finally, [10] relies
on gradient based input features on various scales while our algorithm works
directly on pixel intensities.

2 General Learning Architecture

A good description of a local image patch is characterized by the fact that cor-
responding image patches are represented by descriptors that are close-by under
some metric. Correspondence is thereby defined by the various kinds of invari-
ances listed in the first paragraph of section 1. Clearly, the goal of any learning
algorithm in this domain is then to find representations together with the ac-
companying metric that performs well on labeled image pairs (corresponding vs.
non-corresponding pairs).

DrLim [6] is a framework for energy based models that learn representations
using only such correspondence relationships. We utilize DrLim in order to learn
low-dimensional mappings for low-level image patches.

The main idea behind DrLim is to map similar (i.e. corresponding) image
patches to nearby points on the output manifold and dissimilar image patches
to distant points. DrLim is defined over pairs of image patches, x1 and x2. The
i-th pair (xi

1, x
i
2) is associated with a label yi, with yi = 1 if xi

1 and xi
2 are

deemed similar and yi = 0 otherwise. We denote by d(x1, x2; θ) the parameter-
ized distance function between the representations of x1 and x2 that we want to
learn. Based on d(x1, x2; θ) we define DrLim’s loss function �(θ):

�(θ) =
∑
i

yi�pll(d(x
i
1, x

i
2; θ)) + (1− yi)�psh(d(x

i
1, x

i
2; θ)) (1)

We denote with �pll(·) the partial loss function for similar pairs (it pulls similar
pairs together) and with �psh(·) the partial loss function for dissimilar pairs
(it pushes dissimilar pairs apart). Several possible choices for �pll(·) and �psh
(denoted by Ci) are investigated in this text:

– C1 — the original paper for DrLim [6] defined �pll(·) and �psh as follows:

�pll(d(x1, x2; θ)) = cplld(x1, x2; θ)
2 (2)

�psh(d(x1, x2; θ)) = cpsh[max(0,mpsh − d(x1, x2; θ))]
2 (3)
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mpsh is a push margin: Dissimilar pairs are not pushed farther apart if they
already are at a distance greater than mpsh. cpll and cpsh are scaling factors,
both set to 1

2 in [6].
– C2 — [10] uses the definitions from [11]:

�pll(d(x1, x2; θ)) =
2

Q
d(x1, x2; θ)

2 (4)

�psh(d(x1, x2; θ)) = 2Q exp(−2.77

Q
d(x1, x2; θ)) (5)

The constant Q is set to the upper bound of d(x1, x2; θ).
– C3 — the exponential loss from [4]:

�pll(d(x1, x2; θ)) = exp(y′d(x1, x2; θ)) (6)

�psh(d(x1, x2; θ)) = exp(y′d(x1, x2; θ)) (7)

where y′ = 2y − 1 and y indicates whether a given x1 and x2 are a corre-
sponding pair or not, i.e. y′ ∈ {−1, 1}

– C4 — in this paper we investigate a combination of a hinge-like loss function
for �pll with �psh set as in [6]:

�pll(d(x1, x2; θ)) = cpll[max(0, d(x1, x2; θ)−mpll)] (8)

�psh(d(x1, x2; θ)) = cpsh[max(0,mpsh − d(x1, x2; θ))]
2 (9)

mpll is a pull margin: Similar pairs are pulled together only if they are at a
distance above mpll.

For a complete definition of �(θ) we still need d(x1, x2; θ): for C1, C3 and C4 it
is defined as the Euclidean distance between the learned representations of x1

and x2:
d(x1, x2; θ) = ‖f(x1; θ)− f(x2; θ)‖2 (10)

For C2 it is defined as

d(x1, x2; θ) = ‖f(x1; θ)− f(x2; θ)‖1 (11)

In both cases f(·) denotes the mapping from the (high-dimensional) input
space to the low-dimensional representation space. In this paper, f(·) is a Con-
volutional Neural Network.

2.1 Convolutional Neural Networks

A Convolutional Neural Network [7] is a special kind of neural network for work-
ing with images. It is composed of multiple layers, where the output of every
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layer is a set of two dimensional arrays called feature maps. A feature map is pro-
duced by convolving the respective input with a filter, followed by a non-linear
function and a pooling layer. Within the DrLim framework the same network
is applied to two different inputs in order to compute the loss for this input
pair (see equation 10). Therefore, the architecture is sometimes called a siamese
network [12, 13]. In this work we investigate two aspects of a configuration of a
Convolutional Neural Network:

– non-linearities: we compare the standard tanh(·) and the currently often used
rectifying linear unit [9].

– depth: we compare models with three and four layers.

3 Experiments

We use the dataset from [3] for evaluating various instances of Convolutional
Neural Networks. In contrast to previous approaches actual 3D correspondences,
obtained via a stereo depth map, are used for generating this dataset. This al-
lows learning descriptors that are optimized for the non-planar transformations
and illumination changes that result from viewing a truly 3D scene. The dataset
is based on more than 1.5 million image patches (64× 64 pixels) of three differ-
ent scenes: the Statue of Liberty (about 450,000 patches), Notre Dame (about
450,000 patches) and Yosemites Half Dome (about 650,000 patches). We denote
these scenes with LY, ND and HD respectively. There are 250000 corresponding
image patch pairs and 250000 non-corresponding image patch pairs available for
every scene. We train on one scene and evaluate the learned embedding func-
tion on the other two scenes. Evaluation is done on the same test sets (50000
matching and non-matching pairs) used also by other approaches.

We achieve the best results on this benchmark with a Convolutional Neu-
ral Network paired with the loss function C4. The network has 4 convolutional
layers1 and uses the tanh non-linearity. Moreover, Table 1 shows that this Con-
volutional Neural Network (the entry denoted CNN1 ) performs comparably to
other state-of-the-art approaches in terms of the 95% error rate which is the
percent of incorrect matches when 95% of the true matches are found: After
computing the respective distances for all pairs in a test set, a threshold is deter-
mined such that 95% of all matching pairs have a distance below this threshold.
Non-matching pairs with a distance below this threshold are considered incor-
rect matches. Figure 1 shows the ROC curves of CNN1 for the three different
training settings.

In order to avoid unnecessary clutter, we describe only qualitatively the results
of comparing different settings for loss functions, non-linearities and depth:

1 20 feature maps with kernel size 5 × 5 followed by a (2, 2) max pooling; a second
convolutional layer, again with 20 feature maps and kernel size 5× 5 and (2, 2) max
pooling; a third convolutional layer, again with 20 feature maps and kernel size 4×4
and (2, 2) max pooling; and a fourth convolutional layer with 64 feature maps and
kernel size 5× 5.



628 C. Osendorfer et al.

– Loss functions: C4 performed at least by 2%− 3% better than C1, C2 or C3.
The idea of having a pull margin mpll is crucial for the good performance
of C4. Without it, a noticeable performance drop happens. Interestingly,
the results from the original DrLim formulation (C1) can be improved by
utilizing a pull margin, too.

– Non-linearities: Contrary to recent reports [9] on good performance due to
linear rectifying units, the networks with a tanh non-linearity performed at
least by 5% better than those a the linear rectifying unit.

– Depth: We also tested a Convolutional Neural Network with 3 layers (the
total number of parameters was similar to the network with 4 layers). The
4 layer network outperformed this network by approximately 1%− 1.5%.

Table 1. Error rates, i.e. the percent of incorrect matches when 95% of the true matches
are found. Every subtable, indicated by an entry in the Method column, denotes a
descriptor algorithm. The line below every method denotes the size of the descriptor
(e.g. 32d denotes a 32 dimensional descriptor). The 128 dimensional SIFT descriptor [1]
does not require learning (denoted by − in the column Training set). The numbers in
the columns labeled LY, ND and HD are the error rates of a method on the respective
test set for this scene. [3, 5] do not have results when trained on the LY scene (indicated
by ×). L-BGM is presented in [4]. CNN2 is trained on two out of the three datasets,
see section 3.1

Test set
Method Training set LY ND HD

SIFT – 31.7 22.8 25.6

LY – 14.1 19.6
L-BGM ND 18.0 – 15.8
(64d) HD 21.0 13.7 –

LY – × ×
[3] ND 16.8 – 13.5
(29d) HD 18.2 11.9 –

LY – × ×
[5] ND 14.5 – 12.5
(29d) HD 17.4 9.6 –

LY – 10.1 17.6
CNN1 ND 14.6 – 15.3
(32d) HD 17.6 9.5 –

LY/ND – – 12.3
CNN2 LY/HD – 7.3 –
(32d) ND/HD 13.3 – –
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Every image patch is preprocessed by subtracting its mean and dividing by
its standard deviation. All models are trained with standard gradient descent.
Training stops when a local minimum of the DrLim objective is reached. We
never faced the problem of overfitting (probably because the number of parame-
ters is very small compared to the size of the training set), and thus did not use
a validation set. Instead we observed that using a validation set had a negative
effect on our final results – the data in the validation set is more useful for actual
training. Finally, the hyperparameters for C4, namely cpll, cpsh, mpll and mpsh

are 0.5, 3, 1.5, and 5 respectively. Notably, these hyperparameters are not scene
dependent.

(a) Training set: LY (b) Training set: ND (c) Training set: HD

Fig. 1. True Positive Rates and False Positive Rates for CNN1. A plot is denoted by
its training set and shows the ROC curves on the two remaining test sets. Best viewed
in color.

3.1 Data Augmentation

Convolutional Neural Networks benefit from abundant data. A successful method
to artificially enlarge the available amount of data is to generate new input data
by applying different kinds of transformations to the original dataset [8, 9]. Yet,
we did not manage to improve the error rates that we achieve on the original
dataset with this approach. However, utilizing data from two scenes improves
error rates noticeably: we train on two scenes and evaluate on the remaining
one. Following this approach, we are able to improve our error rates by at least
2% (see Table 1, last entry, CNN2 ).

4 Conclusion and Future Work

In this short paper we showed empirically that a standard Convolutional Neural
Network, equipped with a suitable loss function, can find compact representa-
tions for local image patches: on a challenging dataset for keypoint matching we
were able to perform at least as well as state-of-the-art approaches.

The appeal of a simple parametric model like a Convolutional Neural Network
is that it does not require any complex parameter tuning or pipeline optimizations
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and that it can be integrated into larger systems that can then be trained in an
end-to-end fashion [14]. To be more concrete, the 32 dimensional descriptor pro-
posed in this paper can be used to define a dense representation of an arbitrary
image. This dense representation is then fed into another Convolutional Neural
Network for e.g. image segmentation [15], which can tune the low-level represen-
tations for the specific task at hand through straightforward backpropagation.

Acknowledgments. Sebastian Urban was supported by German Research
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