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Preface

The VLSI Design and Test Symposium (VDAT 2013) was the 17th in the series
of symposia that started in 1997. This annual event is devoted to research dis-
cussions at the frontiers of the design and testing of VLSI components, circuits,
and systems. In view of the fact that silicon design is approaching its physical
limits, fault tolerant computing is becoming a major research area. The idea
behind the VDAT Symposium is to promote R&D in all aspects of VLSI and
to act as a forum for academicians and professionals from India and abroad
to discuss emerging topics of VLSI and related fields. In VDAT 2013, research
contributions in the following areas were invited:

1. VLSI Design: analog and RF mixed signal design; design and modeling
of digital circuits and systems; FPGA prototyping of algorithms; synthesis;
optoelectronic devices and circuits; MEMS, deep submicron and nanometer
devices and circuits; power analysis and low-power design; thermal analysis
and temperature-aware design; physical design, packaging and board design;
technology CAD; high-performance computing; networks-on-chip; system-
on-chip designs

2. Testing and Verification: design for testability; test generation and fault
simulation; built-in self-test; verification (simulation and formal); design for
manufacturability and yield analysis; testing memories and regular logic ar-
rays

3. Embedded Systems: hardware/software codesign and verification; audio,
image and video processing; reconfigurable systems; applications in commu-
nications, encryption, security, compression, etc.; embedded software tools;
FPGA prototyping of complete systems; CAD for embedded systems

4. Emerging Technology: nanoscale computing and nanotechnology;
reversible computation

Overall, 162 research papers were submitted to VDAT 2013. After a process
of rigorous review, 44 contributions were selected as regular papers as part of the
proceedings (the acceptance ratio was 27.16%) and 12 were selected as poster
papers to be published separately as a VSI digest. The symposium hosted one
full-day and five half-day tutorials as follows:

1. Adit Singh and Virendra Singh: “Concept to Silicon”
2. Chetan Parikh and Subhajit Sen: “Design of Simple Electronic Hearing Aid”
3. Suraj Sindia, Vishwani Agrawal, and Abhijit Chatterjee: “Analog Design

and Test”
4. Neerav Nanavati and Mahesh Rawal: “DFT Techniques for Low Power

Methodology for 40nm and Below”
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5. A. Srivastava and E. Dakshinamoorthy: “Electromigration: Design and Re-
liability Challenges in Advanced Logic Libraries”

6. Jose Flich: “gMemNoCsim: A Simulation and Emulation-Based Platform for
Network-on-Chip Architectural Exploration and Analysis”

Subsequently, educational talks by eminent researchers working in VLSI were
delivered on the second day of the symposium dedicated to VLSI educational
awareness. These talks were delivered by M. Balakrishnan (IIT Delhi, India),
Abhijit Chatterjee (Georgia Tech, USA), Mark Zwolinski (Southampton, UK),
Vishwani Agrawal (Auburn University, USA), and Narendra Ahuja (UIUC, USA).
Panel discussions were held to decide the future course of VLSI R&D in academia
as well as industry. The panel included eminent researchers such as Dinesh
Sharma (IIT Bombay, India), Abhijit Chatterjee (Georgia Tech, USA), Mark
Zwolinski (University of Southampton, UK), Vishwani Agrawal (Auburn Uni-
versity, USA), M. Balakrishnan (IIT Delhi, India), M.S. Gaur and Vineet Sahula
(MNIT Jaipur, India), Adit Singh (Auburn University, USA), Chandrashekhar
and Raj Singh (CEERI Pilani, India), and Narendra Ahuja (UIUC, USA). A
PhD forum, held on the same day provided a platform for research scholars
wherein they received critical review of their work.

The VDAT 2013 symposium was an event geared to bringing academia and
VLSI industry into close interaction for their mutual benefit. Several invited talks
and keynote speeches were delivered by experts from India and abroad. K.S. Das-
gupta (Director IIST, India), Masahiro Fujita (Tokyo University, Japan), Jose
Flich (UPV, Spain), Dinesh Sharma (IITB, India), Chandrashekhar (CEERI,
Pilani), and Scott Roy (University of Glasgow, UK) enlightened participants
about various aspects of emerging issues in VLSI research. The conference com-
prised six sessions and each session had two parallel tracks. We hope that this
conference provided an opportunity to all delegates to carry with them new ideas
and shall result in better academic and research output. The research articles
presented in the conference are published in these proceedings and we hope that
this is to the technical satisfaction of the readers.

On behalf of VDAT 2013, we would like to thank all conference delegates
especially the authors and reviewers, as their contribution was a must for the
success of this event. We take this opportunity to acknowledge the support of
the EasyChair conference system. We would also like to thank Springer for con-
senting to publish the proceedings even at short notice. Our special thanks go
to all invited speakers. We would like to thank Ms. Sonal Yadav, who single-
handedly compiled the VDAT 2013 and VSI digest proceedings. Last but not
least, we would like to thank the MNIT administration for providing support
and the student volunteers who worked round the clock.

July 2013 M.S. Gaur
Mark Zwolinski
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Abstract. Significant speed degradation is one of the severest issues encoun-
tered in low-voltage Static Random Access Memory (SRAM) operation. In  
addition, Sense Amplifier (SA) stability deterioration is another problem in 
low-voltage operation. These phenomena occur because the random transistor 
variation becomes larger as the process scaling progresses. In this work a highly 
robust and novel Ultra-High-Speed (UHS) hybrid current/voltage sensing tech-
nique is developed for low power and high speed SRAM. The Precisely sized 
Current Mode Circuit (CMC) is designed for local differential current mode 
sensing at bit-lines to achieve low power and high-speed. Local cross coupled 
inverters latch configuration is designed which convert differential voltage de-
veloped at data-lines to full logic swing at output. High speed SRAM sensing 
technique is designed using a 45nm CMOS standard process. With focus on the 
current sensing, we have shown that latch makes an excellent second-stage 
comparator after a local differential current sensing. Extensive post-layout si-
mulation has been verified that our design operates down to 0.7V and achieves 
95ps sensing delay at 1V supply voltage. Operating frequency is 1 GHz and 
power consumption is 2.18μW and 0.10μW at 1V and 0.7V respectively. The 
primary advantage of the proposed amplifier over previously reported sense 
amplifiers is the excellent immunity to inter-die and intra-die variations, making 
it more reliable against device mismatch and process variations. 

Keywords: SRAM, CMC, UHS, Yield, SA. 

1 Introduction 

In nanometer technologies, embedded SRAM occupy significant portion of system on 
chips (SoCs) and has large impact on chip yield. As the motivation to increase the 
capacity of on-chip cache, SRAM is predicted to occupy about 94% of die-area by 
2014 [1]. Increasing inter-die statistical variations in the process parameters (channel 
length (L), width (W), and transistor threshold voltage (Vth) has emerged as a serious 
problem in the nano-scaled circuit design [2].  With the increase in random variation 
with scaling due to Random Dopant Fluctuation (RDF), Line Edge Roughness (LER) 
and other sources, SRAMs become extremely sensitive to process variations especial-
ly as the supply voltage is reduced. Similarly, SA suffer from random variations, 
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which increase the SA input offset (due to its differential nature, and small signal 
operation) and deteriorates SRAM read access yield (Yread) [3], [4], [5]. Hence, the 
failure probability of a SA is directly related to the yield of a memory chip. The sens-
ing margin required by SRAM is dominated by the sense amplifier offset and bit-line 
(BL) level offset. SA offset is caused by device mismatch resulting from process vari-
ations. Hence SA input referred offset directly slows the access times of SRAMs and 
limits the amount of integration of cells on a column. 

Substantial amount of research have so far been reported regarding sensing speed 
improvement, offset reduction and yield improvement of SA [6-14], like latch based 
SA [6], Voltage Mode SA(VMSA)  [7], Decoupled latch [8] [9], Hybrid Mode SA 
(HMSA) [10], Automatic power down (APD) SA [11], etc. Among the above men-
tioned techniques, voltage & current mode implementations are popular to the re-
searchers, which also serve the limitations. [6], [8] shows the conventional voltage 
mode SA The self shut-off mechanism of VSA has made it a pervasive choice in to-
day’s SRAM design. The input offset of sense amplifier in voltage mode sets the 
higher levels for the required bit-line discharge [8], [12], thereby increasing the ener-
gy consumption. This offset affects the sensing delay or even the functionality of the 
circuit, depending on the extent of process variation, therefore determining the worst 
case possibility of process variation highly significant in sense amplifier. The minimal 
target value of the required bit-line discharge depends on the technology, sense am-
plifier design, sizing and the target yield level [5] [12]. Current sense amplifiers 
(CSA) have long been proposed as a promising approach for high speed applications 
since they do not require large bit-line voltage swing for detection. The new read 
scheme to maximize the utilization of Icell, hence offering a better performance in 
terms of sensing speed proposed in [10], nevertheless, such hybrid mode sense am-
plifier consumes more power than a typical latch type sense amplifier due to its dc 
bias current. On the other hand, the automatic power down scheme was implemented 
in parallel [11] fashion, resulted better speed and power with the penalty of hardware 
than earlier reported SAs implementation. In this work, a highly robust and novel 
Ultra High-Speed (UHS), hybrid current/voltage mode Sense Amplifier (SA) tech-
nique is developed for low power SRAM using 45nm CMOS standard process.  This 
paper is organized as follows: Section 2 describes the proposed sensing technique and 
its operation and Section 3 discusses the impact of process variation, sensing failure 
and design yield. Simulation results are discussed and compared in Section 4. Finally, 
Section 5 concludes the paper. 

2 Proposed Sensing Technique 

The Proposed Design Sense Amplifier (PDSA) with simplified read-cycle only mem-
ory system is shown in Fig. 1. The circuit is evaluated in terms of the propagation del- 
delay and power dissipation vs supply voltages, process variations and temperature. It 
consists of nine PMOS (MP2-MP10) and seven NMOS transistors (MN1-MN7). 
MP2-MP5 configures the Current Mode Circuit (CMC) [12]. It has zero input (ideal-
ly) resistance during sensing. This property makes it insensitive to the bit-line capa-
citance. CMC eliminates the bit-line equalization circuit due to virtual short circuit at  
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Fig. 1. Schematic of proposed SA 

node X1 and X2 because the gate to source voltage of MP2 and MP4 will be same, 
since their currents are equal, their sizes are equal and both devices are in saturation. 
Same is the case for MP3 and MP5. Hence the voltage at node X1 is VL+VR [Fig. 2]. 
Similarly voltage at X2 will be the same. Transistors MP0 and MP1 are used to pull 
the bit-lines close to the supply voltage to attain memory cell stability and soft error 
immunity. CMC transfers the differential current to data-lines. Second sensing stage 
consists of three PMOS (MP6-MP8) and seven NMOS (MN1-MN5) transistors. Here 
MN1, MN2 are used to precharge the data-lines (DLs) to GND. The cross coupled 
inverter amplifies the small voltage difference on the DLs to the full CMOS logic 
level. MP9-MP10 and MN6-N7, forms two output inverters, serving as buffers to 
drive the potentially large output loads to full CMOS logic output levels. Before any 
read cycle MP0 and MP1 precharge the bit-line capacitances to VDD.  Precharge tran-
sistors are upsized to charge large bit-line capacitances up to 3pF in order to account 
for the effect of parasitic capacitances associated with large cells in the array. Simul-
taneously, MN1 and MN2 precharge the data-line capacitances to GND. Meanwhile, 
Equal (EQ) signal turns on MN4 to equalize nodes X3 and X4 to the same potential. 
MP6 is kept in cut-off mode by asserting SAEN logic “HIGH”, thereby saving static 
power. Nodes X3 and X4 will also be at low potential (near Vth) during standby as a  
result, implying both the NMOS devices (MN6, MN7) operates in cutoff mode con-
suming no DC current by these buffers except subthreshold current. The second sens-
ing stage ensures that the standby current of the circuit and thus the power dissipation 
is minimized because of sleeping MP6. Once Word Line (WL1) and Column Select 
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Fig. 2. Simulated voltage at various nodes Fig. 3. Output characteristic for Vth distribution 

(CS) lines are being activated during the read cycle, upper memory cell in the column 
will be selected and start drawing current ‘Icell’. Since drains of MP4 and MP5 are 
already near GND potential, once CS signal goes low MP4 and MP5 are driven to 
saturation. Since all the devices of CMC (MP2-MP5) are equally sized to ensure satu-
ration mode of operation, MP2 and MP3 will also operate in saturation. We up size 
the CMC devices to reduce the effect of process variation, reducing the delay until 
self loading dominates. CMC offers very less input resistance to the bit-lines and 
instantaneously transfer currents IL’ and IR, without waiting for the discharge of bit-
line capacitances to current transporting data-lines (DLs). Here IL’=(IL+ICBL) and 
(IR=IL+ICBL-Icell), hence left hand side passes more current, IL’>IR, and charge the data-
line capacitances  producing differential voltage at the source terminal of the NMOS 
devices (MN3 & MN5) of the cross coupled inverters. Thereafter, Sense Enable Sig-
nal (SAEN) goes low and EQ signal is deasserted, turning device MP6 on and MN4 
off respectively, and cross coupled inverter quickly finishes the latching process pull-
ing node X3 to VDD while node X4 is discharged to near ground. Two inverters are 
designed here to drive large loads and provide full logic swing at the output. Since no 
differential discharging of capacitance is required to sense the cell data, these signals 
propagate almost instantaneously from CMC to the data-lines. Precharge (GND) time 
of data-line capacitances through NMOS devices MN1-MN2 is crucial here at near 
threshold. The increase in the number of column increases data-line capacitance, in 
which case the sizing of MN1-MN2 play a major role to discharge the data-line capa-
citances. Data-line capacitance value also depends on the sizing of PMOS devices in 
CMC. Through carefull sizing of the CMC devices we achieved optimum delay. Fig. 
2 shows waveform at various nodes of design. 

3 Process Mismatch Analysis and Yield Optimization of SA          

Random within-die variation in process parameters (principally, Vth variation due to 
random dopant fluctuations) results in different types of parametric failures in an SA. 
The parametric failures in SA are principally due to offset (reduction in the bit-
differential produced while accessing the cell), incorrect flipping of latch in SA while 
reading, A column of an SRAM array is defined to be faulty if any of the SA in that  
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column is faulty. An entire SRAM array is said to be faulty (memory failure) if num-
ber of faulty column is more. A typical memory chip may contain a large number of 
sense amplifiers. If some sense amplifiers malfunction then it causes loss of function-
al yield. Hence it is necessary to design robust sense amplifiers that have lower failure 
probability against process variations. Sense amplifiers and SRAM cells in particular, 
are vulnerable to within-die WID [14]. 

Frequency of incorrect samples
P(failure)  =    100                   (1)

Total number of inter-die Monte Carlo samples
×  

To estimate the yield of an SA design, Monte Carlo simulations for inter-die distri-
butions of Vth (assumed to be Gaussian) need to be performed.  

Proper sizing of the SA transistors can reduce the failure (due to within-die varia-
tion) probability of a cell at nominal inter-die corner. To understand this, we applied a 
certain amount of Vth shift to all the transistors in an SA (represents an inter-die Vth 
shift). To reduce the probability of sensing failure, NMOS transistors (MN3, MN5) 
are slightly upsized in the proposed design. The upsizing of NMOS transistors lower 
the trip point voltage that flips the cross-coupled inverters at a lower output voltage. 
Symmetric layout is a critical piece of our design strategy to reduce mismatch in bit-
line and data-line capacitances, which reduces the probability of sensing failure and 
increases yield. Post layout circuit characteristic with inter-die variation, obtained by 
Monte Carlo simulation of 1000 iterations with 3σ parameter variation are shown in  
 

 
 

 

 

 

 

 

 

 

 

 

 

        
(a) Voltage mode SA at VDD=1V               (b) HMSA at VDD=1V          (c) Proposed sensing technique at VDD=1V 

      
(a) Voltage mode SA at VDD=0.9V             (b) HMSA at VDD=0.9V         (c) Proposed sensing technique at VDD=0.9V 
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Fig. 4. Sensing Delay histogram of the designs in comparison , results are from 1000 sample 
Monte Carlo simulation that vary local parameters (3σ) at room temperature and 
CBL=CDL=100fF 
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Fig. 5. Mean and standard deviation of sensing delay variation with supply voltage. Obtained by 
Monte Carlo Simulation for 1000 iterations. 

Fig. 3. Fig. 3 shows for PDSA that all the samples yield correct result. A typical value 
equal to 100fF for bit-line and data-line capacitances is used to account the effect of 

large cells of array in bit-line and data-lines at 1V, standard 6T cell with same cell 
current (Icell) is used for all simulations. The problem of variability defined as standard 
deviation (σ) and mean (µ). In Fig. 4, Monte Carlo simulation of sensing delay distri-
bution is shown for VMSA, HMSA [10] and PDSA at various voltages. npass signifies 
the number of passed samples. Failure analysis is performed only on the sense amplifi-
er stage in all the topologies for 3σ process variation. A smaller σ is a significant bene-
fit for SA robustness against variability. Fig. 4, verify that 18.4% and 19.7% yield 
improvement in proposed design from VMSA and HMSA [10] respectively, and pro-
posed design exhibit 39.18% less σ than hybrid at 1V depicted by Fig. 4, although 
voltage mode SA has less σ, but it has lower yield characteristic. Similarly at 
VDD=0.9V, σ value is 72.96% less compared to HMSA and comparable to VMSA as 
shown in Fig. 4. Fig.5 Plots the supply voltage vs mean (μ) and standard deviation (σ). 
 

 

Fig. 6. Sensing delay variation with supply voltage Fig. 7. Layout view of 
proposed design SA 
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4 Analysis Methodology and Simulation Environment 

Sensing delay is a critical design metric for the nanoscaled memories. All the designs 
in comparison with proposed design SA have been optimized extensively and simu-
lated using Cadence Spectre circuit simulator at 45nm technology node, balancing the 
trade-off between area, speed and power consumption. Simulation setup is shown in 
Fig. 1, with one standard column. The size of the equilibrating device MN4 (Fig. 1) is 
kept minimum to ensure retention operation is faster. A standard 6T SRAM memory 
cell is used for the simulation. Sensing delay is defined as the difference between the 
time when Sense Enable (SAE) is turned on (i.e. SAE=0.5 VDD) to the time outB (i.e. 
the node that is finally discharged) is reduced to 0.5VDD [7], for VMSA. In HMSA 
and PDSA delay is equal to the time when CS signal reaches half VDD (VDD = 0.5) to 
the time when the node that is fully discharging reaches half VDD. Design is simulated 
at various supply voltages and can operate lower down till VDD = 0.7V. Fig. 6 plots 
sensing delay vs supply voltage at CBL=100fF for all topologies and CBL=CDL=100fF 
for HMSA [10] and PDSA. Fig. 7 shows layout of PDSA for area consideration. 
Fig.8, shows power consumption vs supply voltage plot, which verifies an 32.86%, 
86.32% improvement of the proposed design compared to VMSA and HMSA  
respectively. 

 

 

Fig. 8. Power dissipation vs. supply voltage Fig. 9. Leakage current at various temperature 

Table 1. Comparison with other published work 

    Sensing 
Delay (ps) 

Power (µW) Power Delay 
Product (fJ) 

Silicon Area 
(µm2) 

Yield (%) 

  VMSA[7] 
    (45nm) 

77 3.257 0.2507 
 

3.009 81.6 

 HMSA[10] 
   (45 nm) 

99.71 16.004 1.5957 12.923 80.3 

Proposed 
(45nm) 

95.32 2.188 0.2085 10.310 100 
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This results because of the reduced voltage swing at bit-lines, as with the cross 
coupled inverter finishing the latching process no direct current flows from VDD to 
GND thus reducing the power dissipation. Table 1 shows post-layout comparisons 
with other proposals. Since VLSI circuits often operate at elevated temperatures, we 
have simulated for varying temperature in the range from 27°C to 100°C for the esti-
mation of leakage power because leakage power becomes incremental at higher tem-
perature. The leakage current for the three designs are shown in Fig. 9 for CBL=100fF 
and CDL=100fF at 1V supply voltage. In standby mode, terminal voltage at X3 and X4 
are at a potential of 534.7mV and body to source voltage (Vbs) of MP4 and MP5 be-
come slightly positive, resulting in an increase in threshold voltage (larger body ef-
fect) of MP4 and MP5 respectively, and thereby reducing their subthreshold leakage 
(Isub) to some extent. From Fig. 1, it may appear that proposed SA may consume 
higher standby power as it has more leakage components. However, interestingly, it 
consumes less hold power and overall leakage component is reduced at array level 
because cross coupled inverter stage with output buffers are shared among the number 
of column. The pair of output buffers in proposed design contributes a large portion of 
leakage current. 

5 Conclusion  

Sense amplifier is a crucial block of SoC Cache and affects functional yield of memo-
ry chip.  In this paper, a hybrid sensing technique has been designed using 45nm stan-
dard CMOS process, which is competitive with the conventional voltage mode sense 
amplifier. We have analyzed failure mechanisms in an SRAM sense amplifier, name-
ly sensing failures, due to intra-die variation in the transistor threshold voltage. The 
sensing-failure probability is estimated using the probability of failure of individual 
events. The developed hybrid design approach simultaneously optimizes the transistor 
sizes to enhance the design yield. For SRAM circuit operating near threshold voltages 
reliable readout of the stored information is challenging due to a voltage swing of tens 
of mV at bit-lines. Because of current mode nature at bit-lines proposed design offers 
less offset and enhances sensing speed. The proposed SA outperforms other designs 
and sense lower voltage differences and operates at a high frequency of 1GHz which 
is highest among the recent SA designs. 
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Abstract. This paper presents a novel design methodology of a CMOS current 
starved ring Voltage Controlled Oscillator (VCO) for wide tuning range and 
high linearity. The f-V tuning characteristic of the ring VCO depends on the 
current-voltage (Ibias-Vcontrol) characteristic of the replica bias and region of 
operation of current sources/sinks transistors (CSTs). The proposed design 
methodology linearizes the Ibias-Vcontrol characteristic and ensures the CSTs to 
operate in saturation region during switching and consequently enhances the 
tuning range without additional circuitry. The design is implemented in UMC 
0.18 µm CMOS technology at 1.8 V supply voltage. The overall circuit 
consumes 260 µW power at 404.5 MHz, has a wide tuning range of 66 MHz to 
875 MHz having 94.5% tuning linearity. 

Keywords: Ring VCO, Wide Tuning Range, Tuning Linearity, Current 
Starved, Design Methodology. 

1 Introduction 

Phase-Locked Loop (PLL) is one of the important analog/mixed signal circuits for 
clock generation, frequency synthesis etc., in a System-on-Chip. VCO is the critical 
building block that affects the tuning range, jitter, power and area of the overall PLL. 
A linear and wide tuning range of the VCO is an important performance parameter in 
various applications [1][2]. A linear frequency-voltage (f-V) tuning characteristic of 
the VCO leads to a constant loop gain KVCO (Hz/Volt) providing the widest possible 
tuning range to the PLL. A nonlinear and high KVCO can result in increasing noise and 
spurious power of the PLL owing to frequency modulation of the control voltage 
noise [3]. Such non-linearity also degrades the closed loop performance parameters 
such as loop bandwidth and settling behavior of PLLs [4]. In Frequency based Delta 
Sigma Modulator (FDSM) where VCO acts as an alternative to op-amp based 
integrator has performance degradation due to VCO non-linearity. If the VCO is 
nonlinear, it will introduce a harmonic distortion to the output signal. Also, the Signal 
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to Noise and Distortion Ratio (SNDR) along with the resolution of the ADC 
employing FDSM architecture will be limited by the VCO non-linearity [5][6][7]. 
Thus, a linear frequency-voltage (f-V) tuning characteristics and wide tuning range of 
the VCO are essential for high performance PLL and FDSM based ADCs. 

A VCO can be implemented using LC oscillator, ring oscillator and relaxation 
oscillator. However, ring oscillator has been a popular choice for VCO as it occupies 
less area, has wide-tuning range and can be easily integrated on-chip as compared to 
other oscillator architectures. In literature [8][9][10], design methodology of ring 
VCO has been addressed considering center frequency, power dissipation, jitter, 
tuning range as the specification parameters. The optimization is done for area and 
center frequency resulting in optimal transistor sizes.  Tuning linearity in VCOs has 
been addressed using techniques such as an on chip servo loop [11], post-correction 
techniques [12], source degeneration [13], and a Frequency Locked Loop (FLL) as 
VCO [14]. This paper proposes a design methodology for a CMOS current starved 
ring voltage controlled oscillator considering tuning bandwidth and linearity as the 
design parameters without additional circuitry and thus reducing the power 
consumption. The proposed designed methodology enhances tuning linearity and 
consequently tuning range for the current starved ring VCO. The design has been 
implemented in UMC 0.18 µm CMOS technology at 1.8 V supply voltage. The 
overall circuit consumes 260 µW at 404.5 MHz, has a wide tuning range of 66 MHz 
to 875 MHz having 94.5% tuning linearity. However, supply rejection and noise are 
the major issues of ring VCO and research has been done to mitigate this problem 
[15], [16]. The present work assumes a constant supply voltage from a stable supply 
regulator. In the next section, the analysis and design of the current-starved VCO 
design is discussed along with the comparison of conventional [13] and proposed 
design procedure. In section 3, the outline of the proposed design procedure is 
presented. Section 4 presents the simulation results and finally conclusion is given in 
section 5. 

2  Current-Starved VCO Design 

A Current Starved Voltage Controlled Oscillator (CSVCO) as shown in Fig. 1 
consists of a ring oscillator formed by an odd chain of inverters (Mp, Mn) biased by 
current source and sink (Mps, Mns). The transistors (Mpb, Mnb) act as the bias stage and 
bias current (Ibias) is mirrored from bias stage to each stage of the ring oscillator. 
The time taken by each inverter stage of the ring VCO to charge/discharge the total 
capacitance (Ctot) from 0 to VSP with Ibias when CSTs are in saturation region is given 
by                                                               t C VSPI                                                           1  

 
The total capacitance is the sum of the input and output capacitances at each output of 
the inverter stage and is given by 
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                                                 C 52 C W L W L                                              2  

where, Cox is the gate oxide capacitance per unit area, (Wp, Wn) are the widths and 
(Lp, Ln) are the lengths of the Mp and Mn respectively. The VCO’s oscillation 
frequency is inversely proportional to sum of the charging and discharging time (tdis) 
and is given by [13]                                              f  1N t t  INC VDD                                         3  

 
 

 
 

Fig. 1. Conventional Current-Starved Ring Voltage Controlled Oscillator 

In eq. (3), the number of stages N, VDD are initially specified for the ring VCO. Ctot 

and Ibias can be varied to obtain the desired frequency tuning. In the present work, Ibias 
in the replica bias stage is varied to tune the frequency of oscillations. By varying Ibias, 
the time tch (=tdis) in each stage of the oscillator varies and therefore, frequency tuning 
is obtained. Ibias is a function of control voltage (Vcontrol). Thus, the frequency range 
and linearity of the VCO depends upon the variation of Ibias with Vcontrol. Also, the 
loop gain KVCO of the VCO depends on the slope of Ibias-Vcontrol characteristic. 
Therefore, a constant KVCO across the tuning range of the VCO requires a constant 
Ibias-Vcontrol slope. The variation of Ibias with Vcontrol can be obtained using large signal 
analysis of the bias stage (shown in fig. 1). Assuming current sources Mpb, Mps and 
current sinks Mnb, Mns are matched respectively, for Vcontrol > Vtn the current Ibias 
varies linearly with Vcontrol till control voltage reaches Vbias+Vtn as Mnb and Mpb 
operate in the saturation region. For Vcontrol > Vbias+Vtn, Mnb enters linear region and 
Mpb still remains in saturation region, under this condition Ibias in the bias stage is 
governed by 
                 V V V V 2  β2 VDD V V                   4  

 
Since Mpb remains in the saturation region for the entire range of Vcontrol, the non-
linearity in Ibias variation is attributed to Mnb operating in the linear region. Vtn and Vtp 
are the threshold voltages of NMOS and PMOS transistors respectively.  
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In conventional design procedure, this non-linear variation of Ibias with Vcontrol leads to 
a non-linear KVCO of the VCO. The nonlinearity of Ibias can be reduced if Mnb can be 
kept in saturation region till Vcontrol reaches VDD. This eventually increases the 
linearity of the oscillation frequency in the tuning range as fosc is proportional to Ibias. 
Assuming Vtn = | Vtp | = Vt. and solving eq. (4) for Vbias gives 
 V            2 β V V β V VDD2 β β

                                                              
2β V V β

β V VDD 2V V 2V VDD .
2 β β

        5  

 
Substituting Vcontrol = VDD and finding out minimum Vbias gives 
                                 V VDD V VDD V1 β β⁄                                       6  

                                      WW KK VDD VV VDD V 1                               7  

  
Thus, eq. (7) yields the minimum ratio of the widths of Mpb and Mnb such that Mnb can 
be kept in saturation region till Vcontrol = VDD. This ratio can be used to size the current 
source/sink transistors such that current mirrored from the bias stage to each stage of 
the oscillator varies linearly, consequently improving the overall f-V characteristic. 
Fig. 2 and Fig. 3 show the variation of Ibias and Vbias with Vcontrol using conventional 
and proposed design method. 
 
 

 

Fig. 2. Variation of Ibias with Vcontrol for 
proposed and conventional design procedure 

Fig. 3. Variation of Vbias with Vcontrol for 
proposed and conventional design procedure 
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In addition to Ibias-Vcontrol characteristic, the operating region of current source/sink 
transistors (CSTs) also determines the linearity of the VCO. When Vcontrol is low, the 
CSTs operate in saturation region and a wide range of frequencies are possible 
resulting in high KVCO . When Vcontrol is high, CSTs operate in triode region and their 
gate voltages have less effect on Ibias [17]. The delay in each stage of the oscillator 
when CSTs operating in saturation region is given by eq.(1). In triode region, the 
delay in each stage is determined by the resistance of the CST (Rps,Rns) and the 
inverter stage (Rp,Rn) and is given by                                                     t  R ,  R , CL                                                   8  

Where Rps,ns is given as                                                  R , 1
μ C WL V V                                          9  

This is further exacerbated by the switching inverter currents giving rise to switching 
voltages at the source/drain terminals of Mp,n/Mps,ns. The result is a reduction in tuning 
range and KVCO. Thus, the causes of tuning nonlinearity determined by CSTs 
operating in triode region and non-linear starving currents (Ibias) from replica bias 
stage when Vcontrol is high can be solved with the proposed design method.  

3 Design Procedure 

The summary of the design methodology for current starved ring VCO can be 
outlined as follows: 
 
1) The starving current Ibias is calculated from power dissipation specification given by I   P ,VDD  

 
2) For Mnb to operate in saturation for entire range of Vcontrol, Vbias should be set    

atleast to VDD-Vt. From eq. (7), we obtain the ratio of Wpb and Wnb. 
 WW KK VDD VV VDD V 1  

 
The minimum size of Wnb can be chosen for low area and Wpb is calculated 

accordingly. Mps, Mns are sized same as Mpb, Mnb respectively to mirror Ibias 
current to each stage of the oscillator. This condition ensures a linear Ibias-Vcontrol 
variation and consequently a linear fosc-Vcontrol characteristic. 

3) Ctot can be calculated from the formula given by eq. (3)   C INf VDD    
4) From Ctot, the sizes of the current starved inverters in the ring oscillator can be 

obtained. Wp = (Kn/Kp)Wn for the symmetric switching of the inverters and Ln = 
Lp = L for all transistors.  Wp, Wn can be calculated using eq. (2) given by 
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5 Conclusion 

In this paper a novel design methodology of a CMOS current starved ring Voltage 
Controlled Oscillator (VCO) for wide tuning range and high linearity has been 
achieved. The f-V tuning characteristic of the ring VCO depends on the current-
voltage (Ibias-Vcontrol) characteristic of the replica bias and region of operation of 
current source/sink transistors (CSTs). The proposed design methodology linearizes 
the Ibias-Vcontrol characteristic and ensures the CSTs to operate in saturation region. 
Consequently, tuning range is enhanced without additional circuitry and thus, 
reducing the power consumption and area of the CSVCO. The design is implemented 
in UMC 0.18 µm CMOS technology at 1.8 V supply voltage. The overall circuit 
consumes 260 µW power at 404.5 MHz, has a wide tuning range of 66 MHz to 875 
MHz and having 94.5% tuning linearity. The post-layout extraction simulation results 
closely match with the schematic simulation results. 
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Abstract. This paper presents a low-voltage, low-power, wideband, single-
stage variable gain amplifier (VGA) that provides a 57-dB gain variation. It 
consumes 1.35 mW, which is one of the lowest power consumptions reported 
for similar VGAs in the literature. The 3-dB bandwidth varies from 110 MHz at 
25 dB gain to 3.8 GHz at -32 dB gain.  

Keywords: Amplifier, analog circuits, CMOS, variable gain amplifier (VGA). 

1 Introduction 

Variable gain amplifiers (VGAs) are used to maximize the dynamic range of 
electronic systems in medical equipment, telecommunication, disc drives and many 
other systems where the signal amplitude may experience large variations and hence 
requires an inverse change in gain. In communication systems, VGAs play a role in 
automatic gain control by sensing the power level of incoming signals and 
normalizing the average amplitude of the signal to a reference value.  

There are two broad approaches for designing VGAs. One is by analog gain 
control [1–6], and the other is discrete gain steps with digital control [7,8]. Digitally 
controlled VGAs use binary weighted arrays of resistors or capacitors for varying the 
gain, and analog VGAs use a variable transconductance or a variable resistance. An 
example application of analog VGAs is in code division multiple access (CDMA) 
systems, which require a power control range larger than 80 dB, and a continuously 
variable gain is preferred because it avoids signal phase discontinuity [9,10]. 

In this paper, we propose a single-stage CMOS VGA which uses capacitance 
cancellation technique to achieve wideband operation, and a pseudo-exponential 
MOSFET circuit with parallel driver and load paths for the dc currents of the 
differential amplifier, to achieve a wide dynamic range, and minimized chip area and 
power consumption. 
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2 Approximated Exponential Functions 

To achieve a wide dynamic range, it is necessary that the gain variation be an 
exponential function of the control voltage. As MOSFET characteristics are not 
exponential, different pseudo-exponential functions have been proposed [2,11,12] that 
enable implementation in MOSFET circuits. The following are three such functions: 

( ) ( )
( )axa

axa
exf ax2

−
+≅=  (1) ])ax21(1[

2

1
)x(f 2++=  (2) 

( )
])ax1(k[

])ax1(k[
xf

2

2

−+
++=

                           
(3) 

Of these, the first two functions provide a linear range of about 15dB; the third, 
obtains a range of more than 90 dB, for k = 0.12 [2]. We use the third function. 

3 VGA Circuit Design 

3.1 Control Circuit Design 

Figure 1 shows a control circuit [2] which generates (3). The numerator and 
denominator of (3) are proportional to the currents IC2 and IC1 in Fig. 1, respectively. 
To minimize channel length modulation, the lengths of M1 and M2 must be kept 
large. The current ratio (IC2 / IC1) as a function of the control voltage VC is given in (4) 

( ) ( )

( ) ( )

(4)    

VV

V
1

VVK

I

VV

V
1

VVK

I

I

I
2

THdd

c
2

THdd

o

2

THdd

c
2

THdd

o

1c

2c












−
−+

−












−
++

−
=

 
which is equivalent to (3) with 

                       
( )2THdd

o

VVK

I
k

−
=       and                     ( )THdd VV

1
a

−
=  

Equation (4) is derived by assuming VDD = VSS, with VC in the range (VSS + Vthn) to 
(VDD -│Vthp│).  If VDD and VSS are Vsupply and 0 V, respectively, then VC stays in the 
range Vthn to (VDD -│Vthp│). Circuit simulation results of the circuit of Fig. 1 are 
shown in Fig. 2, which shows that a 90dB range of √(IC2/IC1) is achieved. 

3.2 Proposed VGA Design  

Figure 3 shows the circuit of the proposed variable gain amplifier (VGA). The circuit 
includes a common-mode feedback (CMFB) circuit [2]. In the figure, the core 
amplifier consists of the differential pair (M9 and M12) and diode connected loads 
(M10 and M\11). The sizes of M9 and M12 are equal, and the sizes of M10 and M11 are 
equal. The differential gain of this amplifier cell is (gm-M9/gm-M10), with the assumption 
that the Rout of the current sources is high. Note that this configuration is different 
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from the conventional differential amplifier, in that in a conventional circuit, the same 
current flows in the input and load transistors, while in the proposed circuit, the 
currents in the input and load transistors are IC1/2 and IC2/2, respectively, which are 
not equal; and it is by controlling these two currents by the control voltage, by the 
circuit of Fig. 1, that a wide dynamic range VGA is obtained. 
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Fig. 1. Circuit diagram of control stage [2] 
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To reduce the Miller effect experienced by the gate-drain capacitances of the input 
transistors M9 and M12, a capacitive cancellation technique [13] is used. This is 
implemented using transistor M23 and M24 acting as capacitances. This technique has 
been used to increase the bandwidth of multistage amplifiers in wideband circuits 
[14]. The principle here is that the Miller capacitances due M23 and M24 are negative 
because of their cross-connections. Thus they cancel the Miller capacitances due to 
the gate-drain capacitances of M9 and M12, and thus significantly reduce the net Miller 
capacitances, and hence achieve wide-band performance. Also, note that the two 
currents IC2 and IC1 from the control circuit in Fig. 1 are mirrored to M13 and M14. 
Since the transconductance is a function of the bias current, the gain variation is 
obtained by controlling the bias currents of the input-pair (M9 and M12) and the loads 
(M10 and M11). Therefore, the differential gain of the VGA cell shown in Fig. 3 is: 
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Fig. 3. Amplifying block Schematic 

From (4) and (5), the differential gain in terms of the control voltage VC can be 
expressed as 
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In this equation, by adjusting the bias current IO, the gain can be controlled. For the IO 
value corresponding to k = 0.12, the circuit yields more than 60 dB gain variation. 



 A Low-Power Wideband High Dynamic Range Single-Stage Variable Gain Amplifier 23 

In Fig. 3, as noted above, the amplifier gain is varied by controlling the currents 
through M13 and M14. Hence the currents through M7 and M8 must also vary as a 
function of the control voltage. A common-mode feedback (CMFB) circuit [2] is used 
to prevent any transistor from entering the triode region and to maintain a constant 
common-mode output voltage, as the control voltage varies. 

4 Simulation Results 

The proposed VGA circuit was designed in a standard 0.18 μm CMOS technology. 
Simulations were carried out in LT-Spice. VDD was 1.2 V, and VSS was 0 V. 

The frequency response of the VGA for different gains is shown in Fig. 4. For a 
maximum gain of 25 dB, the bandwidth is 110 MHz. The bandwidth increases with 
reduction in gain. At the minimum gain of -32 dB, the bandwidth is 3828 MHz.  

 

Fig. 4. Frequency Response of the Proposed VGA at different Gain Settings 

The simulated performance of the VGA is shown in Table I. The Table also compares 
the proposed VGA with similar VGA’s reported in the literature. The Table shows that 
the proposed VGA achieves the best performance in terms of the dynamic range of the 
gain variation, power consumption, and bandwidth, for a single-stage circuit.  

5 Conclusion 

A CMOS VGA with a high bandwidth and low-power consumption is proposed. The 
proposed circuit uses a capacitive neutralization technique to achieve wideband 
operation, and parallel driver and load paths for the dc currents of the differential 
amplifier. With an exponential approximation function a wide decibel linear range is 
achieved, so that only a single VGA stage is needed.  
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Table 1. Comparison of the proposed circuit with previously reported VGAs 

Ref. 
Technol. 

(μm) 

Supply  
Voltage 

(V) 

Power 
(mW) 

Bandwidth 
(MHz) 

Gain 
Variation / 

No. of Stages 

Gain Variation in 
1-Stage (dB) 

Year 

[1] 0.6  (*) 10 20 25dB / 2 15 1995 

[11] 0.6 3.3 21 20 34dB / 2 17 2000 

[12] 0.5 3.3 13 150 15dB / 1 15 1998 

[6] 0.35 1.5 25 21 26dB / 1 26 2000 

[15] 0.25 3 14 2100 15dB / 1 15 2002 

[2] 0.18 1.8 7 32 - 1050 95dB / 2 47 2006 

[16] 0.18 1.8 20 380-2200 27dB / 1 27 2012 

This 
Work 

0.18 1.2 1.4 110 – 3828 57dB / 1 57 2013 
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Abstract. This paper presents a low-power ultra-wideband baseband
transmitter designs for wireless body area networks (WBAN). This is
the first time a baseband architecture for UWB PHY is implemented
according to the standard IEEE 802.15.6. Since WBAN is the network
around the humanbody there are stringent requirements associated with
it such as high security, low power consumption and reliable communica-
tion. To incorporate these features in baseband transmitter, an efficient,
simple BCH encoder is used for random error protection and to com-
bat burst errors an optimum size interleaver is used. A low complexity
transmitter controller and an efficient algorithm for determining the in-
terleaver size has been implemented. Two different architectures have
been implemented in 0.13 μm CMOS technology which are operated at
487.5 kHz system clock with 1.08 V supply.

1 Introduction

Wireless body area network (WBAN) is an emerging technology that combines
continuous health care monitoring and consumer electronic applications around
the human body [1],[2]. WBAN consists of small, intelligent devices attached on
or implanted in the body and are capable of establishing a wireless communi-
cation link [3],[4]. Current wireless personal area networks do not support the
combination of reliability, quality of service (QOS), low power, data rate, and
non-interference required to broadly address the breadth of body area network
(BAN) applications[5]. So a separate wireless standard IEEE 802.15 Task Group
6 (IEEE 802.15.6) was exclusively developed for WBAN applications. The stan-
dard defines a Medium Access Control (MAC) layer and several supporting phys-
ical layers (PHYs) to enable body area networks used in, on, or around a body.
The IEEE 802.15.6 specifies a total of three PHYs namely narrowband (NB)
PHY, ultra wideband (UWB) PHY, and human body communication (HBC)
PHY.

The UWB PHY specification is designed to offer robust performance for BANs
and to provide a large scope for implementation opportunities for high perfor-
mance, robustness, low complexity, and ultra low power operation [5]. This phys-
ical layer is targeted at both medical and non-medical applications. For high data
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rate applications, UWB physical layer is best suitable compared to other physi-
cal layers because of larger bandwidth (500 MHz) availability [6]. In this paper,
two architectures are considered for UWB PHY baseband transmitter designs
for WBAN applications. The details of implementations of the architectures and
their differentiating features are explained in section III of this paper. We also
discussed the hardware implementation of each block in the baseband processor.
To the best of our knowledge, it is the first time an architecture for the standard
is implemented.

2 Ultra Wideband PHY Specification

The operating frequency bands of UWB PHY layer divided into two band groups:
low band (3.244 to 4.742 GHz) and high band (6.240 to 10.23 GHz). The low
band is divided into 3 channels, high band into 8 channels and each channel’s
bandwidth is 499.2 MHz. The standard [5] defines two modes of operations:
default mode and high QOS mode. The default mode shall be used in medical
and non-medical applications and the high QOS mode in high priority medical
applications. In this paper, default mode implementation is considered.

The PLCP layer constructs the UWB PHY frame format or physical layer
protocol data unit (PPDU) by concatenating the synchronization header (SHR),
physical layer header (PHR) and physical layer service data unit (PSDU) respec-
tively, as shown in Fig. 1. Detailed descriptions of SHR, PHR and PSDU are
given below.

2.1 Synchronization Header

The synchronization header (SHR) shall be divided into two parts: Preamble, in-
tended for timing synchronization, packet detection, and carrier frequency offset
recovery; The frame delimiter, which is used for frame synchronization[5].
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2.2 Physical Layer Header

The PHR contains information that is vital in decoding the PSDU. The length
of the PHR (Nheader) is 40 bits. The PHR consists of 24 bits of PHR frame, 4
bits of Head check sequence and 12 BCH parity bits. In PHR, frame bits 0-2
indicates data rate; bits 4-11 indicates the length of the frame body (L0 to L7),
where L7 is the MSB and L0 is the LSB; bit 14 specifies if burst mode is being
used; bits 15-16 specify the type of pulse shaper used; bits 17 & 18 are used
in HARQ retransmission flow; bit 19 shall encode the scrambler seed; bit 20
represents the constellation mapping used for on-off modulation. All other bits
are reserved according to the standard.

2.3 Physical Layer Service Data Unit

The PSDU contains the MPDU and the BCH parity bits. The MPDU is formed is
by prepending the 7-octet MAC header to the MAC frame body and appending
a 2-octet FCS to the result. The maximum size of the MAC frame body is 255
octets, and this information is carried in the PHY header in octets.

3 Ultra Wideband Baseband Transmitter Design

The overall block diagram of a compliant digital baseband transmitter for UWB
PHY specification is shown in Fig. 2. The baseband module can be divided into
two parallel processing blocks. One of the blocks is used for the creation of the
physical layer header (PHR). The other block is for the generation of PSDU from
MPDU. To increase the robustness of the PHR frame, it is protected by a CRC4
as well as a BCH channel code. The CRC4 will append 4-bits for error detection.
The HCS (CRC4) is implemented by using ones complement of the remainder
generated by modulo-2 division of the PHR information by the polynomial, as
shown in equation 1. After the HCS phase, the PHR frame consisting of 24
bits data and the 4-bits checksum will be processed by a shortened BCH(40,28)
encoder. The BCH(40,28) channel code is derived from a BCH(63,51,t=2) code
by appending 23 zero bits (called shortening bits) to the 28 information bits.
After BCH encoding, the shortening bits are removed and the PHR frame is
stored in a shift register, from which it is later read while it is being sequenced
with the PSDU.

g(x) = 1 + x+ x4 (1)

The construction of the PSDU from the MPDU is as follows: The MAC en-
queues the MPDU packet in the TXFIFO. From TXFIFO, the data is processed
by an additive scrambler with the generator polynomial x[n] given in equation 2.
The scrambler has two seed values which is set by the MAC.

x(n) = 1 + x2 + x12 + x13 + x14 (2)
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After scrambling, the data goes to the channel coding block. The channel cod-
ing employed in the baseband processor is BCH(n=63, k=51, t=2), a systematic
cyclic code which has very simple encoding and decoding structures. The gen-
erator polynomial employed for BCH(63,51) is given by equation 3. The parity
bits are determined by computing the remainder polynomial r(x) as shown in

equation 4, where m(x) is the message polynomial m(x) =
50∑
i=0

mix
i .

g(x) = 1 + x3 + x4 + x5 + x8 + x10 + x12 (3)

r(x) =

11∑
i=0

rix
i = x12m(x)modg(x) (4)

The total number of bits in the MPDU is shown in the equation 5 where
NMACheader is the number of octets in the MAC header, NMACframebody is the
number of octets in the MAC frame body, and NFCS is the number of octets
of the FCS. The number of codewords (NCW ) in a PSDU frame is given by the
equation 6. Bit stuffing is performed such that modulo ((MPDU+ stuffing), 51)
is zero. This is done so that the BCH encoder always has full blocks to process.
Mathematically, if the rem(NMPDU ,k)�=0, the last codeword requires Nbs bits
stuffing which is shown in equation 7. The total number of bits before encoding
is given by equation 8. After sending 51 information bits to BCH encoder, it will
add 12 parity bits to the output stream. So, the pipeline should be stalled for
12 clock cycles.

NMPDU = 8(NMACheader +NMACframebody +NFCS) (5)

NCW =

⌈
NMPDU

k

⌉
(6)
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Nbs = NCWk −NMPDU (7)

NPSDU = NMPDU +Nbs (8)

Pad bits shall be appended to the input bit stream to align on the symbol
boundary. The number of pad bits is given by the equation 9, where M is the
cardinality of the constellation of a given modulation scheme. The standard
defines two constellation mappings schemes (M=2 ,M=16).

Npad = log2(M)

⌈
NPSDU + (n− k)NCW

log2(M)

⌉

−[NPSDU + (n− k)NCW ] (9)

If M=2, then the number of pad bits is zero which is evident from equation
9 and if M=16, the number of bits in the PSDU frame should be divisible by 4.
By using mathematical deduction, the pad bits depends only on the number of
stuff bits which are inserted at the last code word of BCH encoder.

After adding the pad bits, interleaving is carried out in order to protect the
data from burst errors. Interleaving turns burst errors into random errors. The
algebraic interleaver is is given in equation 10:

∏
(n) = nbsModNI (10)

where NI is interleaver’s length. The interleaver’s length is set to 192 and seeding
parameter bs , to 37. If Nrem=rem(NT ,NI)�= 0, the last interleaver block, NI is
set to Nrem. Two design methodologies are considered in this paper and their
details are given below.

3.1 Architecture 1 (A1)

In this architecture, a synchronous pipeline is used and the design is described
in Verilog. A low complexity transmitter controller controls all the activities of
the PHY layer. It controls the dataflow in the pipeline. The dataflow control
is achieved by running enable lines to the various blocks from the controller. It
stalls the scrambler while the BCH coder generates the parity bits. The functions
of the controller are stated below.

– Getting information about the MPDU to be transmitted, from the MAC.
– Generating stall signals for the pipeline.
– Calculation of interleaver’s block size.
– Calculation of number of pad bits to be inserted and pad bit enable signal

generation.
– PHR and PSDU sequencing is controlled by this block.

The working of the front-end controller is shown in the flowchart Fig 3. The
length in the flowchart has to be initialized with the total length of MPDU.
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Fig. 3. Flowchart of transmitter controller of A1

The Scount is a mod-63 counter that sets contol to ’1’ when Scount is greater than
51. When contol=1, the output of the scrambler is stalled, while the BCH encoder
outputs the parity bits. The intrsize represents the size of the last interleaving
block and nbs represents number of bits to be stuffed in the last BCH block.

The interleaver consists of two banks, each a 192 bit register. At any given
instance, one of the banks will act as the input bank and the other will act as
the output bank. The input bank will take the input from the BCH coder, while
the output is taken from the other bank. The input bank will be fully filled and
the output bank will be fully drained at the same instance, and the roles will be
reversed. The address is generated internally with information about the block
size from the controller. The PHR frame is initially processed and then stored
in a 40-bit register. The controller generates a PHR enable signal, which when
active, pipes the output from the PHR register to the output. Once finished, the
PSDU is provided to the next stage.
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3.2 Architecture 2 (A2)

This architecture is described in Bluespec SystemVerilog[7]. Bluespec allows de-
signs to be described in terms of rules or internal behaviors and transactions
with other modules through interfaces.

This architecture, unlike A1, uses an elastic pipeline. An elastic pipeline is
based on the Producer-Consumer model. In this model, whenever a consumer
block is ready to accept new data, it asks the producer it is associated with to
feed it, provided it can. This is in contrast to A1, where the control is centralized.
This producer-consumer model allows for easy replacement and modification of
modules without changing the other blocks, as long as the replacement module
provides the same interface.

The pipeline structure is implemented using First in First out (FIFO). FIFOs
allow for communication between blocks using enqueue (enq) and dequeue (deq)
operations. These methods are guarded; i.e., an enq operation can occur only
if the FIFO can accept the new data and a deq operation can happen only if
the FIFO is not empty. Hence, for each stage to have a one clock latency, a
2-element FIFO is needed or a 1-element FIFO which can simultaneously enq
and deq on empty is needed. The latter has a combinational path from the
input to the output and also consumes less area and power. The combinational
path translates to a reduction in the maximum frequency of operation. But, this
reduction in the clock frequency was a non-issue as the timing requirements were
easily met.

As previously hinted, the front-end controller does not perform heavy duty
tasks such as controlling the dataflow in A2. It does specifies/tags the end of
frame bit. It also specifies the scrambler seed. It also specifies whether BCH
encoding is done or not. This scheme is employed by HARQ mechanism.

The design of the PHR block is also different. To make sure that no bubbles
were present at the overall output, the PHR stream must be immediately fol-
lowed by the payload without bubbles in between. Bubbles are essentially caused
by the use of shortened BCH code, which drops bits from the BCH coder it is
derived from. To prevent bubbles, the entire word was computed and stored in
a register the size of the PHR, in architecture A1. To achieve a reduction in
the register count, partial computation of the PHR was employed in A2. A 25-
element FIFO was used. This allowed for computations to happen partially. As
soon as the PHR FIFO starts draining, new values are computed. Initially, these
are the values to be dropped, which are not enqueued. During the last value
that is dequeued, the data to be present is calculated and added to the FIFO.
Thus, the bubbles in the pipeline are avoided at a reduced cost in power and
area when compared to A1.

4 Results and Discussion

The performance characteristics of both the architectures are tabulated below.
These characteristics are for the 0.13 μm CMOS technology, operating at a
supply voltage of 1.08 V with clock frequency of 487.5 kHz. The Bluespec code
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Table 1. Performance characteristics of the architectures

Parameters Architecture 1 Architecture 2

Core Size (μm2) 35244.8 34490
Critical Path (ns) 8.2 10.2
Total Power (μW) 26.04 25.46

of architecture A2 was converted into Verilog code by the Bluespec compiler and
the flow is same for both the designs. One of the major advantages of A2 is that
any block can be replaced without modifications to the control logic of the other
blocks.

The interleaver consumes the most power (around 16 μ W for both archi-
tectures) due to the two 192-bit banks and its associated address generation
logic. It accounts for about 70 % of the total power consumption in both the
architectures. In architecture A1, the interleaver block has a latency of 192 clock
cycles and 40 bit PHR is inserted before the interleaver output such that the
overall latency of the design reduces to 152 clock cycles. In architecture A2, the
maximum latency is 192 bits, while for any thing less than this, it becomes a
multiple of 63.

5 Conclusion

In this paper a low power and high energy efficiency baseband transmitter has
been implemented for WBAN. The design includes a low complexity physical
layer which is compliant to the standard IEEE 802.15.6. As WBAN mostly deals
with medical data, highly reliable communication is essential which is provided
by the low power forward error correction block. Two different architectures for
UWB-PHY transmitter baseband were designed, synthesized, and compared.
The two architectures have been implemented in 0.13 μm CMOS technology
targetting a data rate of 487.5 kbps and consuming only 26 μW power.
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Abstract. Compressed Sensing (CS) is found to be promising method for 
sparse signal recovery and sampling. The paper proposes the architecture for 
computing various computational functions useful in realizing CS recovery 
consisting of Singular Value Decomposition (SVD) using Bi-diagonalization 
method; L1 norm of vector, L2 norm of vector calculations.  This is one of the 
early VLSI implementation attempt for CS recovery. We have verified the 
design for speed and accuracy of results on FPGA.  

Keywords: Compressed Sensing, Compressive Sensing, Architecture. 

1 Introduction 

Compressed Sensing (CS) has been receiving a lot of interest as a promising method 
for sparse signal recovery and sampling.  As a general principle, a sparse solution x to 
an under-determined linear system of equations “Ax = y” may be obtained by 
minimizing the L1 norm of x. Minimizing ||x||1 is recognized as a practical avenue for 
obtaining sparse solutions x.  If the "observation" y is contaminated with noise, then 
an appropriate norm of the residual (Ax – y) should be minimized.  If there is noise in 
y, the L1-regularized least square problem (LSP) [1-4] 

 minimize||Ax - y||2
2
       + λ ||x||1 (1) 

                     λ >0, ||x||1   L1 norm, ||Ax - y||2   L2 norm 
 
Numerous schemes have been proposed for obtaining sparse solutions of 

underdetermined systems of linear equations; popular methods have been developed 
from many viewpoints: L1-minimization, convex regularization and nonconvex 
optimization [2-5], matching pursuit [2-5], iterative thresholding methods and 
subspace methods [6-7], Singular Value Decomposition (SVD) methods [8-10]. These 
specific proposals are often tailored to different viewpoints, ranging from formal 
analysis of algorithmic properties to particular application requirements. 

As per our review, Patrick et al [7] work is an early paper proposing VLSI 
Implementation for CS recovery using message passing/iterative methods. Yeyang et 
al [10] proposes to use SVD as data-adaptive sparsity basis for compressed sensing 
Magnetic Resonance (MR) images and is able to give sparser representation for 
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broader range of MR images as it is better than the conventional transforms like 
Discrete Cosine Transform and Discrete Wavelet transform.  

We reviewed various CS recovery algorithms. Matrix and vector processing is 
most suited to implement various computational functions. The paper contributes in 
identifying and implementing various computational functions required for VLSI 
implementation. The functional verification of the VLSI implementation was done by 
using LAPACK/LINPACK/TNT (Template Numerical Toolkit) software wherever 
required.  

The paper is organized as follows. The section 2 give Computational Functions, 
Section 3 give Design and Implementation and Section 4 give results. The conclusion 
and future scope is presented in section 5. 

2 Computational Functions  

The review of various CS recovery algorithms [1-10], highlight use of L1 norm of 
vector, L2 norm of vector, matrix SVD function as basis for implementing various CS 
algorithms. The current work focuses on following CS recovery algorithms: L1-
minimization, convex regularization [2-4], iterative thresholding methods [6-7] and 
Singular Value Decomposition (SVD) [8-10].  

The computational functions are defined as follows: L1 norm of vector = Σi |xi|, L2 

norm of vector = Squareroot (Σi|xi|
2) and Matrix SVD includes solving least square 

problem (eq. 1), i.e. computing the following equation:   
 x = arg min||Ax - y||2           (2) 

To compute equation (2), SVD is computed as factorization of matrix A (= USVT). 
U, S, V denote matrix factorization of A 

There are two methods for computing the SVD: Bi-diagonal form with QR 
algorithm and Jacobi rotation method. The QR algorithm is computationally much 
more efficient than the Jacobi method. On the other hand, Jacobi methods exhibit 
much more inherent parallelism than the QR. The review indicates SVD FPGA 
implementation [11-15] using Jacobi rotation. Jacobi SVD [15] analyzes small and 
mid sizes matrices around 8X8 size. The Jacobi method works well for real 
symmetric matrices. However the algorithm is slower for matrices of order greater 
than about 10, by a significant constant factor, than the Bi-diagonal form with QR 
method [16].     

Compressed sensing recovery normally deals with larger matrix sizes.  We require 
SVD method dealing for dense, real non-symmetric matrices which is not the case 
with Jacobi method. The accuracy requirement is also important and requires floating 
point operations. We propose SVD calculation as Householder’s reduction to Bi-
diagonal form (Bi-diagonalization) followed with QR algorithm.  The Householder’s 
reduction [17, 18] reduces a matrix to bi-diagonal form by repeated transformation. 
Transformation annihilates the required part of whole column and whole 
corresponding row by using a Householder matrix of the form P = 1 -2w.wT. 
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3 Design and Implementation 

3.1 Design 

We designed various architectural entities and have presented the architecture. These 
entities are used multiple times in the CS recovery schemes. The details are as 
follows: 
• L1 norm of vector  
• L2 norm of vector 
• SVD calculation using Bi-diagonalization of matrix with QR algorithm (Bi-

diagonalization entity , Sum1, Sum2 and Squareroot entities) 
The design and RTL implementation of L1 norm of vector, L2 norm of vector and Bi-
diagonalization are given below. The QR algorithm's functional implementation has 
been used for testing SVD. 

L1 Norm and L2 Norm:    
The Fig. 1 gives iterative design and RTL implementation of L1 norm and L2 norm for 
a vector. To our knowledge L1 norm and L2 norm architecture is not available in 
literature comes as our contribution. 

   

 
Fig. 1. (a) L1 norm of vector (b) L2 norm of vector (c) RTL view 

Bi-diagonalization: 
The Householder’s reduction [17-18] to Bi-diagonal form is designed and 
implemented in VHDL. The Bi-diagonalization steps are given below: 

1. Compute the transformation on matrix A for the ith column and place the 
ith diagonal in vector1, Apply transformation 

2. Place the ith row of Matrix A into vector2 for the row transformation and 
it’s calculation 

3. Store the transformation in U  
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4. Find the ith row transformation and place the ith super-diagonal in 
vector2, Apply transformation 

5. Store the transformation in V  
6. Order the Matrix to bi-diagonal form, storing the diagonal elements in 

vector1 and the super-diagonal element in another vector2 
7. Generate U 
8. Generate V 

The Fig. 2 gives the overview of Bi-diagonalization design and Fig. 3 gives  
Bi-diagonalization entity RTL view and SVD implementation.  To our knowledge Bi-
diagonalization architecture is not available in literature and comes as our 
contribution. 

 
Fig. 2. Overview of Bi-diagonalization design and implementation 

 

Fig. 3. Bi-diagonalization entity RTL view and SVD Implementation 
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The Fig. 4 gives Sum1, Sum2 and Square root entities. The Bi-diagonalization 
entity (and SVD) is based on these entities. For Sum2 and Square root entities we use 
two multipliers (floating point) and there by introducing parallelism in operations. 

 

                    

Fig. 4. (a) Sum1 (a) Sum2 (c) Square Root 

3.2 Implementation 

We have implemented and synthesized L1 norm of vector, L2 norm of vector, Bi-
diagonalization of matrix, Sum1, Sum2, Square root. The Bi-diagonalization entity 
uses Sum1 and Squareroot entities and other FP core entities. The architectural 
entities are implemented and synthesized on Xilinx Artix-7 with ISE-14.x and the 
implementation is done in VHDL.  The Floating Point core (FP) 6.0 is used. 

The Xilinx FP Core (blocking mode) gives the results of calculation after certain 
duration. The duration is multiple (N) of clock cycles for operations like Multiply, 
ADD/SUB, DIV etc. 

We have implemented following techniques: 
• For repetitive operations, ‘for loop’ i.e. for functional we have provided a 

control flag (gated if with clock) which controls the execution to next stage. 
The flag is updated when all the required operations are done in each of the 
iteration. 

• Wait for the floating point operations is implemented by using a variable to 
count the desired number of cycles on clock along with a flag whether to 
proceed to next stage or not. 

• We have used above techniques for creating L1 norm of vector, L2 norm of 
vector, Bi-diagonalization of matrix synthesizable entities.  

 
The Fig. 1 gives RTL view of L1 norm of vector and L2 norm of vector. The 

memory module uses LogiCore to define memory. The controller interacts with L1 
norm entity and L2 norm entity. The controller along with memory module gets data 
in/out for processing. 

The Fig. 2 gives the brief overview of Bi-diagonalization. It indicates that there are 
multiple loops and nested loops along with conditional checks. The design decision to 
create the entities like Sum1, Sum2 and Squareroot and techniques enabled us to 
create synthesizable entity for Bi-diagonalization. 
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We also have done VHDL implementation of SVD using Bi-diagonalization entity 
and other entities as shown in Fig. 3. The memory module uses LogiCore to define 
memory. The controller interacts with Bi-diagonalization entity and QR module. The 
controller along with memory module gets data in/out for processing. The QR 
algorithm is part of test code and uses Sum2 and other FP components. We have 
tested the output of SVD and verified against matlab. For the cases when rows are 
less than columns for a matrix A, the SVD of the AT is to be computed initially and 
then perform interchanges U and V which can be part of testcode.  

4 Results 

The scheme has been tested using Xilinx Artix-7 with ISE-14.x and FP core 6.0. The 
test input given to the system was random.  The device summary details are also 
given below for various synthesized entities. 
 
L1 Norm: 
We have implemented L1 norm for various vector sizes. This can be configured as per 
user need.  We verified the output of L1 norm using matlab as reference output and no 
error was observed. The time to compute L1 norm for few vector lengths is given 
below and the time scales in proportion of the length. 
 

Vector Lengths Time 

10, 100 1.305 us, 13.005 us 
 

L2 norm: 
We have implemented L2 norm for various vector sizes. This can be configured as per 
user need. We verified the output of L2 norm using matlab as reference output and no 
error was observed. The time to compute L2 norm for few vector lengths is given 
below and the time scales in proportion of the length. 

Vector Lengths  Time 
100, 49 23.695 us, 11.969 us 

 
Bi-diagonalization: 
We have implemented Bi-diagonalization and verified its output with the reference 
software implementation and the results were matching. The timing for a matrix size 
is given below and found to be acceptable for SVD implementation.  

Matrix Time 
4X4 24.915 us 

 
Device Summary for L1 Norm of Vector and L2 Norm of Vector and  
Bi-diagonalization:  
Selected Device: xa7a100tcsg324-2i.  
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Parameters L1 norm L2 norm  Bi-diag 
Number of Slice Registers* 32   97   137  
Number of Slice LUTs **             32   66   76  
Number used as Logic **              NA 2   12  
Number of LUT FF pairs used 64 

 
98 213 

Number of bonded IOBs  *** 97   97  65  
(* out of 1268000, ** out of 63400, *** out of 210) 
Note1 

 
Design Summary of Sum1, Sum2, Squareroot: 
Selected Device: xa7a100tcsg324-2i.  
 

Parameters Sum1 Sum2 Squareroot 
Number of Slice 
Registers* 

65  240  282  

Number of Slice LUTs  **   1  117  67  
Number used as Logic  **    1  53      67  
Number of LUT FF pairs 
used 

66 253 304 

Number of bonded IOBs  
***  

64  161  97  

       (* out of 1268000, ** out of 63400, *** out of 210) 

 
SVD:  
The SVD implementation is done using various synthesized Architectural entities 
given above. The Table 1 gives comparison of first diagonal element of 'S' Matrix 
(equation (2)) of VHDL implementation and Matlab implementation, though we have 
the complete Matrix (U, S, V) available, the first diagonal element being the dominant 
value of SVD is used for comparison in the table. We compared the timing for our 
SVD calculation to the implementation in [15] for size 16 X 32 and have found to be 
faster by a factor of 2.7. Our implementation for 32X16 takes 1.969 ms while 
implementation given in [15] takes 5.344 ms. The clock period used is 10 ns for 
getting the results but it can be reduced to 3 ns as lower limit, so the above values in 
the table can reduce to 1/3rd.   

The Xilinx ISE value and the Matlab value indicated in the table are output of SVD 
for various sample input vectors. The ISE values and Matlab values are observed to 
be almost same and the error is negligible compared to implementation done by [15] 
which has error of around 1.4% for first diagonal element for 16X32 size.  

                                                           
1  The device summary does not add the hardware resources used by FP core. The resource 

utilization for Artix7 is available in the document, LogiCORE IP Floating-Point Operator 
v6.2 Product Guide PG060 December 18, 2012. 
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Table 1. SVD results 

Matrix Size Xilinx ISE value Matlab value Time 
 4x4 4 4 41.330 us2 
 4x4 2 2 18.130 us 
4X4 1.999999 2 49.750 us 
32x16 16 16 1.969 ms 
32x32 22.62739 22.6274     4.578 ms 
96x96     67.88227 67.8823 50.904 ms 
128x128    90.50966 90.5097 90.869 ms 
(The timing values given above can be 1/3rd if minimum clock period of 3ns is 

used) 

5 Conclusion 

In this paper we have implemented and synthesized the computational functions 
required for doing compressive sensing recovery. We believe ours is one the early 
attempts to carry out VLSI implementation and synthesis of computational functions 
for compressive sensing recovery. We could not get any reference for L1 norm of 
vector and L2 norm of vector implementations and could not do comparison. 
Similarly, Bi-diagonalization architecture is also our contribution. Our SVD 
implementation has been found to be faster and more accurate compared to 
implementations done in [15]. 

We also studied algorithms (second order methods) like interior point method 
which can be solved in the polynomial time (O(N 3)) and it uses preconditioned 
conjugate gradient (PCG) method to approximately solve linear systems in a truncated 
Newton framework. Iteration methods (first order) are studied for L1-minimization 
and literature has compared iterative algorithms (Hard /Soft, IST/IHT) along with its 
tuning. For certain very large matrices it can rapidly apply and without representing 
as a full matrix and in such settings, the work required scales very favorably with N. 
In future we plan to consider implementation of SVD based method/ first order 
method, along with calculation of power and present compressive sensing recovery 
architecture. 
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Abstract. As the technology scales to 55nm and below, the traditional 
modeling methodology of input capacitance results in high deviation between 
the back-annotated delay values and the measured delay in Silicon. To reduce 
such a high deviation, novel modeling methodologies of input capacitance have 
been proposed in this paper. The proposed model have been used across 
different process and technology nodes using different test cases and back-
annotated delay values were shown to have good agreement with the measured 
delay in Silicon. The proposal can be used to understand the device behavior; 
and based on device behavior; the methodology can be used to model the input 
cap accurately.   

Keywords: pin capacitance, input cap, hspice, silicon, correlation. 

1 Introduction 

In this paper we talked about the basic method of improving the Silicon Vs STA 
(Static Timing Analysis) correlation [6]. As technology advances, the integration 
scale is shooting up. The timing constraint of a design has become very critical hence 
the redundant design margin need to be reduced to get better performance. To close 
any design, STA is the only viable method for chip-level timing analysis and 
therefore its accuracy should be of up most important. 

There are many factors that affect the accuracy of STA. Among them, the input 
capacitance modeling of logic gates is an important factor because a significant 
amount of load capacitance is still occupied by the input capacitances of gates except 
for interconnects dominated sections such as clock trees and busses. In STA, the input 
capacitance of a gate is modeled as a lumped capacitance. There are a few papers that 
explain the importance of the capacitance modeling [1]–[4]. However, no paper has 
justified about choosing Max cap or average cap. Also, no paper has studied the input 
capacitance variation across different bias condition of PMOS and NMOS device. 
Also, although Synopsys Siliconsmart for library characterization measure input 
capacitance different input slew and output load condition [5], it is common to 
measure capacitance from 20% to 80% rise of input-signal. And among all measured 
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value of cap, the Siliconsmart picks the max or min or average capacitance in a timing 
library. In case of max-cap, the STA can predict the longest delay without optimism 
so that we can safely check set-up constraints. On the other hand, if we want to 
analyze the shortest-path delay, the resulting timing is overestimated and there is a 
possibility of existing shorter delays, which will lead to hold violations.   

In case of average-cap, the STA can predict the longest delay with some optimism 
in critical path; which can cause silicon failure. This paper talked about how to 
reduced pessimism and optimism in input pin capacitance measurement. 

1.1 Input Pin Capacitance: HSPICE vs STA 

STA reads input pin capacitance from the Liberty to calculate corresponding output 
delay and slew. As the liberty has only one static value of input pin capacitance, STA 
takes total FO cap and uses it to map the delay. In general Liberty takes average value 
of input pin capacitance calculated across different condition (from 20% to 80% input 
slew). As FO increase, the inaccuracy gets multiplied. To evaluate the discrepancy 
between actual gate cap and the gate cap seen by STA, an experiment is done on RO 
shown in Figure 1, it is found that the input-cap at nodes net1, net2, net3, … is always 
more than the input pin capacitance calculated by STA at these nets. This gives basic 
reason of miscorrelation of HSPICE vs STA. 

 

 

Fig. 1.  

Figure 5 show input pin capacitance measured at each nets of the circuit shown in 
Figure 1. The capacitance in Liberty [5], which is based on average capacitance 
across different input slew and output load, is always less than the capacitance 
estimated by HSPICE simulation. SiliconSmart, the characterization tool, have option 
to choose range of integration for input pin cap. Default range is 20-80. However, for 
given range, the tool calculates the input pin capacitance for combination of 
slew/load. 

1.2 Variation in Input Pin Capacitance 

To study the input pin capacitance very closely, we have devised a method to estimate 
the instantaneous capacitance at each instance of input rise/fall. Figure 2 shows the 
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instantaneous capacitance at each voltage level of input slew, the plot is done across 
different input slew. The graph shows input pin capacitance variation more than 2X. It 
is a challenge to estimate one unique capacitance for Liberty file for a given cell. 

To understand the behavior of input capacitance, we came up with new terms 
called Capacitance range which is described in next section. 
 

 

Fig. 2.  

1.3 Capacitance Range 

Capacitance range is the Capacitance calculated at different range of input slew. It 
starts from mid-point of input slew for very small range ∆, (50-∆/2)% to (50+∆/2)% 
and ends at the full range 0 to 100%. The Figure 4, shows input ramp(Aqua color), 
Instantaneous Cap (light Black), and capacitance range(dotted curve). 

Ideally, input pin capacitance should be constant across different range of input 
slew, however, in reality, the cap changes with different range of input cap. 

 

Fig. 3.  
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2 Limiting Capacitance (LC) 

Figure 4 shows different range cap curve at different output load.  
LC cap is coming out to be the best estimation of input cap. Correlation data shows 

LC cap correlates much better than traditional input cap. 
Table 1 is the correlation result (Tradition Cap vs LC). Negative correlation 

number shows that STA is faster than HSPICE simulation. The Liberty with LC 
capacitance gives out very accurate correlation than the Liberty with traditional 
capacitance. 

 

 

Fig. 4.  

 

 

Fig. 5.  
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Fig. 6.  

3 Conclusions 

This paper discusses a method to model the gate input capacitance for accurate STA. 
For static timing analysis, we have to model the gate input capacitance, which gives 
the best characteristic of a given gate. Siliconsmart derives the equivalent capacitance 
by integrating over the full transition range or 20-80 transition range of the applied 
input signal. Conventionally, average of all input pin capacitance considered for all 
input slew and output load condition. However, this capacitance is less than the actual 
capacitance. Also, in some cases of traditional method, the capacitance is the 
maximum capacitance across all input slew/load; and it results pessimistic delay. The 
pessimistic delay estimation is reasonable for checking setup time constrains, but it 
can cause hold violation.  

The proposed method derives the characteristic capacitance of logic gate and gives 
the most optimum input cap of the given gate. The result shows good correlation 
using LC Liberty Vs Traditional Liberty. 
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Abstract. Aggressive design practices in nanoscale era has led to an
increase in the performance of circuit at the cost of reduced slack margins.
Reduced margin increases the risk of path failures due to small additional
delays. In this paper, an on-chip path delay measurement architecture
is designed to identify paths which violates timing constraints. A new
method of measuring delay based on crossovers is proposed. Simulation
results show precise measurement of path delays. Maximum path delay
measured by the proposed architecture is 4.3 times the maximum delay
measured by Modified Vernier Delay Line (MVDL) architecture and the
area is 74% less than the area of MVDL.

Keywords: Time to Digital converter, Vernier Delay Line, Path Delay
Characterization.

1 Introduction

In advanced CMOS technology, detection of timing related failures has become
primary testing challenge. Increasing gap between the operating frequency of cir-
cuits and external Automatic Test Equipments(ATEs) has compelled researchers
to design on-chip circuits which will assist detection of delay defects. An on-chip
delay sensor proposed in [7], converts time-to-voltage to measure path delays.
Drawback of this technique is its dependence on the voltage across a capacitor
which may vary due to leakage.

Another on-chip technique to detect delay defects is to use a Time to Digi-
tal converter(TDC). In [3], a single delay line TDC is embedded in one core of
System-on-Chip(SOC). That core is dedicated for the purpose of detecting de-
lay defects in neighbouring cores and interconnects. However, precision of delay
measurement in a single delay line TDC is limited by the minimum gate delay.

In [4], a Modified Vernier Delay Line (MVDL) architecture using scan flip-
flops is designed to facilitate detection of small delay and gross delay faults. The
major drawback of MVDL is the trade-off that exist between the number of
stages and the minimum delay that can be measured. Smaller delay range of a
stage gives a high precision measurement. However, to detect delays over a wide
range, a large number of stages will be required. This increases the area overhead
and reduces the accuracy of measurement, as the long delay lines are susceptible

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 49–58, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



50 R. Krishnamurthy and G.K. Sharma

to process variation. In [5], a Fine and Coarse Block architecture is proposed
to reduce number of delay stages required in a Vernier Delay Line (VDL) based
architectures. However, since the delay range in each block is constant, a large
number of stages are still required to measure path delays over a wide range.

In [6] and [2], delay range of each stage in a VDL based design increases by
a factor of two. Such a delay range allows measurement of delay over a wide
dynamic range with reduced area overhead as compared to previous designs.
However, for a wide range of delay measurement, size of buffer increases expo-
nentially, which increases the area overhead.

Motivated by the results of a variable delay range in VDL architecture, a
VDL based design is proposed in which the delay range in each stage depends
on a crossover. After a crossover, delay range of subsequent stages is reduced
and the signal transition which occurs earlier is delayed more than the other
signal transition. This reduces the number of buffers used in each stage and also
enables a wide range delay measurement.

2 Proposed Architecture

Proposed architecture consists of delay stages and every delay stage has D flip
flop (DFF), multiplexers, Buffers (BUFs) and Programmable Delay Elements
(PDEs), as shown in Figure 1 . Input and output of the Path Under Test (PUT)
are connected to START1 and STOP1, respectively.

1
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1

Reset SetReset Set

Latch Latch Latch Latch Latch Latch
1

BUF PDE_U

PDE_L

STOP 2
BUF
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Fig. 1. Proposed architecture with variable delay range to measure path delay

Input signals to an ith delay stage are represented by STARTi and STOPi,
which are delayed form of START1 and STOP1, respectively. STARTi passes
through lower delay chain comprising of either a PDE L or PDE D and a BUF.
STOPi passes through upper delay chain, which comprises of PDE U and a BUF.
In ith delay stage, STARTi signal and STOPi signal are connected to the clock
port and data port of DFF, respectively. The output of DFF is denoted by Qi,
where i denotes the stage index. DFF of all the stages are initially reset to zero.
Output of DFF indicates the signal transition which occurs earlier in a delay
stage, as shown in the Figure 2 .
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Fig. 2. Qi=1 shows that STOPi signal transition occurs earlier than STARTi sig-
nal transition. Q(i+1)=0 indicates that STARTi signal transition occurs earlier than
STOPi signal transition.

The delay range is defined as modulus of the difference between the delay
produced by upper delay chain PDE(PDE U) and lower delay chain PDE(PDE L
or PDE D).

delay range = |upper PDE delay− lower PDE delay| (1)

When a slow moving signal in a delay chain crosses a fast moving signal due to
different delays applied to these signals, a crossover is said to have taken place.
Crossover is identified by different output of DFFs in adjacent delay stages.

In [6], the signal passing through delay chain connected to the input of PUT
is either delayed more or given an equal delay compared to the delay given to
signal passing through the delay chain connected to output of PUT. Such a delay
mechanism require buffers of two different sizes in delay chain of each stage. In
the proposed approach, the signal transition which occurs earlier is delayed more
than a slow signal transition, irrespective of whether the signal transition passes
through upper delay chain or lower delay chain. This reduces the number of
required buffers in a delay stage as compared to [6].

Number of delay stages in the proposed architecture is reduced by employing
high delay range stages, till a first crossover takes place. After first crossover,
when two signals crosses each other in a delay stage, the delay range of the
subsequent stages is reduced and again the signal transition which occurs earlier
is given more delay as compared to the delay given to signal with slow transition.
Path delay measurement with high precision is completed after three crossovers.

We now perform analysis of time difference between the signals at delay stages
during crossovers. In Figure 3 , t1, t2 represents time at which signal transition
takes place. The transition that occurs earlier is given a delay which is D1 more
than the delay given to other signal transition. D1 is the delay range prior to
first crossover. Till the first crossover the STARTi of an ith stage is given D1
more delay than the delay given to STOPi signal.

Suppose first crossover occurs after N1 stages, then the time relationship
between the input signals in stage (N1+1) is as shown in Figure 3 . In an ith
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Fig. 3. Time relationship between the input signals at each stage in the design till a
first crossover

delay stage after a first crossover the STOPi signal transition occurs earlier than
the STARTi signal transition till the second crossover. Hence the delay given to
STOPi is D2 more than the delay given to STARTi till a second crossover takes
place. D2 is the delay range after first crossover. This is shown in Figure 4 where
a second crossover is assumed to have taken place in stage(N1+N2+1). After
second crossover START(N1+N2+1) is given a delay D3 more than the delay
given to the STOP(N1+N2+1). D3 is the delay range after second crossover.
Small value of D3 gives a higher delay measurement resolution.

STOP(N1+2)
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Q=0

Stage(N1+N2+1)Stage(N1+2)

t1+N1*D1−N2*D2t1+N1*D1−D2

START(N1+2) START(N1+N2+2)

STOP(N1+N2+2)

Q=0

t1+N1*D1−N2*D2+D3

t2

START(N1+N2+1)
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Stage(N1+N2+2)

t2

Fig. 4. Time relationship that exists between the input signals in a delay stage after
a first crossover

In Figure 5 , relation between time difference of input signals in two adjacent
delay stages during third crossover is shown. After the analysis till the third
crossover a mathematical equation (2) can now be derived from Figure 5 which
gives the time difference between START1 and STOP1 signal with D3 measure-
ment resolution. Eq. (4) considers a case for maximum path delay between t1
and t2 when no crossover occurs between two input signals. In (4), N denotes
total number of delay stages in measurement architecture.

t1 + (N1×D1)− (N2×D2) + (N3− 1)×D3 ≤ t2 ≤
t1 +N1×D1−N2×D2 +N3×D3

(2)
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Fig. 5. Time relationship between the input signals in the third crossover stage and
its preceding stage

N1×D1− (N2×D2) + ((N3− 1)×D3) ≤
(t2− t1) ≤ N1×D1− (N2×D2) + (N3×D3)

(3)

Max.Path Delay ≤ (N − 1)×D1 (4)

Second crossover Third crossoverFirst crossover

N2 ones before
Second Crossover

N1 zeroes before
First Crossover

N3 zeroes before
Third Crossover

Fig. 6. General form of output containing sequence of ones and zeroes

Data stored in all the DFF, forms a sequence of zeroes and ones as shown
in the Figure 6 . N1, N2 and N3 in Figure 6 , represents the count of these
zeroes and ones. Delay is measured by observing this sequence which is shifted
to output by connecting DFF of all the stages in the form of shift register.

3 Implementation Details

The proper working of the architecture lies in its ability to change the delay
range when a crossover takes place. It must differentiate between the initial
output of DFF and output of DFF after second crossover. This section gives
implementation details of the proposed delay measurement architecture.
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3.1 Programmable Delay Element(PDE)

The delay is produced by a PDE described in [1]. PDE D and PDE U are shown
in the Figure 7a and 7b , respectively. PDE L is similar to PDE D except for
the M9 transistor, which is not present in PDE L.
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(b) PDE U

Fig. 7. Programmable delay elements designed to generate a high and low delay ranges
depending on the output of DFF and Detect block

In a ith delay stage where i ∈ [3, N ], STARTi and inverted output of DFF
is connected to IN port and Qbar port of the PDE D, respectively. The output
signal Detect(Dt) from the Detect block(which is explained in next section)
is connected to the Dt port of PDE D. In a ith delay stage where i ∈ [1, N ]
STOPi and output of DFF is connected to IN port and Q port of the PDE U,
respectively. PDEs enable the generation of delay ranges as shown in Table 1 .
In Table 1 , Qi is the output of DFF in ith stage and Dti is the output of Detect
block controlling ith stage PDE D.

Buffer BUF is also a PDE with a constant delay value designed to delay input
signals of a delay stage until the output of DFF attains a stable value.

Table 1. Delay ranges based on all possible combinations of Q(i-1), Qi and Dti

Q(i-1) Qi Dti Delay range(ps) Remarks

0 0 - 300 For i={1,2}, Dt is not required.

0 R - 90 When a first crossover occurs in stage 2

0 0 1 300 For i ∈ [3, N ], till a first crossover. D1=300ps

0 R 1 90 A first crossover condition. D2=90ps

R R 1 90 Delay range is maintained till a 2nd crossover

R 0 0 12 A second crossover condition. D3 is 12ps
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3.2 Detect Block

Detect block is designed to detect a condition in which the output of DFF in
a preceding stage is a rising one and the next stage DFF output remains zero.
To implement this, two positive level sensitive latch are used to form one Detect
block. Figure 8 , shows two such adjacent Detect blocks. Qi represents DFF
output of ith stage, where i ∈ [3, N ] in a N stage measurement architecture. The
first latch in a Detect block is initially reset to ‘0’ with a ‘1’ at its data input and
Qi connected to its clock input. The second latch is initially set to ‘1’ with Q(i+1)
connected to its data input. The output of first latch triggers second latch. The
output of the second latch is called Detect(Dt) and the inverted form of Dt is
called Detectbar(Dtbar). Once a Dt in any preceding Detect block becomes ‘0’,
the second latch of the subsequent Detect Block’s should be triggered irrespective
of the output of first latch. This is implemented by using Dtbar(i) signal and an
‘OR’ gate.

Previous stage Detectbar
OR

Zero if there is no preceding detect block

1 setreset

D
ti

1
reset

Detect Block

Dtbar(i+1)

set

Qi

Qi

Q(i+1)

Q(i−1)
D

t(
i+

1)

Dtbar(i)

Fig. 8. Two adjacent Detect Blocks each containing two positive level sensitive latch

All type of possible sequences of a DFF output at the input of Detect block
is shown in the Table 1 . The output of DFF rises to a one from initial value of
zero, which is represented by R in Table 1 . When Dt becomes zero, a second
crossover is said to have taken place.

4 Experimental Results

The proposed architecture is integrated with the C880 benchmark circuit [9],
using a delay measurement scheme employed in [6]. This integrated architecture
was simulated in SPICE using TSMC 180nm CMOS process to validate the
working of proposed approach. The transition pattern is generated using KF-
ATPG tool. The details of this tool is described in [8]. Transitions are generated
on four different paths of C880 benchmark circuit. The output stored in the DFF
is shifted out serially using a clock SCLK with a period of 1ns. Figure 9 shows
the serially shifted data after the completion of measurement. Values of N1,N2
and N3 can be found from Figure 9 and then path delay can be calculated using
(3). The path delay measured across these paths is shown in Table 2 . Path
delay column is subdivided into Using Arch. column which shows the path delay
measured using proposed architecture and simulation column which shows the
path delay measured using SPICE simulation.
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Table 2. Delay Measurement of 4 different paths of a C880 benchmark circuit

C880 bench.
First crossover Second crossover Third crossover Path Delay

paths D1 N1 D2 N2 D3 N3 Using Arch. Simulation

Fig. 9a 304ps 3 90ps 2 12ps 3 756-768ps 761ps

Fig. 9b 304ps 1 90ps 1 12ps 3 238-250ps 246ps

Fig. 9c 304ps 1 90ps 2 12ps 7 196-208ps 207ps

Fig. 9d 304ps 3 90ps 1 12ps 3 846-858ps 854ps

(a) Scan Out data of Path 1 (b) Scan Out data of Path 2

(c) Scan Out data of Path 3 (d) Scan Out data of Path 4

Fig. 9. Waveform shows the data obtained at the end of measurement. Measurement
is done by counting number of zeroes and ones starting from the last bit and moving
towards first bit till a third crossover bit is found.

In Table 3 , MVDL and OCDM refers to designs implemented by using the
techniques proposed in [4] and [6], respectively. These designs are implemented
and simulated in SPICE for the purpose of accurate comparison with the pro-
posed work in 180nm and 90nm CMOS technology. We estimated the area of
all designs in Table 3 by measuring the layout area of all the transistors using
SPICE netlist.

Area of OCDM increases due to the use of six buffers in each stage and size
of these buffers increases exponentially with increase in stages. In 90nm CMOS
process, delay of buffer decreases and more number of transistors are required to
make a buffer as compared to buffers in 180nm technology. This is another reason
of increase in area of OCDM as compared to proposed design in 90nm. Estimated
area of the proposed design containing 14 stages, with values of D1,D2 and D3
equals to 300ps, 100ps and 13ps, respectively is reported in Table 3 . Maximum
path delay that can be measured by the proposed architecture is 3900ps, which
is 4.3 times the maximum delay measured by MVDL. In worst case, path delays
upto 900ps can be measured with a precision of 13ps.

Delay difference below DFF setup time was lost in the delay measurement.
To compensate for this loss, a DC compensation unit given in [6], is used in
this design. The design can only measure delay between two rising signals.
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Table 3. Comparison with previous designs in 180nm and 90nm CMOS

Design Area in 180nm
(μm2)

Area in 90nm
(μm2)

Min.delay(ps) Max.delay(ps)

Proposed 3,728.5 2,041.87 13 3900

MVDL[4] 14,441 5,979.6 14 900

OCDM[6] 4,849 2,918.44 7 805

To measure delay difference between all type of signals, whether falling or rising,
a DG gate used in [5], is incorporated in the proposed design.

5 Conclusion

In this paper a delay measurement architecture for path delay characterization
has been proposed. A new delay mechanism is employed in which the signal
transition that occurs earlier is delayed more in each delay stage irrespective of
whether the signal travels through upper or lower delay chain. Stages with high
delay range are used to reduce the number of stages and increase the measure-
ment range, without affecting the resolution of measurement which depends on
the delay range after second crossover. This makes it possible to detect a small
path delay as well as very large path delay using same architecture. Simulation
results on C880 benchmark circuit validates effectiveness of the proposed on-chip
path delay measurement architecture.
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Abstract. A new architecture for a high speed CML buffer is presented. The 
buffer is designed for OC-192/STM-64 applications to be used in the limiting 
amplifier which is a critical block in optical communication systems. OC-
192/STM-64 works around 10Gbps. The proposed architecture is also more 
efficient in terms of area. 

1 Introduction 

In high speed serial links and optical communication, buffers create a bottleneck. In 
such systems, Current- mode logic (CML) buffers [1] are commonly used. Using  
current  as  the  signaling  variable rather  than  voltage,  allows  for  low  voltage  
swings between the high and low digital levels. Systematic design procedures for 
CML buffers have been reported by Heydari and Mohanvelu [1] and by Green and 
Singh [3].  In conventional CML buffers  inductive peaking [1] is used to enhance 
bandwidth but it  requires monolithic inductors, which needs a large silicon area. 
Current architectures of output buffers use fT doublers and inductive peaking together 
and can obtain data rates of up to 10 Gbps, but these also require a large silicon area 
[3]. The conventional CML buffer suffers from the Miller effect which degrades high 
frequency operation. 

This paper presents a new architecture which avoids miller effect and works around 
10 Gbps in a 0.18 μ m CMOS technology. It requires less chip area and power than 

existing architectures. The contents of the paper are as follows: Section 2 describes  the  
conventional  CML  buffer,  its  operation  and  its  limitations  at  high  frequencies. 
Sections 3 and 4 describe the proposed architecture, its working and the various design 
issues.  In section 5 simulation results are shown and section 6 concludes this paper. 

2 CML Buffer 

This section  describes  the  basics  of  a  conventional  CML  buffer,  its  advantages,  
and  its limitations at high frequencies. The various design issues related to a CML 
buffer are discussed in [1, 3, 4].  
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2.1 Overview 

Figure 1 shows the basic CML buffer.  It  consists  of  a  differential  pair  with  two  
NMOS transistors,  which act as  switches.  When the differential input (VIN+ – V IN- ) 
varies from 0 to VDD , the output in each branch varies from VDD  to (V DD – I SSR D/2), 
or vice versa. Thus, the differential output voltage swing achieved is IssRD. Low 
switching noise, higher common mode rejection due to differential architecture & low 
swing signaling make CML an attractive choice for high frequency applications. 

 

Fig. 1. Conventional CML Buffer 

2.2 Limitations of a CML Buffer at High Frequencies  

Figure  2  shows  the  half  circuit  diagram  of  the  CML  buffer which is  a standard 
common-source amplifier. 
 

 

Fig. 2. Half circuit of CML buffer buffer 

 
The dominant pole (ωp1), and the first non-dominant pole  (ωp2)  of this circuit are 

given approximately by 
 

ωp1  =  1 / [RS(1 + gm RD)CGD  + RS CGS  + RD( CGD + CDB)] .                    (1) 
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                              RS (1 + gm RD)CGD  + RS CGS  + RD (CGD + CDB)  

                 ωp2  =    --------------------------------------------------------------- .                 (2) 
RS RD( CGD CDB + CGD CDB  + CGD CDB) 

 
Due to the Miller effect, the gate-drain capacitance  (CGD) contributes significantly  

to  the frequency response (through the term RsgmRDCGD  in the denominator of Eqn. 
(1). Also, the transfer function exhibits a zero given by  ωZ = gm/CGD, located in right 
half plane. CGD creates a feed forward path from the input to the output at high 
frequencies, causing distortion in the output.  

3 Proposed Architecture 

The above mentioned issues because of miller capacitance can be resolved if source 
coupled pair is used instead of common source amplifier in half circuit. This 
architecture not only avoids input-output coupling, but also reduces the input 
capacitance, thereby  increasing the maximum frequency of operation. Figure  4  shows  
the  proposed  architecture,  which  is  two  source  coupled  (or  differential) amplifiers 
connected to provide a differential input and a differential output. One of the inputs of 
each differential amplifier (gates of M2 and M3) are connected to a ‘dc’ voltage, while 
to the other (Gates of M1   and M4), the differential input signals are applied.  The 
outputs are taken at the drains of M2 and M3. When used as a buffer,  for the case 
when the input voltage of M1 goes high, M2 is turned off, the  entire tail current  
switches  to  M1 ,  and  the  output voltage  at  the drain of  M2 becomes VDD. 
Simultaneously, the input at the gate of M4 will go low, thus turning off M4, and the 
entire tail current of that differential pair flows through M3, causing the drain of M3 to 
be at (VDD –   ISSRD). Thus the differential output voltage of the circuit will be ISSRD. 
 

 

Fig. 3. Proposed Architecture 

For this architecture approximate expressions for the dominant pole (ωp1), and the 
first non-dominant pole (ωp2), for a differential input voltage, are found to be: 
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ωp1 = 1/[(Rs + RD)CGD  + (Rs  +  1/ gm )0.5 CGS  + RD CDB)]  .                   (3) 

 
ωp2 = 1/ K [Rs RD (CGD CDB + CGD CDB  + CGD CDB)] .                             (4) 

 

Where,  K = ( CGD CDB + CGD CGS  + CGS CDB) (Rs  +  1/ gm ) RD +(RD/ gm ) 

(CDB + CGD + CGS) (CDB + CGD + CGS3 + CDB3 ) +                                                                                    
RD [Rs CGD ( CGD  + CDB )  + CDS CDS/ gm)] . 

 
where  RS  is the resistance  of the voltage sources  (not shown in the figure) connected 
at the inputs, the transconductance, and the capacitances are for the transistors M1  and 
M2  (which are assumed to be identical), unless there is a subscript “3” in the name, in 
which case they refer to the transistor M3.Comparison of Eqns.  (1)  and  (3)  shows 
that  the  proposed architecture  has  a  much  higher dominant  pole  frequency, 
compared  to the conventional  CML buffer,    Moreover, due to the source-coupled 
configuration of the former, two gate-source capacitances (CGS) are seen in series by 
the input terminal, thus reducing this capacitance by a factor of 2 in the dominant pole 
expression.   

4 Design Issues   

 The  load  resistor  R   is  determined  by  impedance  matching  requirements  (being  
typically  between 50 Ω   and 100 Ω   ) and was taken to be 75 Ω   . For a given 
voltage swing (VSWING ), the current ISS is given by ISS = VSWING /RD . 
For the entire tail current to flow only in one branch [1], 
 

 0.5Vin > [ 2ISSL /  µCoxW ]1/2 .  

 

(5) 

from which W1  can be calculated. Also, for keeping the current source in saturation,   
  

 VCM  - VGS > VBIAS  - VT .  

 

(6) 

which yields,  

 W1 >  2ISSL /  µCoxW( VCM  - VBIAS ) 
2 .  

 

(7) 

W1 then must be chosen to satisfy both Eqns. (5) and (7).  
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5 Simulation Results  

The proposed circuit was designed in MOSIS 180nm CMOS technology [5]  
and simulated with Cadence Spectre. The supply voltage used was 1.8 V, with a 
common-mode dc voltage (VCM in Fig. 3) of 1.2 V. At high speed the effect of package 
and transmission line parasitics must also be considered for off-chip loads.  The 
package model  was  taken from Maxim’s 3840  10-Gbps equalizer  [6],  and  the  
transmission  line  model  of  Spectre  was  used . 

Figure 4 shows the differential output of the buffer before package, for differential 
input of 10 GHz. The output shows a differential peak to peak of about 800 mV. Fig 
5(b) shows the output of the buffer at offchip load(R0C0) as shown in Fig5(a) 

Table 1 shows the different parameter values obtained from Fig. 4 and Figure 5 
shows the output waveform for the same inputs at the off-chip load (includes effect of 
package and transmission line) which is 600 mV differential peak to peak.  

Table 2 shows the rise and fall times obtained at the driver output, after the package 
and at the off-chip load.  

 

 

Fig. 4. Differential output at the output of buffer line 

Table 1. Summary of buffer performance at the driver output 

     Parameter Value  

Rise time (Tr) 13.82s  
Fall Time (Tf) 

     VOH 

     VOL 

     Vswing(single ended) 
     Power dissipiation 

 
 
 

18ps 
1.78V 
1.39V 
0.39V 

22.32mW
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Fig. 5(a). Complete Schematic of output buffer with package and transmission line output at 
offchip load 

 

Fig. 5(b). Differential Output at off chip load 

Table 2. Rise and Fall times at various point in the system 

 At Driver After Package At off chip load   

Rise time (Tr) 13.82ps 26.45ps 29.4ps  

Fall Time (Tf) 18ps 28.32ps 28.4ps  

 

 

Fig. 6. Eye diagram of output for a 10 Gbps pseudo-random bit sequence input 
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At the off-chip load, an eye diagram is simulated using a pseudo-random bit 
sequence (25 -1) as input. Figure 6 shows the eye diagram obtained. Peak to peak jitter 
is calculated to be 4.95 ps, and an eye opening of ±125 mV which is quite acceptable 
for the OC-192 application. 

6 Conclusion 

A new high-speed CMOS buffer is proposed that can work at up to 10 Gbps, without 
the need of an inductive peaking architecture, thus saving on valuable chip area. The 
power consumption is comparable to previously reported work [7]. 
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Abstract. We consider the well-known problem of efficient cell place-
ment on a fixed die. We investigate minimization of half perimeter that
is required for a design that in turn results into minimal routed wire
length and thus wire delay. We describe a new method, Kapees, for large
scale standard cell placement. Our technique is based on recursive par-
titioning of placement circuit which is modeled as a hypergraph. It uses
partitioning during the global placement phase and a greedy approach
is followed to reduce the wire length during detailed placement phase.
Our results show a significant improvement in comparison to Cadence
Encounter’s Amoeba and Capo tools by 9% and 5%, respectively.

1 Introduction

Standard Cell Placement is a well studied problem over several years. The objec-
tive of standard cell placement is to find coordinates of all the standard cells in
a netlist in such a way that the wire length connecting them is minimum. The
wire length is modeled as Half Perimeter wire length (HPWL) which can be de-
fined as sum of all the perimeters of the smallest bounding box enclosing each net
of the design. There are four broad approaches to solve this problem: 1. Min-cut
[1–3], 2. Simulated annealing [4], 3. Analytic [5], and 4. Force directed [6]. Al-
though both academic and commercial tools for placement are available, there is a
scope for improvement because of inherent complexity of the problem [7]. This is
also apparent from the ISPD placement contests held in the recent past in which
none of the placers dominated across the entire benchmark set. A comparative
study has also shown that the current state of the art is far from optimal [8].

Our approach to solve this problem is based on partition driven placement. Net
cut objective follows wire length objective at initial hierarchical levels. At later
hierarchical levels, net cut objective no longer follows wire length objective. This
is when the number of cells are less than say 10. After this step detail placement
(DP) follows. The existing placers such as Capo [1], Dragon [2] and feng shui [3]
use different approaches during detailed placement.
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The tool feng shui does k-way partitioning and legalization and carries out the
detailed placement by a branch and bound method [3]. In addition to traditional
partitioning with hMetis, feng shui also uses large-scale k-way partitioning by
iterative deletion to obtain initial terminal propagation information. Both Capo
and Dragon uses a top-down hierarchical partitioning approach. Capo uses the
hypergraph partitioner tool MLPart [9]. Dragon performs bin swapping for net
cut optimization and low temperature annealing in its global and detailed place-
ment phases, respectively [2].

Partition driven placement tools rely on terminal propagation to a large ex-
tent. This technique is capable of obtaining better cuts with regard to placement.
Work in [10] relies heavily on the terminal propagation technique. It helps the
partitioner to gather the characteristics of cut nets and derive hence good wire
length results. The tool NTUPlace [11] proposes a terminal propagation method
which was a generalized version of a method presented in Theto [10].

We present a new method, Kapees, for the cell placement which has two steps
(a) partitioning in global placement phase, and (b) low temperature annealing
in detailed placement phase, followed by greedy cell swapping. We compare our
HPWL results with two existing tools: Cadence Encounter’s Amoeba and Capo
[12].

The rest of the paper is organized as follows. In Section 2, we present the
flow of our algorithm and our global placement strategy. Section 3 presents low
temperature annealing algorithm. Finally, experimental results and comparison
with three other tools and the conclusion are given in Section 4.

2 Global Placement Phase

Our placement tool works in two phases – Global Placement Phase and Detailed
Placement Phase. We describe these phases in detail below. The former phase
involves partitioning of hypergraph using hMetis package [13]. We recursively
bipartition the circuit and perform the arrangement. An arrangement is a step
in which coordinates are assigned to the bins in all possible ways. We continue
to partition until an optimum level is reached. We aim to use bisection because
of the fact that we got better partitioning and wirelength results in case of
bisection compared to using k-way partitioning and our partitioning approach
is not aimed at obtaining the slicing of floorplan In the next phase, we use a
simulated annealing algorithm with multiple objectives which is then followed by
a greedy algorithm for Half Perimeter Wire Length (HPWL) reduction. In global
placement phase we recursively bipartition the given circuit. We first partition
the circuit horizontally followed by vertically partitioning the two sub-circuits
that are obtained in the previous step. In the second step, these four partitioned
circuits are bisected. This continues until an optimum level is reached which is
defined as log(number of rows). If the number of rows is four, we can recursively
bipartition the circuit up to two levels. At the end of partitioning phase we
are left with 4log(number of rows) sub-circuits that we refer to as bins. Each bin
typically has between five to ten cells. During global phase all the cells in a
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Fig. 1. Flow of Kapees

bin have the same coordinates. At every level an arrangement of the bins in all
possible locations is performed. For the first level, entire circuit forms a bin and
is placed at the center. In the second level, there are four bins and 24 possible
ways of arranging the four bins in four locations. In the third level we have
4 × 4 = 16 bins. Here each bin in the third level is arranged in 24 ways within
the region of its parent bin.

The existing placers such as [2] and [10] typically carry out terminal prop-
agation. In terminal propagation, when the cells of circuit is partitioned into
two bins, dummy cells are introduced into each bins. These dummy cells are
included in external (cut) nets. When the two bins are possible candidate for
further partitioning, external nets carry information that they are connected to
a bin externally, and hence they do not get cut. As a result better wire length is
obtained. However, in our experiment with terminal propagation we did not find
noticeable improvement in the wire length resulting from terminal propagation
scheme. So we do not perform terminal propagation but instead swap and move
cells within bins. This is equivalent to improve upon the cuts obtained at Global
placement phase. We discuss Cell Swapping in section 3.2.
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3 Detailed Placement Phase

In Detailed placement phase we perform bin swapping based simulated annealing
and cell swapping based simulated annealing followed by greedy cell swapping.

3.1 Bin Swapping Based Simulated Annealing

In bin swapping phase, we use a simulated annealing algorithm (see Algorithm
1) with two objectives. These are (A) reduction of wire length, and (B) balancing
row width, respectively.

To implement Multi-Objective Simulated Annealing, the objective function,
C, has to be equal to a sum of two objective functions C = αA+βB. It is difficult
to determine the ratio α and β as these values may not be the same for different
designs. We overcome this problem by selecting the moves in such a way that
any move that causes an imbalance is not accepted. We swap coordinates of the
bins to achieve HPWL reduction along with the condition that row imbalance
should not occur. The minimization function, F (x), is the x-direction HPWL
estimate and is given by Equation (1) from [14], where nH and eH are the node
and edge sets of the hypergraph H , respectively.

F (x) =
∑

ek∈eH

max
∀i,j∈nH

|xi − xj | (1)

Algorithm 1. Multi Objective Simulated Annealing

while init temp ≥ final temp do

P = eδWL/init temp

Perturb � Will cause swapping of bin coordinates
if δ WL ≤ 0 and row imbalance ≤ 0 then

Accept the perturbation
else

if random number ≤ P and row imbalance ≤ 0 then
Accept the perturbation

else
Revert the perturbation

end if
if sufficient number of perturbations then

Decrease init temp
end if

end if
end while

3.2 Cell Swapping Based Simulated Annealing

We do not perform terminal propagation therefore it is important for us to
improve the cuts obtained during global placement phase. This is achieved by
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performing cell swapping between the bins. In this step all cells within a bin are
placed on top of each other, that is, there exists overlap between the cells. All
the cells of a bin have the same coordinates. After completion of cell swapping
between the bins, all the cells are spread out to remove overlap. Spreading is
placing of the cells of the bins adjacent to each other in such a way that there
is no overlap between them. It is important that the wire length obtained after
spreading out all the cells must correlate with the changes that are done during
cell swapping phase. Cell swapping and cell movement between the bins is studied
by [15] and implemented in Dragon version 2.1. They attempt to achieve a bin
width balance by swapping of cells. By doing this they achieve a correlation
between the wire length of spread out cells and wire length during cell swapping.
We tried two approaches for doing annealing based on cell swapping.

Algorithm 2. Perturbation Method 1

Randomly Select Two Bins in sufficiently close vicinity
Select one Cell from Each Bin
Calculate Incremental Cost = Cost1
Swap the Cell coordinates
Calculate Incremental Cost = Cost2
Return δWL = Cost1− Cost2

Algorithm 3. Perturbation Method 2

Randomly Select Two Bins in sufficiently close vicinity
Select one Cell from Each Bin
Calculate Incremental Cost = Cost1
Swap the Cell coordinates and arrange all Bins to the right of the selected Bins
separated by a distance equal to their widths
Calculate Incremental Cost = Cost2
Return δWL = Cost1− Cost2

In the first approach we did not move the bin location ie, all the bins have
fixed coordinates. Here the bin coordinates are not changed and there exists even
spacing between the bins. Here we randonly select the bins which are within a
distance of numberofrows/3 bins. For us this method does not correlate well with
the spread out wire length.

In the second approach Figure 2, bins are placed at a distance equal the their
widths and we shift the bins towards right by the difference in cell widths. Let
Cell A belongs to Bin A and Cell B belongs to Bin B, then after swapping the
cells, all the bins to the right of Bin A will be moved by a difference amount
(Width(cellB)-width(cellA)) where as all the bins to the right of Bin B Bin B
will be moved to right with a difference amount (Width(cellA)-width(cellB)). If
we spread out the cells after the first method, we get worse wire length. This is
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Fig. 2. Method 2 for Perturbation

because the estimates for bin width separation are not correct. We do not aim to
obtain a balance for bin widths but only for row widths. In the second method
the wire length during cell swapping stage correlates well with spread out cost.

3.3 Greedy Cell Swapping

In this stage, initially, all the cells for the bins are spread out. Then we randomly
pick two cells in sufficiently close vicinity and see if swapping their coordinates
with each other can reduce the wire length. The swapping is done in such a way
that there does not exist any overlap between the adjacent cells. All the cells to
the right of the selected cells are spread out.

Table 1. Characteristics of IBM version 2 benchmarks

Circuits Cell Count Net Count Rows core utilization

IBM01 easy 12028 11753 132 85.12%

IBM01 hard 12028 11753 130 88.00%

IBM02 easy 19062 18688 153 90.42%

IBM02 hard 19062 18688 149 95.28%

IBM07 easy 44811 44681 233 89.95%

IBM07 hard 44811 44681 226 95.30%

IBM08 easy 50672 48230 243 90.03%

IBM08 hard 50672 48230 236 95.16%

IBM09 easy 51382 50678 246 90.24%

IBM09 hard 51382 50678 240 95.12%

IBM10 easy 66762 64971 321 90.22%

IBM10 hard 66762 64971 313 95.08%

IBM11 easy 68046 67422 281 90.11%

IBM11 hard 68046 67422 273 95.33%

4 Experimental Results and Conclusion

We selected the IBM version 2.0 benchmarks to test our tool. These benchmarks
have cell counts ranging from 12028 to 68046. Most of the current state of art
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Table 2. HPWL comparison for IBM version 2 benchmarks

Circuits Amoeba (A) Capo (C) Kapees (K)

×106 ×106 ×106 K/A K/C

IBM01 easy 58.0278 55.8873 51.7759 0.89 0.92

IBM01 hard 57.6793 55.1354 51.456 0.89 0.93

IBM02 easy 165.906 158.743 146.253 0.88 0.92

IBM02 hard 164.541 156.048 145.224 0.88 0.93

IBM07 easy 373.388 368.7 354.121 0.94 0.96

IBM07 hard 359.586 355.686 353.964 0.98 0.99

IBM08 easy 406.834 387.502 352.928 0.86 0.91

IBM08 hard 395.116 379.512 363.081 0.91 0.95

IBM09 easy 341.532 317.126 311.554 0.91 0.98

IBM09 hard 338.188 321.029 321.057 0.94 1.00

IBM10 easy 605.746 636.689 601.824 0.99 0.94

IBM10 hard 642.065 629.543 624.721 0.97 0.99

IBM11 easy 521.413 481.637 478.191 0.91 0.99

IBM11 hard 514.758 476.332 472.878 0.91 0.99

Average 0.91 0.95

placers have reported their work on these benchmarks. For our experiments and
HPWL comparison we obtained the tool Cadence Encounter’s Ameoba (version
9.1) and Capo (version 8.8) [12] from its respective websites.

The implementation of our tool, Kapees, for large scale standard cell place-
ment, is done in C language. The experiments are performed on 1.5 GHz, 32-bit,
2GB RAM, Intel dual core machine running Ubuntu, a variant of GNU-Linux, as
operating system. We compared our tool with Capo as they are run on the same
machine, whereas Amoeba run results are extracted on a different machine.

The run time of our tool is 10 times more when compared to that of Capo for
designs with cells less than 2000. For the design IBM01 easy, run time of Capo is
21 seconds, whereas, runtime of Kapees is 428 seconds, which means kapees is 22
times slower than Capo for this design. For the design IBM12 hard, run time of
Capo is 205 seconds, whereas, runtime of Kapees is 9084 seconds, which means
kapees is 44 times slower than Capo for this design. We observed that the runtime
of Kapees increases with the growth of number of cells. This is primarily due to
the use of simulated annealing technique wherein we perform HPWL calculation
for each iteratve move. We plan to improve run-time in future.

As reported in Table 2, the experiments show that the half perimeter wire
lengths obtained for these designs by Kapees are on an average 9% and 5%
less than that obtained from Amoeba and Capo, respectively. We get superior
results over other simulated annealing techniques because of our contribution as
the method2. Instead of using terminal propagation, we use method2 to improve
the already obtained cuts during global placement.
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Abstract. Network-on-Chip (NoC) has evolved as a promising tech-
nique for the present-day’s communication in the VLSI design paradigm.
It ensures reusability, parallelism and scalability. To reduce the testing
cost of such a system, the existing communication structure ca be reused.
In this paper, we have proposed a Particle Swarm Optimization (PSO)
based mixed test scheduling approach to test the cores in the NoC envi-
ronment. It incorporates both non-preemptive and preemptive tests. Ex-
perimental results for ITC’02 System-on-Chip (SoC) benchmarks show
that the PSO based mixed test scheduling approach efficiently reduces
the overall test application time compared to other existing works.

Keywords: NoC testing, PSO, Non-preemptive testing and preemptive
testing.

1 Introduction

Network-on-Chip (NoC) has evolved as a very promising methodology to imple-
ment core based systems, in which, a number of simple routers are interconnected
following some topology (most commonly, mesh). The cores are attached to the
routers. Electrical signal exchanges between the cores are replaced by message
passing via the router network. Such an environment, though well suited for
the VLSI design paradigm based on reuse of IP-cores, testing becomes a major
challenge. Since the input-output lines of all IP-cores are not available at system
input-output pins, a major task is to transport the test patterns from system
input to the inputs of individual IP cores, collect their responses and transfer to
the system output. Moreover, to reduce system-level pin count and area over-
head, it is advisable to use the on-chip network itself for test data transportation.
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To reduce test application time, a proper scheduling is necessary for the cores.
Even if we assume the availability of multiple I/O channels from the Automated
Test Equipment (ATE), system pins may be associated with only a few cores,
primarily dedicated for input-output operations. Test patterns are to be routed
from such an input core to an output core. Thus, even if multiple I/O cores
are available, test parallelism may be restricted by the availability of routing
resources through the NoC.

As a result, NoC test scheduling has become a major research area. The non-
preemptive version of the problem is NP-hard [1]. The fully preemptive version
is solvable optimally in O(n3) time [1], n being the number of cores. The prob-
lem can be solved as an instance of job-shop problem. The test session for the
sequential and BIST based core, in practice, may be nonpreemptive [2]. There-
fore, all cores in a NoC need not be preemptive. Purely combinational cores may
be taken as preemptive, sequential or BIST based core testing is not preemp-
tive. Preemption also depends on type of fault-model assumed. In particular, the
assumption does not hold for transition and linked faults. Ideally, a NoC will
contain cores such that, only a subset of them support preemptive testing. Thus,
the overall scheduling problem remains NP-hard. A judicious mix of sequences
testing preemptive and non-preemptive cores can have better flexibility in utiliz-
ing test times which may otherwise remain idle, due to resource conflicts. This
has motivated us to formulate a Particle Swarm Optimization (PSO) problem
to identify test schedule for NoCs having both types of core.

The rest of the paper is organized as follows. Section 2 presents the problem
definition along with the test time computation for individual cors. Section 3
presents a survey of related works on test scheduling. Section 4 and 5 enumerates
the PSO formulation. Result has been discussed in Section 6. Section 7 draws
conclusion.

2 Problem Definition

The input to the test scheduling problem consists of the following.

– A set C = {Ci, 1 ≤ i ≤ Nc} of Nc cores in the NoC.
– Each core Ci has a test set Ti associated with it. The test may be preemptive
or non-preemptive in nature. A non-preemptive test set has to be applied
to the core as a single group. On the otherhand, a preemptive test can be
divided into multiple test sessions for a single core.

– A set of pairs P of cores marked as input-output pairs. The overall test
scheduling problem is to identify the schedule to test all cores in the system.

To test a core, a test wrapper interfaces between the core and NoC environ-
ment. Test wrappers convert core scan-chains into wrapper scan-chains (each of
almost equal length). In this work, we have used test wrapper design algorithm
proposed in [4]. A mesh based NoC implementation of ITC benchmark d695 [5]
has been shown in Fig. 1. It has two number of I/O pairs indicated by the in-
coming and outgoing arrows. A channel of an Automatic Test Equipment (ATE)
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Router Router Router

Router Router Router
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Fig. 1. d695 SoC implemented in NoC environment

is used to connect to each I/O pairs. Cores 1 and 9 form an I/O pair. The other
I/O pair consists of core 2 and 6. If core 7 has to be tested by the I/O pair (1,9),
core 1 (source) will feed the test pattern to core 7. The test and response packets
will move through the NoC following a deadlock free deterministic xy-routing
technique. Test responses will be collected at core 9 (sink). The solid arrows
indicate the entire routing path. Test and response packets move in pipelined
fashion through this path.

A core supporting preemption, can be scheduled in either preemptive or
non-preemptive manner. As the path to test a core via each I/O pair is fixed,
the path will remain same throughout the test session. Test packets are moved
in a pipelined fashion which can be interrupted, if the core allows preemption.
The preemptive scheduling approaches often result in lower test time than non-
preemptive one, because tests are preempted to avoid resource conflicts that
can create idle time durations in test resources. In preemptive policy, this idle
time can be used to test other cores. The preemptive test strategy does not
significantly increase the ATE’s control complexity. It stores the test patterns
in the same way as in non-preemptive strategy, except that the sub-sequences
of test patterns are reordered in ATE memory. The scheduler has to do little
switching between core test and isolation modes.

Test time corresponding to a block of patterns for a core can be calculated
as follows. Let p denote the number of test patterns, l the maximum scan-chain
length (flit length) and the distances (interms of hops) from source to core and
core to sink be denoted by hs→c and hc→k respectively. As each flit is unpacked
in one clock cycle and flits move in pipelined fashion, the time to send test packet
from source to the core plus the time to collect response packet in the sink is
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given by hs→c + (l + 1) + 1 + hc→k + (l − 1). The minimum inter-arrival time
between consecutive flits is given by Max{ time required to shift-in a flit into
core, time required to shift-out a response from core + unit cycle to unpack the
flit + time taken to generate the response. Therefore, entire test time for for a
particular core is obtain by
hs→c+(l−1)+1+[1+Max{hs→c+(l−1), hc→k+(l−1)}]×(p−1)+hc→k+(l−1)

⇒ [1 +Max{hs→c, hc→k}+ (l − 1)]× p+ [Min{hs→c, hc→k}+ (l − 1)]
Now, the test schedule problem can be formulated as

Given an NoC with the test information such as core type (preemptive/non-
preemptive), number of wrapper scan-chain, number of test patterns etc. and m
number of test port (I/O pair), find an assignment of cores to test ports and its
duration in such a way that the overall test application time is minimized.

3 Related Works

An Integer Liner Programming (ILP) based non-preemptive test strategy has
been developed in [6]. It is computationally expensive when system has more
number of cores. A Genetic Algorithm (GA) based meta-search technique has
been developed for non-preemptive test schedule [7]. In that work, cores and I/O
pairs are embedded separately into chromosome structure. A non-preemptive
scheduling strategy has been developed based on another meta-search technique
named Simulated Annealing (SA) [8]. Different types of wrappers have been as-
signed to each core for reducing the test application time. Another SA based
technique have been presented in [9]. In this approach, dynamic routing path
has been selected to reduce the test application time. Flit size has been com-
puted using Pareto-optimal strategy. The core location has been decided using a
mapping algorithm. An ant colony based meta-search technique has been used to
minimize the test application time in NoC based SoC environment [10]. A non-
preemptive test scheduling based on Particle Swarm Optimization (PSO) based
meta-search have repotted in [3]. In this work, each core tested by a clock rate, all
cores are assumed to be nonpreemptive and each particle consists of two parts—
core part and IO pair part. Many other strategies have been proposed in the
literature for multi-frequency testing [11], power and thermal-aware strategies
[12–16] and so on. However, these works mostly consider non-preemptive policy.
This paper presents a basic mixed test scheduling policy having both preemptive
and non-preemptive cores. The policy can be extended easily to-words power and
thermal-aware tests.

4 Continuous and Discrete Particle Swarm Optimization

Particle Swarm Optimization (PSO) based evolutionary strategy has been de-
veloped in 1995 [17]. It is a population based stochastic search and optimization
technique, each particle represents a potential solution. Evolution of particles
over generation is guided by both the self and the swarm intelligence.
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Let the kth particle in the ith generation is denoted by P i
k and its position

in the n-dimensional search space is represented as < P i
k,1, P

i
k,2, ..., P

i
k,n >. The

local best of kth particle be represented by pbestk. It corresponds to the best
position that this particle has come across in the evolution so far. The quantity
gbesti denotes the global best particle position of ith generation. Based on the
evolution policy, PSO can be classified into two group – discrete PSO (DPSO)
and continuous PSO. The continuous PSO evolves particle positions by updat-
ing their velocities in each dimension. The evolution is guided by the following
equations.
V i+1
k = wV i

k + C1R1(pbestk − P i
k) + C2R2(gbest

i − P i
k); P

i+1
k = P i

k + V i+1
k

where, C1 and C2 are the self confidence (cognitive) and swarm confidence (so-
cial) respectively. R1 and R2 are two random numbers in the range between
0 to 1. Inertia is represented by w. The velocity of the kth particle in the ith

generation is denoted by V i
k . The updated velocity of the particle is captured by

V i+1
k for the (i+1)th generation. The new position of the particle is denoted by

P i+1
k for the (i+ 1)th generation.
For discrete PSO, the new position is obtained as, P i+1

k = (γ × I ⊕α× (P i
k �

pbestk)⊕ β × (P i
k � gbesti))P i

k.
Here, � is a transform operator on two sequences. Given two sequences m

and n, m � n identifies the minimum set of swappings to be applied on m to
transform it to n. For example, if m =< 6, 8, 9, 7 > and n =< 7, 6, 8, 9 >,
m � n =< swap(1, 4), swap(2, 4), swap(3, 4) >. The numbers inside the swap()
are index of the sequence. The inertia, self confidence and swarm confidence are
incorporated via the parameter γ, α, and β respectively. The fusion operator has
been denoted by⊕. The fusion of two sequences,m and n,m⊕n signifies that the
sequence of swaps in m will be followed by those in n. The operation α×(m � n)
implies the swap in the sequence (m � n) will be performed with probability α.
Identity swap is represented by I that is, swap(1, 1), swap(2, 2), ..., swap(n, n).
The overall operation (γ × I ⊕ α × (Pi � lbestk) ⊕ β × (Pi � gbesti)) is applied
to particle P i

k to get P i+1
k .

5 Core Test Scheduling as a Combined PSO Problem

To minimize the test application time, we have mapped test scheduling problem
into combined PSO. It is a combination of continuous and discrete PSO. In the
following, we present a formulation of the same.

I/O pair part

Core part Preemption part

C1 C2 C3 Cn I1 I2 I3 In P1 P2 P3 Pn

Fig. 2. Particle structure for test scheduling
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5.1 Particle Structure and Fitness Calculation

The individual particles of the formulated PSO consists of three parts (shown in
Fig. 2) – the core part, the I/O pair part and the preemption part. For an NoC
with n cores, each part has got n entries in it. The core part is a permutation of
numbers 1 through n, identifying the order in which the scheduler will attempt
to schedule the testing of cores. If the NoC has k number of I/O pairs, the ith

entry in I/O pair part identifies the I/O pair through which core i will be tested.
Each preemption part entry is a number between 0 and 1. For non-preemptive
cores, the entry is always 1. For a preemptive core, if the corresponding entry
is x and the core has a total of m test patterns, x ∗m number of patterns will
be tested as a single block. Thus, testing of entire core is distributed over a
number of blocks, each block being scheduled independent of others. However,
since the same I/O pair is attached to the core in each test session, the same
routing resources will be utilized for them. The overall test time resulting from
the scheduling of all cores is the fitness of the particle.

5.2 Evolution Process

The initial population of particles is generated randomly, their fitness values
are computed and the gbest particle is identified. Local best for each particle is
taken to be the same as the particle itself. To evolve particles of generation i
to generate i + 1, evolution using both continuous and discrete PSO policy are
utilized. The core part and the I/O pair part evolve via discrete PSO, while the
preemption part evolves via continuous PSO. The evolution process continues till
either a maximum number of generations has been evolved, or, the best solution
does not improve over a pre-decided number of generations.

Table 1. Test scheduling result for 10% preemptive cores

SoC Number of I/O ports
(2,2) (3,3) (4,4)

PSO Heu. [2] PSO Heu. [2] PSO Heu. [2]

d695(10) 19618 20815 13238 14633 10104 12368

g1023(14) 29117 29608 18880 20543 14794 18248

p22810(28) 290125 313582 187800 223021 141630 175275

p34392(19) 263172 321815 176322 260332 162626 188035

p93791(32) 318199 346219 204424 235398 150200 193033

t512505(31) 500222 613211 330579 402660 249130 412922

Avg.% improvement 9.9 16.1 22

6 Result for ITC’02 Benchmarks

The experimental results have been shown in this section for some ITC’02 bench-
marks [5]. Mesh based topology has been used for this experiment. We have run
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Table 2. Test scheduling result for 30% preemptive cores

SoC Number of I/O ports
(2,2) (3,3) (4,4)

PSO Heu. [2] PSO Heu. [2] PSO Heu. [2]

d695(10) 19618 20881 13304 14881 10104 12368

g1023(14) 29148 30611 18938 21500 14794 18248

p22810(28) 290125 399524 187899 290149 142669 243412

p34392(19) 263172 321815 176326 260332 162626 269270

p93791(32) 318199 385386 204055 312737 149606 248914

t512505(31) 500222 642196 330318 469036 249393 367846

Avg.% improvement 16 25.7 31.7

Table 3. Test scheduling result for 70% preemptive cores

SoC Number of I/O ports
(2,2) (3,3) (4,4)

PSO Heu. [2] PSO Heu. [2] PSO Heu. [2]

d695(10) 19618 22276 13238 14939 10104 13448

g1023(14) 29148 31794 18969 22098 14794 19204

p22810(28) 290125 463407 187772 316998 144901 267732

p34392(19) 263172 413903 177109 369769 162626 236771

p93791(32) 318199 398182 204568 334965 150168 304154

t512505(31) 500222 642419 330545 512972 250079 487773

Avg.% improvement 22.6 32.2 37.3

the experiment in Dell PowerEdge T410 system having 8 number of cores (Intel
Xeon processor, E5606@2.12 GHz), 64 GB RAM. For our experiment, we have
considered 300 particles and the evolution stops when there is no improvement in
test time (in the global best) over last 50 number of generations. Tables 1, 2 and
3 show the results preemptive scheduling policy. In each table, the first column
identifies the SoC benchmark. The number within the parenthesis is the number
of cores present in the corresponding benchmark. The column marked (2,2) is
the case in which two number of I/O pairs are assumed to be present. Similarly,
(3,3) and (4,4) correspond to three and four I/O pairs respectively. The test time
results have been noted for our PSO based approach and the heuristic approach
proposed in [2] (marked as “Heu” in tables). Table 1 noted the results in which
10% cores are assumed to be preemptive. For the two I/O pairs case, the PSO
based strategy requires on an average 9.9% less test time than [2]. These savings
increase to 16.1% and 22% respectively for three and four number of I/O pairs.
Table 2 notes the results with 30% cores assumed to support preemption. Table
3 note the result with 70% preemptive cores.

Table 4 shows a comparison between non-preemptive and preemptive ap-
proaches. The non-preemptive approach applies all test patterns of a core in a
single block while the mixed one performs preemptive scheduling. In the table,
preemptive results are for 10% cores being preemptive. It can be observed that
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Table 4. Non-preemptive Vs. Mixed scheduling result (10% cores are being
preemptive)

SoC Number of I/O ports
(2,2) (3,3) (4,4)
Non Mixed Non Mixed Non Mixed

preemptive [3] preemptive [3] preemptive [3]

d695(10) 19618 19618 13868 13238 10545 10104

g1023(14) 29148 29117 19277 18880 14794 14794

p22810(28) 290125 290125 188695 187800 162951 141630

p34392(19) 263172 263172 184387 176322 162626 162626

p93791(32) 318199 318199 207003 204424 155148 150200

t512505(31) 500222 500222 330685 330579 250631 249130

in most of the cases, preemptive scheduling could utilize the idle time slots left
otherwise by a non-preemptive schedule, thus reducing the overall test time. Out
of 18 test cases, in 11 cases (shown in bold in Table 4) preemptive schedule could
obtain better test times.

7 Conclusion

This approach shows a new way to test the core-based SoC system in NoC envi-
ronment. It is a combination of both non-preemptive and preemptive scheduling
approach. In preemptive scheduling approach test session for each core is divided
into multiple number of test sessions whereas in non-preemptive scheduling a sin-
gle test session is devoted for each core. Experimental results for ITC’02 bench-
marks show that our approach outperforms other works presented in [2] and [3].
This work can extended towards power-aware and thermal-aware scheduling.
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Abstract. The present work introduces a software technique to reduce
energy consumed by the address bus of the on-chip data memory. This
is done by reducing switching activity on the address bus of the on-chip
data memory, with the help of loop unrolling with partial Gray code se-
quence. The present work introduces the translation of a loop with array
initialization to its loop unrolled version with partial Gray code sequence.
The expressions for switching activity consumed on the address bus of
data memory are derived for both unrolled loop with and without partial
Gray code sequence. The proposed translation method finds a relocat-
able base address of the array so that the partial Gray code sequence
is maintained, without any energy-performance overhead and achieves a
considerable amount of energy reduction without any performance loss.
The proposed method achieves 25-50% reduction in switching activity on
the address bus of on-chip data memory. The present work is evaluated
on five benchmark programs and is suitable for programs where array
initialization time is more than computation time.

Keywords: Energy reduction, array initialization, address bus of on-
chip L1-data cache, switching activity, loop unrolling, unrolling factor,
loop unrolling with partial Gray code sequence, translation.

1 Introduction

Energy/power consumed by VLSI circuits is directly proportional to the switch-
ing activity. The address and data bus connecting memory and processor are
highly capacitive which leads to the switching power dissipation when 0− to− 1
and 1 − to − 0 bit transitions occur on the buses at high frequency. As the
technology scales down to the deep-submicron region, the inter-wire capacitance
(CI) becomes significant compared to the wire-to-substrate capacitance (CL).
As CI is the dominant capacitance in deep sub-micron era, it has two signif-
icant effects, large propagation delay due to opposite transitions on adjacent
wires [1,2,3] and power dissipation associated with driving the on-chip buses
[2]. The expression for average bus wire power consumption can be written as
Pavg = 1

2 ×Cbus×V 2
dd×ntrans× f where, Cbus is the bus capacitance, Vdd is the

supply voltage, f is the frequency of operation. ntrans =
∑N−1

t=0 HD(dt,dt+1)
N , which

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 83–93, 2013.
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is the average number of bit transitions (switching activity) on the bus caused
by transfer of N bit patterns. HD(dt, dt+1) is the Hamming Distance between
two consecutive bit patterns dt and dt+1. The present work reduces ntrans on
the address bus of data memory. This work focuses on systems that use Harvard
architecture employing independent data and instruction address buses. This
work considers the address bus between L1-data cache and the processor, where
the L1-data cache is on-chip. The present work exploits the sequential access of
adjacent memory locations, when a set of sequential locations (like an array) is
initialized within a small loop, and introduces loop unrolling with partial Gray
code sequence. This technique reduces on-chip bus switching activity on the ad-
dress bus of data memory, thereby saving energy. The proposed work does not
require any extra hardware for encoding and decoding address on the address
bus. Programmers and/or compilers can exploit this idea to reduce switching ac-
tivity on address bus of data memory, when they encounter loops which initialize
array of considerable size. Loop unrolling reduces the number of loop manipu-
lation instructions by loop unrolling factor (uf) saving both time and energy.
Array initialization using loop unrolling with partial Gray code sequence can
save more energy by reducing switching activity on the address bus of on-chip
L1-data cache.

1.1 Related Work

Several hardware based approaches to reduce bus switching activity has been
proposed earlier which require extra hardware in the form of encoders and de-
coders which consume more silicon space (increasing the design cost), power
and degrades performance. Since, the present work is a software based tech-
nique, the hardware approaches are not discussed. In [4] the authors proposed
the idea for instruction scheduling to reduce switching activity. The authors of
[5] studied Gray code addressing to reduce switching activity on the instruc-
tion address bits and introduced an instruction scheduling technique called cold
scheduling to reorder instruction sequence to reduce the switching activities.
In [6,7] Lee et al proposed a greedy bipartite-matching instruction scheduling
scheme to reduce switching activity in the instruction bus. In [8] Parikh et al
proposed instruction scheduling algorithms considering the activity of switching
from one instruction to another instruction as circuit-state effect (circuit-state
cost or inter-instruction cost). In [9] the authors proposed an algorithm to re-
duce both schedule length by 11.5% and bus-switching activities by an average
of 19.4% for applications with loops. In [11] the authors proposed an algorithm
to reduce bus-switching activities by 52.2% and schedule length by an average of
20.1% while performing scheduling and allocation simultaneously. The method
proposed in [10] modifies operation placement orders within VLIW instructions
to reduce the switching activity between successive instruction fetches by 34%
on an average.
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2 Present Work

2.1 Basic Approach

�define n 1000000
int main()

{
register int i;
int a[n];
for(i = 0; i < n; i++)

{
a[i] = 0;

}
return 0;

}

(a) Original Program

�define n 1000000
int main()
{

register int i;
int a[n];
for(i = 0; i < n; i = i+ 16)

{
a[i] = 0;
a[i+ 1] = 0;
a[i+ 2] = 0;

a[i+ 4] = 0;
a[i+ 3] = 0;

a[i+ 5] = 0;
a[i+ 6] = 0;
a[i+ 7] = 0;
a[i+ 8] = 0;
a[i+ 9] = 0;
a[i+ 10] = 0;
a[i+ 11] = 0;
a[i+ 12] = 0;
a[i+ 13] = 0;
a[i+ 14] = 0;
a[i+ 15] = 0;

}
return 0;

}

(b) Original Program with loop

�define n 1000000
int main()
{

register int i;
int a[n];
for(i = 0; i < n; i = i+ 16)

{
a[i] = 0;
a[i+ 1] = 0;
a[i+ 3] = 0;
a[i+ 2] = 0;
a[i+ 6] = 0;
a[i+ 7] = 0;
a[i+ 5] = 0;
a[i+ 4] = 0;
a[i+ 12] = 0;
a[i+ 13] = 0;
a[i+ 15] = 0;
a[i+ 14] = 0;
a[i+ 10] = 0;
a[i+ 11] = 0;
a[i+ 9] = 0;
a[i+ 8] = 0;

}
return 0;

}

(c) Original Program with unrolled loop
having partial Gray code sequenceunrolling

Fig. 1. Programs for array initialization

Figure 1(a) shows a program where all the ′n′ elements of an array ′a′ are
initialized to an integer value ′0′. This array initialization involves sequential
access of ′n′ memory locations, where the index variable ′i’ is stored in a CPU
register. The program in Fig. 1(b) is the loop unrolled version of the program
in Fig. 1(a), where the loop unrolling factor (uf) is ′16′. Loop unrolling reduces
the number of loop manipulation instructions by a factor ′uf ′, saving time and
energy. The program in Fig. 1(c) is a loop unrolled version of the program in
Fig. 1(a), where the array a′s memory address references within the body of the
unrolled loop follows a Gray code sequence. So, the number of ′0 − to − 1′ and
′1−to−0′ bit transitions for array a′s memory address references within the body
of the unrolled loop, referred as intra-iteration switching, is restricted to ′uf−1′.
The present work refers a simple unrolled loop as LU , and an unrolled loop with
partial Gray code sequence as LUG. The number of ′0− to− 1′ and ′1− to− 0′

bit transitions (switchings) on the address bus of the data memory for LU and
LUG are referred as SLU and SLUG, respectively. Figure 2 shows the generalized
form of the original loop, LU and LUG, where an array ′a′ is initialized with
′value′. Where, value is either a constant or a variable stored in CPU register.
Let, data type be the type of data stored in the array ′a′, data type may be char,
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register int i;
data type a[n];
for(i = 0; i < n; i++)

{
a[i] = value;

}
(a) Original Loop

register int i;
data type a[n];
for(i = 0; i < n; i = i+ uf)

{
a[i] = value;
a[i+ 1] = value;
a[i+ 2] = value;
a[i+ 3] = value;
· · ·
a[i+ uf − 2] = value;
a[i+ uf − 1] = value;

}
(b) LU

register int i;
data type a[n];
for(i = 0; i < n; i = i+ uf)

{
a[i] = value;
a[i+ 1] = value;
a[i+ 3] = value;
a[i+ 2] = value;
· · ·
a[i+ uf

2 + 1] = value;

a[i+ uf
2 ] = value;

}
(c) LUG

Fig. 2. Generalized form of the original loop, LU and LUG

int, long int, float, double, etc. Each element belonging to a data type consumes
sizeof(data type) bytes of memory space, where sizeof(data type) is a power of
2. Let, base address(a) be the base address or the starting address of the array
′a′. Let, b be obtained by shifting base address(a) log2sizeof(data type) bits
right. The value of b signifies the portion (bits) of the address of array elements
involved in switching activity. The log2sizeof(data type) least significant bits
(lsbs) of the address of the array elements are not involved in switching activity,
and remain same for all elements of the array. Let, ′a′ be an array of n = 2α

elements and uf = 2β be the loop unrolling factor, where α ≥ β and α, β
are natural numbers. The unrolled loop iterates, n

uf = 2α−β = 2γ times. The
expressions for SLU and SLUG are derived in sections 2.2 and 2.3, respectively,
considering base address(a) = 0 and n is divisible by uf .

2.2 Derivation of SLU

SLU is dependent on intra-iteration switching (SLU intra) and inter-iteration
switching (SLU inter). So, SLU can be written as shown in equation (1)

SLU = SLU intra + SLU inter (1)

SLU intra is the total number of ′0− to− 1′ and ′1− to− 0′ bit transitions on the
address bus of the data memory, which takes place due to the memory address
references of the elements of array ′a′, i.e. a[i], a[i+1], ..., a[i+uf−2], a[i+uf−1]
(in ( i

uf + 1)th iteration, where, 0 ≤ i < n and i is a multiple of uf), within the
body of the unrolled loop. For each iteration β lsbs of b follows the sequence
0, 1, 2, 3, · · · , uf−2, uf−1. So, SLU intra can be written as shown in equation (2)

SLU intra =
n

uf
× tβ (2)

where tβ is the number of intra-iteration switchings per iteration. tβ can be
expressed by the recurrence relation as shown in equation (3)

tβ = 2× tβ−1 + β, for β > 1 , and t1 = 1 (3)
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The solution of the recurrence relation in equation (3) is shown in equation (4)

tβ = 2β+1 − β − 2 (4)

Substituting equation (4) in equation (2) SLU intra is obtained in equation (5)

SLU intra =
n

uf
× (2β+1 − β − 2) =

n

uf
× (2× uf − log2uf − 2) (5)

Let, icurr and inext be the values of i in the current and next iterations,

2
3
4
5
6
7
8

0
16
32
48
64
80
96
112

16
32
48
64
80
96
112
128

0000 1111 0001 0000
0001 1111 0010 0000
0010 1111 0011 0000
0011 1111 0100 0000
0100 1111 0101 0000
0101 1111 0110 0000
0110 1111 0111 0000
0111 1111 1000 0000

0000 1000 0001 0000
0001 1000 0010 0000
0010 1000 0011 0000
0011 1000 0100 0000
0100 1000 0101 0000
0101 1000 0110 0000
0110 1000 0111 0000
0111 1000 1000 0000

5
6
5
7

6
5
8

3
2
4
2
3
2
5

5

2
Iteration icurr inext

ba[icurr+uf−1] ba[inext] �Switching
b
a[icurr+

uf
2 ] ba[inext] �Switching

Inter-iteration bit transition for LU Inter-iteration bit transition for LUG

1

Fig. 3. Inter-iteration switching on the address bus of data memory for first eight
iterations of LU and LUG in Fig. 2 (b) and (c), respectively, where, uf=16 and
base address(a) = 0

(1, β + 1)
(2, β + 2), (3, β + 1)
(4, β + 3), (5, β + 1), (6, β + 2), (7, β + 1)
(8, β + 4), (9, β + 1), (10, β + 2), (11, β + 1), (12, β + 3), (13, β + 1), (14, β + 2), (15, β + 1)

(2γ−1, β + γ − 1 + 1), (2γ−1 + 1, β + 1), · · · , (2γ − 2, β + 2), (2γ − 1, β + 1)
(2γ−2, β + γ − 2 + 1), (2γ−2 + 1, β + 1), · · · , (2γ−1 − 2, β + 2), (2γ−1 − 1, β + 1)

(Iteration(η), �Switching)

Iteration Range
1
2 to 3
4 to 7
8 to 15

2γ−2 to 2γ−1 − 1

2γ−1 to 2γ − 1

Total �Switching
σ1 = β + 1
σ2 = β + 2 + β + 1 = 2× σ1 + 1
σ3 = β + 3 + β + 1 + β + 2 + β + 1 = 2× σ2 + 1
σ4 = 2× σ3 + 1

σγ−1 = 2× σγ−2 + 1
σγ = 2× σγ−1 + 1

= 20 × β + 21 − 1
= 21 × β + 22 − 1
= 22 × β + 23 − 1
= 23 × β + 24 − 1

= 2γ−2 × β + 2γ−1 − 1
= 2γ−1 × β + 2γ − 1

(a) Inter-iteration switching after each iteration from iteration 1 to iteration 2γ − 1

(b) Total inter-iteration switching in mentioned iteration ranges

· · ·

· · · · · · · · ·

Fig. 4. Inter-iteration switching on the address bus of data memory for LU in Fig. 2(b),
where, base address(a) = 0
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respectively. Where, inext = icurr+uf . SLU inter is the total number of ′0−to−1′

and ′1 − to − 0′ bit transitions on the address bus of the data memory, which
takes place due to the last memory address reference (of a[icurr+uf − 1]) in the
( i
uf +1)th iteration (current iteration), and the first memory address reference (of

a[inext]) in the ( i
uf + 2)th iteration (next iteration). Let, ba[icurr+uf−1], ba[inext],

ba[icurr+
uf
2 ] be the portion (bits) of the address of array elements a[icurr+uf−1],

a[inext], a[icurr+
uf
2 ], rescpectively, which are involved in inter-iteration switching

activity. Figure 3 shows the inter-iteration switching on the address bus of data
memory for first eight iterations of LU and LUG in Fig. 2 (b) and (c), respec-
tively, where, uf=16 and base address(a) = 0. SLU inter can be obtained from
Fig. 4. Figure 4(a) shows the inter-iteration switchings for each iteration (from
iteration 1 to iteration 2γ − 1). In Fig. 4(b) the total inter-iteration switching in
mentioned iteration ranges forms a series whose summation forms the SLU inter .
This can be written as, SLU inter = β × (20 + 21 + 22 + · · · + 2γ−2 + 2γ−1) +
(21 + 22 + 23 + · · ·+ 2γ−1 + 2γ)− γ = β × (2γ − 1) + (2γ+1 − 2)− γ. The final
expression for SLU inter can be written as shown in equation (6).

SLU inter = (log2uf + 2)×
(

n

uf
− 1

)
− log2

n

uf
(6)

Substituting equations (2) and (6) in equation (1), the expression of SLU is

obtained as SLU = n
uf ×(2×uf− log2uf−2)+(log2uf + 2)×

(
n
uf − 1

)
− log2

n
uf .

2.3 Derivation of SLUG

SLUG is dependent on intra-iteration switching (SLUG intra) and inter-iteration
switching (SLUG inter). So, SLUG can be written as shown in equation (7).

SLUG = SLUG intra + SLUG inter (7)

SLUG intra is the total number of ′0−to−1′ and ′1−to−0′ bit transitions on the
address bus of the data memory, which takes place due to the memory address
references of the elements of array ′a′, i.e. a[i], a[i+ 1], a[i+ 3], a[i+ 2], ..., a[i+
uf
2 +1], a[i+ uf

2 ] (in ( i
uf +1)th iteration, where, 0 ≤ i < n and i is a multiple of

uf), within the body of the unrolled loop. For each iteration β lsbs of b follows
the Gray code sequence 0, 1, 3, 2, · · · , uf

2 + 1, uf2 . So, SLUG intra can be written
as shown in equation (8)

SLUG intra =
n

uf
× (uf − 1) (8)

where, (uf − 1) is the intra-iteration switching per iteration due to a Gray code
sequence of address references within the body of the unrolled loop. SLUG inter

is the total number of ′0− to− 1′ and ′1− to− 0′ bit transitions on the address
bus of the data memory, which takes place due to the last memory address
reference (of a[icurr +

uf
2 ]) in the ( i

uf + 1)th iteration (current iteration), and
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(1, 2)
(2, 3), (3, 2)
(4, 4), (5, 2), (6, 3), (7, 2)
(8, 5), (9, 2), (10, 3), (11, 2), (12, 4), (13, 2), (14, 3), (15, 2)

(2γ−1, γ − 1 + 2), (2γ−1 + 1, 2), · · · , (2γ − 2, 3), (2γ − 1, 2)
(2γ−2, γ − 2 + 2), (2γ−2 + 1, 2), · · · , (2γ−1 − 2, 3), (2γ−1 − 1, 2)

(Iteration(η), �Switching)

Iteration Range
1
2 to 3
4 to 7
8 to 15

2γ−2 to 2γ−1 − 1
2γ−1 to 2γ − 1

Total �Switching
s1 = 2
s2 = s1 + 3× 20 = 2 + 3
s3 = s2 + 3× 21 = 5 + 6
s4 = s3 + 3× 22 = 11 + 12

sγ−1 = sγ−2 + 3× 2γ−3

sγ = sγ−1 + 3× 2γ−2

= 2
= 5
= 11
= 23

= 3× 2γ−2 − 1
= 3× 2γ−1 − 1

(a) Inter-iteration switching after each iteration from iteration 1 to iteration 2γ − 1

(b) Total inter-iteration switching in mentioned iteration ranges

· · ·

· · · · · ·· · · · · ·

Fig. 5. Inter-iteration switching on the address bus of data memory for LUG in
Fig. 2(c), where, base address(a) = 0

the first memory address reference (of a[inext]) in the ( i
uf + 2)th iteration (next

iteration). SLUG inter can be obtained from Fig. 5. Figure 5(a) shows the inter-
iteration switchings for each iteration (from iteration 1 to iteration 2γ − 1). In
Fig. 5(b) the total inter-iteration switching in the mentioned iteration ranges
forms a series whose γth term is obtained from the recurrence relation as shown
in equation (9)

sγ = sγ−1 + 3× 2γ−2, for γ > 1 , and s1 = 2 (9)

The solution of the recurrence relation in equation (9) is shown in equation (10)

sγ = 3× 2γ−1 − 1. (10)

The SLUG inter can be obtained from the summation of the series obtained in
Fig. 5(b). This can be written as SLUG inter = 3×(20+21+22+ · · ·+2γ−1)−γ =
3× (2γ − 1)− γ. The final expression for SLUG inter can be written as shown in
equation (11).

SLUG inter = 3×
(

n

uf
− 1

)
− log2

n

uf
(11)

Substituting equations (8) and (11) in equation (7), the expression of SLUG is

obtained as SLUG = n
uf × (uf − 1) + 3 ×

(
n
uf − 1

)
− log2

n
uf . Table 1 compares

SLU and SLUG considering n = 210. For any n, n ≥ uf reduction in SLUG is
minimum (25%) when uf = 22 and maximum (50%) when a loop is totally
unrolled (n = uf). But, total loop unrolling is impractical due to hardware
limitations of the system.
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Table 1. Comparision between SLU and SLUG

uf n
uf

SLU SLUG Gain(%)

22 28 2036 1525 25.09
23 27 2036 1270 37.62
24 26 2036 1143 43.86
25 25 2036 1080 46.95
26 24 2036 1049 48.47
210 1 2036 1023 49.75

2.4 Translation to LUG

In section 2.2 and 2.3 the expressions for SLU and SLUG have been derived, re-
spectively, assuming ′0′ as the base address(a). But, in reality when the program
in Fig. 2 will execute, the base address(a) may not be ′0′. The base address(a)
may vary for different executions because it depends on system’s memory man-
ager that allocates space for array a at runtime. So, it is not possible for a
compiler to predict the actual base address base address(a). The present work
considers both b and n are divisible by uf . When the array a is allocated at com-
pile time the compiler does not know the actual base address base address(a),
but knows the relocatable base address of the array, which is an offset address.
The compiler finds a relocatable base address such that the logic values cor-
responding to the intra-iteration switching bits are 0, which implies that b is
divisible by uf . If the array a is allocated in runtime then the dynamic memory
allocation subroutine can be directed to find a base address such that b divisible
by uf .

3 Experimental Results

The present work is evaluated on five benchmark programs on XEEMU sim-
ulator [12]. XEEMU is a power-performance simulator which simulates Intel’s
XScale processor. Each benchmark program (as described in Table 3) have array
initialization loops (as in Fig. 2(a)) which are translated to LUG (as in Fig. 2(c)).
Table 2 shows the reduction in switching activity, execution time, energy con-
sumption by the translated loop (ETL) and energy drawn by the address bus
of dl1-cache (Edl1−addr bus) for the programs in Fig. 1. Since Edl1−addr bus is di-
rectly propotional to SLUG they experience equal amount of reduction. Table 4
shows the time taken and energy consumed by the benchmark programs having
the original loop (Org), LU , and LUG. SCount and CSort with LUG achieves
more gain in total energy (ETot) because their array initialization time (Tinit)
is much longer than computation time (Tcomp). KS, TI and DFS with LUG
have less gain in ETot because their Tinit is much lesser than Tcomp. Thus, LUG
is more applicable for the programs having Tinit ≥ Tcomp.
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Table 2. Comparision of Switching activity, Time and Energy consumption of the
programs in Fig. 1

Program Metric Value Metric LU’s Gain LUG’s Gain LUG’s Gain
wrt Org (%) wrt Org (%) wrt LU (%)

Original �Switching 1999986 �Switching - - -
(Org) Time(ms) 36.90 Time - - -

ETL(mJ) 28.10 ETL - - -
Edl1−addr bus(mJ) 5.69 Edl1−addr bus - - -

Loop Unrolling �Switching 1999986 �Switching 0.0 - -
(LU) Time(ms) 27.60 Time 25.20 - -

ETL(mJ) 19.90 ETL 29.18 - -
Edl1−addr bus(mJ) 5.69 Edl1−addr bus 0.0 - -

Loop Unrolling �Switching 1124989 �Switching - 43.75 43.75
with partial Time(ms) 27.60 Time - 25.20 0.0
Gray code ETL(mJ) 16.70 ETL - 40.56 16.08
sequence (LUG) Edl1−addr bus(mJ) 3.2 Edl1−addr bus - 43.75 43.75

Table 3. Benchmark Programs

Benchmark Description Tinit Tcomp

Symbol Count Finds frequency of symbols in a string of size ω = 103, each
(SCount) symbol belongs to a set of n = 220 symbols. uf = 24 O(n) O(ω)

Counting Sort A linear time sort on an array of m = 103 integers, each integer lies
(CSort) between 0 and n = 220. uf = 24 O(n) O(m)

0-1 Knapsack Given costs and weights of r = 3 types of items, fill a knapsack of
(KS) capacity n = 106 such that the sum of cost of the elements to fill it O(n) O(r × n)

is maximum. uf = 24

Treasure Given an n× n grid, each coordinate of the grid has a cost, staring
Island from the lower-left corner (1, 1) one has to reach upper-right corner
(TI) (n, n), either by moving upward or rightward in each step, such O(n) O(n2)

that the cost of the path traversed is maximum. n = 29, uf = 24

Depth First Depth First Traversal of a randomly generated graph with n = 210

Search (DFS) vertices and e = O(n2) edges. uf = 24 O(n) O(max{n, e})

4 Conclusion

The present work introduces a software based approach to reduce energy con-
sumed on the address bus of the data memory. This is done by reducing switching
activity on the address bus of the data memory, with the help of LUG. Transla-
tion of a loop with array initialization to LUG is introduced. The expressions for
switching activity on the bus for LU and LUG are derived. The proposed trans-
lation technique finds a relocatable base address of the array so that the partial
Gray code sequence is maintained, without any energy-performance overhead
and achieves a considerable amount of energy reduction without any perfor-
mance loss. The proposed method achieves 25-50% reduction in switching activ-
ity on the address bus of on-chip data memory. The proposed work is evaluated
on five benchmark programs. LUG is more applicable for the programs having
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Table 4. Comparision of Time and Energy consumption of the benchmark programs

Benchmark Metric Org LU LUG Metric LU ’s Gain LUG’s Gain LUG’s Gain
wrt Org (%) wrt Org (%) wrt LU (%)

SCount T ime (ms) 40.6 29.3 29.3 T ime 27.83 27.83 0.0
ETot (mJ) 30.7 21.1 17.7 ETot 31.27 42.34 16.11
ETL (mJ) 30.5 20.9 17.5 ETL 31.47 42.62 16.26

CSort T ime (ms) 160.7 142.2 142.2 T ime 11.51 11.51 0.0
ETot (mJ) 116.7 102.2 99.7 ETot 12.42 14.46 2.44
ETL (mJ) 36.6 22.1 19.5 ETL 39.61 46.72 11.76

KS Time (ms) 766.1 751.1 751.1 T ime 1.95 1.95 0.0
ETot (mJ) 576.9 564.1 559.7 ETot 2.21 2.98 0.78
ETL (mJ) 52.0 39.3 35.0 ETL 24.42 32.69 10.94

TI T ime (ms) 124.5 120.1 120.1 T ime 3.53 3.53 0.0
ETot (mJ) 91.2 88.0 87.4 ETot 3.5 4.16 0.68
ETL (mJ) 15.4 12.3 12.1 ETL 20.12 21.42 1.62

DFS T ime (ms) 246.5 246.4 246.4 T ime 0.04 0.04 0.0
ETot (mJ) 180.23 180.212 180.211 ETot 0.01 0.01 0.0
ETL (mJ) 0.0583 0.0499 0.0466 ETL 14.40 20.06 6.61

Tinit ≥ Tcomp. The future work will investigate on other software techniques to
reduce switching activity on address, data and control bus of instruction and
data memory.
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Abstract. In the present paper, the design and simulation of a MEMS 
polysilicon piezoresistive based bulk micromachined accelerometer for avionics 
application i.e. ± 10g has been presented. The maximum acceleration this 
design can bear is ± 50g. The accelerometer design presented in this paper 
consists of a trapezoidal shaped proof-mass suspended by four flexures. The 
piezoresistors are placed at the maximum stress locations on the beams, worked 
out through simulation tool COMSOLTM Multiphysics. The optimum size of the 
sensor structure, stress, displacement of proof-mass and output voltage are 
analytically calculated. For 10g acceleration the relative resistance change is 
3.66 × 10-3 and output voltage is 18.29 mV. Sensitivity of this accelerometer is 
0.366 mV/V/g. A comparison of the analytical and simulation results is also 
presented. 

Keywords: MEMS, Bulk micromachining, Accelerometer. 

1 Introduction 

Accelerometer is a mechanical device which measures the linear acceleration of a 
moving object. A large number of different types of accelerometers have been 
developed until now. The conventional accelerometers are found to be bulky and large, 
and consume high power. They also need careful maintenance and large operational 
cost. With the evolution of Micro-Electro-Mechanical Systems (MEMS) technology a 
new class of micro mechanical sensors has been developed, including accelerometers. 

MEMS accelerometer is one of the most desired miniature sensors for a wide 
variety of mechanical measurement applications. Although, several types of MEMS 
accelerometers are now available in commercial market, yet there is always a demand 
of devices for customised applications with superior characteristics and lower cost. 

In MEMS technology it is possible to batch fabricate and to scale down the size of 
accelerometers leading to low power consumption and economy. These remarkable 
properties of new generation accelerometers open up new application segments in 
industrial as well as in consumer electronics. In micro scale regime, most commonly 
available accelerometers are based on piezoresistive and capacitive transduction 
mechanism [1]. Each type of accelerometer has its own advantages and limitations. 
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In the present work, piezoresistive type transduction has been explored in a specific 
type of mass-spring system. In piezoresistive type accelerometers; there is elongation 
or shortening of suspension beam when the proofmass moves relative to the 
reference/support frame under external acceleration. The piezoresistors are placed at 
the fixed ends of the suspension beams at the maximum stress regions. As the proof-
mass moves under applied acceleration the induced stress changes the resistance of the 
piezoresistors. The main advantage of piezoresistive accelerometers is that they are 
simple in structure, easy to fabricate and less susceptible to parasitic capacitance or 
electromagnetic interference (EMI) [2, 3]. The major drawback is that they have large 
temperature drift. 

The type of design discussed in this paper is aimed for an acceleration of ± 10g. In 
the current design, four piezoresistors are placed in a Wheatstone bridge configuration 
as shown in Fig. 1. In case of zero acceleration the bridge is balanced and output 
voltage is zero, as all the four resistors have the same resistance value. Under 
acceleration, the proofmass moves in opposite direction of the acceleration and there 
is elongation or shortening of suspension beam which causes maximum stress at the 
fixed ends of the beams. This stress is sensed by the piezoresistors and this causes 
change in the value of its resistance. Due to this change in resistance, the bridge is no 
longer balanced and there is an output voltage corresponding to the acceleration. Fig. 
1 shows the arrangement of piezoresistors and corresponding increase and decrease in 
resistances. The resistances of R1 and R3 increase, whereas R2 and R4 decrease, as a 
result of applied stress under the acceleration.  

 
Fig. 1. Wheatstone bridge configuration of piezoresistors 

2 Device Configuration 

Top and bottom view of the proofmass and suspension system (supporting beam) is 
shown in Fig. 2. The structure is to be realized using bulk micromachining of a silicon 
(100) substrate. Polysilicon piezoresistors are placed along [110] direction on the 
substrate. The die size is 6 mm × 6 mm. The central proof-mass is trapezoidal with 
height of 310 µm and size of 2.8 mm × 2.8 mm (top) and 2.362 mm × 2.362 mm 
(bottom). The flexures or beams dimensions are (800×150×20) µm3 and piezoresistors 
have dimensions of (70×10×0.5) μm3. Detail design parameters of the accelerometer 
are given in Table 1. 
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Fig. 2. (a) Top-view of the ac
(b) Bottom-view of the acceler

Tab

Design parameter 

Die size 
Beam length(l) 
Beam width(w) 
Beam thickness(t) 
Proofmass size (top) B 
Proofmass size (bottom) b 
Proofmass height 
Piezoresistor size 

3 Design Calculat

Prior to implementation of 
performed using the first ord

Table 2.

Parameter  
Volume of a single spring 
Volume of proofmass 
Proofmass 
Spring constant (single spring)
Displacement 
Maximum stress [5] 
Relative resistance change [6] 
Voltage output 

 

 

ccelerometer with piezoresistors and metal lines interconnecti
rometer 

ble 1. Accelerometer design parameters 

Dimensions 

6 mm × 6 mm 

800 µm 

150 µm 

20 µm 

2.8 mm × 2.8 mm 

2.362 mm × 2.362 mm 

310 µm  

70 µm × 10 µm × 0.5 µm 

tions 

the design in COMSOL, analytical design optimization
der equations (1) to (8) given in Table 2, as follows: 

. Accelerometer design parameter equations 

Formula Equation no.

Vb = l×w×t  µm³ (1) 
Vpm = 1/3 (B2×H-b2×h)+Vs  µm³ (2) 
M = 2.329×10-9×Vpm  mg (3) 

[4] K = (E×w×t3)/(l3)  N/m (4) 
X = (M×a)/(4×K)  µm (5) 
T = (3×M×a×l)/(4×w×t2)  Pa (6) 
ΔR/R = (πl × Tl) + (πt × Tt) (7) 
Vout = ΔR/R × Vin  Volt (8) 

(a) (b) 

ions 

n is 

. 
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where, 
H = pyramidal height 
h = H  height of trapezoid
Vs = Volume of upper block
E = Young’s modulus of sin
a = Acceleration ,  = effective piezores
directions, respectively ,  = stress in lateral and 

4 Finite Element A

A finite element method b
COMSOL. For same config
along the beam length, obta
 

Fig. 3. Beam length vs. von

F

k Micromachined Accelerometer for Avionics Application 

dal proof-mass (310 µm) 
k 
ngle crystal silicon (SCS) = 170 GPa 

istive coefficient of polysilicon in lateral and transve

transverse directions respectively. 

Analysis 

based simulations are carried out using MEMSCAD t
gurations the von-Mises stress and total deflection variati
ained by simulations are shown in Figs. 3-4, respectively.

 

n-Mises stress Fig. 4. Beam length vs. displacement 

              

 

Fig. 5. First mode natural frequency 
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From modal analysis of this design we found the shapes and natural frquencies for 
first three modes, Fig. 5 shows the first mode natural frequency. 

The natural frequencies for first three modes are 2.7243, 4.5759 and 4.5766 kHz, 
respectively. Fig. 6 (a) shows variation of displacement and that of maximum stress 
against the acceleration (1g to 10g) for analytical as well as simulated results. 
Wheatstone bridge output voltage for applied acceleration is shown in Fig. 6 (b). 
From Fig. 6 (a), we observe that analytical results are in close agreement with the 
simulated results. For a fixed bias of 5 V the output is 18.29 mV for 10g applied 
acceleration. Sensitivity of this accelerometer is 0.366 mV/V/g.  

 

(a)                                                                    (b) 

Fig. 6. (a) Comparison of analytically calculated and FEM simulated results for acceleration vs. 
displacement and acceleration vs. von-Misses stress (b) Acceleration vs. Output voltage. 

5 Conclusions 

Design and simulation of an out-of-plane Z-axis bulk micromachined accelerometer 
has been presented and discussed. In the present design polysilicon piezoresistors are 
placed on the top of the beams at maximum stress regions which have higher 
sensitivity than the embedded diffused silicon piezoresistors. The proposed 
accelerometer design can be fabricated using a combination of wet and dry bulk 
micromachining technology.  A comparison between analytical and simulated results 
using COMSOL software tool have been carried out and results are found to be in 
close agreement. 
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Abstract. Subthreshold logic operation can drastically reduce power, if the de-
creased frequency operation is of secondary importance. In this paper, a 32-bit 
Kogge-Stone (KS) adder, which is a basic functional unit of most computation-
al platforms, in sub-threshold logic using UMC 180nm and UMC90nm CMOS 
technology is presented. The performance parameters of the adder such as aver-
age power, worst-case-delay and power-delay-product at all five corners with 
temperature ranging from 00C to 1000C are investigated. The 32-bit adder is  
simulated using Spectre Simulator in Cadence environment. Finally, Monte-
Carlo Simulation was done to calculate the worst case delay for 180nm CMOS 
Technology. 

Keywords: average power, kogge-stone, low power, sub-threshold, worst-case-
delay. 

1 Introduction 

A large number of sensors and medical applications like hearing-aids, pacemakers, 
and other implantable devices demand ultralow power consumption, so that the user 
does not have to recharge or replace the batteries often. Therefore, the robustness of 
the device is very challenging in this situation. The main factor in subthreshold design 
is maintaining a good trade-off between power consumption, performance and  
robustness. 

A paper by Kwong and Chandrakasan reported that upsizing is necessary to 
achieve robustness at reduced voltages and proposed a design methodology to meet 
yield constraints but at the expense of increased energy consumption in the sub-
threshold region [1]. EKV models the short channel effects accurately for deep sub-
micron devices even at subthreshold operation (Vgs < Vt).EKV model has been used 
to reduce power consumption when compared to BSIM4 model for 8-bit RCA's in 
32nm predictive technology [2]. In [3] multi-operand adder architecture and in [4] 
low power energy-efficient 32-bit carry skip adder in 45nm predictive technology in 
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subthreshold region is proposed but it is not robust as the process variations greatly 
affect the minimum energy point whereas, in [5] a 32-bit bridge style adder in 32nm 
technology is proposed which has considerable improvement in power consumption. 
Twelve different subthreshold 1-bit full adders are used for designing 4-bit adders 
using Carry-Ripple and Carry Look-Ahead adders in 65nm and 90nm CMOS tech-
nology node [6] and the best adder is determined by comparing different performance 
metrics. 

In subthreshold circuit design the functionality can be compromised without proper 
design for PVT variations. Before exploring the performance metrics for an inverter 
we first demonstrate the challenges of designing a circuit in subthreshold region. 
Then, the Monte-Carlo Simulation for 100 points was done for inverter for different 
channel length and frequency in UMC180nm at 350mV supply voltage. Based on 
this, we have designed a 32-bit KS adder in subthreshold region using UMC180nm 
and UMC90nm technology. The design was simulated for all five corners with tem-
perature ranging from 00C to 1000C. The robustness of the adder is shown through 
Monte-Carlo analysis done for 100 point in UMC180nm technology. The same adder 
circuit was simulated in UMC90nm technology at 200mV power supply, to show a 
comparison in terms of average power, worst-case-delay and power-delay-product. 

2 Delay Challenges of Subthreshold Design 

2.1 Delay 

The first and foremost challenge of circuit operation in the subthreshold region is the 
relatively weak current flow resulting in longer delays and lower frequencies. Using a 
combination of above-threshold and subthreshold circuits for different components of 
the same system provides one means of bypassing this limitation. Another possibility 
is lowering the supply voltage while a system is in “standby” or low performance 
mode. 

2.2 Low Voltage Operation 

Operation in the subthreshold region for an inverter in UMC 90nm technology is li-
mited by a minimum operating voltage. This voltage has been calculated to be 3 to 4 
VTH (VTH, the thermal voltage is equal to kT/q) . This degradation of circuit operation 
at lower Vdd values is shown in Fig. 1. The gain of the VTC lowers for lower values 
of Vdd, until it approaches loss of functionality at Vdd=70mV. 
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Fig. 1. VTC as a function of supply voltage for a minimum sized inverter at 270C in UMC 
90nm process 

2.3 Process Variations 

As mentioned above, the subthreshold current is exponentially dependent on the tran-
sistor’s threshold voltage. Accordingly, process variations that substantially affect the 
threshold voltages can cause a large variance in the behavior of subthreshold circuits. 
In extreme cases, this can even cause certain circuits to malfunction, and so, special 
means need to be taken to deal with this issue. Fig. 2 shows the VTC of a minimum 
sized inverter in UMC90nm process for VDD  at 200mV. A substantial shift of the 
VTC in SF and FS corner. 
 

 

Fig. 2. VTC of an inverter at various process corners 
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2.4 Temperature 

Another challenge for digital design in the subthreshold region is the effect of temper-
ature variations on circuit behavior. During strong inversion operation, a rise in tem-
perature generally slows down circuits due to mobility degradation. However, a rise 
in temperature causes a fall in threshold voltage, VT which exponentially increases 
subthreshold current. At a certain temperature, this increase overtakes the mobility 
degradation and subthreshold circuits get faster. On the other side of the temperature 
scale, cooling down a circuit not only increases mobility, but also minimizes subthre-
shold leakage. At very low temperatures, the drain leakage becomes so minimal that 
the temperature insensitive gate leakage becomes the primary leakage. Further drops 
in temperature don’t change the leakage. The effect of temperature change from 00C 
to 1000C on the VTC of a minimum sized inverter in UMC 90nm process at a typical 
corner is shown in Fig. 3. 
 

 

Fig. 3. VTC of an inverter at various operating temperatures 

2.5 Impact of Scaling 

It might appear that since the target frequencies for the subthreshold circuits are of the 
order of MHz or lower, scaling is unnecessary. However, scaled subthreshold circuits 
have the following advantages for conventional planar MOSFETs: (1) Smaller devic-
es have lower capacitance and hence, lower switching power. (2) Gate oxide thick-
ness (tox) is smaller, which increases the gate control. 

3 32-Bit Kogge-Stone Adder Architecture 

The concept of KS adder is used in order to reduce the delay of the digital circuits. 
This adder has the complexity of O(log2n) [7]. It combines two carry words at a time 
at each level of hierarchy. The total adder requires 129 complex logic gates each to  
implement the dot operator. In addition, 32 logic modules are needed for the genera-
tion of the propagate and generate signals at the first level (pi and gi) as well as 16  
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Fig. 4. Radix-2 32-bit Kogge-Stone adder with critical path 

sum-generation gates. The schematic of radix-2 32-bit KS adder for with critical path 
is shown in Fig. 4. 

In KS adder generate and propagate signals are generated using AND logic and 
XOR logic. Whereas, the new generate and propagate signal are generated as; 

   
  gnew = gpresent + gprevious * ppresent   (1) 
  pnew = ppresent * pprevious    (2) 

 
Using this architecture, the carry bits can be generated in 5stages for 32-bit KS adder. 

3.1 Worst Case Condition 

Since, the carry is available for sum 16th to sum 31st at the same time, so the worst 
case is when the carry delay is maximum for sum 16th bit. 

   

  Cout16 = gnew16 + pnew16 * Cin   (3) 

Since, gnew and pnew are available at the same instant of time hence the worst case is 
dependent on the product term that is pnew16*Cin. Also, Cin is available with inputs, it is 
totally dependent on pnew16.  

Let us assume that initially, Cin is logic 1, so as soon as the value of  pnew16 is logic 
1 the Cout16 is produced. pnew16 depends on  p0, p1, p2 upto p16. So, the inputs should 
such that pnew0, pnew1, pnew2 and so on upto pnew15 should be logic 1. So the worst case 
input combination is: 

 
  A = xxxxxxxxxxxxxxx11111111111111111 
  B = xxxxxxxxxxxxxxx11111111111111110  
  Cin=1  
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The analysis of the KS adder is done at different process corners in UMC 90nm and 
UMC180nm CMOS technology at particular temperature. 

4 Simulation Results 

The KS adder design was simulated using spectre in UMC 180nm and UMC90nm 
technology with minimum sized two input gates that are carefully laid out to function 
below the threshold voltage. The simulation was done for the worst case delay condi-
tion for all five corners are tabulated in table 1. The supply voltage used are 0.35V for 
180nm and 0.2V for 90nm. Monte-Carlo simulations was also done for 100 points in 
UMC180nm Technology. The transistor sizes taken are L=180nm and W=240nm. 

 

 

Fig. 5. KS adder output bits v/s time using Monte Carlo Simulation for 100 points in 
UMC180nm 

Table 1. The worst case delay and power dissipation of kogge-stone adder at different process 
corners in UMC 180nm 

S.No. 
Process 
corners 

Temperature 
(0C) 

Power     
Dissipation 
(*10-6W) 

Worst-case 
delay(us) 

Power-Delay-Product 
(*10-15) 

1 TT 27 0.09 0.709 63.81 

2 SS 100 0.14 0.505 70.70 

3 FF 0 0.20 0.359 71.80 

4 SNFP 27 0.26 0.513 133.38 

5 FNSP 27 0.20 1.159 231.80 
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Simulation shows that there is slight variation in the delay from the sum 16th bit to 
sum 31st bit but suddenly the delay increased from level 1 (sum1) to level 5 (from sum 
16 to sum 31). Since, there was huge load on g0, p0 bit as it is used by other gnew and 
pnew, the delay for the sum0 bit was maximum (approximately 900ns).The worst case 
delay was coming out be 1.35us through Monte-Carlo simulation in UMC180nm is 
also shown in fig.6. 

 

 

Fig. 6. Worst case delay of Kogge stone adder through Monte Carlo Simulation in UMC 
180nm 

Similarly, the analysis was done for the UMC90nm at different process corners, and 
the worst case delay and the power dissipation is calculated. The transistor sizes taken 
are L=85nm and W=120nm. Table 2 shows the simulated results for UMC90nm. 

Table 2. The Worst Case Delay and Power Dissipation of Kogge-Stone Adder at Different 
Process Corners in UMC 90 nm 

S.No. 
Process 
corners 

Temperature 
(0C) 

Power 
Dissipation 
(*10-6W) 

Worst case 
delay(ns) 

Power-Delay-Product 
(*10-15) 

1 TT 27 0.30 49.05 14.72 

2 SS 100 0.25 114.55 28.64 

3 FF 0 1.85 13.55 25.07 

4 SNFP 27 0.46 70.85 32.59 

5 FNSP 27 0.47 64.05 30.10 
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5 Conclusion 

In this paper, we have analyzed the 32-bit KS adder in sub-threshold region for the 
worst-case-delay and power in all five corners and also the corresponding power-
delay product is calculated. To compare the performance of the adder, Spectre simula-
tion in UMC180nm and UMC90nm technology was done. Monte-Carlo simulation is 
also done in UMC180nm for checking the reliability of the circuit. There was no error 
in the functionality but the delay of the combination circuit got increased from 1.16us 
to 1.35us. 
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Abstract. In this paper, an effort has been made to improve the delay of a gate 
by skewing the gates by choosing proper sizing. The expression for skewed log-
ical effort has been derived for universal logic gates namely NOT, NAND and 
NOR for minimizing the delay. The validations for minimum delay through si-
mulation was done on a chain of inverters. The improved skewed gates showed 
10% - 20% delay reduction on a chain of inverters as compared with normal 
skewed gate, high and low skewed gates, whereas, an improvement of 20% - 
25% when compared to skewed gates favoring a particular transition. All simu-
lations are done using Spectre in Cadence environment in UMC90nm CMOS 
technology at 1V power supply. 

Keywords: Characterization, CMOS technology, delay, logical effort, skewed 
gate. 

1 Introduction 

Modeling and characterization of logic gates has been and still is the subject of nu-
merous works as a critical issue either for delay characterization [1], [2], [3] and op-
timization [4] or to address the robustness related to random process variations in 
deep-submicron technologies. In [5], the authors presented an approach based on the 
method of logical effort for determining the minimum achievable delay of an imple-
mentation under optimal transistor sizing. While this is a useful metric, it is not suffi-
cient to compare circuits sized to arbitrary (non-minimum) delay points.  

In this paper, we have derived the expressions for logical effort of the universal 
logic gates, namely NOT, NAND and NOR for minimizing the delay. Before, we 
move forward, we have first found the mobility ratio of UMC90nm technology, 
which approximately comes out to be 2. Thus, the inverter used as the reference in-
verter is the one with balanced rise and fall drive strengths, so based on the simulation 
for equal rise and fall time width of the PMOS and NMOS transistors are chosen. 
Then, we explore the effect of shape factor (γ), and the mobility ratio (µ), on the logi-
cal effort of gates when to design a gate which favors the important transition. Final-
ly, we have designed the skewed gates which gives the better delay as compared to 

                                                           
* Corresponding author. 



 Characterization of Logical Effort for Improved Delay 109 

 

the normal skewed gates, high skewed gates and low skewed gates. The validation for 
minimum delay was done through simulation on a chain of inverters. We have also 
compared our result with a chain of inverters which favors a particular transition. 

2  Estimating Logical Effort and Sizing 

The conductivity ratio between NMOS and PMOS transistors is defined as μ. The 
value of μ is calculated by simulating an inverter for equal rise and fall time. By keep-
ing the width of NMOS to be constant and varying the PMOS width, a value of 2 
approximately has been observed having equal rise and fall time. This becomes our 
reference inverter for calculating logical effort. 

The logical effort of a gate is denoted by g, and is the average of the rising logical 
effort gu and the falling logical effort gd. 

   ( )1

2 d ug g g= +     (1) 

The falling logical effort of a gate is determined by setting the width of the NMOS 
transistor to be equal to the reference inverter's, scaling the PMOS transistor size, and 
using the ratio of the input capacitance. For an inverter, ratio of PMOS and NMOS 
transistor is gamma (γ). We set the NMOS transistor size to be 1 and the PMOS tran-
sistor size to be γ. The falling logical effort is given by; 

                              ( )
( )
1

1dg
γ
μ

+
=

+
                                                    (2) 

 

Fig. 1. Inverter for shortest falling delay 

For the rising logical effort, the PMOS transistor size is set equal to μ which means 
that the NMOS transistor must be scaled down to μ/γ. This gives a rising logical effort 
of:  

   ( )
( )1ug
μ μ γ

μ
+

=
+

    (3) 
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Fig. 2. Inverter for shortest rising delay 

The logical effort g is then:  

   ( )
( )
11

2 1
g

γ μ μ γ
μ

+ + +
=

+
    (4)  

In the UMC 90nm, γ = 2 has been chosen for the inverters because this represents 
a good compromise between speed and balanced rise and fall drive strengths, and also 
because it is simple and follows widely used industry practice. 

Table 1. Logical Effort For Various Values Of Gamma (γ) 

PMOS to NMOS ratio of γ Logical Effort (g) 

1.00 1.0000 
1.20 0.9778 

1.40 0.9714 
1.50 0.9722 

2.00 1.0000 

2.25 1.0230 
2.50 1.0500 

3.00 1.1100 

3.50 1.1700 

2.1 How to Get the Fastest Inverter 

The logical effort (g) varies as γ varies, and we can find the minimum value of g by 
differentiating with respect to γ and setting the differential to zero. 

        

( )
( )

2

11

2 1

1 0

g

dg

d

γ μ μ γ
μ

μ γ
γ

γ μ

+ + +
=

+

= − =

=  

  (5) 
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Thus, if μ=2, then the fastest inverter has γ=1.414 or approx. 1.4, which can be 
seen in table 1. This truth is further verified by simulations. The value of g here 
should satisfy the delay constraint to be smallest of its recent neighbors. The simula-
tion results for falling and rising output delays are shown in table 2. 

Thus, the value of γ for minimum delay of the inverter is 1.4. Using this the logi-
cal effort (g) of the inverter is 0.9714.The result thus obtained is also applied to test 
the validity to few other static circuits namely, 2-input NAND gate and 2-input NOR 
gate. 

Table 2. Average Delay For Various Value Of Gamma (γ) 

γ Falling delay (ps) Rising delay (ps) Average delay (ps) 

1.0 7.146 17.68 12.41 

1.1 7.981 16.85 12.42 

1.2 8.794 16.07 12.43 

1.3 9.385 15.52 12.45 

1.4 9.984 14.87 12.42 

1.5 10.56 14.33 12.45 

1.6 11.199 13.92 12.55 

1.7 11.651 13.42 12.54 

1.8 12.17 13.03 12.59 

1.9 12.67 12.61 12.64 

2.0 13.15 12.35 12.72 

 
The result thus obtained is also applied to test the validity to few other static  

circuits. Here we consider only 2-input NAND gate and 2-input NOR gate. 

2.2 NAND Gate 

In order to calculate the logical effort of a NAND gate, we size the transistors so that 
their conductance is the same as the single transistors in a reference inverter. The 
PMOS transistors are in parallel so, this remains unchanged. But the NMOS transis-
tors are in series, and must be increased in size so that they have the same conduc-
tance as a single NMOS transistor. We define the amount by which the transistor must 
be increased as KN, the NMOS transistor conductivity coefficient. 

In Logical Effort, Ohm's law is used so that KN is 2 for a 2-NAND gate, 3 for a 3-
NAND gate and 4 for a 4-NAND gate. The book recognizes that this is a simplifica-
tion, because velocity saturation of the carriers means that series combinations of 
NMOS transistors are more conductive than a single one.  
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Fig. 3. Nand gates matching unit inverter 

In a more general case where the NAND gate can have a PMOS and NMOS tran-
sistor ratio of γ; the NMOS and PMOS conductivity of μ; and the value for KN of the 
NAND gates need not be equal to the number of series NMOS transistors. A 2-input 
NAND gate with the equivalent drive of an inverter with PMOS to NMOS ratio of γ : 
1 has PMOS to NMOS ratio as γ : KN. This matches the conductivity of the NMOS 
transistor of the reference inverter, so that the falling logical effort is given by; 

   ( )
( )1

N
d

K
g

γ
μ
+

=
+

    (6) 

 

Fig. 4. Nand gates for shortest falling 

 

Fig. 5. Nand gate for rising delay 

For the rising logical effort, we scale the PMOS transistor to μ and NMOS transistor 
to KN(μ/γ), such that;  
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  ( )
( )1

N
u

K
g

μ μ γ
μ

+
=

+
    (7) 

The logical effort g is then:  

   ( ( ) )1

2 (1 )
N NK K

g
γ μ μ γ

μ
+ + +=

+
   (8) 

The fastest NAND gate is when  

   21 0N

dg
K

d
μ γ

γ
= − =

 

   (9) 

   
NKγ μ=     (10) 

The way of checking the result is consider the value of γ = 1.4 (as obtained for the 
inverter) and then verifying the results for a KN from the delay obtained. The model 
verified using simulation is shown in the table 3. 

Table 3. Average Delay for various values of KN 

KN  Falling delay (ps) Rising delay (ps) Average delay (ps) 

1.00 14.27 18.22 16.25 

1.17 12.62 19.34 15.98 

1.33 11.35 20.33 15.84 

1.40 11.01 20.66 15.83 

1.50 10.28 21.32 15.80 

1.67 9.35 22.24 15.79 

1.83 8.56 23.08 15.82 

2.00 7.89 23.89 15.89 
 
It is quite evident from table 3 that at KN = 1.67 = 5/3 the average delay is least. 

This value of KN when applied to the formula of logical effort gives us the logical-
effort of NAND gate which is 1.242. 

2.3 NOR Gate 

The calculation of the logical effort for NOR gates follows a parallel path to the one 
used for NAND gates. We size the series PMOS transistors so that their conductance is 
the same as the single transistors in a reference inverter. We define the amount by which 
the transistor must be increased as KP, the PMOS transistor conductivity coefficient.  

In Logical Effort, Ohm's law is used so that KP is 2 for a 2-NOR gate, 3 for a 3-
NOR gate and 4 for a 4-NOR gate. It recognizes that this is a simplification, because 
velocity saturation of the carriers means that series combinations of PMOS transistors 
are more conductive than a single one. However, the lower speed of holes compared 
to electrons means that the speed of the holes in a single PMOS transistor is not so 
subject to velocity saturation effects, so that KP following Ohm's law is a more accu-
rate approximation than it was for NAND gates. 
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Fig. 6. NOR gate matching unit inverter 

Proceeding in a very similar way, the NOR gate can have a PMOS to NMOS tran-
sistor ratio of γ; the NMOS to PMOS conductivity is μ; and the value for KP of the 
NOR gates need not be equal to the number of series PMOS transistors. A 2-input 
NOR gate with the equivalent drive of an inverter with PMOS to NMOS is γ:1 has 
PMOS to NMOS as KP·γ:1. This matches the conductivity of the NMOS transistor of 
the reference inverter. Thus the falling logical effort is;  

   (1 )

(1 )
P

d

K
g

γ
μ

+=
+

     (11) 

 

Fig. 7. NOR gate for shortest falling 

For the rising logical effort, we scale the PMOS transistor of the equivalent inverter to 
PMOS equal to μ. The series PMOS transistors of the NOR gate are scaled to KP·μ. 
Thus the rising logical effort is;  

   ( )

(1 )
P

u

K
g

μ μ γ
μ

+=
+

    (12) 

The logical effort g is computed as:  

   ( 1 )1

2 (1 )
P PK K

g
γ μ μ γ

μ
+ + +=

+
   (13) 
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Fig. 8. NOR gate for rising delay 

For UMC 90nm, the values used are μ=2, The values for KP are empirical, and 
come from an analysis of the logical effort of NOR gates from various standard cell 
libraries. The fastest NOR gate occurs when; 

    2 0P

dg
K

d
μ γ

γ
= − =    (14) 

  
PKγ μ=

 
  (15) 

From simulations a similar result for KP can be deduced, taking the γ = 1.4 (as of 
inverter). The delay values are shown in the table 4. 

Table 4. Average Delay for various values of KP 

KP Falling delay (ps) Rising delay (ps) Average delay (ps) 

1.000 12.16 25.96 19.06 

1.125 13.09 24.56 18.83 

1.250 14.00 23.35 18.68 

1.375 14.81 22.27 18.54 

1.500 15.55 21.34 18.45 

1.625 16.28 20.60 18.44 

1.750 16.97 19.89 18.43 

1.875 17.65 19.14 18.39 

2.000 18.30 18.62 18.46 

 
The value of KP comes out to be 1.875 (15/8). For this value the logical effort of a 

2-input NOR gate is 1.2946. 

3 Validation 

For validating the above sizing, 5-stage chain of inverters was design at 500MHz 
using BSIM3 models of UMC90nm CMOS process in Cadence design environment at 
1V power supply. Fig. 3 shows a chain of inverters favoring high transition. 
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Fig. 9. Chain of inverters favoring high transition 

Table 5. Delay Comparison 

 Rising 
Delay (ps) 

Falling 
Delay (ps) 

Average 
Delay  (ps) 

Percentage        
Improvement (%) 

Normal Skewed 65.90 72.60 69.25 --- 

High Skewed 86.20 102.80 94.50 -36.46 

Low Skewed 61.80 54.90 58.35 15.74 

Proposed High Skewed 60.00 63.40 61.70 10.90 

Proposed Low Skewed 57.80 53.60 55.70 19.57 

 

To get the better result various simulation were conducted and the results are tabu-
lated in table 5 and table 6. First set consist of normal skewed chain-of-inverter with 
each inverter having 2:1 PMOS to NMOS width ratio, high skewed and low skewed 
chain of inverters and proposed high skewed and low skewed chain of inverters. 
Every path through a network of logic gate will experience alternating rising and fall-
ing transition and the results are tabulated in table 5, whereas, second set consist of 
alternate high and low skewed gates favoring a particular transition and the results are 
tabulated in table 6. The final output decides whether the transition is falling or rising. 

 

Table 6. Delay Comparison of Favoring Transition 

Favoring  
Transition 

Rising Delay 
(ps) 

Falling 
Delay (ps) 

Average 
Delay (ps) 

Percentage  
Improvement (%) 

High 41.30 144.30 92.80 ---- 

Low 135.50 40.70 88.10 ---- 

Proposed High 49.50 89.90 69.70 24.89 

Proposed Low 90.40 48.70 69.55 21.06 
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4 Conclusion 

In this report a simple delay characterization using logical effort for inverter have 
been done using UMC90nm technology. The new logical effort values obtained for 
basic universal gates gives minimum delay when validated on a chain of inverters 
compared with the existing logical effort. From table 5, it is quite evident that the 
proposed skewed gate shows much improvement when compared with existing 
skewed logic and from table 6, the proposed skewed logic favoring a particular transi-
tion shows much improvement over existing skewed logic. Thus, we can conclude 
that to get minimum delay and reduced area one can use the proposed low skewed 
gate in designing a logic for minimum delay. 
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Abstract. In this paper, we present a simulation study of analog circuit 
performance parameters of a dual material double-layer gate stack (high-
k/SiO2) (DM-DGS) symmetric double-gate junctionless transistor (DGJLT). 
The characteristics are demonstrated and compared with dual material gate 
(DMG) DGJLT and single material (conventional) gate (SMG) DGJLT. DMG 
DGJLT present superior transconductance (Gm), early voltage (VEA) and 
intrinsic gain (GmRO) compared to SMG DGJLT. These parameters are further 
improved for DM-DGS DGJLT and it can be attributed to their better gate 
control on the channel region. 

Keywords: Double-gate junctionless transistor (DGJLT), dual material double-
layer gate stack (DM-DGS), intrinsic gain, unity gain frequency, workfunction. 

1 Introduction 

The nano scale conventional metal-oxide semiconductor field-effect transistors 
(MOSFETs) impose challenges such as enlarged gate leakage and added serious short 
channel effects (SCEs), with the continuous miniaturization of device sizes. Multiple 
gate FETs (Mug-FETs) have better scalability due to its superior controllability of the 
gates on the channel region. However, very abrupt source and drain junctions 
requirement put challenges in doping profile techniques and thermal budget.   
Junctionless transistor (JLT), which does not have pn junction in the source-channel-
drain path has better short-channel effects (SCE) performance and therefore better 
scalability, greatly simplified  process flow and low thermal budgets after gate 
formation [1]-[4]. However, JLTs suffer from lesser drain current and 
transconductance compared to inversion mode MOSFETs due to high doping 
concentration in the channel region [1],[5]-[6]. 

Dual-material gate (DMG) devices offer improved carrier transport efficiency, 
transconductance and the drain output resistance than conventional MOSFETs [7]-
[14]. By adjusting the metal work functions, channel potential and electric field 
distributions along the channel can be controlled. Razavi et. al. have reported that a 
dual material gate stack, double-gate conventional MOSFET reduces the impact of  
hot carrier effect and threshold voltage roll-off [8]. Long et. al. had experimentally 
shown that DMG MOSFET offers simultaneous improvement of SCE as well as 
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transconductance [9]. Ghosh et. al. have shown by analytical modelling that dual 
metal gate stack surrounding gate MOSFET shows superior performance than 
conventional MOSFET [10]. Kasturi et. al. have reported that dual material gate 
silicon on Nothing (SON) MOSFET gives higher early voltage and reduced drain 
conductance thereby improving analog performance of the device [11]. They have 
also showed that the analog performance can be improved by dual material double-
layer gate stack SON architecture [12]. The performance and stability of a transistor 
can be further improved using double-stacked active layers with proper material as 
gate oxide [13]. Low et.al reported that a dual material gate nanowire JLT offers 
improved transconductance and unity gain frequency compared to SMG JLT [7]. 

Combining the advantages of dual material gate along with double-layer gate stack, 
we propose a junctionless architecture called DM-DGS DGJLT in this paper. We 
have studied the analog circuit performance parameters viz. transconductance (Gm), 
transconductance to drain current ratio (Gm/ID), early voltage (VEA), output resistance 
(RO), intrinsic gain (GmRO), and cut-off frequency (fT) with the help of extensive 
device simulations.  

2 Device Structure and Simulation      

 

Fig. 1. Crosssectional view of n-type DM-DGS junctionless symmetric double-gate  
transistor (DGJLT) 

The device structure for an n-type symmetric DM-DGS DGJLT is shown in Fig. 1. 
The operation of DGJLT is explained in [16] and [17]. An n-channel device  have an  
N+– N+ –N+ structure and uniform doping in the source, channel and drain region. In 
this work, P+ polysilicon gate is used. A dual material gate (DMG) DGJLT has two 
metal gates, denoted by M1 and M2, with different workfunction (W), 5.2 eV and 4.7 
eV respectively. The first lateral gate is called control gate and the second one, the 
screening gate.  Due to higher workfunction, the threshold voltage of M1, VT(M1) is 
greater than VT(M2). Single gate material (SMG) has a workfunction of 5.2 eV. Long 
et. al. reported that the relation between threshold voltage (VT) and workfunction of 
the two gate materials can be expressed as [9] 
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             ΔVT = S ΔW                          (1) 
 

S=1 for silicon MOSFET. We define LM1 and LM2 as channel lengths for metal M1 
and M2 respectively; and L = LM1 + LM2 is the total channel length. The gate length 
ratio of the two metal gates and their workfunction difference affect the device 
characterises significantly [7]-[9], [11]-[12]. Recently, Lou et. al. have reported that 
in a DMG JLT, out of different combinations of LM1 and LM2; LM1/ L =1/2  and work 
function difference δW= 0.5 gives overall best characteristics of the device [7]. In this 
work, LM1:LM2 = 20 nm: 20 nm is considered for both DM-DGS and DMG DGJLT. 
For DMG and SMG DGJLT, SiO2 is used as a gate oxide material having thickness 
(Tox) of 2 nm. For DM-DGS DGJLT, SiO2 (oxide thickness = 1 nm) is stacked with 
high-k gate dielectric material (HfO2) of equivalent oxide thickness (EOT) of 1 nm. 
All three devices namely, DM-DGS, DMG and SMG are optimized by adjusting 
channel doping concentration (Nch) values such that each has a threshold voltage (VT) 
of 0.31 V. Threshold voltage is defined as the gate voltage corresponding to constant 
drain current of 10-7 A at a drain voltage of 50 mV. The source and drain extensions 
(LS and LD) are taken as 10 nm. The process and device parameters used in this paper 
are summarised in Table 1. 

 

Table 1. Process/Device Parameters 

Parameter SMG DMG DM-DGS 
L (nm) 40 40 40 
LM1:LM2 (nm) — 20:20 20:20 
    WM1:WM2 (eV) 5.2 :  — 5.2 :  4.7 5.2  :  4.7 
    Nch (cm-3) 9.6 E+18 7.85 E+18 8 E+18 
    Tox (nm) (EOT) 2 (SiO2) 2 (SiO2) 2(SiO2:1nm, 

HfO2:1nm) 
    Tsi (nm) 8 8 8 

 

Electrical characteristics for the devices are simulated using 2D ATLAS device 
simulator [18] with default parameter coefficients. For all simulations, uniform 
doping concentration throughout the channel and source/drain regions is assumed. 
The simulations are carried out using two carrier scheme, Fermi-Dirac model without 
impact ionization, doping concentration-dependent carrier mobility and electric field-
dependent carrier model. Band gap narrowing model is included. Shockley-Read-Hall 
(SRH) recombination/ generation are employed in the simulation to account for 
leakage currents. The density gradient model is utilized to account for quantum 
mechanical effects. 
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3 Simulation Results 
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Fig. 2. Potential and Electric field of SMG, DMG, DM-DGS devices along the channel 
direction near the silicon-oxide interface at VDS = 1 V for L =40 nm, Tsi =8 nm and Tox =2 nm 

Fig. 2 shows the potential and electrical field distributions along the channel 
direction near the silicon-oxide interface for a drain voltage (VDS) = 1 V and gate 
voltage (VGS) of 1 V. The potential distributions of DMG and DM-DGS DGJLT have 
abrupt change at the workfunction transition point from WM1 to WM2, whereas SMG 
DGJLT follows a monotonous trend from source to drain. This enhances the electric 
field of DMG and DM-DGS with two peaks, but for SMG DGJLT there is only one 
peak near the drain. Out of the three devices mentioned, DM-DGS has lowest peak 
near the drain, indicating that it suppresses SCE and hot carrier effect more 
effectively. This is due to better gate control of DM-DGS on the channel region. The 
electron velocity in the channel can be controlled by tailoring the first peak with 
proper workfunction of the metal gates [11]. 
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Fig. 3. Transconductance (Gm) and transconductance to drain current ratio (Gm/ID) with respect 
to gate voltage for the devices at VDS = 1 V for L =40 nm, Tsi =8 nm and Tox =2 nm 
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The transconductance, Gm (=∂ID/∂VGS) is a figure of merit which indicates how well 
a device converts a voltage to a current.  Below the gate voltage of VGS ~ 0.55 V, all 
three devices have almost similar value of Gm. After VGS = 0.7 V, DM-DGS has highest 
Gm followed by DMG and SMG DGJLT as shown in fig. 3. Due to potential uplift at 
workfunction transition, Gm is increased for DM-DGS and DMG DGJLT. In JLT, drain 
current is mainly due the bulk current; and since its value is smaller, transconductance is 
inferior as compared to conventional inversion mode devices (not shown). The values of 
Gm for DM-DGS, DMG and SMG DGJLT are 1.52 mS, 1.45 mS and 1.37 mS 
respectively at VGS=0.9 V. Transconductance  generation factor is another important 
figure of merit representing the efficiency of a transistor to convert dc power into ac  
frequency and gain.  It is also called transconductance/drain current ratio (Gm/ID). The 
Gm/ID with respect to gate voltage, VGS is plotted in fig. 3 for a drain voltage, VDS of 1 
V. The values of Gm/ID for SMG, 
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Fig. 4. Output resistance (RO) with respect to gate voltage at VDS = 1 V. Insight is drain current 
with respect to drain voltage at VGS = 1 V for the devices. L =40 nm, Tsi =8 nm and Tox =2 nm 

DMG and DM-DGS DGJLT are 39.92 V-1, 36.94 V-1, 36.82 V-1 respectively at 
VGS=0.2 V. A smaller value of subthreshold slope (SS) for SMG implies its higher 
Gm/ID value in the subthreshold region. Gm/ID is mainly controlled by the body factor 
of the devices in weak inversion regime; however its value decreases in 
moderate/strong inversion regime due to the lower mobility at higher doping 
concentration [5].  

Insight of Fig. 4 shows the drain current (ID) with respect to drain voltage for the 
devices at VGS = 1 V. DM-DGS has higher output current, followed by DMG and 
SMG DGJLT for aforementioned reasons. Fig. 4 also presents the output resistance 
(RO) with respect to VGS. DMG architecture offers slightly higher value of RO in the 
subthreshold region due to smaller slope in ID-VDS characteristics as compared to 
DM-DGS, followed by SMG DGJLT as can be seen from the figure. However, the 
value of RO is highest for DM-DGS followed by DMG and SMG DGJLT for gate 
voltage of ~ 0.5 V or higher. The values of RO for DM-DGS, DMG and SMG DGJLT 
are 44.4 kΩ, 29.3 kΩ and 16.5 kΩ respectively at a gate voltage of 1 V.  
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Fig. 5. Output conductance (GD) and early voltage (VEA) with respect to gate voltage for the 
devices at VDS = 1 V for L =40 nm, Tsi =8 nm and Tox =2 nm 
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Fig. 6. Intrinsic gain (GmRO) with respect to gate voltage for the devices at VDS = 1 V for L =40 
nm, Tsi =8 nm and Tox =2 nm 

Fig. 5 presents the output conductance GD (=∂ID/∂VDS) variation of the devices 
with drain voltage, VDS for a fixed value of VGS =1 V. The DM-DGS DGJLT carries 
higher output current and hence output conductance compared to other two devices. 
At low VDS (till ~ 0.55 V), output conductance is governed by channel length 
modulation (CLM) and at higher VDS, it is governed by drain induced barrier lowering 
(DIBL), if impact ionization is not taken into account [11]. Thus, the curve brings out 
that DM-DGS architecture has lower values of CLM and DIBL compared to DMG 
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and SMG DGJLT. The value of GD for DM-DGS, DMG and SMG DGJLT are 1.42 
mS, 1.4 mS and 1.25 mS respectively at VGS=0.2 V. However, GD decreases with gate 
voltage because of higher mobility and hence more collisions. Early voltage (VEA) 
with respect to VGS is also shown in fig. 5. Early voltage can be derived from output 
resistance and vice versa as   

                   VEA = RO ID (sat) or, ID/GD                              (2) 
Where, ID (sat) is the saturation current. After a gate voltage of ~ 0.5 V, DM-DGS has 

higher early voltage followed by DMG and SMG DGJLT. At a gate voltage of 1 V, the 
values of VEA are 97 V, 86 V and 14 V for DM-DGS, DMG and SMG DGJLT 
respectively. Like GD, early voltage at lower VDS is dominant by CLM and at higher VDS, 
it is dominant by DIBL. The better performance of DM-DGS is attributed to the superior 
vertical gate coupling as well as lesser lateral drain control on drain current [11]. 

The intrinsic gain (AV) with respect to VGS is also plotted in fig. 5. The intrinsic 
gain of a device can be written as 

EA
V m O m

D (sat )

V
A = G R  or, G    

I  

 
  
 

                              (3) 

Dual metal gate devices offer higher AV in comparison to single metal gate devices 
because of higher transconductance as well as output resistance for aforementioned 
reasons. The gain values for DM-DGS, DMG and SMG DGJLT are 50.1dB, 51.8 dB, 
39.5 dB at VGS=0.2 V; and 35.5 dB, 31.5 dB and 27.2 dB at VGS=1 V respectively.
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Fig. 7. Cut-off frequency (fT) with respect to gate voltage for the devices at VDS = 1 V for L 
=40 nm, Tsi =8 nm and Tox =2 nm 

The unity-gain cut-off frequency (fT) is another figure-of-merit useful for analog 
applications. It is given by [19] 
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Where, CGS and CGD are gate-to-source and gate-to-drain capacitances respectively. 
Fig. 7 shows the variation of fT with VGS for VDS=1V. All the capacitances are 
extracted from the small-signal ac device simulations at a frequency of 1 MHz. At 
lower VGS, till 0.45 V, the fT is almost same for all the devices due to almost same 
values of transconductance.  The DM-DGS and DMG DGJLT posses almost same 
value of fT for VGS > ~ 0.45 V. However, SMG DGJLT presents lower fT compared to 
other two devices at higher gate voltage.  

The presented ID-VGS characteristics for SMG DGJLT are calibrated with Duarte’s 
results [16] as shown in Fig. 8 for L = 1 μm, Tsi = 10 nm, Tox = 7 nm, Nch = 1×1019 cm-

3, LS=LD = 10 nm, VDS = 50 mV at room temperature. 
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Fig. 8. Calibration of our simulation results for DGJLT with Duarte’s simulation. ID-VGS 
characteristics at L = 1 μm, Tsi = 10 nm, Tox = 7 nm, Nsi = 1×1019 cm-3, LS/LD = 10 nm, VDS = 50 mV 

4 Conclusion 

A dual material double-layer gate stack (DM-DGS) structure was incorporated in 
symmetric double-gate junctionless transistor (DGJLT), forming DM-DGS DGJLT. 
The device characteristics for analog applications were investigated and fair 
comparisons with DMG and SMG DGJLT were performed by setting the threshold 
voltage same for all the devices. DM-DGS offered superior transconductance, early 
voltage and intrinsic gain compared to DMG and SMG DGJLT. However, SMG 
DGJLT has higher Gm/ID value as compared to the other two devices. Unity gain cut-
off frequency was almost similar for DM-DGS and DMG DGJLT architecture at 
higher gate voltage. Using as germanium as substrate material, the conductivity can 
further be improved. The ON-state to OFF-state current ratio can be increased by 
incorporating high-k spacers on DM-DGS structure. 
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Abstract. This paper presents an improved gm/ID methodology for
the design of low-power CMOS operational transconductance amplifier
(OTA) circuit using nano-scale CMOS technology. This methodology
takes into considerations the dependence of the Early voltage parameter
with the bias points of a nano-scale MOS transistor. With such consider-
ations, the DC voltage gain of the circuit can be controlled by adjusting
the bias points of the transistors and keeping the channel length con-
stant. The advantage of the improved methodology over the traditional
methodology has been discussed and illustrated with simulation results.

Keywords: Nano-scale, gm/ID, Early Voltage, DIBL, OTA.

1 Introduction

The design of integrated circuits with ultra-low power dissipation is becoming
an essential requirement considering the fact that most of the present day ap-
plications are battery operated [1]. In addition, with the scaling of transistor
dimensions in nano-scale CMOS technology, it is becoming important to design
with low supply voltage for better reliability of the integrated circuits. The main
drawback associated with the scaling of supply voltage with technology genera-
tion is that the threshold voltage of MOS transistors do not scale as such with
technology generation. Therefore, the design of nano-scale analog circuits with
scaled supply voltage, is although an essential requirement, is extremely chal-
lenging. In the design of analog integrated circuits, the step of selecting device
sizes and biases is crucial to enhance the final performance, power, and yield of
the circuits. The gm/ID methodology [2, 3] enables the designers to fix currents
and transistors widths of CMOS analog circuits so as to meet specifications such
as gain-bandwidth while optimizing attributes like low power and small area.
The sizing method takes advantage of the transconductance gm to drain current
ID ratio and makes use of either ‘semi-empirical’ data or compact models. The
traditional gm/ID methodology does not explicitly consider the dependence of
the Early voltage parameter upon the operating bias points of the transistor [4].
The Early voltage parameter is considered to be constant depending upon the
chosen channel length of the transistor. Therefore, the gain specification is tried

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 128–137, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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to be satisfied by biasing the transistors in the weak inversion region and varying
the channel length. But this in many cases, increase the area of the circuit.

This paper presents an improved gm/ID methodology where the explicit de-
pendence of the Early voltage parameter on the operating bias points is taken
into considerations. It has been shown through simulation results that this pa-
rameter significantly depends upon the drain bias for nano-scale MOS transis-
tors. This is because of the combined effects of the channel length modulation
and drain induced barrier lowering phenomenon. This dependence is utilized to
obtain the desired gain, keeping the channel length constant. Thus the total
area of the circuit is not unnecessarily increased. The bias voltages of the input
transistors are determined automatically rather than to find out through trial
and error method as done for the traditional methodology.

2 The Traditional gm/ID Methodology

The gm/ID based circuit sizing procedure is based on the relation between the
ratio of the transconductance over dc current gm/ID and the normalized current
IN = ID/(W/L). The relation between the gm/ID parameter with the operating
region of the transistor may be written as follows

gm
ID

=
1

ID

∂ID
∂VGS

=
∂ (ln ID)

∂VGS
=

∂

{
ln

[
IDS

(W
L )

]}

∂VGS
(1)

The maximum value of the gm/ID ratio is observed to be in the weak inversion
region and the value decreases as the operating point moves toward strong in-
version when VGS is increased as shown in Fig. 1(a) It may be noted that the
relationship between the gm/ID ratio and VGS is independent of the transistor
sizes. Therefore, this relationship is a unique characteristic for all transistors of
the same type (n-channel MOS or p-channel MOS) in a given batch. This is
shown in Fig. 1(b). The universal characteristic of the gm/ID versus IN curve
(shown in Fig. 2 ) is used to determine the aspect ratio of a transistor, which is
then subsequently used to determine the channel width, assuming a fixed value
of the channel length.

For a MOS transistor, the magnitude of the intrinsic voltage gain is given by

Av = gmr0 =

(
gm
ID

)
(IDr0) =

(
gm
ID

)
VA (2)

where VA is referred to as the Early voltage of the transistor. Assuming VA to
be constant for a particular channel length of a transistor, the intrinsic gain is
determined by the gm/ID ratio. Therefore, the intrinsic gain of a MOS transistor
is maximum in the weak inversion region and reduces as the operating point
moves towards the strong inversion region. Therefore, an important guideline to
get high gain for a MOS transistor, is to bias the transistor in the weak inversion
region with as low VGS as possible. Under weak inversion region very small
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(a) Variation of gm/ID for n-channel and
p-channel MOS transistor.

(b) Variation of gm/ID with different as-
pect ratio.

Fig. 1. Variation of gm/ID

Fig. 2. Variation of gm/ID with normalized current

amount of drain current flows, which implies small amount of power dissipation.
Therefore, by biasing the MOS transistor in the weak inversion region, it is
possible to obtain high gain with very small power dissipation.

2.1 Shortcoming of the Traditional Methodology

An important shortcoming of the traditional gm/ID methodology is that it does
not explicitly considered the dependence of the Early voltage VA on the operating
bias points (VDS , VGS) of the transistor. The Early voltage is considered to
be constant depending upon the channel length. However, for nano-scale MOS
transistors, the Early voltage is found to be significantly dependent upon the
bias voltages. The intrinsic gain of a MOS transistor is dependent upon the
Early voltage, which in turn can be controlled by the operating bias points.



An Improved gm/ID Methodology for Ultra-Low-Power Nano-Scale 131

Fig. 3. Variation of drain current and output resistance with drain bias

Therefore, it is possible to control the gain of a MOS transistor within a moderate
limit by controlling the bias points keeping the channel length constant.

Fig. 4. Variation of Early Voltage with drain bias

3 The Improved gm/ID Methodology

This section presents the improved gm/ID methodology. The study of the varia-
tions of the Early voltage is discussed in the following sub-section, followed the
description of the methodology.
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3.1 Variations of the Early Voltage with the Operating Bias Points

The variations of the drain current and output resistance with the drain bias of
an n-channel MOS transistor operating in the weak inversion region is shown in
Fig. 3. It is observed that as the drain bias is increased beyond the saturation
value, the drain current increases with drain bias. Therefore, the output resis-
tance values reduce with drain bias. The physical causes are the channel length
modulation effect and the DIBL phenomenon [5, 6]. For scaled MOS transistor,
the threshold voltage of a MOS transistor reduces as the drain bias is increased.
This is referred to as the DIBL phenomenon. However, as the gate bias is in-
creases the fall of output resistance is somewhat less. This is because with the
increase of gate bias, the gate achieves better control and due to carrier mobility
degradation effect, the magnitude of the drain current is reduced. This physics
of the scaled MOS transistor has significant impact on the Early voltage of the
MOS transistor which is defined as

VA =
ID(
∂ID
∂VDS

) (3)

The variations of the Early voltage with drain bias for different VGS are shown
in Fig. 4. It is observed that for scaled MOS transistor, the Early voltage does
not remain constant with the operating bias points. Selection of suitable drain
voltage is therefore, extremely important. In addition, the magnitude of the Early
voltage also depends upon the gate bias to some extent. This characteristics of
the Early voltage needs to be incorporated within the design procedure. This is
discussed in the next section.

Fig. 5. Two-stage Miller OTA Circuit
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Fig. 6. Flow chart of the improved gm/ID methodology
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3.2 Improved gm/ID Methodology

The chosen two stage Miller OTA circuit is shown in Fig.5. Considering the
dependence of the Early voltage parameter VA on the operating bias conditions
of the MOS transistor, the improved gm/ID methodology for the design of a
nano-scale CMOS OTA circuit is shown in Fig. 6. The input specifications are
the desired gain, bandwidth, phase margin and power consumption of the circuit.
Depending upon the magnitude of the desired gain, the channel length of the
MOS transistors are to be fixed. For moderate gain 
 60dB, the channel length
may be considered to be 100nm. However, if larger gain is required, the channel
length needs to be increased. The bias current is fixed depending upon the
power consumption requirement of the circuit. The design process starts with
initialization of bias points for all the transistors such that these operate in
the weak inversion region and the total potential drop across any branch of
the circuit, starting from the supply to the ground does not exceed the supply
voltage. The gm/ID and the Early voltage parameter VA of each transistor are
computed from the corresponding look up tables. Since the gm/ID and the drain
current ID of each transistor are known, the corresponding gms are computed.In
order to satisfy the desired gain, the bias voltages are adjusted and the procedure
is iterated until the desired gain is achieved. Next the compensation capacitor
Cc and the nulling resistor Rc are determined as follows [7]

Cc =
gm1

2πUGB
(4)

Rc =
1

gm7

Cc + CL

Cc
(5)

In order to achieve the desired gain bandwidth and the phase margin, the values
of the compensation capacitor and the nulling resistor are adjusted. Once all the
desired specification are met and the gm/ID and ID of all transistors are known,
the corresponding aspect ratios are determined.

The major advantages of the present gm/ID methodology over the traditional
methodology are as follows

1. The dependence of the Early voltage parameter on the operating bias points
of the transistor are considered in the design process. This is utilized to
obtain the desired gain, keeping the channel length constant. Thus the total
area of the circuit is not unnecessarily increased.

2. The bias voltages of the input transistors are determined automatically
rather than to find out through trial and error method as done for the
traditional methodology.

4 Results and Discussion

The desired specifications are (1) gain Av > 60dB, (2) UGB > 45KHz, (3)
PM > 550 and (4) power dissipation P < 350nW . The chosen CMOS technology
is 45-nm with supply voltage of 1V. The circuits are simulated with BSIM4
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compact model [8] and PTM model parameters [9] under HSPICE simulation
environment.

The OTA circuit with the desired specifications is designed with the tradi-
tional methodology as well our methodology for comparison purpose. The SPICE
simulation results as obtained from the traditional methodology are summarized
in Table. 1.

Table 1. Simulation results for design by the traditional methodology L=100nm

Parameters Specifications Traditional

Av > 60dB 41.4dB

UGB > 45KHz 56KHz

PM > 550 860

CMRR 72dB

ICMR 0.065 V to 0.9 V

PSRR 80.4 dB @ (0.01 to 200)Hz

Slew rate 25V/ms

P < 350nW 299nW

Table 2. Simulation results for design by our methodology in two iterations L=100nm

Parameters 1st iterations 2nd iterations

Av 56.2dB 61.4dB

UGB 54KHz 50.4KHz

PM 600 600

Table 3. Simulation results for design by our methodology L=100nm

Parameters Specifications Our Method

Av > 60dB 61.4dB

UGB > 45KHz 50.4KHz

PM > 550 600

CMRR 67.7dB

ICMR 0.05 V to 1 V

PSRR 84 dB @ (0.01 to 200)Hz

Slew rate 29V/ms

P < 350nW 299nW

It is observed that the desired gain could not be achieved with the tradi-
tional methodology considering the channel length to be 100nm. The traditional
methodology under this circumstance demands increase of the channel length,
which means increase of the consumed area.
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(a) Gain Plot of the design with our
methodology..

(b) Phase Plot of the design with our
methodology.

Fig. 7. Gain and Phase Plot

The OTA circuit is designed for the same specification and the channel length
using the present methodology. The specifications are satisfied with two itera-
tions. For these two iterations, the results are summarized in Table. 2. The AC
analysis plots for the design with our methodology are shown in Fig.7(a), 7(b).
The final simulation results are tabulated in Table. 3. It is observed that the
design with our methodology satisfies all the desired specifications even at the
channel length of 100nm.

5 Conclusion

The traditional gm/ID methodology does not consider the variations of the Early
voltage of the transistor with the operating bias points. The Early voltage is kept
constant for a particular channel length. However, in the nano-scale domain, the
Early voltage significantly depends upon the drain bias due to the combined
effects of channel length modulation and DIBL phenomenon. This has been ex-
tensively studied in the present work in the 45-nm CMOS technology. By taking
this variation of the Early voltage with the operating bias points, into consider-
ations an improved gm/ID methodology has been proposed. The methodology
has been demonstrated with a numerical results.

References

1. Magnelli, L., et al.: Design of a 75-nW, 0.5V subthreshold complementary metal-
oxide-semiconductor operational amplifier. Int. Journal Circuit Theory and Appli-
cations (2013)

2. Silveira, F., Flandre, D., Jesper, P.: A gm/ID-based Methodology for the Design of
CMOS Analog Circuits and its Application to the Synthesis of a Silicon-on-Insulator.
IEEE Journal Solid State Circuits 31, 1314–1319 (1996)



An Improved gm/ID Methodology for Ultra-Low-Power Nano-Scale 137

3. Cortes, F., Fabris, E., Bampi, S.: Analysis and design of comparators in CMOS 0.35
μm technology. Microelectronics Reliability 44, 657–664 (2004)

4. Ferreira, L., Pimenta, T., Moreno, R.: An ultra-low voltage ultra-low power CMOS
Miller OTA with rail-to-rail input/output swing. IEEE Trans. Circuits and Systems-
II 45, 843–847 (2007)

5. Taur, Y., Ning, T.: Fundamentals of Modern VLSI Devices. Cambridge Univ. Press
(1998)

6. Tsividis, Y., McAndrew, C.: Operation and Modeling of The MOS Transistor, 2nd
edn. Oxford University Press (2010)

7. Allen, P., Holberg, D.: CMOS Analog Circuit Design. Oxford University Press (2004)
8. Dunga, M., et al.: BSIM 4.6.0 MOSFET Model-User’s Manual. Department of Elec-

trical Engineering and Computer Sciences, University of California, Berkeley (2006)
9. Zhao, W., Cao, Y.: New Generation of Predictive Technology Model for Sub-45

nm Early Design Exploration. IEEE Transactions Electron Devices 53, 2816–2823
(2006)



An Efficient RF Energy Harvester

with Tuned Matching Circuit

Sachin Agrawal, Sunil Pandey, Jawar Singh, and P.N. Kondekar

PDPM-Indian Institute of Information Technology,
Design and Manufacturing Dumna, Khamaria P.O., Jabalpur, India-482005

{sachin.agrawal,sunilpandey,jawar,pnkondekar}@iiitdmj.ac.in

Abstract. Microstrip line with π matching circuits are very attrac-
tive because of high output power and good impedance matching which
makes it an alternative over earlier matching circuit. This paper presents
an RF energy harvester with microstrip line in series with tuned π-
matching circuit that enables efficient power conversion at different RF
input power under different load conditions. Matching circuit parameters
were optimized for better efficiency. We have focused for specific input
power range -15 to 10dBm for 3-stage, 5-stage and 7-stage of energy har-
vesting circuit. Optimum efficiency of approximately 80% is achieved at
input power 0 to 10dBm for higher stages. Effect of load variation also
shows that better efficiency is achieved for input power -10 to 10dBm for
3-stage, 5-stage and 7-stage of the harvesting circuit.

1 Introduction

In recent years use of wireless battery operated devices are increasing in broad-
cast and communication system. These devices continuously provide availability
of free RF energy. The device like mobile phone, FM transmitter, AM and Wi-Fi
operates at different frequency. The frequency spectra of these devices have dif-
ferent characteristics that depends on environmental conditions and surrounding
locations for instance, humidity of the location. Energy harvesting circuits may
be an atteractive solution to provide sufficient voltage for driving low power
electronic circuits, which requires power in microwatts or milliwatts[1]. Energy
harvesting is a process of extracting ambient energy available from the environ-
ment converting them into usable electrical energy.

Some related work has been done on solar energy harvesting since it has
the highest energy density among other choices. However, it has a drawback of
being able to operate only when sunlight is present. Wireless battery charging
system as discussed in[2], shows the concept of charging a cellular phone battery,
using monopole antenna that gives 50% efficiency for commercial product. Main
motivation behind this work is the demand for self powered devices is increasing
day by day and it become an attractive choice for remotely deployed low voltage
battery wireless sensors.

This paper focuses on improving the efficiency of RF energy harvester that
uses Wi-Fi and mobile signal because the maximum power intensity lies within

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 138–145, 2013.
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Fig. 1. Block Diagram of Energy harvesting circuit

the GSM bandwidth (890-915MHz and 935-960MHz), these signals carry maxi-
mum power but only a small amount can be harvested due to heat dissipation
or absorption by other materials, so multiple stages of voltage multiplier are
required to reach at appropriate level that can charge the wireless devices. Fig.1
shows the block diagram of a typical RF energy harvester circuit. The matching
network composed of inductive and capacitive elements, ensures the maximum
power delivery from antenna to voltage multiplier. The received RF power is
converted into dc power by the voltage multiplier. The energy storage ensures
smooth power delivery to the load, and as a reservoir for durations when external
energy is unavailable[3].

Smaller number of the multiplier stages will make certain immediate charging
of the capacitor, so the result is a small amount of the voltage generated that
may be inadequate to operate sensor mote besides increasing the number of
voltage multiplier stages, a slight change in the matching circuit parameter alters
drastically the frequency range in which the efficiency of the energy conversion
is maximum often by several MHz[3]. Hence, to design RF energy harvester
involves a very essential part to choose the parameter of the circuit.

2 Design Methodology of Energy Harvesting Circuit

The incident RF energy need to be converted into usable dc power require an
antenna with high directivity to receive more incident RF energy because the
gain of the antenna is directly proportional to its directivity[11], a matching
circuit to match the load impedance with the antenna impedance and rectifier
circuit to develop the required voltage at the output, for this many approaches
have been reported in the literature[4],[5],[6] and [7].

But according to Friis transmission equation[8]:

Pr =
PtGtGrλ

2

(4πR)2
(1)

where
Pr = Received power
Pt= Transmitted power
Gt= Gain of the transmitted antenna
Gr= Gain of the receiver antenna
R= Distance between the transmitter and receiver antennas
λ= wavelength of the transmitted signal.
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The received signal strength diminishes with the square of the distance and
frequency. The main challenge faced in harvesting RF energy is the free-space
path loss of the transmitted signal with distance[3], it requires special sensitivity
considerations in the circuit design. In this section We describe a new circuit that
is capable of harvesting energy with high efficiency. Beginning with the selection
of the circuit components, we choose the Dickson topology as shown in Fig.2, in
this configuration parallel capacitors in each stage reduces the circuit impedance
and hence, makes the matching task simpler[3]. In the following, we describe the
design strategies for efficient RF energy harvesting circuit and its performance.

2.1 Selection of Matching Circuit

One of the crucial requirement of energy harvesting circuit is to transfer the total
received power from antenna to the rectifier circuit. This can be done by proper
selection of matching circuit and its components parameters, due to non-linear
dependence of the rectifier impedance on the frequency and power, broadband
impedance matching network is essential for maximum power transfer. If RF cir-
cuit is not matched we get reflected power, this reflected power builds standing
waves on the transmission line between the source and load. Depending on the
phase between the forward and reflected waves can either subtract or add. Be-
cause of that on the line we can get places where the voltage is the sum of both
voltages or eventually places where the voltage equals zero (maximum current).
If the standing wave is positioned in such a way on the transmission line so that
the maximum voltage or current is applied to the circuit, they can be destroyed.
There are various type of matching topologies are available such as resistive
matching network that include only one resistor, here matching will be achieved
but it is not a desirable solution because in resistive matching most of the power
will be lost in the resistor. Another topology is transformer matching, it con-
verts source power from one voltage and current level to another voltage and
current level. Disadvantage of transformer matching is that it can match only
the real part of the impedance, if there is a large amount of reactance in the
load, a transformer will not eliminate these reactive components. Transformers
however, works poorly at microwave frequencies. The L type matching network

Fig. 2. Equivalent circuit of 1st stage harvester circuit
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consists of series capacitor with shunt inductor or series inductor with shunt
capacitor. The bandwidth obtained by a single L-C network is not sufficient,
however it can be increased by adding another section that forms π matching
network. Advantage of the π networks is that by using an extra element there is
an extra degree of freedom to control the value of quality factor in addition to
perform impedance matching.

2.2 Selection of Diodes

As the peak voltage of the ac signal obtained from the antenna is generally much
smaller than the diode forward voltage drop[9]. So here is requirement to select
the diode with very low turn on voltage. Since RF energy harvesting is done
in GSM range, therefore the diode with very fast switching speed is required,
schottky diode have metal semiconductor junction in which metal side acts as the
anode and n-type semiconductor acts as the cathode of the diode, which fulfills
the requirement of very fast switching and low forward voltage drop. Because
of its low forward voltage drop, less energy dissipation makes it most efficient
choice for applications sensitive to efficiency. In this paper, we use schottky diode
HSMS-2852 from Avago Technologies that has the turn on voltage 150 mV, as
the edges of the schottky contact are fairly sharp, high electric field gradient
occurs around them which limits the reverse breakdown voltage, low forward
voltage and fast recovery time leads to increased efficiency. Moreover saturation
current is another parameter that affects the efficiency of diode, so for obtaining
high efficiency it is desirable to have diodes with high saturation current, low
junction capacitance, and low equivalent series resistance (ESR)[3].

2.3 Selection of Voltage Multiplier Stages

The number of multiplier stages has a major influence on the output voltage
of the energy harvesting circuit. Since only one or two stages are not sufficient
to provide a fix amount of voltage that is capable to operate a wireless device,
so we have to increase the number of stages. The efficiency, output voltage and
output power are directly proportional to the number of stages, which is shown
in Fig. 3, 4 and 5. For example from Fig.3 it can be seen that when the voltage
multiplier stage is 1 the maximum efficiency is around 50%. As we going to
increases the voltage multiplier stages from 1 to 7, it increases gradually. In
Fig.4 V1, V3, V5 and V7 are the output voltages of 1-stage, 3-stage, 5-stage and
7-stage respectively with different values that shows the effect of number of
stages. Fig.3 shows the another effect that, as we increases the order of stages
the peak of efficiency is shifted toward the higher input power region.

2.4 Selection of Load Impedance

Every electronic device has a standard condition to operate for a specific range
of load impedance, below and above this particular range the device performance
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Fig. 3. Effect of number of stages on the efficiency of harvester circuit

Fig. 4. Effect of number of stages on the output voltage of harvester circuit

Fig. 5. Effect of load impedance variation on the output power of harvester circuit



An Efficient RF Energy Harvester with Tuned Matching Circuit 143

is going to degrade. Energy harvesting circuits also have some specific range of
load impedance that varied according to the number of stages, types of nonlinear
device, and the choice of reactive component, therefore it is important to verify
the selection of load impedance range and its impact on the circuit performance.

3 Simulation Results, Analysis and Discussion

Our aim is to calculate the steady state solution of nonlinear circuit or measure-
ment of the various frequencies present in the system, so we use the harmonic
balanced analysis (a frequency domain method). The another method so called
transient analysis (time domain) is not used due to the reason that it must
collect sufficient samples for the highest frequency component and it involves
significant memory and processing requirement.

For simulation the values of inductor L, tuned capacitors Ct1, Ct2 and stages
capacitor are 31nH, 5.81pF, 0.66pF and 36pF repsectively. Width and length
of microstrip transmission line is 1.032mm and 0.774mm respectively, here all
simulations are performed at 915MHz.

We simulate the effect of load impedance on the output power and efficiency
of the circuit with input power sweep -20 to 20dBm and load impedance sweep
value 10-160kOhm for RF input power. Fig.5, 6, 7 and 8 shows the effects of load
impedance. We examine that the circuit attains the highest efficiency at some
particular load impedance. From Fig.6, 7 and 8 it is clear that the circuit gives
highest efficiency in case of 60kOhm, it reduces drastically if the load value is too
low or too high. In[10], for 0dBm input power at 950 MHz an efficient Periodic
Steady State(PSS)-based power matching circuit gives 55.2% efficiency for RF
to DC converter system. In[3], harvester circuit provides the highest efficiency
71%, the proposed circuit gives the maximum efficiency nearly equal to 80% for
3-stage, 5-stage and 7-stage which is shown in Fig.3. From Fig.6, 7 and 8 it is

Fig. 6. Effect of load impedance on the efficiency of 3rd stage of harvester circuit
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Fig. 7. Effect of load impedance on the efficiency of 5th stage of harvester circuit

Fig. 8. Effect of load impedance on the efficiency of 7th stage of harvester circuit

shown that efficiency is better for input power -10 to 10dBm over[3]. Optimum
efficiency is for input power -5 to 5dBm for 3-stage and 5-stage as shown in
Fig.6, 7 and for input power 0 to 10dBm for 7th stage as in Fig.8. From Fig.4
it is clear that output voltage is nearly equal to[3], but the output power is
increasing over[3] due to increased current arised at output terminal.

4 Conclusions

This paper introduces an RF energy harvester with tuned π-matching circuit
for different stages and load variations. Simulation result of efficiency and power
shows the improvement over existing harvester circuit. To obtain more improve-
ment in output voltage and power, multiple antenna or array of antenna can
be used but it will increase the size or cost of the circuit so for future work a
feedback circuit can be proposed that will improve the power and efficiency.
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Abstract. This research paper presents different leakage mechanisms including 
the subthreshold and gate leakage current that occurs due to the aggressive 
scaling in nanoscale CMOS VLSI circuits. A novel algorithm is proposed based 
on the conventional gate replacement technique that is used to reduce the 
leakage current in CMOS VLSI circuits. This technique employs the stacking 
effect using dual-Tox transistors. This approach is more effective for lower 
technology nodes wherein the gate leakage dominates the subthreshold leakage. 
The stacking effect, used with dual-Tox transistors, efficiently reduces the gate 
and subthreshold leakage in both the standby and active mode. Apart from this, 
leakage current can be further reduced using the pin reordering technique. 
Using these techniques, the modified gate replacement algorithm is applied for 
technology nodes below 65nm that reduces the overall leakage current by 
39.9% in standby mode.  

Keywords: Leakage current, benchmark circuits, gate replacement, subthreshold 
leakage, gate leakage, dual-Tox, VLSI. 

1 Introduction 

For the last few decades, CMOS devices have been scaled down to achieve higher 
packing density and improved performance. In order to maintain the power 
consumption under control, supply voltage (Vdd) of CMOS devices is scaled down. 
However, threshold voltage (Vth) has to be commensurately scaled to maintain a high 
drive current and to achieve an improved performance [1]. The reduced Vth results in 
substantial increment of leakage current of a CMOS VLSI circuit. Consequently, in 
order to keep the driving capability of gate at considerable level, it is desirable to 
reduce the gate oxide thickness (Tox) that results in gate tunneling leakage. Therefore, 
gate and subthreshold leakage currents have significant contributions in power 
dissipation at nanoscale VLSI circuits [1, 2]. 

In nanometer regime, the leakage current is primarily dominated by the 
subthreshold, gate and reverse-biased pn junction leakage current [2]. In addition to 
these three major leakage components, gate-induced drain leakage, punch- 
through current and gate leakage due to hot-carrier injection also degrades the  
device performance with a negligible effect in current technology nodes [3].  
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Subthreshold leakage occurs due to the weak inversion region created between the 
drain and source terminals when the gate voltage is lower in comparison to the Vth. 
Gate leakage is the adverse effect of aggressive scaling of the oxide thickness that 
gives rise to higher electric fields. The high electric fields results in tunneling of 
electrons (or holes) from the substrate to gate through the gate oxide potential barrier. 
On the other hand, the reverse biased pn junction leakage can be referred as a 
continuum effect of higher electric fields across reverse-biased pn junction. It causes 
the tunneling of electrons from valence band of p region to the conduction band of n 
region. This leakage is negligible compared to the subthreshold and gate oxide 
leakages [2-6] for the technology nodes considered throughout the research paper. 

This research paper primarily focuses on the reduction of leakage current by 
applying the gate replacement technique that uses dual-Tox transistors. A novel 
algorithm is proposed using the modified technique that replaces the gates having 
higher leakage currents with the gates incorporating an extra sleep signal along with 
the dual-Tox transistors [7]. Using this extra signal, it is observed that the functionality 
of the VLSI circuit is maintained in the active mode while the leakage is reduced both 
in the standby and active mode. Furthermore, pin reordering is applied that exhibits an 
inexpensive approach for leakage reduction [8, 9]. The organization of this paper is as 
follows: Section 1 introduces the briefs about the novel approach of leakage reduction 
mechanisms. The mechanisms of leakage reduction using conventional [5] and 
modified gate replacement techniques along with the dual-Tox transistors are presented 
in section 2. Section 3 analyzes the HSPICE simulated results for different benchmark 
circuits at 45nm technology node. Finally, section 4 draws a brief summary of this 
paper. 

2 Leakage Reduction Techniques 

This section provides a detailed description of leakage reduction by using the gate 
replacement method. A logic gate can be considered at its worst leakage state (WLS) 
when its input state yields highest leakage current [5, 10, 11]. Using the gate 
replacement, a modified gate replacement technique is presented to reduce the 
leakages. This modified technique follows the conventional gate replacement 
mechanism using the stacking effect along with dual-Tox transistors. 

2.1 Basic Gate Replacement Technique 

Using basic gate replacement technique, the logic gate at WLS is replaced by  
another gate containing an extra sleep signal. When the circuit is in active mode i.e. 
SLEEP = 1, this condition exhibits the correct functionality of the circuit. On the other 
hand, when the circuit is in standby mode, i.e., SLEEP = 0, this condition reduces the 
leakage current of the replaced gate. This process may change the output of the 
replaced gate. This replacement technique may affect the leakage of other gates too, 
which are again considered for replacement [5]. 
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2.2 Modified Gate Replacement Technique for Dual-Tox Circuits 

The conventional gate replacement technique [5] efficiently reduces the subthreshold 
leakage without considerable reduction in gate leakage. Theoretically, the probability 
of electron tunneling can be referred as a strong function of the oxide thickness (Tox). 
Therefore, a small change in Tox can have a tremendous impact on gate leakage. Using 
this concept, the transistors with higher gate leakage can be replaced by the transistors 
with higher Tox values [7]. The different quantitative values of Tox limits the 
application of this approach, thus, it is required to find a most appropriate value of Tox 
that will effectively reduce the gate leakage with lesser delay penalty.  
 
Input: {G1, G2, …. Gn-1, Gn}: gates in a circuit arranged in topological order 
                        
Output: a circuit of the same functionality in active mode along with lower leakage in standby  

Modified gate replacement algorithm 

1. for each gate Gi ∈  { Gn, Gn-1, Gn-2,………G2,G1}  
2.     if (Gi is at WLS and not marked ) 
3.        replace Gi temporarily 
4.            if (Total leakage reduces) 
5.                 Apply pin reordering 
6.                     if (Total leakage reduces) 
7.                   Make the changes permanent and move to next gate Gi+1 at WLS  
8.                     else go to next step 
9.            else for each gate Gj ∈  { Gi-1, Gi-2, Gi-3,………Gn-1,Gn}  
10.                     if (Gj is at WLS and not marked yet ) 
11.                       replace Gj temporarily 
12.                            if (Total leakage reduces) 
13.                                Apply pin reordering 
14.                                      if (Total leakage reduces) 
15.                                    Make the changes permanent and move to next gate Gj+1 at WLS 
16.                                     else go to next step 
17.                            else mark and move to next gate in Gm till all gates in Gm are marked 
18.                     else move to next gate in Gm until all gates in Gm are marked 
19.      else move to next gate in Gi  until all gates in Gi are marked 

 

Fig. 1. Pseudo code of the modified gate replacement algorithm 

The increasing Tox reduces the gate leakage while the overall propagation delay of 
the CMOS circuitry increases. One of the exciting solution to reduce the delay penalty 
is to increase the width of the transistor. Using this approach, a modified gate 
replacement technique can be applied after choosing some optimum value of Tox on 
basis of the leakage and delay trade off. For an instance, the stacking effect of NMOS 
transistor in off state produces lower subthreshold leakage for a two-input NAND 
gate, whereas the PMOS transistors produces higher gate leakage if all the inputs are 
at higher potential. For this purpose, a 2-input NAND gate can be replaced using a  
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3-input NAND gate that substantially reduces the subthreshold leakage without 
considerable reduction in gate leakage. Therefore, it can be preferred to replace the 
PMOS transistors having lower Tox by using the PMOS transistors having higher Tox. 
It reduces the gate leakage as well as the subthreshold leakage of a two-input NAND 
gate. Apart from this, pin reordering is also referred as an effective technique for 
leakage reduction that can be applied after each replacement of gate. 

The conventional mechanism [5] has used the technique to replace a gate at WLS 
in topological order. Using this approach, the outputs of the replaced gates have been 
changed that affects the leakages of fan out gates which are again considered for 
replacement. While moving towards the lower technology nodes, the gate leakage 
substantially dominates the subthreshold leakage that affects the fan in gates. 
Therefore, it is required to consider the leakage of fan out as well as fan in gates for 
replacement. Thus, using the modified algorithm as depicted in Fig. 1, the 
replacement has to be done for the gates from output towards the input by considering 
the effect of leakage on fan in gates. 

3 Analysis of Leakage Currents 

Using the above mentioned gate replacement algorithm, this section analyzes the 
reduction in leakage currents for different oxide thickness (Tox), transistor widths (w) 
and benchmark circuits.  

3.1 Analysis of Leakage Current for Different Oxide Thickness 

The gate oxide leakage is primarily referred as a strong function of gate oxide 
thickness. Therefore, the variation of oxide thickness results in tremendous impact on 
the gate leakage current. The higher oxide thickness in noncritical paths reduces the 
gate leakage along with the subthreshold leakage while the lower oxide thickness in 
critical paths maintains the performance of the circuit. The variation of normalized 
leakage and delay for different oxide thickness is shown in Fig. 2(a). To reduce the 
complexity of the approach, an appropriate value of Tox is selected among the set of 
values presented in Table 1. From these values, it is observed that the leakage current 
reduces with a slight delay penalty. For analysis, the value of Tox for a PMOS 
transistor is selected as 2nm. To overcome delay penalty, width of the PMOS 
transistor is varied in the range of 135nm to 140nm for a fixed value of Tox = 2nm. 
Figure 2(b) exhibits the normalized leakage and delay for different widths of PMOS 
transistors. Using the data presented in Table 2, the suitable value of the width for a 
PMOS transistor can be selected as 137nm. This quantitative value significantly 
reduces the delay with a negligible effect on the leakage of the circuit as presented in 
Fig. 2(b).  
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Fig. 2. Variation of propagation delay and leakage current with (a) oxide thickness and (b) 
width of PMOS transistor 

Table 1. Variation of leakage current and propagation delay for different Tox of a PMOS 
transistor 

 
 
 
 
 
 
 

Table 2. Variation in leakage current and propagation delay for different widths of PMOS 
transistor at Tox = 2nm 

 

 

 

3.2 Analysis of Leakage Current for Gate Replacement Using Dual-Tox 

Transistors 

Once the value of Tox has been chosen, the modified gate replacement algorithm is 
applied wherein the gates can be replaced with another gate. This replaced gate 
incorporates an extra sleep signal along with PMOS transistors with higher value of 
Tox. As presented in Table 3, while the variation of Tox is applied to a circuit, it will not 

Tox  variation 
(nm) 

Leakage 
current (nA) 

Propagation 
delay (ns) 

1.85 8.582 0.0987 
1.90 8.069 0.0991 
1.95 7.594 0.0996 
2.00 7.156 0.1001 
2.05 6.748 0.1007 
2.10 6.370 0.1014 

Width of PMOS 
transistor (nm) 

Leakage 
current (nA) 

Propagation 
delay (ns) 

135 7.1557 0.1001 
136 7.2129 0.0994 
137 7.2702 0.0987 
138 7.3275 0.0980 
139 7.3847 0.0978 
140 7.442 0.0967 
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reduce the leakage of the circuit for all input states. Thus, the modified gate 
replacement approach can be applied wherein a two input NAND gate is replaced with 
three input NAND gates having higher value of Tox for PMOS transistors. It is observed 
that when the sleep signal is low, circuit is in the standby mode. Using this mode, a 
drastic reduction in leakage current is observed along with the functionality of the 
circuit that is maintained in active mode without significant increase in leakage current. 

Table 3. Leakage current for different input states for a two input NAND gate using Tox 

variation and stacking effect along with dual-Tox transistors 

3.3 Analysis of Leakage Current for Benchmark Circuits 

This sub section analyzes the minimum leakage finding technique by using the 
modified gate replacement along with dual-Tox PMOS transistors. Different 
benchmark circuits of ISCAS and ITC’99 [12, 13] series are used to find the 
minimum leakage current. It is observed that the overall leakage of the benchmark 
circuits is reduced by 39.9% in standby mode as presented in Table 4 and Fig. 3. 

Table 4. Leakage reduction using modified replacement technique for benchmark circuits 
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Fig. 3. Leakage current reduction for different Benchmark Circuits 

Input 
states 

Initial 
Leakage(nA) 

Leakage 
using Tox 

variation(nA) 

Leakage using stacking along with dual-
Tox transistors  (nA) 

Sleep=0 Sleep=1 
00 0.786 0.772 0.929 1.104 
01 13.262 13.255 0.717 12.391 
10 4.850 4.843 0.690 7.432 
11 17.161 14.309 6.502 17.052 

Benchmark circuits Initial leakage (nA) Final leakage (nA) % reduction  
C17 61.407 31.604 48.5 
B01 606.140 407.66 32.7 
B02 439.828 271.20 38.3 
B06 902.301 540.77 40.1 
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4 Conclusion 

This research paper introduces a modified gate replacement algorithm that uses the 
concept of dual-Tox transistors. Using this approach, the normalized delay and leakage 
current is analyzed for varying Tox and width of a PMOS transistor. Moreover, the 
approach is applied to different ISCAS and ITC’99 benchmark circuits that exhibit an 
overall reduction in leakage current by 39.9% as compared to the initial leakage. 
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Abstract. The potential impact of fin width and graded channel doping on the 
analog performance of 22nm n-channel FinFET are studied using well cali-
brated 3D TCAD simulations. It is ascertained that for FinFETs, lesser the fin 
width, better the characteristics. But limitations in lithography process curb the 
fin width to be scaled beyond 10nm. Stability of the fins patterned beyond 
10nm width is to be viewed with suspected eyes. It is observed that Graded 
doping of the channel will improve threshold voltage and hence the ratio of Ion 
to Ioff will also increase, which is desired for enhanced performance in analog 
applications. 

Keywords: FinFET, graded doping, fin width, TCAD. 

1 Introduction 

FinFET is one of the emerging CMOS devices that use an ingenious architecture al-
lowing better control over short-channel effects (SCE) with the aid of 3D geometry 
[1]. The use of metal gates help to adjust the threshold voltage and prevents gate dep-
letion and dopant penetration that frequently appear in the conventional polysilicon 
gate architecture [2]. Traditionally, fin channel is selected as undoped to avoid the 
device mismatches. 

Pertaining to electrostatic integrity of FinFETs, the ratio of the minimum gate 
length to the minimum fin width should be larger than 1.5 [3]. Therefore, it could be 
said that the minimum feature size in FinFET technology is the fin width, not the gate 
length [4]. Narrow fin width devices exhibits better immunity to SCEs and reduced 
Subthreshold slope [5]. The absence of body contact for the SOI FinFET puts limita-
tions for threshold voltage tuning and can be accomplished either by complicated gate 
metal work function engineering or by channel doping [6]. Doped-channel FinFETs 
are suitable for system-on-chip applications requiring multiple threshold voltages on 
the same die [7]. In this paper, we try to analyze the performance variations of 22nm 
FinFET subjected to different fin widths and graded doping conditions. Critical de-
vice attributes like Ion, Ioff, VT, DIBL, Subthreshold slope etc. are investigated as a 
function of fin width and graded doping conditions. 
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2 Device Structure and Simulations 

A novel 22nm FinFET was simulated using well calibrated Sentaurus TCAD 3D si-
mulations. The device structure was formed with the aid of Sentaurus Structure Editor 
in the TCAD package [10]. Device parameters chosen for simulation are as given in 
Table 1. In industry standard <100> Si wafers, mesa etch results in <110> fin side 
walls. Since the mobility in <100> plane and <110> plane are different, a double gate 
operation has been ensured by keeping a thick oxide layer of 20nm the top surface of 
the fin [8]. Hence the structure becomes double gate and the problem of different 
current conduction and mobility on two crystallographic planes were solved. 

Table 1. Nomenclature and values of the parameters used in the simulated device 

 

       

Fig. 1. FinFET structure used in simulations: (a) cross section along the length of channel and 
(b) cross section along the width of the channel 

The gate metal work function is selected as 4.5eV and resistivity as 5.44E-6 Ω.cm, 
which corresponds to the material properties of Tungsten [9]. To improve the speed of 
the device, S/D silicides with resistivity of 2E-6 Ω.cm are employed. In spite of their 
positive impact on the speed of the device, silicides provide high temperature stability 
and excellent process compatibility with standard Si technology. Heavily doped  
 

Parameter Value 
Gate Length 22nm 
Fin Height 40nm 
S/D Extension 40nm 
S/D HDD length 50nm 
S/D HDD width 56nm 

Parameter Value 
Side oxide thickness 1.1nm 
Top oxide thickness 20nm 
S/D extension doping 1E+19 cm-3 
S/D HDD doping 2 E+20 cm-3 
Gate metal thickness 20nm 
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Fig. 2. 2-D Schematic diagram of graded doping profile used for simulations 

Source/Drain (HDD) and abrupt box shaped Source/Drain extensions have been  
defined analytically. Device cross sections along the length and width of the fin are 
illustrated schematically in Fig. 1(a) and Fig. 1(b) respectively. 

Fig.2 portrays the doping profile selected for graded doping simulations. The channel 
is partitioned into 3 regions of equal length. Simulations were carried out by assigning 
heavy doping near to source and gradually reducing to drain and vice versa. The results 
of these simulations were compared with those of constant channel doping of 1E+16. 

Mobility models including doping dependence, high-field saturation (velocity  
saturation), and transverse field dependence are specified for all the simulations. 
‘BandGapNarrowing (OldSlotboom)’ is the silicon bandgap narrowing model which 
is employed for determining the intrinsic carrier concentration [10]. Drift-Diffusion 
equations coupled with Continuity and Poisson’s equations were solved for the device 
structure shown in Fig.1, using Sentaurus Device from the TCAD package. 

3 Results and Discussion 

3.1 Impact of Fin Width 

Width of the fin has been varied from 10nm to 16nm in steps of 2nm, keeping all the 
other device parameters constant. For the simulations in this section, undoped channel 
is selected. As expected the devices with lower fin widths are exhibiting reduced 
SCEs, but reducing the fin width increases the S/D resistance, which as shown in  
Fig. 3, leads to the reduction of normalized drain current. 

It can be noted from Fig. 4 that the ratio of Ion to Ioff is decreasing as we increase 
the fin width. When the width of fin is increased from 10nm to 16nm, approximately 
two orders of decrease in magnitude for Ion/Ioff have been observed and it will affect 
the performance of FinFET for analog applications. Threshold voltage was also  
decreasing as we increase the fin width. Similar variations for threshold voltage is 
demonstrated in [15] for higher fin width devices. 
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Fig. 3. Log Id versus Vg curves for different fin widths 

         

Fig. 4. Variation of Ion/Ioff and threshold voltage with respect to fin width 

 

Fig. 5. Fluctuation of Subthreshold slope and DIBL with fin width 
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As shown in Fig. 5, Subthreshold slope increases linearly whereas DIBL was found 
increasing in discontinuous steps. Both these trends testify that for better perfor-
mance, one should keep the fin width as low as possible. AC small signal simulation 
at 50GHz reveals that gate capacitance Cgg increases linearly as we augment the fin 
width. Transconductance will also build up with the fin width as shown in Fig. 6. 

 

Fig. 6. Effect of fin width on transconductance and gate capacitance 

All the parameter variations observed here are in closer agreement with those  
proposed in [11] for long channel devices devices. 

3.2 Impact of Graded Channel Doping 

Asymmetric channel devices have been studied thoroughly by many authors [12] 
[13]. In all those works, the channel is divided into two regions and heavy doping is 
assigned near to Source allowing the channel region near Drain to act as a Lightly 
Doped Drain (LDD). In this work, we, for the first time, investigated the performance 
variation of 22nm FinFET under two different graded channel conditions. Table 2 
shows the doping profiles selected for these simulations. 

Comparison of Id-Vg characteristics for constant doping with GC1 and GC2 is  
elucidated in Fig. 7. It is to be noted that in this section, constant doping refers to a 
Boron channel doping of value 1E16 cm-3, unless otherwise specified. 

Table 2. Graded channel profiles selected for simulations 

Nomenclature Region 1 Region 2 Region 3 
GC1 1E18 cm-3 1E16 cm-3 1E14cm-3 
GC2 1E14 cm-3 1E16cm-3 1E18cm-3 
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Fig. 7. Id-Vg characteristics of constant and graded doping 

The variation of different device performance parameters with respect to channel 
doping type are listed in Table 3. Because of the higher impurity scattering in graded 
channel device, the conduction current in the Subthreshold region will come down 
and hence threshold voltage will rise. Remarkable reduction in Ioff is also observed in 
both GC1 and GC2.  

Table 3. Device performance parameters with different doping types 

Doping Type VT 
(V) 

SS 
(mV/decade) 

Ion/Ioff gm 
(S) 

Cgg 
(F) 

Constant 0.351 66.79 3.15E5 1.082E-4 5.990E-17 
GC1 0.564  62.89 2.28E8 7.210E-5 5.203E-17 
GC2 0.549 63.51 1.95E8 7.239E-5 5.274E-17 

 
It can be certified that for deep sub-micron technology nodes, GC1 offers advan-

tages in analog performance than GC2, which is in closer agreement with the work 
explained for long channel SOI devices in [13]. Employing lesser doping near the 
Drain reduces the electric field and hence the total number of carriers generated by 
impact ionization will also be reduced. Since the channel is too short, the confinement 
of doping to the regions as depicted in Fig. 2 cannot be guaranteed as such in actual 
fabrication scenario and the device may tend to behave like a heavily doped one 
which puts limitation in adopting channel engineering for the deep sub-micron tech-
nology nodes. AC simulations at 50GHz show that gate capacitance Cgg is lowest for 
GC1 than GC2 or constant doping conditions. 

It is also worth noting that the effect of GC1 on the transconductance is not so 
prominent. Since transconductance has a direct dependency on the mobility of carri-
ers, variation in mobility is also negligible. On the other hand, the ratio of Ion to Ioff is 
increasing by two orders of magnitude which is a striking advantage of the graded 
channel devices for analog applications. 
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4 Conclusion 

Performance variation of 22nm n-channel FinFET subjected to different fin widths 
and channel graded doping have been analyzed in this work. For better performance, 
one needs to scale the fin width down to 10nm or lesser, taking the stability of the as 
formed fin into consideration. Graded doping in the channel helps one to improve the 
performance of FinFET for analog applications. 
 
Acknowledgement. Authors wish to acknowledge INUP, IIT-Bombay for providing 
access to Sentaurus TCAD for this work. 

References 

1. Magnone, P., et al.: Matching Performance of FinFET Devices with Fin Widths Down to 
10 nm. IEEE Electron Device Letters 30(12) (December 2009) 

2. Cho, H.J., et al.: Fin Width Scaling Criteria of Body-Tied FinFET in Sub-50 nm Regime. 
IEEE 

3. Colinge, J.P., et al.: FinFETs and Other Multi-Gate Transistors. Springer (2008) 
4. Lee, D.H., et al.: A Guideline for the Optimum Fin Width Considering Hot-Carrier and 

NBTI Degradation in MuGFETs. IEEE Electron Device Letters 32(9) (September 2011) 
5. Lederer, D., et al.: Dependence of FinFET RF performance on fin width. IEEE (2006) 
6. Lin, C.-H., et al.: Channel Doping Impact on FinFETs for 22nm and Beyond. In: IEEE 

Symposium on VLSI Technology Digest of Technical Papers (2012) 
7. Akarvardar, K., et al.: Impact of Fin Doping and Gate Stack on FinFET (110) and (100) 

Electron and Hole Mobilities. IEEE Electron Device Letters 33(3) (March 2012) 
8. Dixit, A., et al.: Analysis of Parasitic S/D Resistance in Multiple-Gate FETs. IEEE Trans-

actions on Electron Devices 52(6) (June 2005) 
9. Lide, D.R., et al.: CRC Handbook of Chemistry and Physics, 90th edn. CRC Press, Boca 

Raton 
10. Sentaurus TCAD User Manual, http://www.synopsis.com 
11. Tuinhout, H.P., et al.: Effects of Gate Depletion and Boron Penetration on Matching of 

Deep Submicron CMOS Transistors. IEEE (1997) 
12. Ma, W., et al.: Study of RF Performance for Graded-Channel SOI MOSFETs. IEEE 
13. Pavanello, M.A., et al.: Graded-channel fully depleted Silicon-On-Insulator nMOSFET for 

reducing the parasitic bipolar effects. Pergamon Solid-State Electronics 44, 917–922 
(2000) 

14. The International Technology Roadmap for Semiconductors, http://www.itrs.net 
15. Pei, G., et al.: FinFET design considerations based on 3-D Simulation and analytical mod-

eling. IEEE Transactions on Electron Devices 49(8) (August 2002) 



 

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 160–168, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Power Reduction by Integrated Within_Clock_Power 
Gating and Power Gating (WCPG_in_PG) 

Debanjali Nath*, Priyanka Choudhury, and Sambhu Nath Pradhan 

Department of ECE, NIT Agartala, Agartala, Tripura-799055, India 
{nath.debanjali,priyanka.choudhury22,sambhu.pradhan}@gmail.com 

Abstract. Leakage and switching power of circuit can be minimised in FSM 
based power gating technique by partitioning and encoding of FSM. Depending 
on the state of machine, at a time one sub-FSM is in power gated mode, but 
other one is in active mode which continues to dissipate power. In active  
sub-FSM, it is possible to reduce leakage, if the clock period is larger than the 
critical path delay of the sub-FSM, then there is a certain portion within the 
clock period which is idle and in this period power gating may be used. The ob-
jective of the paper is to reduce leakage power of active sub-FSM and to  
reduce leakage and switching power of inactive sub-FSM. So, this paper  
presents a new architectural technique, called WCPG_in_PG to minimize the 
overall power. WCPG_in_PG architecture of ISCAS89 benchmark circuit has 
been implemented and simulated in CADENCE VLSI tool at 45nm technology. 

Keywords: Architecture, finite state machine (FSM), partitioning, encoding, 
power gating, within-clock, custom implementation, low power. 

1 Introduction 

Power dissipation has become an important consideration as performance and area for 
VLSI Chip design. Many techniques have been developed over the past decade to  
address the continuously aggressive power reduction requirements of most of the high 
performance VLSI systems. To reduce power, clock gating is one of the low power tech-
niques which disables some portions of the circuitry so that its flip-flops do not change 
state; their switching power consumption goes to zero. The clock gating technique based 
on finite state machine decomposition for low power has been reported in [1].  In this 
clock gating technique leakage power is quite insignificant as compared to the dynamic 
power. But in today’s technology leakage power consumption is becoming high with 
respect to the total power consumption of the circuit. To reduce leakage power, power 
gating is  one of the effective low power technique by shutting down the power supply 
of inactive block. 

1.1 Power Gating (PG) 

This section briefly describes the power gating technique. Power gating is used to 
reduce the overall leakage power of the chip by temporarily turning off the circuit 
blocks that are not in use. When circuit blocks are required for operation, once again 
                                                           
* Corresponding author. 
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they are activated to ‘active mode’. Thus goal of power gating is to minimize leakage 
power by temporarily shutting down power supply to selective blocks that are not 
required in that mode. To reduce leakage power in power gating technique, high_VT 

(high threshold voltage) PMOS transistor (sleep transistor) is used as header switches 
to shut off power supplies to parts of a design in standby or sleep mode. NMOS footer 
switches can also be used as sleep transistors.  

Power gating structure for reduction of peak current and voltage glitch in system-
on-chip environment is presented in [2]. The author of [3] presented multi way circuit 
partitioning strategy using genetic algorithm. Synthesis of finite state machine for low 
power dissipation including circuit partitioning and state encoding based on genetic 
algorithm (GA) has been reported in [4]. The author of [5] presented the state parti-
tioning and state encoding strategy targeting low power Finite State Machine (FSM) 
decomposition based on GA approach to reduce leakage power as well as average 
power. In [6] authors have implemented new probabilistic power model of the power 
gated design of FSM and also GA is used to solve the problem of bi-partitioning and 
encoding of FSM. But in [6] authors did not implement circuit level architecture, they 
only implemented hypothetical architecture of PG, modelled the power and parti-
tioned FSM to two sub-FSMs and encoded the states based on GA using power gating 
technique to save power. Here, new generic architecture of FSM based power gating 
technique has been proposed and multilevel realisation also have been done for saving 
power. A FSM is partitioned into two sub-FSMs and states are encoded based on 
genetic algorithm (GA) which is described in [6]. Proposed PG architecture is imple-
mented in CADENCE virtuoso spectre at 45 nm technology. In this technique at a 
time only one sub-FSM is in power gated mode and other one is in active mode, so 
total power dissipation is less than the no power gating technique.  

1.2 Within_Clock_ Power_Gating  (WCPG) 

FSM based power gating technique is used to reduce standby leakage and dynamic 
power by shutting down the power supply of the inactive block of the circuit but the 
active blocks continues to dissipate power. Leakage power of this active block also 
can be minimized by applying power gating within the clock cycle during the idle 
period if the clock period is larger than the critical path delay of the combinational 
part. Basic principle of this sub-clock power gating technique has been described in 
[7]. Author of [7] presented the sub-clock power gating technique to minimizing leak-
age power during active mode of combinational logic by concurrently frequency scal-
ing and voltage scaling whereas traditional power gating technique applied in idle 
period. By frequency scaling leakage power reduces because if circuit operates at 
maximum operating frequency then there is no idle time within the clock period but if 
circuit operates at less than the maximum frequency then there is idle time present. As 
there is no switching in this idle period, leakage power reduces. In [7], actual imple-
mentation of PG architecture in circuit level is not done properly. In [8], the proposed 
technique, termed as within clock power gating (WCPG) technique has been imple-
mented for minimizing leakage and total power of the sequential circuits during active 
mode of operation.  



162 D. Nath, P. Choudhury, and S.N. Pradhan 

 

This paper proposes a new architecture which is termed as within_clock_ 
power_gating inside power gating (WCPG_in_PG) to reduce leakage power of active 
sub-FSM and overall power (leakage and dynamic) of inactive sub-FSM. Leakage 
power and average power results by frequency scaling for different input combination 
are reported in this paper. 

The contributions of this paper as follows: 

1. Here, multi-level implementation has been considered but in [5, 6] the power 
estimation is done targeting two-level circuit implementation only. 

2. The final two-level PLA circuit after bipartition in [5, 6] has been taken as the 
input circuit in this work for its actual power gated implementation. 

3. The idea of within_clock_ power_gating technique which has been described in [7, 
8] has been implemented in active sub-FSM of FSM based power gating technique.  

4. Full custom approach has been adopted for designing each logic block and after 
customizing in terms of area, power and noise margin, they are integrated in the 
environment of WCPG_in_PG circuit. 

5. In [5, 6], power is estimated at algorithmic level and it only consider dynamic 
power of combinational logic but does not care the power of sequential logic. 
Here, leakage and dynamic power of all the parts of the architecture such as-
combinational block, sequential blocks, latches and enable logics are considered.  

6. Low power Hybrid latch Flip-Flops which is used as state register, state enable 
logic and latch with enable signal, 2:1 multiplexer have been designed. In [5, 6], 
all these logic are not implemented.  

7. Leakage and average power results after simulating the proposed architecture in 
CADENCE virtuoso spectre at 45 nm technology for different frequency and in-
put combinations have been reported separately and the results of this architec-
ture are compared with FSM based power gating technique, within_clock_ 
power_gating and no power gating technique. 

Rest of paper is organised as follows: proposed architecture and working principle 
of WCPG_in_PG are presented in section 2, design flow of this technique is shown in 
section 3, experimental results are reported in section 4 and conclusion and future 
scope of this work are described in section 5. 

2 Proposed Architecture and Working Principle of  
WCPG_in_PG 

In this section the proposed architecture for the implementation and working principle 
of within clock power gating inside power gating is explained. The proposed architec-
ture of WCPG_in_PG is shown in Fig.1. Here, A FSM is partitioned into two sub-FSM 
and states of the FSM are encoded using GA algorithm to achieve power saving. After 
partitioning FSM into two sub-FSMs, some states are present in upper sub-FSM and 
some states are present in lower sub-FSM. At a time only one of these sub-FSM is ac-
tive and the power supply of the other sub-FSM can be cut off for power saving. A 
high_VT PMOS is connected between VDD and each of the sub-FSM for achieving low 
leakage power which is used to power gate each sub-FSM. Inner transitions occur 
within each sub-FSM and Cross transition occurs between the sub-FSMs. When one 
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sub-FSM is in power gated mode then other sub-FSM is in active mode. At that time in 
active sub-FSM, within_clock_ power_gating concept has been used to reduce leakage 
power of active sub-FSM. Power will be reduced in active sub-FSM and power gated 
sub-FSM so that overall power will be reduced in this proposed architecture. Depending 
upon MSB bit of next state code, two enable signals are set in such a way that at a time 
one enable signal power gates one sub-FSM and at that moment other enable signal 
turns-on other sub-FSM within the clock period at the negative edge of clock. 

Works in [5, 6] present partitioning and encoding technique based on genetic  
algorithm to divide the states into sub-FSM and to encode the states. 
 

 

Fig. 1. Proposed architecture of WCPG_in_PG 

For indicating the partition in which a particular state is present, each of state is en-
coded [6] in such a way that if MSB bit is ‘0’, then state is present in upper sub-FSM 
(comb1) and if MSB bit is ‘1’ then state is present in lower sub-FSM (comb2). Sleep 
transistor is used to power gate each sub-FSM depending on the MSB bit of state. In-
puts are given to both the combinational block. Outputs of the both combinational 
blocks are fed into the 2:1 multiplexer. MSB bit of state code is considered as a select 
line of multiplexer to select the output from active sub-FSM. Initially, s is considered 
as a low input which is given externally. MSB bit of next state and s are fed to the OR 
gate, output of which is the select line of multiplexer. If MSB bit is ‘0’ then it  
selects the outputs of comb1 because  at that time comb1 is in active mode and comb2 
is in power down mode and if MSB bit is ‘1’ then it selects the outputs of comb2 
which is in active mode. Similarly, when MSB bit is ‘0’ then it selects the next states 
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of comb1 otherwise it selects the next states of comb2. All the next states propagate 
through the original state register at the positive edge of clock and becomes the present 
states for the combinational logic after passing through the latch present between 
original state register and combinational logic. Present states are inserted into the num-
ber of latches, some of them are connected to the comb1 and the rest are connected to 
the comb2. Latch enable signal (lenb) enables and disables the latch depending upon 
the MSB bit of the state. When lenb signal is low i.e. MSB bit is ‘0’ then it enables the 
latches which are connected to the comb1 and disables remaining latches which are 
connected to the comb2. Similarly, reverse process is applicable when MSB bit is ‘1’. 
Initially tenb1 is considered as a low input and tenb2 considered as a high input. MSB 
bit of next state, clock signal and tenb1 are inserted into the OR gate, output of which 
enables or disables upper high_VT PMOS. Inverted output of MSB bit and clock signal 
are inserted into the OR gate, output of this ANDed with tenb2 to enable or disable 
lower high_VT PMOS. When MSB bit and tenb1 is ‘0’ at the positive edge of clock, 
enbpt0 turns-off the upper high_VT PMOS which power gates the comb1. At the  
negative edge of clock, enbpt0 turns-on the upper high_VT PMOS which activates the 
comb1 and when MSB bit is ‘0’ and tenb2 is ‘1’ at the positive and negative edge of 
clock, enbpt1 disables the lower high_VT PMOS which power gates the comb2 be-
cause there is no states in this sub-FSM. Similarly, When MSB bit and tenb2 is ‘1’ at 
the positive edge of clock, enbpt1 turns-off the lower high_VT PMOS which power 
gates the comb2. At the negative edge of clock, enbpt1 turns-on the lower high_VT 
PMOS which activates the comb2. When MSB bit is ‘1’ and tenb1 is ‘0’ at the positive 
and negative edge of clock, enbpt0 disables the upper high_VT PMOS which power 
gates the comb2 because there is no states in this sub-FSM. Dynamic power and leak-
age power are reduced in power gated sub-FSM. Leakage power is also reduced in 
active sub-FSM so that overall power is reduced. Functions of the other different com-
ponents are as follows: 

State Enable Logic. One transmission gate (TG) is used in this logic. Output of this is 
controlled by enable signal. Enable signal is chosen in such a way that before applying 
clock pulse when it is high, it turns-on the TG then, input passes through the gate 
which is considered to be as a present state at initial stage because there is no initial 
state After applying clock pulse when enable signal is low, it turns-off the TG then 
input does not pass trough gate, so next state is to be considered as a present state. 

2:1 Multiplexer. Multiplexer is used to select output from active sub-FSM. MSB bit 
is to be considered as select line. When MSB bit is '0', then it selects output from 
comb1 because at that instant that machine is in active mode. Similarly when MSB bit 
is '1', then it selects output from comb2.  

Latch with Enable Signal. At the positive edge of clock signal latch changes its out-
put. Enable signal decides whether state will pass from input to output. Here, MSB bit 
of next state is considered to be enable signal. When it is high then it passes the states 
otherwise, it disables the latch.  

3 Design Flow 

Step 1: The circuit in FSM format is taken as input of this architecture. FSM form of 
dk27 benchmark circuit is 
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.i 1  

.o 2  

.p 14  

.s 7 
0 START state6 00 
0 state2 state5 00 
0 state3 state5 00 
0 state4 state6 00 
0 state5 START 10 
0 state6 START 01 
0 state7 state5 00 
1 state6 state2 01 
1 state5 state2 10 
1 state4 state6 10 
1 state7 state6 10 
1 START state4 00 
1 state2 state3 00 
1 state3 state7 00 
 

Step 2: Boundary depth of the circuit is determined. 
First, steady state probability of each state is calculated using 
[6]. Boundary depth is taken as 2 for dk27 circuit. 
Step 3: Targeting power gated implementation probabilistic 
power model is developed. 
Step 4: FSM is partitioned and encoded together using Genet-
ic Algorithm taking cost function developed at step 3. 
Step 5: Two, 2-level PLA – t1 and t2 are obtained after step 4. 
After encoding and partitioning, dk27 benchmark circuit is 
divide into two PLA file in SIS tool: 
.t0 PLA file-                    .t1 PLA file- 
.i 4                                    .i 4 
.o 5                                   .o 5 
.p 4                                   .p 4 
0011   11000                    -110   00010 
1000   00100                     -1-1   01000 
10-1    00010                     11--   00100 
-000    10001                     -1--    10000 
.e                                        .e 

Step 6: Run ESPRESSO [6] for t1 and t2 to get area optimized PLA. 
Step 7: Synthesis t1 and t2 in SIS [6] using lib2-genlib to get multi-level circuits. 
Net list of two PLA file circuit using lib2-genlib of SIS [6] tools are obtained. The net 
list consists of basic cells- INVERTER, NAND, NOR and DFF.  
Step 8: Library development for basic cells like INVERTER, NAND, NOR and DFF 
using transistors at TSMC 45nm technology. 
Step 9: Basic cells are connected to form F1 (from t1) and F2 (from t2) with the  
associated logic for power gated (PG) design. 
Step 10: Within_clock_ power_gating concept which is described in [8] is developed 
in FSM based power gated design. 
Step 11: Within_clock_ power_gating technique inside power gating (WCPG_in_PG) 
architecture is implemented in this paper. 
The architecture of WCPG_in_PG design of dk27 circuit is shown in Fig. 2.  
This architecture is designed and simulated in Cadence Virtuoso Spectre at 45 nm 
technology. 
Step 12: Simulate the WCPG_in_PG architecture in Cadence Virtuoso Spectre using 
45nm TSMC technology. 
Step 13: Estimate leakage and dynamic power of combinational and sequential 
blocks.  
Steps 1 to 5 are executed as in [6]. These steps are followed in the FSM level  
targeting power gated design and power is estimated but not actual circuit level  
implementation. To get the circuit level implementation of the hypothetical architec-
ture developed in [6], the architecture is modified as in this paper and steps 6 to 9  
are followed. Circuit level implementation of within_clock_ power_gating concept  
is developed inside power gating technique and architecture of WCPG_in_PG is  
implemented in Fig 2 and steps 10 to 13 are followed.  
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4 Experimental Result of WCPG_in_PG 

The technique of WCPG_in_PG is implemented taking dk27 benchmark circuit. The 
circuit has been designed and simulated in CADENCE virtuoso spectre at 45 nm 
TSMC technology. Supply voltage (VDD) is taken as 1V.  Efficiency has been estab-
lished by comparing the results with the no power gating, FSM based power gating 
(PG) and within_clock_ power_gating technique (WCPG). 

After creating symbols of all the gates they are integrated to build the complete 
schematic of dk27 circuit without WCPG_in_PG and dk27 circuit with 
WCPG_in_PG design (Fig. 2). 

Leakage power saving is influenced by shutting down power supply of the inactive 
block and operational frequency. As the clock period is larger, the idle time of the 
combinational logic becomes more because the difference between evaluation time and 
clock period increases and hence, greater leakage power saving is achieved. During 
evaluation time transitions occur, whereas, no transitions occur during idle time. Leak-
age power and average power are calculated for different input combination at 
0.1MHz, 0.05MHz, 0.03MHz, 0.025MHz frequency and also the power results of 
WCPG are compared with the results of PG and no power gating(no PG) technique at 
0.1 MHz frequency. In this WCPG_in_PG technique leakage power is calculated at the 
positive part of clock cycle. Depending on MSB bit at a certain time one sub-FSM is in 
power gated mode at both edge of clock and other active sub-FSM is in power gated 
mode at positive edge of clock and it is in active mode at negative edge of clock. 

 

 

Fig. 2. Schematic of dk27 circuit with WCPG_in_PG designed in CADENCE virtuoso spectre 



 Power Reduction by Integrated Within_Clock_Power Gating and Power Gating 167 

 

Here, result of WCPG_in_PG, WCPG and PG in % saving are compared with no 
PG. In no PG technique, leakage power is calculated at the negative edge of clock 
during idle period. In PG technique, at a time one sub-FSM is in active mode and 
other one is in power gated mode. Leakage power is calculated during the period 
where no transition occurs. In WCPG technique, leakage power is calculated at the 
positive edge of clock during idle time and at the negative edge of clock it evaluates 
the states.  

Leakage power and average total power (dynamic + leakage) of WCPG_in_PG  
for few input combinations with different frequency are tabulated in Table 1 and 2 
respectively. Table 1 and 2 show that with the decrease of frequency as clock period 
increase, leakage power and average total power consumption decreases. Average 
power (switching and leakage) and average leakage power saving of WCPG_in_PG, 
WCPG, and PG with respect to no PG at 0.1MHz frequency have also been noted in 
Table 3. Table 3 shows that, on the average 90% saving in leakage and around 80% 
saving in total power are obtained compared to the no power gating technique at 
0.1MHZ. 

Table 1. Leakage power of WCPG_in_PG 

Input 
Leakage power (nw) of WCPG_in_PG 

Frequency(MHz) 
IN1 IN2 IN3 IN4 0.1 0.05 0.03 0.025 

0 0 1 0 2.04 2.05 2.10 1.93 
0 1 1 0 1.14 1.10 1.03 0.40 
0 0 0 0 1.5 1.04 0.75 0.67 
0 1 0 0 1.02 0.87 0.85 0.68 
0 0 1 1 1.16 0.86 0.84 0.83 

Average Leakage power 1.16 0.99 0.93 0.76 

Table 2. Average total power (dynamic + leakage) of WCPG_in_PG 

Table 3. Average leakage power and average power saving 

Frequency Average Leakage saving with respect to no PG Average power saving  with respect to no PG 
PG WCPG WCPG_in_PG PG WCPG WCPG_in_PG 

0.1 MHz 16.23% 75.00% 90.00% 53.60% 56.00% 80.95% 

5 Conclusion 

This paper presents the architecture implementation of WCPG_in_PG technique in 
CADENCE Virtuoso Spectre at 45nm technology. Leakage power and total power 
saving are reported in this architectural approach. Results confirm that average lea-
kage power and as well as total power saving are more in this technique than no PG, 
PG, WCPG technique. It is also observed that leakage power and average total power 
reduces with down scaling of frequency. However, the reported circuit is small.  

Frequency(MHz) 0.1 0.05 0.03 0.025 
Average of total power (nw) of  WCPG_in_PG 2.27 2.23 2.2 2.18 
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For larger circuit custom implementation of WCPG_in_PG architecture is not feasible 
for high complexity. WCPG_in_PG design of large circuit may be done by designing 
proposed WCPG_in_PG architecture in RTL level by HDL coding, simulation,  
synthesis and then generating layout in Cadence/Synopsys CAD tool. 
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Abstract. In this paper, we present a noise cancellation technique for common 
gate ultra wide band (UWB) low noise amplifiers (LNAs) which not only  
reduces the noise but also increases the gain. On implementing this technique  
in one of the existing UWB LNAs significant reduction of noise figure (NF) 
compared to same LNA without noise cancellation technique was observed. 
Noise cancellation of the most dominating thermal noise source viz. the input 
matching device with theoretical analysis is presented in this paper. Simulation 
results with TSMC 0.18 μm CMOSRF technology shows a peak gain of 28 dB 
and base NF of 3.16 dB for a 6.6 GHz (2.4-9 GHz) band LNA with noise  
cancellation when compared to peak gain of 21 dB and base NF of 4.09 dB 
without noise cancellation. Both theoretical analysis and simulation results are 
in good agreement. 

Keywords: Low noise amplifier, Noise cancellation, Ultra wide band, High 
gain, Noise Contribution. 

1 Introduction 

In wireless receiver systems, effect of noise of all the subsequent stages is reduced by 
the gain of LNA whose noise injects directly into the receiver. Thus, it is necessary to 
boost the desired signal power while adding as little noise and distortion as possible so 
that the retrieval of this signal is possible in the later stages in the system. Recent dem-
onstrations show that UWB LNAs ranging from few MHz to 10 GHz are included to 
wireless receivers which uses single LNA for contiguous broadband signal processing 
[1-3]. There are various techniques to design UWB LNA such as design using common 
source (CS) configuration and common gate (CG) configuration. CS configuration 
with inductive degeneration LNA provides good input matching for UWB range but 
requires a passive network at the input which consist large number of high Q inductors. 
Moreover, LNA of this configuration shows good noise performance for narrow band 
(NB) applications but not at corner frequencies for UWB applications [4]. However, 
CG LNA provides ultra wide band input matching due to its low input impedance  
resulting in an improved reverse isolation and therefore provides better stability. In 
contrast, noise figure of CG LNA is considerably large when compared to CS LNA but 
it can be improved by using gm boosting technique which trades off with gain [5]. 
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Recently, few topologies implementing noise cancellation techniques have been re-
ported. The thermal noise cancellation technique which uses resistive feed forward CS 
configuration was implemented for an LNA operating below 2 GHz [6]. However, this 
technique was extended to higher frequencies by using inductive peaking which shows 
reduction in noise figure in 3.1-10.6 GHz frequency range [7]. In addition, various 
other noise cancellation techniques has been reported in literature such as simultaneous 
noise and third order distortion cancellation technique in CG-CS cascade LNA operat-
ing till 2.1 GHz [8] and resistive feed forward noise cancellation technique in two stage 
differential transconductance LNA operating till 4.5 GHz [9]. Hence it is evident that 
noise cancellation techniques usually do not consider much about gain improvement.  

In this work, we propose a noise cancellation technique which not only reduces the 
noise but also improves the gain and is novel to best of our knowledge. In order to 
cancel the dominant noise, we analyzed the noise contributions from both active and 
passive components in CG UWB LNA reported in ref. [10]. The input matching device 
viz. first CG transistor was identified as the most dominant noise source. The technique 
is based on combining two paths one with reversed phase noise signal and the other 
with non-reversed phase noise signal, simultaneously the RF signals in the two paths 
will be in phase. The two parallel paths were designed by symmetrical cascade combi-
nation of CG-CS and CS-CG stages. Theoretical model of noise cancellation is pre-
sented along with the derived equation of overall noise figure and implementation is 
done using TSMC 0.18 µm CMOSRF technology on Cadence Spectre RF tool. 

2 Noise Analysis 

A three stage UWB LNA as shown in Fig. 1 is taken for detailed analysis of noise 
sources [10]. First stage is a CG stage followed by cascode CS stage and resistive 
feed forward cascode CS stage with a buffer at the output. Major noise contribution of 
this UWB LNA is from the CG transistor (M1) which is approximately 42% over the 
entire range of 3.1-10.6 GHz shown in Fig. 2, extracted from noise simulation results. 
Second stage CS transistor (M2) contributes 22% for the entire range and its noise 
contribution is more near the corner frequencies. This is due to the restriction of nar-
row band characteristics of CS amplifier while CG amplifier shows WB characteris-
tics and its noise contribution is almost equal (2.8 ± 0.3) dB for the entire range of 
UWB as shown in Fig. 3.  Third stage noise contribution is negligible as it receives 
the amplified signal from the earlier two stages. Therefore, it is desirable to suppress 
the noise contribution of M1. 

 

 

Fig. 1. UWB LNA without noise cancellation 
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3 Noise Cancellation and Topology 

Proposed noise cancelling circuit emphasizes the cancellation of noise generated by 

M1. Fig. 4 shows simplified noise cancelling technique in which ,  is thermally 

generated channel noise current equal to 4kTγgm1Δf. Equivalent noise voltage ,  at 
the gate of M1 is 4kTγΔf/gm1. With respect to this source, we observe a phase shift of 
180o in noise voltage at node B because of CS stage (source of M1 is common termin-
al) while it is in phase at node A because of source follower stage (drain of M1 is 
common terminal). Therefore, noise voltage at node A and at node B becomes 180o

 out 
of phase. After that, there is a phase shift of 180o between the noise voltages at node A 
and node C because of CS stage (M2) and hence the noise voltage at node B and node 
C are in phase. This CS amplifier (M2) also amplifies the RF input signal Vs. 

The noise voltage generated by M1 is observed to be in phase at nodes C and D 
due to CG stage (M3) while the noise voltage at node E is 180o out of phase with 
respect to noise voltage at node B due to CS stage (M4). This finally results in noise 
voltages at nodes D and E to be 180o out of phase and hence is cancelled by adding 
them at the output. 

Simultaneously, RF input signal is amplified through paths A-C-D and A-B-E and 
the phase shift in both these paths are identical. Finally, the amplified RF signal at 
node D and E are in phase and hence added at the output through an adder circuit. 
Hence this topology amplifies the RF input signal and simultaneously cancels the 
noise of most dominating thermally generated noise source. 

Noise sources of first two stage components are shown in Fig. 5. Theoretical  
values of noise voltages for transistors and resistors are 4kTγΔf/gmi and ikTR4 . Where 

k is Boltzmann constant, T is absolute temperature, γ is transistor parameter, g  is 
transconductance of ith transistor, Ri, and Xi are equivalent resistor and impedance 
associated with ith inductor respectively. In the analysis below, it is assumed that the 
noise of M1 is being cancelled and remaining components of first two stages are  
contributing to overall noise figure. 

Let  and  are noise factors at two different output nodes z and z' as shown in 
Fig 5. Equations (3), (4) and (6) are derived for ,   and overall noise factor of the 
circuit considering first two stages are having major contribution in noise: 

 

Fz=1+
Noise power at node z due to , 2, 4, 4

Noise power at node z due to 
   (1)

Fz'=1+
Noise power at node z' due to 1, 2, 3, 2

Noise power at node z' due to 
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Fig. 5. Major noise sources of UWB LNA 
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(6)

Equations (7) and (8) describe the noise of M1 at z and z' respectively. The factor r is 
defined as the ratio of these two noise factors as given in (9). For the condition of 
complete noise cancellation, the value of r should ideally be equal to 1. Thus, the 
factor r signifies the fraction of noise of M1 cancelled at the output. 
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Fig. 6. UWB LNA with proposed noise cancellation technique 

Fig. 6 shows schematic of the UWB LNA with proposed noise cancelling topolo-
gy. In addition to the conceptual design shown in Fig. 4, extra gain stages i.e. resistive 
feed forward cascode CS stage marked by ‘A’ are added to improve the overall signal 
gain and bandwidth of amplifier. Noise cancellation is achieved by combining the 
outputs of these gain stages. 

4 Results and Discussion 

The proposed noise cancelling topology is designed for UWB LNA operating from 
frequency range 2.4 GHz to 9 GHz. Small size of M1 transistor demonstrates wide-
band input matching characteristic. Transconductance (gm1) of M1 transistor is fixed 
at 20 mS for 50 Ω input matching with bias current of 1.8 mA and L2 is 4.44 nH, 
which keeps input reflection coefficient well below -10 dB over the entire range of 
2.4 GHz to 9 GHz. The gm of M2 (43.53 mS), M3 (43.56 mS) and M4 (47.55 mS) are 
decided by considering the radio frequency circuit design tradeoffs and cancellation 
of the noise of M1 at output. Simulated noise figures, which are optimized at 6 GHz 
for UWB LNA with and without noise cancellation technique, are shown in Fig. 7 and 
report approximately 1 dB reduction. Minimum noise figures of 3.16 dB and 4.09 dB 
are noted with and without noise cancellation respectively. 

Fig. 8 shows the circuit simulated power gain of 24.24 dB (average) in the fre-
quency range of 2.4 GHz to 9 GHz and 17.7 dB (average) in the frequency range of 
3.1 GHz to 10.6 GHz for UWB LNA with and without noise cancellation technique 
respectively. Fig. 9 compares simulated and theoretical noise figures, which shows an 
excellent noise performance at 3 GHz and lower corner frequency. Simulated noise 
figure value increases towards upper corner frequency due to the noise contribution of 
components that were not considered during NF analysis and are not included in (6). 
However, in this paper an UWB LNA is designed which exploits thermal noise  
cancellation of its first stage CG transistor (M1). Equation (6) is used to get the plot 
for theoretical noise figure as shown in Fig. 9, which in turn is compared with the 
simulated noise figure plot and they are found to be in close agreement near a fre-
quency of 3 GHz. Table I compares the performance of UWB LNA with and without 
noise cancelling technique.  
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Fig. 7. Simulated noise figure plots for UWB LNA with and without noise cancellation 

 

Fig. 8. Simulated power gain plots for UWB LNA with and without noise cancellation 

 

Fig. 9. Simulated and theoretical noise figure plots for UWB LNA with noise cancellation 
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Table 1. UWB LNA Performance Comparison 

 With Noise Cancellation Without Noise Cancellation 
Frequency (GHz) 2.4 ~ 9.0 3.1 ~ 10.6 

S11 (dB) < -10 < -10 
S21 (dB) 24.24 (average) 17.70 (average) 
NF (dB) 3.16 4.09 

Technology 0.18 µm CMOS 0.18 µm CMOS 

5 Conclusion 

A noise cancelling topology for CG UWB LNA in 2.4-9 GHz range has been demon-
strated in a standard TSMC 0.18 µm CMOSRF technology and analysis of all noise 
contributing sources is performed. Significant reduction (33.17%) in noise figure 
approximately 1 dB less is obtained with the proposed topology when compared to 
LNA without noise cancelling technique. Higher and flat power gain of 24.24 dB 
(average) and NF of 3.16 dB is achieved over the 6600 MHz UWB spectrum. 
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Abstract. In this paper, a Combined CMOS Reference Circuit is proposed in 
UMC 180 nm standard CMOS Process. It consists of a start-up circuit, a current 
generator, and a voltage generator. This circuit achieves a nominal value of 
50.11 µA and 776.4 mV for current and voltage respectively, from a 1.8 V 
supply voltage. The line sensitivity of 285 ppm/V and 347 ppm/V for current 
and voltage is achieved respectively, under the ±10 % variation in supply  
voltage. The temperature coefficient for current and voltage are 93 ppm/°C and 
295 ppm/°C respectively in temperature ranges −40 °C to 125 °C. 

Keywords: Beta Multiplier, Current reference, Oscillators, Temperature  
compensation, Voltage Reference. 

1 Introduction 

In most Mixed Signal circuits, Reference Circuit is a key component in the design of 
many analog and mixed signal applications including PLL, Analog-to-Digital Conver-
tor (ADC), Voltage Regulators, Digital to Analog Convertor (DAC) and many other 
measurement and control systems. The Reference Circuit is required to be insensitive 
to supply and temperature variations. 

Many current reference and voltage reference circuits have been reported [1−3]. 
The references are used individually for generating fixed value of current or voltage 
for the particular use in mixed signal design [4, 5] . These individual current and vol-
tage reference circuits fail, when there is a requirement of both fixed current and vol-
tage in any circuit, e.g. a oscillator circuit requires both current and voltage reference.  
So the main aim of this work is to offer a design methodology for a combined refer-
ence circuit, which provides both current as well as voltage with a better supply and 
temperature independency. 

The paper is organized as follows. Section 2 presents about the basic building 
blocks of the proposed combined reference circuits. Section 3 describes the simula-
tion and various results of proposed reference circuit, which is followed by discussion 
and conclusions in Section 4. 
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2 Proposed Circuit 

The combined reference circuit is illustrated in Fig. 1.The circuit consists of mainly 
three blocks. The first block is start-up circuit. The next block is current generator and 
the last block provides a voltage generator. 

2.1 Start-Up Circuit 

A start-up circuit is used to set the desired operating point of the circuit. Once the 
desired state is reached, the start-up circuit should not interfere with the circuit. The 
start-up circuit is shown in Fig. 1. 
 
 

 

Fig. 1. The proposed circuit of Combined Reference 
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2.2 Current Generator 

The current generator, is used in the proposed circuit is marked in Fig. 1. In previous 
work [4], the supply dependency is high, so to reduce the supply dependency at lower 
technology the following circuit is to be shown here. It gives the current, which is 
almost insensitive to supply and temperature variations. In Fig. 1 two beta multipliers 
generate currents I1 and I2 respectively. Now the common terminology in this circuit 
is that, when two parallel lines will subtract with different magnitude, then we get a 
straight line. So these two currents I1and I2 are applied to a sub-tractor circuit and a 
current is generated, which must be supply independent [4]. 
The output of Beta-Multiplier is given as 
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Now these current pass through the sub-tractor circuit and the final current is given as 
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The supply insensitive current IS has a positive temperature coefficient. So the tem-
perature sensitivity is also compensated by using a simple current subtraction. 

2.3 Voltage Generator 

The voltage generator is also shown in Fig. 1. It simply consists of four transistors. 
The first two transistors work as potential divider. And the next two transistors biased 
by IS. Here maximum portion of current pass through last two transistors. Here we use 
a Active potential divider circuitry instead of passive circuit by using two transistors. 
So this improves the overall performance of reference circuit.  
The output voltage VREF of the circuit is given by 

 132123 GSMGSMSGMREF VVVV −+=
 

(4) 
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By using the current-voltage characteristic of a MOS transistor and neglecting the 
channel length modulation effect, the value of reference voltage is given as 
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Where Ki = µi.Cox, Vth = |VthM23| + VthM21- VthM13, µ is the mobility of electron in the 

channel, Cox is the oxide capacitance per unit area, Vth is the threshold voltage, and 
W and L are the channel width and length respectively [5]. 

3 Simulation and Results 

The proposed combined reference circuit is implemented in 0.18 µm CMOS 1.8 V 
technology. Fig. 2 and Fig. 3 show the characteristics of current and voltage reference 
for supply variation from 1.62 to 1.98 V for Pre and Post simulation. 
 

 
Fig. 2. Pre-Simulated behavior of the Combined Reference with Supply Variation 

The Pre-Simulation average supply dependency for current is 285 ppm/V and for 
voltage is 348 ppm/V, while for Post-Simulation average supply dependency for current 
is 285 ppm/V and for voltage is 347 ppm/V. Fig. 4 and Fig. 5 show the Pre and Post 
Simulation results for current and voltage reference, while temperature ranges from −40 
°C to 125 °C. The Pre-Simulation average temperature coefficients are 98 ppm/°C and 
293 ppm/°C for current and voltage generator respectively, while for Post-Simulation 
average temperature coefficients are 93 ppm/°C and 295 ppm/°C for current and voltage 
generator.  Fig. 6 shows the layout of the proposed Combined Reference Circuit. 
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Fig. 3. Post-Simulated behavior of the Combined Reference with Supply Variation 

 
Fig. 4. Pre-Simulated behavior of the Combined Reference with Temperature Variation 
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Fig. 5. Post-Simulated behavior of the Combined Reference with Temperature Variation 

  

Fig. 6. Layout of the proposed Combined Reference Circuit 

The obtained results from the proposed combined reference circuit have been  
compared with the available comparable references in Table 1. 
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Table 1. Comparison table of various reference circuits 

References  
Parameters  

[4]  [5]  This  
Work  

Year 2011  2007  2013 
CMOS Technology    
(µm) 

0.09 0.25  0.18  

Temperature Range  
(°C) 

−40~125  0~120  −40~125 

Supply Voltage (V) 1.6  3.3 1.8 
VREF(mV) 771  N/A 776.4 
 IREF(µA) N/A 10.45 50.11  
Temperature Coeffi     
 cient (TC) 
For Current Reference 
For Voltage Reference 
(ppm/°C) 

 
 

7.5 
N/A 

  

 
 

720 
N/A 

 

 
 

93 
295  

Supply Dependency 
For Current Reference 
For Voltage Reference 
(ppm/V) 

 
N/A 
N/A 

 

 
1700 
N/A 

 

 
285 
347  

Chip Area (mm2) 0.03 0.002 0.002 

4 Conclusion 

A Combined Voltage and Current Reference Circuit has been proposed in  
standard 180 nm CMOS process that exhibits excellent supply and Temperature  
independency. The design of CMOS Current generator is by simply subtracting two 
current outputs with the same dependencies on the supply voltage and temperature. 
While for Voltage generator we used the Active load, which gives the fix value  
of voltage with variations in supply voltage and temperature. Achieved results show 
that developed Architecture of combined reference can be easily used for oscillators 
and many other mixed signal integrated circuits with better Supply and Temperature 
dependency. 
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Abstract. Tradeoff between the power dissipation and speed is one of the major 
issues in modern VLSI circuit design. Improving the circuit speed methods typ-
ically lead to excessive power consumption. In this work, we explore the ener-
gy-delay design in CMOS circuits, to find gate sizes which produce the lowest 
possible energy and delay. Our analysis methods include delay minimization 
using logical effort, formulating energy relationship with logical effort model 
and then optimizing the energy-delay using optimization technique. Thus, we 
introduce the Energy-Delay-Gain (EDG) to measure the energy reduction rate 
for each delay increase that is acceptable by the designer. The simulation is 
done using Spectre in cadence environment in UMC90nm CMOS technology. 

Keywords: convex optimization, delay, energy-delay-gain, logical effort,  
deep-sub-micron technology.  

1 Introduction 

The logical effort model is used commonly to estimate the delay of logic gates [1], 
[2],[3].But the model used will not provide proper energy performance of the digital 
circuits. Energy optimization can be achieved with equalization of sensitivities to 
sizing, supply and threshold voltage compared to the reference design sized for mini-
mum delay [4]. 

In [5] a simple and yet accurate closed-form expression for power estimation  
has be developed for CMOS gates but the method does not incorporate the effect of 
parameters like change in library, rise and fall time of input, etc.  
 

 
Fig. 1. Energy Efficient Curve 
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The energy efficient curve[6] which shows the optimal implementations in  
the energy-delay plane is shown in fig.1. By sizing the gates using logical effort we 
minimized delay to reach point 0. Although we get delay reduced but energy is  
increased, in order to reach the optimized point 1 we have to use certain optimization 
technique which will complete our goal.  

In this paper, we proposed a model based on logical effort and optimization tech-
nique to get proper trade-off between energy and delay in digital CMOS circuits. 
Energy-Delay-Gain (EDG) is used to get the optimized value of energy and delay as 
in [6]. But in this paper, we developed a relationship between energy and logical ef-
fort model which is used for optimization. We used logical effort method to reduce 
the delay to minimum value but it will give larger power dissipation. To achieve 
proper trade-off between energy and delay we formulated a problem which can be 
solved using geometric programming. 

The paper is organized as follows: Section 2, describes the method to obtain delay 
efficient design. Section 3, illustrates the dependence of power on logical effort (g) 
and electrical effort (h). In section 4, energy equation has been derived and the energy 
delay (EDG) model is introduced. Section 5, discusses the optimization technique. 
Finally, a conclusion is presented in the last section. 

2 Delay Efficient Design 

In order to get delay efficient circuit we sized the gates using logical effort technique. 
Logical effort is a design methodology for estimating the delay of CMOS logic cir-
cuits. The method also specifies the proper number of logic stages on a path and the 
best transistor sizes for the logic gates. 

Using logical effort delay can be expressed as in [3] given by: 
 

d = (gh + p) τ     (1) 
 
Where, 
g = logical effort, h = electrical effort, p = parasitic delay, τ = basic delay unit 

2.1 Calculation of Delay for Single Inverter 

In the delay expression, to get the value of the electrical effort we require to find the 
input capacitance of an inverter 
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Fig. 2. CMOS inverter  

From fig.2, Cgdp, Cgdn are contributing capacitances at input side as well as at the out-
put as in [7], so by using miller effect the capacitance at the input side are; 

                                   Cgdp’= (1+Av)Cgdp   (2) 

    Cgdn’= (1+Av)Cgdn   (3) 

Here the gain of an inverter (Av) is unity. Theoretically, the total input capacitance is 
given by; 

   Cin= Cgsp + Cgsn +2Cgdp +2Cgdn   (4) 
 

Here, we have taken the dimensions of an inverter as Wn=1um, Wp=2um and 
L=90nm. The value of oxide thickness was found to be 2.25nm for NMOS and 
2.45nm for PMOS for UMC 90nm technology file. Based on oxide thickness values 
the oxide capacitance value, which is given by Ɛox/tox, is calculated for both NMOS 
and PMOS respectively. We found for UMC 90nm technology the oxide thickness 
values of NMOS and PMOS are found to be 2.25nm and 2.45nm respectively. Hence 
we get the oxide capacitances of NMOS and PMOS as: 

 
                                                    Coxp = 14.087 mF/m2 
                                                    Coxn = 15.34 mF/m2 

 

In order to calculate the input capacitances of an inverter different regions of opera-
tion of an inverter are considered and input capacitances in each case is calculated as 
in [7], and the values found are given in the table below: 
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Table 1. Input Capacitances (Cin ) of inverter in different region of operations. All 
Capacitances are in femtofarad (fF). 

S.No. PMOS NMOS Cgsn Cgdn Cgbn Cgsp Cgdp Cgbp Cin,total 

1 Linear Cutoff 0 0 1.38 1.26 2.4 0 5.18 

2 Sat. Linear 0.69 1.30 0 1.69 0 0 3.69 

3 Sat. Sat. 2.07 0 0 1.69 0 0 2.60 

4 Linear Sat. 2.07 0 0 1.26 2.4 0 4.72 

5 Cutoff Linear 0.69 1.30 0 0 0 1.26 3.33 

 
 

Finally, the theoretical value of the input capacitance, Cin is calculated by taking 
average of all input capacitances found in different regions of operation and is found 
to be 3.923 fF. 

Now, in order to validate the value of input capacitances found theoretically, simu-
lation is carried out using Spectre in cadence environment in UMC 90nm CMOS 
technology and the values found are given in the table 2. 

Table 2. Simulated CMOS inverter junction capacitances for different gate voltages using 
Spectre in cadence environment in UMC 90nm CMOS technology 

VG Cgsn (fF) 2Cgdn (fF) Cgsp (fF) 2Cgdp (fF) Cin,total (fF) 

0 0.376 0.667 2.038 1.261 4.33 

0.1 0.425 0.680 1.970 1.265 4.341 

0.2 0.511 0.742 1.755 1.270 4.278 

0.3 0.615 0.736 1.510 1.277 4.138 

0.4 0.685 0.730 1.311 1.280 4.004 

0.5 0.770 0.728 1.111 1.283 3.888 

0.6 0.851 0.727 1.000 1.286 3.855 

0.7 0.950 0.725 0.770 1.290 3.753 

0.8 1.120 0.724 0.740 1.292 3.876 

0.9 1.157 0.723 0.670 1.297 3.824 
1.0 1.172 0.722 0.630 1.30 3.824 

 
 

Taking the average of the simulated value, the input capacitance comes out to be 
4.077fF. Thus, the theoretical value calculated is approximately same as simulated 
value. To calculate delay for an inverter we require the value of τ and parasitic  
capacitance, pinv. Thus, the delay of an inverter is calculated at different loads is 
shown in fig. 3. 
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Fig. 3. Graph between Delay and electrical effort 

We calibrated τ by measuring the delay of a logic gate as a function of delay and 
electrical effort and fitting straight line to the results. The slope of the above curve 
gives the τ for particular technology that is found to be equal to 1.92ps.The straight 
line intersect the h=0 axis at d= τ pinv. Thus, the value of pinv is found to be 2.1019. 

Validation for the above values were done by calculating the value of delay  
theoretically for h=4, which comes out to be 11.715ps. At h=4, the simulated value  
is 11.815ps from fig.3. The percentage error is less than 1% for the above calculated 
values. Thus, from the above result, we finalized that the theoretical delay and  
practical delays are matched for an inverter. 

2.2 Gate Sizing for Delay Minimization 

Now, an inverter chain having 7 stages with load capacitance of 100fF is considered. 
The delay calculated without sizing the chain of inverter, by considering all inverter 
dimensions equal for all stages, was found to be 198.16ps.   

Now, resizing the chain of inverters for minimum delay the logical effort method  
is used as in [3] and the widths of all the transistors are calculated for the load  
capacitance of 100fF.  

After resizing the gates of inverter stages using logical effort technique, the delay 
of the inverter chain was found to be 116.044ps. Validation of this is done by simulat-
ing the inverter chain, for which the delay was found to be 113.9ps. The percentage 
error is less than 2% for the above calculated values. Thus, from the above result we 
finalized that the theoretical delay and practical delays are matched for an inverter 
chain. 

3 Power Dependence on Logical Effort 

To determine the dependence of power on the logical effort parameter ‘g’ we used 
two different inverter configurations, one having single NMOS and PMOS transistors 
and another having two NMOS and one PMOS transistors, to vary input capacitance 
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so as to vary logical effort, g. The input capacitance, Cin changes as the width of the 
MOSFET's change, as a result the logical effort, g and electrical effort, h also 
changes. To keep the electrical effort, h value as constant so as to capture only the 
effect of logical effort, g the output load capacitance, Cout is also changed. Fig. 3 
shows that Power, P is directly proportional to logical effort, g. 
 

 

Fig. 4. Graph showing power and logical effort 

Another factor which changes the power, P is the change in electrical effort, h. 
Hence, the effect of change of h is captured by changing the output load, Cout while 
the width of the MOSFET's is kept constant, which keeps input capacitance, Cin to be 
constant. With change in Cout the logical effort, g and parasitic, p remains constant 
and hence, the change in power is only due to the change in electrical effort value. 
Fig. 5 also shows that power, P is directly proportional to the electrical effort. 

 

 

Fig. 5. Graph showing power and electrical effort 
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4 Analytical Model 

 

Fig. 6. Chain of Inverter 

From the above section for single stage we found that;   P gh (5)

For multiple stage; P K g h g h g h ________________ gNhN  (6)

Where ‘K’ depends upon following factors 

• Supply Voltage 
• Rise time and Fall time of inputs 
• Other MOS parameters like Cox and mobility of transistors which depends upon the 

model libraries 
• Sub threshold conduction 

Further, Initial Energy, E0 is given as   E K AF g h AF g h AF g h ________________ AF gNhN   (7)

After re-sizing gates by factor ‘ki’ the final energy Ef comes out to be: 

E K AFN k g AF h g k C  (8)

Where, 

• AF :activity factor (switching probability) of  gate  
• AF ut:output activity factor of gate  
• g :logical effort of gate  
• p :parasitic delay of gate  
• k : sizing factor for gate . The k's are used in the gate re-sizing process 

When using the logical effort notation, the initial path delay D0 is 
 

   D0 =   Σ gi hi + P      (9) 
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After re-sizing gates by factor ‘ki’ the final delay Df  comes out to be: 
 

                                    Df ∑ gi
Ci 1ki 1

Ciki

N
i 1 P                                                (10) 

 

                                        Di gi
Ci 1

Ci
                                                       (11) 

Therefore, 
 

                                             Df ∑ Di
ki 1

ki

N
i 1 P                                                 (12) 

 
We get the delay increase rate (dinc) due to re-sizing of the gates as; 
 

                                dinc
∑ Di

ki 1
ki

N
i 1 P D0

D0
                                              (13) 

 
Energy-Delay-Gain is the parameter used to optimize the power consumption of the 
circuit. 

It is defined as follows; 
 

                                        EDG
E0 Ef

E0
Df D0

D0

                                                   (14) 

Where, 
 

Energy gain E0 Ef
E0

     Delay gain Df D0
D0

 

5 Optimization Technique 

In order to do optimization we formulated an Objective function using equation 8 and 
is given by; 

f k , k , k , , kN K AFN k g AF h g k C   (15)

To get the Constraint goal we use (13) which will give 

f k , k , kN N Dd D D P kk 1 (16)

(15) and (16) forms the optimization problem, which we will solve using geometric 
programming problem technique. Geometric programming is an optimization  
technique applicable to non-linear programming problems involving mathematical 
functions called posynomials. This technique involves the use arithmetic mean-
geometric mean inequality for any number of non-negative numbers. 
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6 Conclusion 

We proposed a convex optimization model based on logical effort theory, extended to 
model energy and delay, to give the optimum energy-delay trade-off through gate 
sizing. The proposed model expresses switching energy of CMOS gates which reduc-
es the mathematical complexity and gives a good insight about a circuit performance. 
The validation of the above model can be done either by solving mathematically and 
then simulating or using MATLAB programming. 
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Abstract. H.264-AVC is one of the most popular formats for the record-
ing, compression and distribution of video. Encoders and decoders for
the H.264 standard are widely in demand, and efficient strategies for
enhancing their performance have been areas of active research. With
the proliferation of many-core architectures in the embedded commu-
nity, there has been a trend towards parallelizing implementations of
encoders and decoders. In this paper, we present a run time heuristic
which exploits macro-block level parallelism and efficient scheduling in-
side a H.264 decoder to reduce the number of cache misses and improve
the processor utilization. Experiments on standard benchmarks show a
significant speed-up over contemporary strategies proposed in literature.

1 Introduction

H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding) is one of the most
common video formats in recent times. H.264 provides much better compression
ratios than most other video formats such as H.263 and MPEG-2. Encoders and
decoders for the H.264 standard are widely in demand, and efficient strategies
for enhancing their performance have been areas of active research.

Security applications typically involve widespread deployment of H.264. In
the security context, videos are mostly intra-coded, i.e. all existent motion de-
pendencies are within the same frame. Intra-coded videos have therefore been a
subject of active research in both the academic and industrial setting.

With the proliferation of many core architectures in the embedded commu-
nity, there has been a trend towards parallelizing implementations of encoders
and decoders. In general, these proposals have focused on efficient exploitation
of inherent parallelism (at the frame level, slice level or macro-block level) in the
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video structure with an aim of achieving better decode performance by load bal-
ancing and distribution of workload among available processors, while honouring
video dependency constraints as applicable.

For intra-coded videos, strategies exploiting macro-block level parallelism have
been found to be more successful in general. The problem in this setting es-
sentially is to identify the macro-block dependency structure inside a H.264
slice/frame, in order to process the macro-blocks in parallel (honouring depen-
dencies as applicable) on the available processors in a multi-core setting, with
an objective to minimize the end-to-end decode time. Both static and dynamic
macro-block scheduling strategies have been proposed. Static scheduling strate-
gies in general assume worst case dependency patterns among the constituent
macro-blocks and often, equal processing times, irrespective of their types.

This paper has two important considerations. A static scheduling approach,
which assumes uniform macro-block processing times, leads to poor processor
utilization. In reality, macro-block processing times vary depending on the in-
puts and the dependency structure. Hence, it is possible to improve the effective
processor utilization by adopting a dynamic scheduling approach that assigns
macro-blocks to free processors as soon as they are ready, as opposed to a static
solution that would normally schedule at pre-defined intervals. In addition to im-
proving utilization, we also show that the effective speed-up obtained crucially
depends on the cache interaction of the decode strategy in a multi-processor set-
ting with a hierarchical (private L1, shared L2, DRAM) memory structure. Many
of the existing decode strategies often do not consider the cache misses resulting
from cache oblivious selection of the macro-blocks to be processed, which in turn
leads to significant slowdown in decoder performance due to frequent accesses
to the lower and slower memory levels.

Our work has two proposals for harnessing the effective power of parallel
computation in a multi-core setting. On one hand, we propose a cache-aware [5]
scheduling strategy to minimize the number of cache misses, by carefully se-
lecting the macro-blocks to be considered next, keeping in view the chance of
a macro-block it depends on, getting evicted from the cache due to capacity
or conflict misses. On the other hand, we attempt to improve the number of
macro-blocks available for processing at every time point, which in turn implies
better processor utilization and hence, improvement in speedup.

We implemented our schedule heuristic and evaluated it on a number of stan-
dard benchmarks. Experiments have shown significant speed up as compared to
methods that currently exist.

2 Background and Related Work

A H.264 video [1, 6] consists of a sequence of frames. A frame is an array of
luma samples and two corresponding arrays of chroma samples. Each frame is
further divided into spatial units called slices. A slice consists of blocks of 16 x 16
pixels, known as macro-blocks (MB). A macro-block contains type information
describing the choice of methods used to code the macro-block and prediction
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Fig. 1. A 3x3 H.264 frame

information such as intra prediction mode information and coded residual data.
Within a macro-block, luma samples may be coded as one of the three types
of block sizes, namely 4x4, 8x8 or 16x16 pixels. Chroma samples are commonly
coded as blocks of 8x8 pixels.

Reconstruction is an important step in the decoding an H.264 video frame.
Reconstruction of a decoded macro-block involves obtaining the data from neigh-
bouring macro-blocks based on which motion prediction had been made by the
encoder. This cannot be done independently, but only after fetching data of
neighbouring macro-blocks. In an intra-coded video frame, all dependencies are
in the same frame of video. In addition, a MB includes a variable amount of
residual information that cannot be inferred from previous MBs.

Attempts to parallelize the reconstruction step have been done at frame-level,
slice-level and macroblock-level. At the frame level, different frames are decoded
by different cores. However, this leads to too much pressure on the memory
system. Since there are no dependencies among macro-blocks across slices, slice-
level parallelism places much lower demands on the memory system. However,
since the number and dimensions of the slices are variable, it leads to poor
load-balancing. Thus, macro-block level parallelism is the most commonly used
technique to implement parallel H.264 decoders. [3] presents an excellent survey
of approaches to H.264 decoder parallelization proposed in literature.

The 2D wavefront approach [3] for parallel H.264 decoding exploits macro-
block level parallelism and computes a static schedule and a processor allocation
strategy. This has been quite successful in practice and proved to be an efficient
solution in a multi-processor setting. Figure 2 shows a snapshot of this method
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Fig. 2. 2D wavefront in action

in action on a frame with 99 MBs, in a 4 processor setup. A, B, C, and D are
the 4 processors. Each MB is labelled with the processor to which it is assigned.
Also, the number associated with each MB denotes the cycle at which the MB
will be processed. For example, the topmost leftmost MB (labelled as 1A) will
be processed in the first cycle on processor A. The next MB to its right, being
dependent on it (1A), cannot start till it finishes, and hence, is assigned to time
unit 2 in the same processor. The entire frame is processed in 38 time units on
4 processors, in the schedule as mentioned as labels on the MBs in Figure 2.
In order to improve scalability, this has been further extended to 3-dimensional
approach (3D wavefront), where two or more frames are decoded simultaneously
depending on the number of idle cores in the multiprocessor system [2].

3 Motivation and Objectives

Our work has several important considerations that makes it different from those
proposed in literature. Static approaches to parallelize decoding [3], in general,
assume, a regular dependency structure for a MB and equal processing times,
i.e. each MB is dependent on all its four neighbours [1] (top left, top, top right,
and side left), depending on which of these are actually present according to its
position (the top row MBs excepting the leftmost one, for example, only have
left dependency edges). However, in reality, there is a lot of input-dependent
variation, and in practice, the dependencies vary across MBs. In effect, a MB
can actually turn out to depend on one / two / three / all /none of its neighbours,
a fact that can lead to improvement in decode performance in a parallel setting.
This motivates a dynamic run-time schedule strategy.

Secondly, static methods often schedule MBs at uniform intervals on all cores,
assuming all MBs have equal processing times. This is not true in H.264. This
forces some of the cores to remain idle. For example, in Figure 2, if processor
A finishes processing MB 15A early, it has to wait for other cores. We assume
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variable processing times, and also attempt to improve on processor utilization
through our MB selection method.

Finally, most of the techniques for parallel decoding do not consider cache
misses. Consider the working of the wavefront strategy as shown in Figure 2. The
gray shaded MBs are the ones needed in the processor cache for processing the
yellow ones (since worst case 4-neighbour dependency is assumed). For example,
for processing the MB marked 15A in core A, the processor needs to load the
MBs 9A, 11A, 13A and 13B in the local cache. Since the MB marked 13B is
being processed in core B, this means, we need to fetch its data present in core
B of L1 through L2. An important consideration that can reduce cache misses
is to avoid the same MB being reloaded into cache. This can be done by giving
priority to MBs whose parents have a chance of being expelled due the cache
replacement policy. In our schedule heuristic, we keep this under consideration.

4 Cache-Aware Heuristic

In this section, we present the details of our MB scheduling and processor allo-
cation strategy in a multi-processor setting with a private L1 cache, a shared L2
cache and DRAM. We assume the following about the processor model.

– Every cache uses Least Recently Used (LRU) replacement policy.
– All caches are assumed to follow multi-level inclusion policy, i.e., if some data

item is present in L1 cache, then it is also present in L2 cache and DRAM.
Similar policy is also followed for L2 cache. However, the data present in
DRAM may be obsolete.

– L1 cache is assumed to use write-through policy. L2 cache is, however, as-
sumed to use write-back policy.

– Write-invalidate is used at L2 cache to ensure memory consistency. In other
words, when some data is written to the L1 cache of some processor, that
data is immediately invalidated at all other L1 caches, and the updated data
is brought in from L2.

– Bus arbitration of L2 cache is done on First Come First Serve (FCFS) basis.

We further assume that all frames are fully accommodated in the main memory.
Thus, there is no need for disk access at any point of time. We now define the
concept of cache flush time, a key element of our schedule heuristic.

Definition 1. The cache flush time τ of a node u is the number of cache misses
for which the node will be present in the cache.

Since we assume a LRU replacement policy, the cache flush times can be obtained
from the LRU counters in a modern architecture. The MB scheduling problem
is modelled as a scheduling problem on a task graph, where the MBs form the
nodes and for each dependency relation between a pair of MBs (u, v), there is
a directed edge from u to v if the MB for v depends on u. We call such a task
graph that is used to model this problem as a frame task graph. A node (i.e. a
MB) of the frame task graph is labelled with three components.
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– Macro-block type: Indicates the type of block size present, i.e. 4x4/8x8/
16x16.

– Position of macroblock dependency in memory hierarchy: For each depen-
dency of a macro-block, the position in the memory hierarchy (L1 cache, L2
cache or DRAM) where the dependency macroblock is present.

– Cache flush time: For each dependency of a macroblock, the value of τ .

4.1 Proposed Algorithm

Our heuristic method uses simple priority-based scheduling. It has a ready queue
A of macro-blocks that can be accessed by any processor. A processor that be-
comes idle accesses the ready queue, calculates the priority value of each macro-
block present in the queue using the algorithm described below and then chooses
the one having the highest priority for decoding. Priority of a macro-block de-
pends on the position of the macro-blocks in memory, their cache flush times
and the number of available macro-blocks in the ready queue. While assigning
priority, we take into account the following factors:

– Minimum cache flush time of L2 among all nodes (CFTL2): We examine each
node in A, one or more of whose parents reside in the L2 cache. For each node,
we compute the parent with minimum τ value (i.e. has the most chance of
being evicted), and find that node in A whose parent has the highest chance
of being evicted, i.e, the minimum τ value – we call this CFTL2. We have
a threshold value tL2, which we compare with CFTL2. If CFTL2 is greater
than the threshold value, then we know that there are no nodes in the L2
cache that are at risk of being flushed. So, we are then free to choose which
node will be selected depending on other constraints. On the other hand, if
CFTL2 is less than or equal to the threshold value, then we need to ensure
that those nodes which are about to be flushed are accessed quickly by the
decoder. The scheduler, therefore, needs to schedule the children of nodes
about to be flushed from L2 cache as quickly as possible.

– Minimum cache flush time of L1 among all nodes (CFTL1): As with L2, we
similarly use the threshold value tL1 to compare with CFTL2.

– Memory access time of L1 and L2: We know that L1 has a much lower
memory access time as compared to L2. When there is no danger of any
required node to be flushed from L1 or L2, we assign higher priority to
nodes whose parents are in L1. The higher the number of parents in L1, the
higher is the priority of a node.

– Number of free nodes in the ready queue: One of our objectives is to ensure
that idle time of processor cores is reduced. So we aim to have enough nodes
in our available list so that processor cores remain busy in processing nodes.
When fewer nodes are present in the available list, we give more priority to
nodes that have more outgoing edges.

– For source nodes, i.e, nodes with no incoming edges, we give weightage to
the number of neighbours that have been processed. This ensures adjacent
nodes are processed at approximately similar times to maintain temporal
locality.
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Algorithm 1. CalculatePriority

1: pdata ← CalculateDataPriority(A)
2: pavailable ← CalculateAvailablePriority(A)
3: for all node n ∈ A do
4: p[n] ← 1

pdata
+

pavailable
x

// x is the number of available MB nodes in A
5: end for

Algorithm 2. CalculateDataPriority

1: Q ← ∪
n∈A

parent[n]

2: CFTL2 ← min
n∈Q∩L2

τL2[n]; CFTL1 ← min
n∈Q∩L1

τL1[n]; cachePriority ← none

3: if CFTL2 < tL2 then
4: cachePriority ← L2
5: else if CFTL1 < tL1 then
6: cachePriority ← L1
7: end if
8: if cachePriority! = none then
9: for all node n ∈ A do
10: pdata[n] ← min

p∈parent[n]
τcachePriority[p]

11: end for
12: else
13: for all node n ∈ A do
14: pdata[n] ← (l ∗ |nodes[L2] ∩ parent[n]|+ |nodes[L1] ∩ parent[n]|)/ |parent[n]|
15: end for
16: end if
17: return pdata

Algorithm 3. CalculateAvailablePriority

1: for all node n ∈ A do
2: poutgoing[n] ← no of outgoing edges from current available node
3: if sn is source then
4: psource[n] ← no of spatial neighbours of this node processed
5: pparallel[n] ← k ∗ psource[n] + (1− k) ∗ poutgoing[n]
6: else
7: pparallel[n] ← poutgoing

8: end if
9: end for
10:
11: return pparallel

Algorithm 1 uses simple priority-based scheduling exploiting the factors dis-
cussed. There are two distinct priority components – pdata and pparallel. pdata is
calculated based on the position of a node’s parents in the cache hierarchy. A
node whose parent is in danger of being evicted from the L2 cache (obtained by
comparing the parent node’s CFT with tL2) is given priority. If no parent is in
danger of being evicted from L2 cache, we then perform the same process for L1
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cache. The reason behind avoiding misses from L2 cache getting higher priority
is that data that is expelled from L2 cache takes a much longer time to bring
back compared to L1 cache. If we find that no parent node is in danger of being
evicted from either L1 or from L2, we then calculate the average priority of each
node, assuming that L1 has a higher priority than L2. This is done to ensure
that memory access times are minimized. The other component, pparallel, is used
to assign priority depending on the number of outgoing edges. The higher the
number of child nodes, the greater is the value of pparallel. k denotes a scaling
factor. For source nodes, this also includes the number of its spatial neighbours
which have been processed. The total priority, p, is then calculated by assign-
ing weightage to the two priority factors. The node having the highest prior-
ity is then processed by the core that executed the scheduler. If there is a tie
among two processor who started the priority computation at the same time and
ended up selecting the same MB, we resolve it arbitrarily in favour of any of the
processors.

We now explain the working of our algorithm on Figure 2. We assume L1
can accommodate 2 macroblocks, and L2 can accommodate 8 macroblocks. Let
us assume the macroblock labelled 15A is dependent on those marked 13B and
11A, while 15B is dependent on 11B and 13C. The first processor is idle and
calls the scheduler. 11A is in L1 with τ value 1, 13B is in L2 with τ 5, 11B is
in L2 with τ 4, whereas 13C is in L2 with τ value 8. The threshold values are 2
for L1 and 4 for L2. No MB in L2 is in the danger of being evicted (comparing
τ values with the threshold), and hence, we look at nodes whose parents are in
L1. Then, 15A is scheduled to be processed next using our algorithm, since its
parent 11A will be flushed out of L1 cache before the threshold. If, however, 11A
had a τ value of 2, and 13C had a τ value 3, then the macroblock marked 15B
would have been selected.

5 Experimental Results

We implemented an architecture simulator to evaluate our proposed scheduling
strategy in a multi-processor setting. Our implementation assumes a cache block
size of 32 bytes, and fetching from DRAM in bursts of 256 bytes. We also assume
that fetching one line of data requires 1 cycle for L1, and 8 cycles for L2. Our
implementation uses efficient data structure for modelling the processors, the
cache structure and the main memory. In this way, we are able to efficiently
obtain the cache entries that are about to be flushed.

We ran our method on a set of standard test videos. We selected a set of
11 video clips which are widely used across the digital video domain for bench-
marking the decoding, encoding and other pre/post processing algorithms. All
the clips are of HD (720p) resolution and contain 150 frames. Most of them have
high details and large variations within a frame; hence the intra coded frames
are expected to have very good distribution of intra prediction modes (and hence
the dependencies among macroblocks). Our goal was to generate an intra-only
stream suite which has a good variation of dependency relations among the
macroblocks.



202 A. Bhattacharya et al.

We used the Joint Model reference software (JM) [4] version 17.2 for encoding
the contents in order to generate our test suite consisting of all only intra-coded
videos. The streams were then parsed with our in-house H.264 decoder and the
task-graphs were generated. For our experiments, we used the value 4 for both
the cache thresholds and 0.5 for k. Simulations were done on a 2GHz machine.

In order to obtain the number of cycles needed per macro-block, we note that
a 1080p30 video has 1920 * 1080 pixels = 120 * 67 = 8040 macroblocks and
a frame rate of 30 frames/s. Thus, 1 frame has to be decoded every 1/30 s. In
other words, 1 macroblock has to be decoded every 1/(30 * 8040) = 4.145 μs.
Decoding of a frame is slowest when all macro-blocks are of 4x4 type. Assuming a
2 GHz machine with 15% margin, the machine can execute 1.7∗109 instructions
every second. Thus, number of cycles required = 1.7 ∗ 109 ∗ 4.145 ∗ 10−6 =
7046.5 for one 4x4 macroblock. But only 2/3 of the cycles are used to process
luma samples. Thus, number of cycles required for luma samples = 2/3 * 7000
= 4667 cycles. An 8x8 luma macroblock on an average requires 2/3 * 4667 =
3111 cycles. Therefore, one 16x16 luma macroblock requires 1/4 * 4667 = 1167
cycles. We use these values in our implementation to compute the speedup and
execution time.

We compared the speedup obtained by our method over the 3D-wavefront
approach, which is the most commonly used parallel approach currently avail-
able. We implemented the 3D-wavefront method in a multi-core setting assuming
that the macroblocks to be assigned to each processor have been kept in sepa-
rate queues, and this has been done before the actual decoding of macroblocks
begin [3]. While implementing Algorithm 1, we assumed that there is a single
shared queue (in L2) present for all ready macroblocks. The communication
time for fetching the required residual data is considered while computing the
speedup values. A processor that becomes idle executes the proposed heuristic
to select the next macroblock to be decoded. The execution of our heuristic was
found to take 40 cycles per macroblock present in the queue. Speedup values,
measured as the ratio of the number of processor cycles used by us compared to
that by 3D-wavefront are shown in Table 1. Each row of the table (between rows
2 to 12) represents the speedup obtained for a particular video clip when 4, 8,
16, 32 and 64 processors are present. The final three rows show the minimum,
maximum and average speedup values. For most of the videos, our algorithm
offers improvements (speedup > 1) or comparable performances. The ones, for
which our method is slower than the wavefront method, the runtime overhead
(graph extraction, dependency structure building, processing time calculation,
scheduling overhead) turns out to slow down the decode process, in comparison
to a simple-minded static strategy. We note that the speedup is minimum for
32-core processors. This can be explained by observing that the number of mac-
roblocks in ready queue peaks at this point. Having fewer number of processors
reduces the number of macroblocks actually being made available at each cycle,
whereas having higher number of processors ensures that the macroblocks kept
waiting are very few in number.
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Table 1. Speedup over 3D-wavefront

Video 4-proc. 8-proc. 16-proc. 32-proc. 64-proc.

bus 1.12 1.08 1.08 0.9 1.05

crowdrun 1.52 1.57 1.68 1.43 1.72

duckstakeoff 1.78 1.98 2.31 2.11 2.94

intotree 1.31 1.24 1.19 0.95 1.43

night 1.25 1.24 1.31 1.039 1.105

oldtowncross 1.26 1.16 1.10 0.26 0.93

parkjoy 1.79 1.76 1.87 1.64 2.10

parkrun 1.39 1.26 1.33 1.08 1.12

shields 1.07 1.19 1.27 0.95 0.93

shuttlestart 1.12 1.06 0.94 0.72 0.68

stockholm 1.26 1.25 1.29 0.99 0.90

Maximum 1.79 1.98 2.31 2.11 2.94

Minimum 1.07 1.06 0.94 0.26 0.68

Average 1.35 1.23 1.39 1.10 1.35

6 Conclusion

In this paper, we present an efficient method for cache aware scheduling to
improve the speedup of a H.264 decode algorithm in a multi-processor setting.
We believe that a cache-oblivious strategy can benefit tremendously using the
proposed modifications. We are currently addressing ways to extend similar ideas
to the other compression standards.
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Abstract. As the number of cores and associativity of the last level
cache (LLC) on a Chip Multi-processor increases, the role of replacement
policies becomes more vital. Though, pure least recently used (LRU) pol-
icy has some issues it has been generally believed that some versions of
LRU policy performs better than the other policies. Therefore, a lot of
work has been proposed to improve the performance of LRU-based poli-
cies. However, it has been shown that the true LRU imposes additional
complexity and area overheads when implemented on high associative
LLCs. Most of the LRU based works are more motivated towards the
performance improvement than the reduction of area and hardware over-
head of true LRU scheme. In this paper we proposed an LRU based cache
replacement policy especially for the LLC to improve the performance
of LRU as well as to reduce the area and hardware cost of pure LRU by
more than a half. We use a combination of random and LRU replace-
ment policy for each cache set. Instead of using LRU policy for the entire
set we use it only for some number of ways within the set. Experiments
conducted on a full-system simulator shows 36% and 11% improvements
over miss rate and CPI respectively.

Keywords: LRU, Pseudo-LRU, Tiled CMP, NUCA, Random-LRU.

1 Introduction

Chip Multiprocessors (CMPs) that contain multiple CPUs on the same die are
the main components for building today’s computer systems [1]. In the long
run, it is expected that the number of cores in CMPs will increase and also
accommodate large on-chip Last Level Cache (LLC).

CMP cache architectures are mainly of two types [1]: i) CMP with private
LLC and ii) CMP with shared LLC. We assume L2 as LLC throughout this
paper. Private L2 caches are relatively small and physically placed very near
to the core, hence the cache access time is very less. But it has the capacity
problem, since the cache size is small it causes several capacity misses. On the
other hand shared L2 is comparatively very large and only a single copy of each
data can store in it; all the requesting core will share the same data block and
the cache storage can be dynamically allocate to the cores depending on their
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workloads. But shared LLC increases hit time, because of much larger cache size
as compared to private LLC.

Replacement policy plays a major role in the performance improvement of
CMPs last level caches [1]. The most efficient replacement algorithm for cache
is to always discard the information that will not be needed for the longest time
in the future. This optimal result is referred to as Belady’s optimal algorithm
[2]. But it is not implementable in practice because it is generally impossible to
predict how far in future the information will be needed. Recent studies found
that there is a huge performance gap between LRU and the Belady’s optimal
algorithm and the miss rate using LRU policy can be up to 197% higher than
the optimal replacement algorithm [3] .

As mentioned in [4], the least-recently-used (LRU) policy has two major dis-
advantages: First, a cache block can remain long time in the cache even after
its last use. This is because it takes a long time to make the block as LRU
block. In this way the block is staying in the cache unnecessarily. Such types
of blocks are called dead blocks [4]. The time gap between the death time (the
time when the block is last used) and the replacement time of a block become
worse as associativity increases. The second problem is that there can be some
blocks in L2 which may never be reused in future; such blocks are immediately
dead after loading into L2 cache. This is because of the spatial bursty reuse of
different bytes of the same cache line which aggravates with increase in block
size. The problem with such bursty reuse is that it makes the block MRU (most
recently used) in L1 and accessed once in L2. Even the block is accessing rapidly
in L1, it accessed in L2 only once. So the principle of temporal locality holds
in L1 but not in L2. These blocks are called never-reused blocks [4]. Such dead
and never-reused blocks are an unnecessary burden of LRU policy and degrade
performance.

In case of highly associative LLC’s, true LRU impose additional complexity
and area overheads. That is the reason that most of the current processors in
the market use pseudo-LRU replacement policy. Pseudo-LRU has lesser hard-
ware complexity as compared to LRU and performs almost same as LRU. There
are some other interesting proposals for cache replacement policies (discussed
in Section 2). But most of them have complex mechanism and hardware over-
head for maintaining aging bits, counters etc. LRU performs better in many
applications having higher temporal locality [1]. Hence, instead of completely
removing the concept of LRU, researchers proposed many innovative techniques
to improve the performance of LRU based policies [3, 5–7]. In these proposals
the concept of aging and temporal locality exists but improves the performance
of LRU.

In this paper we proposed a mechanism called random-LRU to improve the
performance of LRU in LLC with much lesser hardware cost than true LRU
as well as some other LRU based policies. The cache using local replacement
policies maintain separate replacement hardware for every set. In our proposed
policy we have not implemented LRU policy for the entire set. We divide the
ways of each set into two partitions: random partition (RP) and replacement



206 S. Das et al.

partition (LP). We use LRU as replacement policy only for LP. A subset of
ways (max 50%) can be the part of LP. Rest of the ways belongs to RP and
uses a random replacement policy which requires no extra hardware. During the
block eviction phase, the LRU block of LP is replaced by a randomly chosen
block from RP and the newly incoming block is allocated to RP, in place of the
random block. So ultimately the newly incoming block is placed in a randomly
selected position of RP and the victim block in that position is moved into LP,
replacing the LRU block of LP.

Since LRU policy is implemented only for a subset of ways (e.g., max 50%)
the hardware cost is much lesser than true LRU. Also, instead of choosing the
LRU block from the whole set as victim block, our policy selects the LRU block
from a number of randomly chosen blocks as the final victim block. This can
partially solve the two major issues of implementing LRU based scheme in LLC
as discussed earlier. Note that our proposed replacement policy is for the LLC
(here L2), the replacement policy for L1 can be any existing policy.

The rest of the paper is organized as follows. The next section presents the
related works in CMP cache architectures and replacement policies. Section 3
describes our proposed cache replacement policy. Section 4 covers performance
evaluation using full-system simulation. In the Section 5, we conclude the paper.

2 Related Work

Replacement policies have been well-studied in past [8, 9]. But emergence of
larger sized LLCs in CMP, motivated researchers for more innovation in this field.
It has been generally believed that some version of LRU based policy performs
better than other replacement policies [1]. But multicore and hierarchical cache
organizations affects the performance as well as the cost of LRU policies. The
pros and cons of both local and global replacement policies are discussed in [10].
The author proposed several global replacement policies and compared them
with local replacement policies. He found that global replacement policies are
not always performing better than local replacement policies.

An MLP (memory level parallelism) based replacement policy has been pro-
posed in [7] to consider both the fetching (from main memory) cost and recency
into account during the replacement of a block. However counting and managing
the mlp-cost for each block adds significant memory and hardware overhead.

As discussed in Section 1, dead lines and never-reused lines degrade the perfor-
mance of LRU based policies. A counter based technique [4] has been proposed
to deal with this issues. Though the proposed technique improves performance,
using counter for each cache line is an extra overhead.

Cache replacement policy is a major area of research and there are many more
innovative ideas already been proposed. Some resent papers in this area includes
[6, 11–13].

All the LRU based policies described above perform better than LRU but
most of them are more performance oriented than hardware cost. LRU is nor-
mally considered expensive in terms of hardware requirements. Also all the above
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proposals implemented their replacement policy for the entire set. In our pro-
posal we have not implemented LRU policy for the entire set. We use random
replacement policy, which has no additional hardware requirement, for some
number of ways (min 50%) and LRU for the remaining ways in a set. Note that,
any local replacement policy is implemented for each set separately and so is
true in our case also.

3 Random-LRU

During the block eviction phase, a cache line from RP is randomly selected
as the victim block (say V1) and replaces it with the newly arrived block. But
instead of removing the victim block (V1) completely from the cache it is moved
to LP and inserted into the MRU position. To move the victim block (V1) into
LP, a block from LP may need to be evicted. In such a situation the LP will
select its own LRU block as victim block and replace it with the block V1. Here
the LRU block means the oldest block in LP. For example, in case of a 8-way set
associative cache if we consider 4 ways for RP then the replacement algorithm
applies only on the remaining 4 ways. When a block in LP accessed again, it
is moved into RP and another random block from RP is moved into LP. In
this way we always maintain the initial allocated size of both RP and LP.
Moving the randomly selected victim block from RP to LP gives a high priority
block another chance to remain in the cache. Also choosing a random block from
RP partially solves the two major issues of LRU based policies (as discussed in
Section 1).

Though the LP section can use any replacement algorithm in this work we
only consider LRU as the replacement algorithm. The hardware cost of true LRU
is relatively high but using LRU only for a subset of ways, we can able to reduce
a huge amount of hardware cost. For the remaining discussion in this section we
consider that the cache is N -way set-associative and out of N ways, LPn ways
are for LP. Let RPn (= N − LPn) ways are for RP.

3.1 Logical Block Movement and LRU Implementation

As we mentioned earlier, in case of random-LRU the blocks may need to be
moved between LP andRP within the same set. Such kind of physical movement
of blocks can be done in the background without affecting the performance of
the cache. But it consumes some additional energy. As our main intention is to
reduce the energy and hardware complexity we use a concept of logical block
movement. In this technique each way in a set has a bit (isLP) to indicate
whether the way belongs to LP or not. For any cache line if isLP bit is set to
1 then the block belongs to LP and otherwise belongs to RP. Initially for each
set the isLP bit of LPn ways are set as 1 and RPn ways as 0. The ways are
randomly distributed over the two sections and they may not be contiguous.
Whenever we want to move a block from RP to LP, we just set its isLP bit
as 1. Similarly whenever we want to move a block from LP to RP we reset its
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isLP bit to 0. In this way we are logically moving a block between LP and RP
with just changing a bit value. Inserting, replacing or removing a block does not
affect the isLP bit of the corresponding way. It has to be done separately.

In case of local LRU replacement policy, each set has different hardware to
implement LRU policy for that particular set. In random-LRU, the LRU hard-
ware needs to maintain records only for LPn number of ways (for each set). But
since there is no physical movement of blocks within the set, the ways belonging
to LP section will change dynamically and the same is also true for the LRU
hardware. For example, if the LRU hardware implements a data structure to
maintain the LRU records then there will be LPn number of nodes in the data
structure and each node contains one aging variable and a pointer to indicate the
way in which the corresponding block resides. The detail hardware based expla-
nation of LRU policy is beyond the scope of this paper. We assumed that logical
block movement does not add any extra hardware overhead for implementing
LRU in LP.

4 Experimental Evaluation

4.1 Tiled Chip Multiprocessor

We used a 16 core Tiled CMP architecture [1] for experimenting all replacement
policies. Each tile has a processor, a private L1-cache and an L2-cache. The
tiles (or processor nodes) are connected to each other over a 2D mesh popularly
known as network-on-chip (NoC). The L2-cache with each tile can be private,
or shared among all processors on the chip. In this paper we assume a shared
cache, where the slice located in each tile will be called a cache-bank. Each bank
itself is a independent set-associative cache. All the experimental results shown
in this section are for the entire LLC, combining the results of all the banks
together.

4.2 Experimental Setup

In order to evaluate the proposed cache management technique, we performed
simulations by running benchmarks on a multi-core simulator GEMS [14] with
the help of a full-system functional simulator. GEMS has Ruby, which is a timing
simulator of multiprocessor memory system. We used MESI CMP based cache
controller in GEMS. The configuration details of the processor, cache memory
and main memory used in our experiments is given in Table 1. For calculating
the latencies incurred at L1 caches, L2 banks and directories we used Princeton’s
Garnet [15] network simulator. The parameters used are listed in the Table 2.

We used six multi-threaded applications from PARSEC [16] benchmark suite
for simulation. Note that, our proposed replacement policy is only applicable to
L2 and the behavior of L1 caches remains unchanged.
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Table 1. System Parameters

Component Parameters

No. of tiles 16
Processor UltraSPARCIII+
L1 I/D cache 64KB, 4-way
L2 cache bank 256KB 8-way
Memory bank 1GB, 4KB/page

Table 2. Network Parameters

Network Configuration Parameters

Flit Size 16 bytes
Buffer Size 4
Pipeline Stage 5-stage
VCs per Virtual Network 4
Number of Virtual Networks 5

4.3 Simulation Results and Analysis

We compared our proposed method with baseline shared cache design (shared
tiled CMP using true LRU). We ran each benchmark up to its termination with
16 parallel threads. As mentioned in the documentation of PARSEC distribu-
tion, we only measured the performance of ROI (region of interest) section for
each benchmark. The performance is analyzed for two different configurations:
(a) 50% LP (b) 25% LP. Below we discuss the performance analysis of each
configuration separately.

50% LP. In this configuration, we consider that the LP takes 50% ways (4
ways out of 8) from each set. Other important parameters are mentioned in
table 1. Figure 1 shows the performance comparison of our proposed method
with the baseline design. Each graph in the figure shows the results of different
performance metrics normalized to the baseline design value.

Figure 1(a) shows that random-LRU gets 21%-58% reduction in miss rate
with an average of 36.0%. Reduced off-chip traffic due to lesser misses results
in lesser network usage. Hence network power consumption also reduces. Figure
1(b) shows the performance comparison in terms of cycle per instruction (CPI).
It shows that in case of random-LRU, CPI improves between 3.5%-47.8% with
an average improvement of 11.4%. Table 3 shows the performance improvement
in terms of both miss rate and CPI for each benchmark.
25% LP. In this configuration, we consider that the LP takes 25% ways (2
ways out of 8) from each set. Figure 2 shows the performance comparison of our
proposed method with the baseline design.

Table 3. Performance improvement (in %) chart for Random-LRU (25% LP) with
baseline design

Benchmark Name (short name) CPI Miss Rate

fluidanimate (fluid) 3.54 % 49.81 %

x264 (x64) 47.80 % 39.61 %

ferret (fert) 14.24 % 21.59 %

freqmine (freq) 20.30 % 33 %

bodytack (body) 5.56 % 26.29 %

vips (vips) 8.20 % 58.76 %

Geometric mean 11.40 % 36 %
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(a) Miss Rate.

(b) Cycles per instruction.

Fig. 1. Normalized performance comparison of Random-LRU (50% LP) with baseline
design

Figure 2(a) shows that random-LRU gets -4.7% to 24.8% reduction in miss
rate with an average of 9.29%. The improvements in terms of CPI is shown in
Figure 2(b). It shows that random-LRU improves performance (CPI) between
-8.0% to 46.0% with an average of 5.0%. We can see that the improvement in
25% LP is not as satisfactory as 50% LP. This is because, in case of 25% LP, 75%
ways (6 ways) from each set follows random replacement policy and only 25%
ways are follows LRU policy. From Figure 2 we can see that random-LRU (25%
LP) degrades performance of the benchmarks having higher temporal locality.

Analysis. As explained in Section 1 the applications having more number
of dead and never-reused blocks cause higher miss rate in case of LRU replace-
ment policy. On the other hand a completely random replacement policy can
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(a) Miss Rate.

(b) Cycles per instruction.

Fig. 2. Normalized performance comparison of Random-LRU (25% LP) with baseline
design

replace dead or never-reused blocks early but it may also choose MRU block (or
other frequently used blocks) as victim block. So in case of these two replace-
ment policies, the advantage of one is the disadvantage of other. In our proposed
replacement policy a randomly selected victim block from RP is placed in LP.
Now if the selected victim block is a frequently used block then very soon it will
be requested again and hence moved from LP to RP. Otherwise the block will
be eventually removed from the cache. In this way our policy takes the advan-
tage of both LRU and random replacement policy. Hence it improves the miss
rate as well as the CPI.

Normally reduction in miss rate results in higher improvement of CPI. But
in our experiments some benchmarks show exceptional behavior, where the im-
provement in CPI is not as expected even when there is a large reduction in the
miss rate. This is because of the non-deterministic thread management by the
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operating system for multithreaded applications; as explained in [17]. It may be
possible that an application spends more time waiting in an idle loop of operat-
ing system or in a loop waiting for acquiring a lock. In such cases the miss rate
will improve but CPI may degrade.

Since 25% LP is not improving performance for the applications having higher
temporal locality, using it for LLC is not a valuable choice. On the other-hand,
50% LP improves performances for all the six benchmarks and it perfectly bal-
ances the pros and cons of LRU replacement policy. Using LRU policy for 50%
ways helps a benchmark to satisfy its higher temporal locality demand. On the
other hand, using random policy for the remaining 50% ways helps to remove
the basic drawbacks of LRU policies as discussed in Section 1.

5 Conclusion

We proposed a replacement policy “random-LRU” to improve the performance
of the true LRU policy in LLC, with much lesser hardware cost than true LRU
as well as some other LRU based policies. We divided the ways of each set into
two partitions: random partition (RP) and replacement partition (LP) and used
LRU as replacement policy only for LP. A subset of ways (max 50%) can be
the part of LP. Rest of the ways belong to RP and uses a random replacement
policy which requires no extra hardware. During the block eviction phase, the
newly incoming block is placed in a randomly selected position of RP and the
victim block in that position is moved into LP, replacing the LRU block of
LP. Also the newly inserted block in LP has to be made as MRU block. In
other words the replacement policy in LP selects LRU block as victim block
and insertion policy in LP inserts a newly incoming block into MRU position.
Since LRU policy is implemented only for a subset of ways the hardware cost
is much lesser than true LRU. Also instead of choosing the LRU block from
the whole set as victim block our policy selects the LRU block from a number
of randomly chosen blocks as victim block. This can partially solve the major
issues like dead lines and never-reaccessed lines of pure LRU based scheme in
LLCs. Experiments conducted on a full-system simulator shows 36% and 11%
improvements over miss rate and CPI respectively. Reduction in CPI and miss
rate together guarantees performance improvement.
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Abstract. Process variation is an important design concern in current nanoscale 
regime. This research paper analyzes the effect of process induced height and 
width variations for a multi-walled carbon nanotube (MWCNT) bundle 
interconnects. For different bundle heights and widths, the average deviation in 
crosstalk delay is analyzed for bundles having MWCNTs with different number 
of shells. A capacitively coupled interconnect line is used to analyze the 
crosstalk delay by using the Monte Carlo simulations with 100 different 
samples. Using Gaussian distributed widths and heights, a bundle having 
MWCNTs with higher number of shells exhibits least deviation in crosstalk. 

Keywords: Carbon nanotube (CNT), Multi-walled CNT (MWCNT) bundle, 
crosstalk deviation, process variation, VLSI interconnects. 

1 Introduction 

Carbon nanotubes (CNTs) have aroused lot of research interests for their applicability 
as VLSI interconnects [1]. CNT possess superior electrical properties as compared to 
Cu or other interconnect materials due to the unique band structure of graphene that 
leads to zero effective mass of electrons and holes [2]. In deep submicron and nano 
scale regime, conventional interconnect materials such as Al and Cu suffers from 
electromigration [3, 4], skin effect, resistive parasitic [5-7] etc. CNTs can be 
constructed with length-to-diameter ratio of up to 132,000,000:1 [8], which is 
significantly larger than any other material. The sp2 bonding in graphene is stronger 
than the sp3 bonds in diamond [2] that makes graphene the strongest material. CNTs 
have large current carrying capability [9], long ballistic transport length, higher 
thermal conductivity [10] and mechanical strength [11].  

Structure of CNTs depend on chiral indices (n,m) that represents the rolling up 
direction of graphene sheets. CNTs can be either metallic or semiconducting in nature 
depending on their chiral indices. Based on the number of concentrically rolled up 
graphene sheets, CNTs are categorized as single- (SWCNT) and multi-walled CNTs 
(MWCNTs). MWCNTs consist of several concentric shells with different diameters 
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due to which each shell exhibits different physical and electrical properties. 
MWCNTs having diameter greater than 20nm are conductive in nature as they 
exhibits band gap lesser than the thermal energy at room temperature (EG < kBT ≈ 
0.0258eV) [2]. The number of conducting channels and mean free path increases for 
higher diameters of MWCNTs [8] that exhibits an improved performance as 
compared to the SWCNTs. MWCNT bundle can be preferred over single MWCNT or 
bundled SWCNT as it provides more number of conducting channels. Specific 
arrangements of MWCNT bundles can be obtained by using a technique known as 
atomic force microscopy (AFM) [8].  

Advancement in current technology results in shrinking device dimensions that 
requires more sophisticated technological tools. There is always a certainity in 
achieving these small device dimensions. In this research paper, these certainties are 
considered for process induced bundle width and height variations. Variation in 
bundle width and height offers more deviation in outputs as compared to any other 
process or parameter variations. The research paper is organized in four different 
sections: Section 1 introduces a recent research scenario and briefs about the works 
carried out. Using the geometry and bundle arrangements, section 2 presents an 
analytical model of bundled MWCNT. A detailed analysis of Monte Carlo 
simulations by using capacitively coupled interconnect lines is presented in section 3. 
The impact of bundle height and width on average crosstalk deviation is analyzed in 
section 4. Finally, section 5 draws a brief summary of this paper. 

2 Interconnect Model 

This section presents an analytical model of MWCNT bundle that depends on the 
arrangements of MWCNTs. Initially, an equivalent RLC model of single MWCNT is 
presented by considering the effects of shell diameter and conducting channels. 
Finally, this model extends to describe a distributed RLC network that provides a 
detailed analysis for different interconnect parasitics of bundled MWCNT. 

                           

                           (a)                                                                                            (b) 

Fig. 1. Geometry and arrangements of (a) single and (b) bundled MWCNT 
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2.1 Geometry of Single and Bundled MWCNT 

MWCNT consists of several concentric rolled up graphene sheets as shown in Fig. 
1(a) where the distance between each shell is approximately equivalent to the Vander-
Waal’s gap (δ) ≈ 0.34nm [12]. Inner and outer diameters are represented as D1 and DM 

respectively, where M denotes the number of shells in an MWCNT. The distance 
between the center of MWCNT and ground plane is denoted as y. Outer diameter of 
MWCNT depends on the number of shells and can be expressed as [13]  

                                               ( )2 11D D MM δ= + × × −                                          (1) 

Figure 1(b) presents an MWCNT bundle (height=H and width=W) that consists of 
different number of MWCNTs having similar number of shells. Therefore, the total 
number of MWCNTs in a bundle can be expressed as [4] 

                          ( ) ( )[ ]212 −−=−= WnHnWnWnHnWnMWCNTn                                 (2) 

                        (if nH is an even and odd number respectively) 

where               ( )δ+= MDWWn        and      ( )δ+= MDHHn                                   (3) 

2.2 Equivalent RLC Model for MWCNT Bundle 

MWCNT consists of numbers of cylindrical shells that can be viewed as several shells 
in parallel. It is seemed to be similar to an SWCNT bundle that consists of several 
nanotubes in parallel; but in fact, it has significant differences with SWCNT bundle. 
For an MWCNT, the number of conducting channels depends on the shell diameters. 
The interconnect parasitics such as resistance, inductance and capacitance are 
modeled based on the total number of conducting channels that accounts for the effect 
of spin degeneracy and sub-lattice degeneracy of carbon atoms. Using the assumption 
of one third shells as metallic, the average number of conducting channels for a 
particular shell in MWCNT can be expressed as [15] 

                                            
( ) ,  /

1 2
              2 / 3               / T   

N D k TD k D d Ti Ti i i
D dTi

≈ + >

≈ ≤
                                   (4) 

where Di represents the diameter of ith shell in MWCNT, k1 and k2 are equivalent to 
2.04 × 10-4nm-1K-1 and 0.425 respectively [15]. The thermal energy of electrons and 
gap between the sub-bands determines the quantitative value of dT which is equivalent 
to 1300nmK at room temperature (T=300K) [15]. Thus, the total numbers of 
conducting channels in an MWCNT bundle can be calculated using the summation of 
conducting channels (Ni) of each shell in an MWCNT  [15] 

                       
1

p
N n NiMWCNT i

=
=

; p = total number of shells in a MWCNT                     (5)  
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Fig. 2. Equivalent RLC model of MWCNT having p number of shells 

Since all the interconnect parasitics of different shells vary in MWCNTs, the 
potentials of different shells cannot be assumed to be equal as in the case of SWCNT 
bundle. Therefore, a shell-to-shell coupling capacitance is introduced that arises due 
to the small separation between two adjacent shells. The per unit length (p.u.l.) shell-
to-shell coupling capacitance (CS) can be expressed as [13] 

                                
2 2

ln( ) ln ( 2 )1

CS D D D Dp p pp

πε πε

δ
= =

−−   
                                   (6) 

Based on the aforementioned analysis, Li et al. [13] proposed a distributed RLC 
model for MWCNT interconnects as presented in Fig. 2. The resistance of each shell 
in Fig. 2 can be defined as (1) quantum resistance RQ, (2) scattering resistance RS and 
(3) imperfect metal-nanotube contact resistance Rmc. The scattering resistance (RS) 
occurs if the length of the nanotube is larger than the mean free path (mfp) of 
electrons. RQ and RS are intrinsic, and the value of Rmc depends on the fabrication 
process. The interconnect parasitics of MWCNT bundle is calculated using the 
equivalent RLC model of Fig. 2 where each parasitic is modeled using the total 
number of conducting channels in MWCNT. Therefore, the total resistance (Rtotal) can 
be determined as [13]  

                                  2 2
2 2

h h
R R RQ Stotal

e N e N
mfp

λ
= + = +                                    (7) 

where 22 ~ 12.9h e kΩ , λmfp and N are the mfp and total number of conducting channels 

respectively. The mfp is calculated using the diameter of each shell in MWCNT. 
Apart from this, the imperfect metal-nanotube contact resistance Rmc exhibits a value 
ranging from zero to hundreds of kΩ depending on the different growth process [13]. 
Moreover, the tunneling conductance (GT) depends on the diameter of each shell in 
MWCNT [13].   
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Each transmission line in the equivalent RLC model of Fig. 2 comprises of 
magnetic inductance (LM) that can be represented as the stored energy for a given 
amount of current flow. On the other hand, the kinetic inductance (LK) arises mainly 
because of the charge carrier inertia and can be expressed as [14]  

                                            0 ; 0 2
2

hLKL where LKK N e v F

= =                                    (8) 

where vF is the Fermi velocity of graphene and CNT which is equal to 8×105 m/s [13]. 
Apart from this, the RLC model of Fig. 2 consists of quantum capacitance that arises 
due to the density of electronic states in CNTs and can be formulated as [14] 

                                          
2

2
. ;

0 0
e

C N C whereCQ Q Q hvF

= =                                       (9) 

3 Simulation Setup 

This section analyzes the propagation delay under the influence of crosstalk for 
bundled MWCNT having different numbers of shells at interconnects lengths of 
100μm. The equivalent RLC model of bundled MWCNT represents the capacitively 
coupled interconnect lines as shown in Fig. 3. Simulation setup uses CMOS driver at 
32nm technology node in which the technology parameters (length and width) for 
NMOS is taken as 32nm and 640nm and for PMOS, these parameters are taken as 
32nm and 1280nm, respectively. Using the process induced bundle height and width 
variations, the average deviation in crosstalk is analyzed for different bundled 
MWCNT by invoking the Monte Carlo simulations with 100 different samples. The 
interconnect line is terminated by a load capacitance CL = 10fF. 
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VDD
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Bundled MWCNT 2

Aggressor

Victim

CCM

 

Fig. 3. Capacitively coupled interconnect lines 



 Analysis of Crosstalk Deviation for Bundled MWCNT with Process Induced Height 219 

4 Performance Analysis 

This section provides a detailed insight of crosstalk delay using Gaussian distributed 
bundle widths and heights. Performance is analyzed for a bundle having MWCNTs 
with different numbers of shells. To analyze the average crosstalk deviations, the 
minimum and maximum dimensions of an MWCNT bundle are presented in Table 1. 
The average crosstalk deviation is investigated for the bundles having MWCNTs with 
5-, 10- and 15-shells.  

Tables 2 and 3 summarizes the variation in interconnect parasitics for bundled 
MWCNTs for different bundle heights and widths respectively. The different 
interconnect parasitics includes the total number of MWCNTs in bundle, total number 
of conducting channels, quantum resistance, scattering resistance, kinetic and 
magnetic inductance, quantum capacitance, electrostatic capacitance and coupling 
capacitance. It is observed that the total number of conducting channels increases for 
maximum bundle width and height which is due to the higher number of MWCNTs in 
bundle. The higher number of conducting channels significantly lowers the resistive 
and inductive parasitics whereas capacitive parasitics are increased as directed from 
expressions (7) to (9). Thus, a MWCNT bundle with minimum dimension exhibits 
higher parasitic values as compared to the maximum dimension of the bundle.  

Table 1. Variation in bundle dimension 

Parameters Nominal value Variation Minimum 
value (nm) 

Maximum 
value (nm) 

Width (W) 45nm 10% 40.5 49.5 

Height (H) 81nm 10% 72.9 89.1 

Table 2.   Interconnect parasitics of a bundled MWCNT for process induced bundle heights at 
100µm interconnect length 

Parameters 5 shell 10 shell 15 shell 
 Min Max Min Max Min Max 

nCNT 179 221 50 61 21 28 

Nchannel 424 524 336 410 274 365 

RQ (Ω) 11.8 9.52 8.14 6.7 6.82 5.11 
RS (Ω) 1175 952 814 667 682 511 

LK (nH) 1.88 1.53 2.66 2.18 3.1 2.32 
LM (nH) 0.102 0.102 0.09 0.09 0.082 0.082 
CQ (pF) 8.19 10.11 6.48 7.91 5.3 7.04 
CE (fF) 11.95 11.95 7.45 7.45 5.423 5.423 
CM(fF) 19.2 23.71 13.95 17.1 12.2 16.3 
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Table 3.  Interconnect parasitics for a bundled MWCNT for process induced bundle widths at 
100µm interconnect length 

Parameters 5 shell 10 shell 15 shell 
 Min Max Min Max Min Max 

nCNT 162 219 45 55 18 25 

Nchannel 384 519 302 369 235 326 

RQ (Ω) 13 9.61 9.04 7.39 7.9 5.7 

RS (Ω) 1299 961 904 740 795 573 
LK (nH) 2.1 1.54 2.96 2.42 3.61 2.59 
LM (nH) 0.102 0.102 0.896 0.896 0.0821 0.0821 
CQ (pF) 7.41 10.02 5.83 7.13 4.53 6.3 
CE (fF) 9.78 13.035 6.205 7.446 4.07 5.423 
CM(fF) 21.56 21.56 15.505 15.505 14.231 14.231 
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Fig. 4. Average crosstalk deviation for Gaussian distributed bundle (a) height and (b) width 

Figure 4(a) presents the average crosstalk deviation for Gaussian distribution of 
MWCNTs in different bundle heights. It is observed that the average crosstalk 
deviation reduces for the bundle having MWCNTs with higher number of shells. For 
10% deviation in heights, there are lesser number of 15-shell MWCNTs that are 
accommodated in comparison to the bundle having 10- and 5-shell MWCNTs as 
presented in Table 2. It causes lesser effect of capacitive coupling between two 
bundled MWCNTs (Table 2). Therefore, a bundle having MWCNTs with 15-shells 
exhibits lower crosstalk deviation as compared to the bundles having MWCNTs with 
10-shell and 5-shell respectively.  

Figure 4(b) demonstrates the average crosstalk deviation for Gaussian distribution 
of MWCNTs in different bundle widths. For the bundle dimension of (45nm × 91nm), 
it is observed that the average crosstalk deviation increases for the bundle having 
MWCNTs with 10-shells whereas reduces for the bundle having MWCNTs with 15- 
shells. The primary reason behind this effect is the difference between minimum and 
maximum number of conducting channels in a bundled MWCNT. For the bundle 
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having MWCNTs with 5-shells, the difference between minimum and maximum 
number of conducting channels is lesser in comparison to the bundle having 
MWCNTs with 5- and 15-shells as observed from Table 3. The minimum difference 
in conducting channels reveals to the minimum difference in interconnect parasitics 
for the bundle having MWCNTs with 10-shells. Therefore, the bundle having 
MWCNTs with 10-shells exhibits higher crosstalk deviation in comparison to the 
bundle having MWCNTs with 5- and 15-shells. 

5 Conclusion 

This research paper presented an analytical model of bundled MWCNT that uses the 
total number of conducting channels to model the interconnect parasitics. To analyze 
the crosstalk delay, the equivalent RLC line of bundled MWCNT has been used to 
represent the capacitively coupled interconnect lines. Monte Carlo simulations are 
performed to analyze the average crosstalk deviation for process induced bundle 
heights and widths variations. Using Gaussian distributed bundle widths and heights, 
it has been observed that the average crosstalk deviation reduces for the bundle 
having MWCNTs with higher number of shells. 

References 

1. Ijima, S.: Helical microtubules of graphite carbon. Nature 354, 56–58 (1991) 
2. Li, H., Xu, C., Srivastava, N., Banerjee, K.: Carbon Nanomaterials for Next-Generation 

Interconnects and passives: Physics, Status, and Prospects. IEEE Trans. Electron 
Devices 56(9), 1799–1821 (2009) 

3. Srivastava, N., Banerjee, K.: A comparative scaling analysis of metallic and carbon 
nanotube interconnects for nanometer scale VLSI technologies. In: Proc. Int. VLSI 
Multilevel Interconnect Conf., pp. 393–398 (2004) 

4. Srivastava, N., Banerjee, K.: Interconnect challenges for nanoscale electronic circuits. 
TMS J. Mater. 56(10), 3–31 (2004) 

5. International Technology Roadmap for Semiconductors (2005),  
http://public.itrs.net 

6. Im, S., Srivastava, N., Banerjee, K., Goodson, K.E.: Scaling analysis of multilevel 
interconnect temperatures for high performance ICs. IEEE Trans. Electron Devices 52(12), 
2710–2719 (2005) 

7. Steinhogl, W., Schindler, G., Steinlesberger, G., Traving, M., Engelhardt, M.: 
Comprehensive study of the resistivity of copper wires with lateral dimensions of 100 nm 
and smaller. J. Appl. Phys. 97(2), 023706-1–023706-7 (2005) 

8. Dadgour, H., Cassell, A.M., Banerjee, K.: Scaling and variability analysis of CNT-based 
NEMS devices and circuits with implications for process design. In: Proc. IEEE IEDM 
Tech. Dig., pp. 529–532 (2008) 

9. Wei, J.Q., Vajtai, R., Ajayan, P.M.: Reliability and current carrying capacity of carbon 
nanotubes. Appl. Phys. Lett. 79(8), 1172–1174 (2001) 

10. Collins, B.G., Hersam, M., Arnold, M., Martel, R., Avouris, P.: Current saturation and 
electrical breakdown in multiwalled carbon nanotubes. Phys. Rev. Lett. 86(14), 3128–3131 
(2001) 



222 J. Kumar et al. 

11. Berber, S., Kwon, Y.K., Tomanek, D.: Unusually high thermal conductivity of carbon 
nanotubes. Phys. Rev. Lett. 84(20), 4613–4616 (2000) 

12. Rossi, D., Cazeaux, J.M., Metra, C., Lombardi, F.: Modeling crosstalk effect in CNT bus 
architecture. IEEE Trans. Nanotechnol. 6(23), 133–145 (2007) 

13. Li, H., Yin, W.Y., Banerjee, K., Mao, J.F.: Circuit Modeling and performance Analysis of 
Multi-Walled Carbon Nanaotube Interconects. IEEE Trans. Electron Devices 55(6),  
1328–1337 (2008) 

14. Burke, P.J.: Luttinger Liquid Theory as a Model of the Gigahertz Electrical Properties of 
Carbon Nanotubes. IEEE Trans. Nanotechnol. 1(3), 129–144 (2002) 

15. Pu, S.N., Yin, W.Y., Mao, J.F., Liu, Q.H.: Crosstalk Prediction of Single- and Double-
Walled Carbon-Nanotube (SWCNT/ DWCNT) Bundle Interconnects. IEEE Trans. 
Electron Devices 56(4), 560–568 (2009) 

16. Majumder, M.K., Pandya, N.D., Kaushik, B.K., Manhas, S.K.: Analysis of MWCNT and 
Bundled SWCNT Interconnects: Impact on Crosstalk and Area. IEEE Electron Devices 
Letts. 33(8), 1180–1182 (2012) 



Congestion Balancing Global Router

Shyamapada Mukherjee1, Jibesh Patra2, and Suchismita Roy2

1 Dr. B.C. Roy Engg. College, Durgapur, India
2 National Institute of Technology, Durgapur, India

{shyamamukherji,jibesh.patra}@gmail.com,
suchismita27@yahoo.com

Abstract. A novel algorithmic approach for a global routing solution
for VLSI circuits is proposed in this paper. Instead of following the tra-
ditional Steiner tree approach towards global routing, we have used a
congestion sensing path laying approach. We introduce the concept of
detouring of net segments running through heavily congested edges. The
technique brings down the congestion of edges, to meet the constraints of
edge capacity, by detouring the net segments through sparsely populated
edges. Our approach has been implemented and tested on the ISPD 98
benchmark circuits and has achieved results comparable to other global
routers when congestion minimization and wire length minimization are
taken into consideration.

Keywords: Global Routing, Detouring, Steiner Tree.

1 Introduction

Routing is one of the traditional VLSI physical design automation area along
with placement and synthesis. With exponentially growing demand of nano-
circuits, shrinking size of integrated circuits which in turn increases chip density,
and on chip communication, the challenges for current global routers are more
than ever before. During the global routing phase, the planning of a provisional
path between the interconnects, in various routing regions on the chip takes
place. Global routing techniques in recent years have improved significantly with
the introduction of ISPD1998 [1], ISPD2007 [2], and ISPD2008 [3] global routing
benchmark circuits.

The approaches of solving global routing problem can be grouped into two
broad categories: sequential and concurrent techniques. In sequential routing ap-
proaches, nets are first ordered according to their routing importance followed
by each net being routed separately. However, once a net has been routed it may
block other nets which are not yet routed. As a result, this approach is very sen-
sitive to the order in which the nets are considered for routing. In this approach,
routes for nets routed early can be easily found while the nets routed at a later
stage might be difficult to route or become unroutable. Sequential algorithm was
first introduced by Lee [4] and it became the basis for the maze runner algo-
rithms. Several approaches have been proposed to extend these algorithms to
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multi-terminal nets. While extending these algorithms for multi terminal nets
the common feature has been the construction of Steiner tree for each net [5–
11]. The popularity of sequential techniques has risen recently, because of their
ability to handle large problem instance. The popular sequential techniques,
usually order the nets according to their criticality, half-perimeter wire length,
and number of terminals [12]. For example, some nets might be timing critical
and hence would require to be routed early. Various techniques has been de-
vised to minimize the effect of net ordering. These techniques include rip-up &
reroute schemes, heirarchical methods, simulated annealing and a myriad other
heuristics based methods. The traditional approach is to route each net, without
taking congestion into account and then identify heavily congested areas. These
heavily congested areas are then decongested by local rerouting of net segments.
NTHU-Route [13] is an example of GR using iterative rip-up and reroute tech-
nique that uses a history-based cost function to distribute overflow, followed by
identification of congested regions to specify the order in which rip-ups are per-
formed. [14] presents a global routing algorithm that performs layer assignment
before routing. This algorithm is based on a new flow for multi-layer routing,
and uses bounding box of the nets to estimate the congestion, and distributes
them to different layer pairs based on the aim of even congestion. The Archer
router [15] employs a spectrum of point-to-point routing techniques, ranging
from relatively cheap operations to expensive but flexible procedures (e.g., tra-
ditional maze routing). For a given 2-pin connection, the specific technique used
depends on congestion histories. Steiner trees are modified dynamically using
a novel Lagrangian formulation for topology optimization. Fairly Good Router
(FGR) [16] extends the PathFinder router originally developed for FPGAs [17]
to handle the scale and sophistication of an ASIC environment with multiple
routing layers. It offers several technical novelties, such as a particular function
for congestion penalty, and closely linked algorithmic innovations, such as shar-
ing in conjunction with continual net restructuring, and fast layer assignment
followed by a 3D clean-up. With respect to runtime, FastRoute [18] remains
one of the more competitive solvers to date. It uses a congestion map to warp
the structure of a Hanan grid during Steiner tree generation, followed by edge
shifting and a form of pattern routing. DpRouter [19] is based upon a conges-
tion aware algorithm that combines two principal techniques: a dynamic pattern
routing method to achieve optimal routing solutions for two-pin nets, and a
segment move technique to extend its search space. Two elementary edge-based
operations -extreme edge shifting and edge retraction- form the high-level opera-
tions of MAIZEROUTER [20]. These techniques are supported by an underlying
foundation of interdependent net decomposition, in which routing solutions are
implicitly maintained by at collections of intervals. Rather than operate on en-
tire nets, individual segments are manipulated one-at-a time, enabling support
for cheap incremental operations.

Concurrent global routing methods find routes for all nets in a circuit si-
multaneously. Doing so, helps in avoiding the net ordering problem faced by
the sequential approaches. On account of unavailability of efficient polynomial
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algorithms for concurrent global routing, integer programming (IP) methods
have been suggested. Integer programming can be formulated in a number of
ways.

The [21], solves the GR problem, using IP where GR constraints are combined
to find the best wiring layput of a circuit. New modeling techniques are used
to solve the routing problem formulated as an integer programming problem.
The LP problem is solved by an interior point algorithm that finds a near op-
timal wiring in polynomial time without perfoming randomized rounding. Few,
IP based GR are SideWinder [22], BoxRouter [23], and GRIP [24]. The common
approach of IP based routers is the decomposition of multi pin nets into two
pin nets using FLUTE. After decomposition, different router uses different ILP
formulations to solve the global routing problem. Given the routing graph and
a set of Steiner trees for each net, the goal of this technique is to select one
Steiner tree for each net, such that, the total wire length is minimized and the
channel capacity constraints are not violated. [25] presents an efficient approach
to global routing that takes spacing-dependent costs into account and provably
finds a near-optimum solution including these costs. [26] presents a parallel
global routing algorithm that concurrently processes routing subproblems cor-
responding to rectangular subregions covering the chip area. The algorithm uses
at it core an existing integer programming (IP) formulation both for routing
each subproblem and for connecting them. GRIP [24] is another global rout-
ing technique via integer programming. GRIP optimizes wirelength and via cost
directly. By using integer programming in an effective manner, GRIP obtains
high-quality solutions. The paper [27] presents a collaborative procedure for
multiobjective global routing that takes independently generated multiple GR
solutions as input and performs multi objective optimization based on Pareto
algebra to generate quick multiple GR solution.

This paper introduces a novel approach of reducing total overflow with focus
on keeping wire length and signal delay in check. This paper makes the following
contributions:

1. This algorithm does not follow traditional steiner tree construction approach,
rather a congestion sensing algorithm has been developed for this.

2. For load adjustment a congestion balancing algorithm has been designed
that takes signal delay and wire length into consideration.

3. Tree augmentation has been applied to the remaining of the the nets with
atleast one congested edge few iterations of congestion balancing algorithm.

The rest of the paper is organized as follows. While the next section describes
the congestion estimation and minimization technique, section 3 presents the
experimental results and comparisons with some existing global routers. The
conclusion of the paper is provided in section 4.

2 Congestion Estimation and Minimization

During global routing, pins with the same electric potential are connected using
wire segments. The final design should reflect fully connected nets. While making
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Fig. 1. Flow chart depicts the working steps to balance congestion

the net connections, same tracks of a circuit might get used by many nets. This
in turn can lead to congestion of the tracks. Traditional global routing techniques
does not employ any out of the box congestion minimization techniques and de-
pends upon cumbersome maze routing techniques to achieve this. It is customary
to map a global routing problem to a grid graph and then solve it. The technique
depicted here uses grid formulation of the global routing and then tries to mini-
mize congestion by following a two step approach. The sequence of operations or
the steps are clearly defined by the flowchart shown in Fig. 1. In the first step, the
technique tries to keep the congestion in control while laying out the paths of the
circuit using Congestion Sensing Path Laying technique. Once the paths are laid,
the second step uses heuristics to minimize congestion further while keeping the
nets connected.

Algorithm 1. CongestionSensing
Input: Two steiner points a(x1, y1)&b(x2, y2) where (x1 �= x2)and(y1 �= y2)
Output: Connected path between two steiner points using grid edges consider-
ing grid edge congestion meanwhile.

A virtual box B is assumed with (x1, y1), (x1, y2), (x2, y1), (x2, y2) corner points
Repeat the steps 3 to 10 until a == b
Select two incident edges api and aqi towards b within B;
if (CapCongRatio(api ≤ aqi)) then

Lock(api);
a=pi

else
Lock(aqi);
a=qi

end if

2.1 Congestion Sensing during Path Laying

This section describes the congestion minimization technique used while laying
paths of nets. Initially Steiner minimal trees are generated using FLUTE [28].
FLUTE provides two pin tree segments of one or more edge lengths. The next
step is to select the grid edge for laying the paths. At this juncture while laying
out the edges, we make sure such that the same edge does not get selected
repeatedly. Doing so helps to keep congestion in control and the heuristic applied
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Fig. 2. Path laying between C and B using CongestionSensing algorithm

in the second step becomes more feasible. The congestion should be minimized
so that the electric load on one channel is reduced, since more wires or more
current flow through one channel may increase the heat and sometime damage
the circuit. Hence the focus is on congestion minimization rather than wire length
minimization.

The internal working principle of the CongestionSensing algorithm is de-
scribed in Algo 1. Fig. 2(a) shows the FLUTE generated bi-pins B and C to
be connected. Our task is to create a connection between these two pins and
the algorithm senses congestion while making this connection and subsequently
adjusts the laying out of path. In this context congestion represents the number
of Steiner trees that have used the edge for laying their path. A virtual box
ABCD is conceptualized to bound the path between B and C. While laying out
path from the lower pin C, the algorithm senses the congestion(use) of the two
possible edges cp1 and cq1 and then chooses the least used edge. This process
continues until the two pins get connected, as shown in Fig. 2(a) to 2(j). This
is to ensure that one particular edge does not get chosen over and over again,
thereby keeping congestion to a minimum.

2.2 Congestion Minimization by Rerouting the Most Congested
Edge

This section describes the second step of congestion minimization technique that
uses rerouting of the tree segment having path through the most congested grid
edge, to minimize congestion. This phase does not focuses only on overflow re-
duction but also controls the wire length of each individual net and hence the
signal delay. Most of the existing technique controls congestion and wire length,
but some nets become lengthy and increase their signal delay. Initially the the
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Algorithm 2. CongestionReduction
Input: Most congested edge e in the graph
Output: Less congested edge e

Find the set of trees Te = {t0, t1, t2, ...} having path through e;
while (Capacity(e) < |Te|) do

ti = MaxWireLength(Te);
if (e is vertical edge) then

V ≡ Left,P ≡ Right;
end if
if (e is horizontal edge) then

V ≡ Up,P ≡ Down;
end if
if (Atleast two horizontal or vertical incident edges on opposite sides of e) then

e1 = e; e2 = e;
Repeat
{
e1 = e1.V, e2 = e2.P ;
if (!Marked(e1) & Cong(e1) ≤ Cong(e2) & Bound(e1)) then

enew=Lock(e1);
Break;

else if (!Marked(e2) & Bound(e2))) then
enew=Lock(e2);
Break;

else if (!Marked(e1) & Bound(e1))) then
enew=Lock(e1);
Break;

else if (!Bound(e1) & Bound(e2))) then
Break;

end if
}

else if (only V side horizontal or vertical incident edge(s) on one side of e) then
e1 = e;
Repeat
{
e1 = e1.V ;
if (!Marked(e1) & Bound(e1)) then

enew=Lock(e1);
Break;

end if
}

else if (only P side horizontal or vertical incident edge(s) on one side of e) then
e1 = e;
Repeat
{
e1 = e1.P ;
if (!Marked(e1) & Bound(e1)) then

enew=Lock(e1);
Break;

end if
}

end if
new path for e through enew is set up
Remove ti from Te;

end while
Mark e;

edge with maximum congestion is selected and further CongestionReduction
Algorithm 2 is applied to this edge until the congestion comes down to the edge
capacity. In some cases it may not be so and hence the algorithm might keep
running on and on. For such cases, a check of preset limit on the number of
iteration is made. Whenever this iteration goes beyond the limit, the algorithm
moves on to the next net. The final output of this procedure is either a con-
gestion free routing or routing with overflow. The selection of most congested
edge as mentioned above is made irrespective of the edge being vertical or hori-
zontal. Fig. 3(a) to 3(g) show all possible position of a congested vertical edge
and corresponding new layout for the tree segments running through that edge,
after the proposed technique is applied. Analogous procedure can be applied for
reducing congestion of horizontal edges. Possible scenarios of congested edges
with the possible tree structures are shown. Fig. 3(a) shows a net containing a
congested edge AB. Since, for this particular net, there are two horizontal edges
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Fig. 3. Congestion minimization using CongestionReduction algorithm

CA and BD incident on AB. The two options for the tree detouring will be
either through CE or FD as shown in Fig. 3(b). Among them, the edge with
minimum existing congestion is selected for rerouting the net segment AB. In
the figure, we assume, CE has less congestion than FD and thereby detour our
net through this edge as depicted in Fig. 3(c). After detouring we check whether
the edge AC is part of the net under consideration and if found to be part of
the original net AC is retained else removed. The depiction in the above figure
assumes AC to be not a part of the original net, and hence has been removed.
Similarly some other situation may happen with the most congested edge and a
different net structure. Fig. 3(d) shows a net containing a congested edge AB.
Since, for this particular net, the horizontal edges are incident only from right
side, we detour the net through CD as shown in Fig. 3(e). The next step is to
check for AC being part of the net. If the removal of AC makes no effect to the
connected net under consideration, remove it. We assume, it is not part of the
net and subsequently remove it. For the third case, we assume CD was previ-
ously congested edge, which gets uncongested now, after applying our technique
and marked, is shown in Fig. 3(f). The figure also shows that a segment of a
net is passing through the most congested edge AB in the grid graph in this
moment. Since, for this particular net, the horizontal edge is incident only from
left we try to detour this net through CD. But, CD being already marked the
detouring does not takes place and we move forward to the adjacent edge EF
and on finding it unmarked, detour our net through this edge.

3 Experimental Results

All experiments were performed on a Linux workstation with AMD A8 2.2Ghz
CPU and 4GB memory. ISPD98 2D benchmark circuits have been used to im-
plement our algorithms. The circuits are given in the form of grid graph along
with number of nets, defined by terminal or pin coordinates in the graph.
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Table 1. The results of five state-of-the-art global routers and CSaCB on ISPD’98
benchmark. The runtimes for each router are given in seconds.

Circuit
BoxRouter 2.0 FastRoute 2.0 FGR

TOF WL CT TOF WL CT TOF WL CT
ibm01 0 62659 32.8 31 68489 0.72 0 63332 10
ibm02 0 171110 35.9 0 178868 0.93 0 168918 13
ibm03 0 146634 17.6 0 150393 0.6 0 146412 5
ibm04 0 167275 115.9 64 175037 1.88 0 167101 29
ibm06 0 277913 47.4 0 284935 1.36 0 277608 18
ibm07 0 365790 85.9 0 375185 1.6 0 366180 20
ibm08 0 405634 90.1 0 411703 2.36 0 404714 18
ibm09 0 413862 273.1 3 424949 1.92 0 413053 20
ibm10 0 590141 352.4 0 595622 2.79 0 578795 92

Circuit
NTHU-Route 2.0 MaizeRouter CSaCB
TOF WL CT TOF WL CT TOF WL CT

ibm01 0 62498 2.4 0 63720 NA 58 65012 2.6
ibm02 0 169881 3.3 0 170342 NA 36 170132 5.3
ibm03 0 146458 2.5 0 147078 NA 21 148338 2.7
ibm04 0 166452 5.9 0 170095 NA 122 170556 6.2
ibm06 0 277696 5.5 0 279566 NA 42 281124 6.2
ibm07 0 366133 6.4 0 369340 NA 84 366890 6.2
ibm08 0 404976 5.9 0 406349 NA 40 405684 6.8
ibm09 0 414738 5.7 0 415852 NA 18 416214 7.4
ibm10 0 579870 12.3 0 585921 NA 51 585654 15.3

Table 2. List machines used by other routers

Router CPU Memory

BoxRouter 2.0 Intel Pentium 4 2.8Ghz 2 GB

FastRoute 2.0 Intel Pentium 4 3.0 GHz 2 GB

FGR AMD Opteron 2.4 Ghz 4 GB

NTHU-Route 2.0 AMD Opteron 2.2Ghz 8 GB

MaizeRouter Dual-core 2.8-GHz AMD Opteron 16 GB

To empirically evaluate the performance of our Congestion Sensing and Con-
gestion Balancing(CSaCB) technique, we compare it to six recent popular state-
of-the-art academic global routers: FastRoute 2.0 [18], BoxRouter [23], FGR [16],
NTHU-Route 2.0 [13], and MaizeRouter [20]. We compare the results in terms
of total overflow, wirelength, and CPU time. The column heads “TOF”, “WL”,
and “CT” denote the total overflow, total wire length, and CPU time required, in
Table 1. All the existing router achieve 0 overflow for all nine circuits except Fas-
tRoute 2.0 which achieve 0 overflow for six out of nine circuits. The wirelength
of NTHU-Route 2.0 is the least among all the routers. Our proposed technique
CSaCB also achieves fairly good results with some overflow. Being an ongoing
work, CSaCB requires few improvements and we hope the proposed technique
will work well if we are able to incorporate these improvements. Table 2 shows
the list of machines used by each router.
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4 Conclusion

In this paper, we have presented the design and architectural details of a novel
re-route based global routing, CSaCB. The technique based on two phases, viz.
Congestion sensing path laying and congestion reduction, using net segment
detouring procedure. While the first phase takes care of keeping congestion in
control upto a certain extent, the second further reduces the congestion level
and also keeps the wire length to a minimum value.
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Abstract. The paper presents the CMOS ASIC design of a digital fuzzy proces-
sor, that can compute on arbitrary membership functions. The architecture ex-
ploits pipelining and parallelism to reduce the inferencing delay. The processor 
has been designed to operate at a frequency of 2 GHz using a power supply of  
1 V. For a system with 256 active rules, the circuit has delay of 1285 ns and 
power dissipation of 70.5 mW. The set of common antecedents for a group of 
rules are stored separately, leading to reduction in delay and power dissipation. 
The performance of the proposed circuit has been compared with state of the art 
RISC and CISC processor architectures, and found to dissipate much less power 
and has much less delay. 

Keywords: Fuzzy processor, Membership function, Antecedents, Rules. 

1 Introduction 

Fuzzy processors are commonly used in different control systems such as heating and 
air conditioning systems, automobile braking, washing machines, industrial automa-
tion etc. Fuzzy systems take the uncertainties in data into considerations while making 
decisions. The hardware implementation of fuzzy logic has been investigated in sev-
eral works, with the first proposal coming from Togai and Watanabe [1]. The usage of 
general purpose processors in fuzzy logic computations has been mentioned in [2-5]. 
However, these are not suitable for real time applications where high speed infencing 
is needed, within hard real time deadline. Hardware dedicated for fuzzy computations 
has been developed for high speed applications [6-13]. However the use of FPGA 
based architectures adds flexibility in implementing the fuzzy system on chip [14]. 
Roy Chowdhury and Saha have proposed a high performance FPGA based fuzzy 
processor based on parallel-pipelined architecture in [15]. 

The current research is aimed at the ASIC design of a digital fuzzy processor. The 
processor has been designed to compute on arbitrary membership functions. This 
leads to better accuracy in results. The set of common antecedents for a group of 
fuzzy rules are stored separately in memory. This leads to reduction in memory space, 
delay and power dissipation. 
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The paper is organized as follows. Section 2 describes the processor architecture. 
Section 3 describes the simulation and results. Conclusion is presented is section 4. 

2 Architectural Design of Processor  

Fig. 1 depicts the fuzzy processor architecture. The processor has a controller, eight 
detection units (DU), eight antecedent units (AU), eight rule units (RU), a defuzzifier, 
antecedent memory, α-memory and an input buffer, whose details are given in the 
following subsections. Pipelining and parallelism have been employed in the architec-
tural design to speed up the computation and increase throughput. 

The number of fuzzy variables, nF used in the architecture is 16 and the number of 
linguistic variables, nLis 16. The maximum number of rules, nR is 256, with each rule 
having one consequent. Each of the fuzzy variables is 16 bits wide. Thus the universe 
of discourse, dU is 65536 values. The number of membership degrees, nT for the lin-
guistic sets is 256. The fuzzy sets taken into consideration are convex. 

 

 

Fig. 1.   Processor Architecture    Fig. 2. Detection Unit 

2.1 Detection Unit 

The detection unit is used for finding the antecedents with a positive degree of truth 
i.e. having non-null intersection with the fuzzy input variables. The detection unit gets 
the input variables from the input buffer. 

Intersection or overlap between the respective supports of the fuzzy sets is 
checked. Let Fik  be the fuzzy set for the kth (k = 1,2, …, nL) linguistic variable of the 
input Xi (i = 1,2, …, nF) . The indicator variable aik gets the value 1 or 0 depending on 
whether overlap exists or not between Fik and the input fuzzy set Xi, and gets stored in 
the antecedent memory. 

Fig. 2 shows the architectural design of the detection unit. Each detection unit has 
two memories M1 and M2. M1 is used to store the supports for the linguistic variables 
and M2 stores the supports for the fuzzy inputs. Since the fuzzy sets are convex, the 
supports can be represented by the left and right end-points. Both the end-points  
of a fuzzy set are stored in one word. M1 contains 32 words, each having a width of 
16*2 = 32 bits. M2 contains 2 words having same width as M1. 
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2.2 Antecedent Unit 

The antecedent unit is used for finding the degrees of truth for the antecedents. To 
find the degree of truth, it is necessary to store the membership functions for the fuzzy 
sets. The membership functions need not have linear edges and have to be approx-
imated for storing them. They are approximated with piece-wise linear segments as 
shown in Fig. 3. The approximation has been done in such a way that the ordinates of 
the end-points of the linear-segments are multiples of Y and need not be stored. The 
abscissas of the end-points of the linear segments are stored. For each membership 
function there are 8 abscissas. 

 

  

Fig. 3. Membership Function Fig. 4. Intersecting membership functions 

For a particular truth value α, it is necessary to calculate the α-cut. It is possible to 
know the segments that α intersects with, depending on the ordinates of the segment 
end-points between which α lies. The left and right end-points of the α-cut can then be 
calculated as  

 XL(α) = XLni + pLni(α – Yni) . (1) 

 XR(α) = XRni – pRni(α – Yni) . (2) 

                                      Where 

 pLni =  
–

 . (3) 

 pRni =  
| – |

 . (4) 

The truth space of the antecedents is represented by 8 bits. The degree of truth for 
an antecedent is calculated by finding the maximum value of α for which the α-cut of 
the antecedent and input has a non-null intersection. This is done by first identifying 
the segments of the membership functions which intersect followed by finding the 
intersection point of these segments. In Fig. 4, are given 2 membership functions A 
and B, whose intersection point needs to be found out. To identify the intersecting 
segments, the first step is to find out the membership function nearer to the origin. 
Depending on that, the upper end-points of the intersecting segments will satisfy one 
of the equations 

 XRA   XLB (A is nearer to the origin) or XRB  XLA (B is nearer to the origin) . (5) 
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To find the intersection point (supposing A is nearer to the origin), the following 
condition is tested: 

 XLBni(α)  XRAni(α) . (6) 

 => XLBni + pLBni(α – Yni)   XRAni – pRAni(α – Yni)       [Yni , Yn(i + 1)] . (7) 

 => (α – Yni)( pLBni + pRAni)  XRAni – XLBni       [Yni , Yn(i + 1)] . (8) 

 => (α – Yni) p  ∆X       [Yni , Yn(i + 1)] . (9) 

Equation 9 is tested using the binary-search algorithm, given below. 

α = 
  

 ; 

∆Y = 
  –  

 ; 

Yp = ∆Y * p ; 
while ( ∆Y  !=  1 ) 
{ 

    ∆Y = 
∆

 ; 

    If ( Yp  ≤  ∆X ) 
    { 
         α = α + ∆Y ; 
        Yp = Yp + ∆Y *p ; 
    } 
    else 
    { 
        α = α – ∆Y ; 
        Yp = Yp – ∆Y *p ; 
    } 
} 

 

 

Fig. 5. Antecedent Unit 

Fig. 5 shows the architectural design of the antecedent unit. Each antecedent unit 
has 2 memories M3 and M4. The abscissas of the end-points of the linear segments for 
the membership functions are stored in these memories. M3 contains the antecedent 
membership functions while M4 contains the input membership functions. Each 
membership function requires 8 memory locations. Thus M3 has 32 * 8 = 256 words 
while M4 has 2 * 8 = 16 words. Both the memories are 16 bits wide. 
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The segment detector is used to identify the intersecting segments. Registers A1 
and B1 store the upper end-points while the registers A2 and B2 store the lower end-
points. If an intersection is found, the contents of the registers are transferred to p-∆X 
calculator. Otherwise the contents of A1 and B1 are transferred to A2 and B2 respec-
tively and A1 and B1 get the upper end-points of the next segments from M3 and M4 

respectively. p and ∆X are used in the search algorithm to find the intersection point. 

2.3 Rule Unit 

The rule unit is used for rule activation. There are 8 rule units for parallel inferencing 
of the fuzzy rules. The architectural design of the rule unit is shown in Fig. 6. Each 
unit has 3 memories M5 , M6 and M7 . M5 and M6 store the antecedents of the rules and 
the consequents are stored in M7. 

 

 

 

Fig. 6. Rule Unit 

Usually a group of fuzzy rules have a set of common antecedents. The set of com-
mon antecedents for the group of rules are stored in M5 and the varying antecedents 
are stored in M6. This leads to savings in memory space, computation time and power 
dissipation. The total number of rules is 256. M5 contains 8 words, each 24 bits wide. 
The first 16 bits are used to indicate the fuzzy variables which are common over a 
group of rules. The next four bits show the linguistic element and the last 4 bits give 
the number of rules in that group. Each group on an average has 4 rules. M6 has 32 
words each 20 bits wide. The first 16 bits indicate the uncommon fuzzy variables and 
the next 4 bits show the linguistic element. 

The consequent of each rule is a membership function. Similar to the antecedent 
membership functions, the output membership functions are approximated using 
piece-wise linear segments. Each membership function has 7 linear segments. The 
abscissas of the endpoints are stored in M7, with the ordinates fixed and known. Thus 
each consequent requires 8 memory words. M7 has therefore 32 * 8 = 256 words, each 
being 16 bits wide. 

The process of rule activation involves minimization of the truth degrees of the ante-
cedents. If the degree of truth for some antecedent is null, then that rule becomes inac-
tive and is skipped. A word from memory M5 is read and each antecedent is checked for 
its degree of truth in the antecedent tester. This is done by reading the corresponding 
indicator variable aik from the antecedent memory. If the indicator variable is zero, then 
the degree of truth for that antecedent is zero and as a result all the rules in that group 
are inactive. The control then passes onto the next word of M5 (next group of rules). If 
the indicator variable is 1, then that antecedent has a positive degree of truth. The truth 
value is read from the α-memory and sent to the minima calculator. 
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This process gives us the minimum truth degree for all the common antecedents of 
a group. Similar steps are then performed over the varying antecedents of each of the 
rules in a group (stored in M6), with one of the degrees of truth being the minima 
obtained for the common antecedents. If the degree of truth for a particular antecedent 
is null, then the rule is skipped and the next rule is read. The minimum truth degree 
obtained for a rule is stored in the φ register. The X calculator uses the output mem-
bership function from M7 and φ to get X. φ and X for each of the rules are then com-
bined to get ∑ and ∑ . 

2.4 Defuzzifier 

The defuzzifier is used for the defuzzification of the combined consequences. Yager’s 
defuzzification method [16] is used for calculating the defuzzified output Zo. 

 Zo = 
∑∑  . (10) 

The numerator and denominator are provided by the rule unit. Binary restoring divi-
sion algorithm is used to perform the division. 

2.5 Controller 

The controller has been implemented as a hardwired controller and modeled as a fi-
nite state machine. The state diagram of the controller is shown in Fig. 7. 
 

           Fig. 7. Controller                                 Fig. 8. Processor schematic 

The controller starts from the wait state.  Once the input variables are received, the 
controller goes to the aik calculation state. After the indicator variables are calculated 
and stored in the antecedent memory, the segment detection state starts, where the 
intersecting segments of the membership functions are detected. The next state is the 
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α-max calculation state, where the intersection point of the segments is calculated. 
The intersection points are stored in the α-memory. Rule activation is performed in 
the rule strength calculation state. The rule strength is stored in the φ register, which 
is then used in the X calculation state to obtain the consequence X. In the next state, φ 
and X, for each rule are multiplied and accumulated to get ∑  and ∑ . The 
controller then passes onto the defuzzification state, which performs Yager’s defuzzi-
fication to get the crisp output Zo.  

3 Simulation and Results 

The circuit has been designed in 45 nm using NCSU PDK and OSU standard cell 
library. RTL synthesis has been done using the Cadence Encounter RTL Compiler. 
The simulations have been performed in Cadence Virtuoso Spectre Circuit Simulator. 
The circuit for the processor is shown in Fig. 8.  

The circuit is designed to operate at a frequency of 2 GHz using a power supply of 
1 V. Kogge-Stone adders have been used in the design. The power and delay of the 
circuit with respect to the number of active rules are presented in Table 1.  As the 
number of active rules increases, the computation time and the energy dissipation of 
the rule unit increase. Thus there is an increase in delay with the increase in number 
of active rules. The computation time and the energy dissipation of detection unit, 
antecedent unit and defuzzifier are independent of the number of active rules. The 
contribution of these three units to average power dissipation decreases with the in-
crease in delay, since the average is calculated over delay. Thus lesser delay results in 
higher average power dissipation. Thus the power dissipation increases with the de-
crease in number of active rules. 

         Table 1. Power and delay of circuit                  Table 2. Comparison of the processors 

No. of 

active rules 
Power  (mW) Delay (ns) 

 

Fuzzy processor Power  (W) Delay (ns) 

Proposed ASIC 0.124 260 

ARM 922T 0.5 2500 

Pentium IV 71.8 60000 

8 123.9 260  
16 104.7 355  
32 86.5 545  
64 84.4 605  
128 71.7 1045  
256 70.5 1285  

The performance of the proposed ASIC has been compared with the performances 
of fuzzy processors based on RISC (200 MHz ARM 922T) and CISC (2 GHz Pen-
tium IV) architectures [15] for 8 active rules in Table 2. The proposed circuit has 
much less power dissipation and delay compared to the general purpose processors. 
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4 Conclusion 

The current work describes the ASIC design of a high speed fuzzy processor. The 
processor can work on different membership functions. The architecture exploits pi-
pelining and parallelism to reduce the inferencing delay. The processor has been de-
signed to operate at a frequency of 2 GHz using a power supply of 1 V. For a system 
with 256 active rules, the circuit has delay of 1285 ns and power dissipation of 70.5 
mW. Storing the set of common antecedents for a group of rules separately leads to 
reduction in delay and power dissipation. The circuit has lesser power dissipation and 
delay compared to state of the art RISC and CISC architecture processors. 
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Abstract. Continued scaling of CMOS technologies has resulted in process 
variations emerging as a critical design concern. The power consumption 
requirement in portable devices is even more strictly constrained for extending 
the battery operating lifetime. In this work, we propose an asymmetrical 
Schmitt trigger based SRAM cell, suitable for ultra low power applications. It 
addresses the fundamental conflicting design requirement of read versus write 
operation of conventional 6T cell. A built-in feedback mechanism proposed for 
the cell, makes it more robust against process variations. Usually, a Schmitt 
trigger cell configuration has been used in literature for improving stability of 
inverter-pair. We propose asymmetrical cell-configuration as modification over 
this usual Schmitt-trigger based configuration so that the design becomes more 
tolerant of mismatch in neighboring transistors. Simulation results show that 
proposed bitcell operates on a very low leakage current and with much less 
power dissipation compared to 6T cell.  

Keywords: Low voltage/Subthreshold SRAM Design, Low power SRAM, 
Process variation, Schmitt trigger. 

1 Introduction 

It is expected that more than 90% of the die area in future systems-on-chip (SoCs) 
will be occupied by SRAM and the requirements of higher density and low power 
SRAMs are increasing exponentially. The main sources of power consumption in 
digital Complementary Metal Oxide Semiconductors (CMOS) circuits are logic 
transitions, short circuit currents that flow directly from supply to ground when both n 
and p sub network conducts simultaneously and leakage current that accounts for 
static power dissipation. The active power dissipation in the switching parts of the 
circuit increases with improved performance and increased density with each 
technology generation. Leakage mainly consists of gate leakage and subthreshold 
leakage. The magnitude of leakage current is no longer negligible and it plays a 
significant role in total power consumption at lower technology nodes. For portable 
devices developed for 65nm technology node, it is estimated that subthreshold 
leakage power will account for about 50 percent of the total power consumption [1]. 
Ultra low power design is always on demand as it can meet the requirement of 
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extending battery life of portable electronic devices like smart phones, digital 
cameras, biomedical chips etc. 

Different power reduction techniques like voltage scaling, pipelining, device & 
interconnect sizing and switching activity reduction have been implemented at 
device/circuit/architectural level. Among these, supply voltage scaling has remained 
one of the first choice of designers. The dynamic power can be reduced quadratically 
and leakage power linearly to first order by reducing supply voltage [2].  

In a given process technology, the process constraints such as gate oxide limits the 
maximum supply voltage (Vmax) for transistor operation and for a given performance 
requirement, the minimum supply voltage (Vmin) is limited by increased process 
variation and sensitivity. With technology scaling, the Vmax increases while the Vmin 
increases. Therefore for low power operation, the Vmin has to be lowered further to 
increase the SRAM bitcell operation range. 

1.1 Process Variation 

The major roadblock that designers face is process variation, as high performance 
processors move to sub 45nm technologies. The process parameter variation results in 
variation in maximum operating frequency and power consumption in fabricated dies 
[3]. Process variation can be due to variation in parameter, voltage and temperature. 
Inability to precisely control the fabrication process at nanometre technologies, results 
into parameter variation. Parameter variations can be mainly classified in to two 
categories- (i) Die to Die (D2D) variations, which affects all the transistors in a lot or 
wafer equally and (ii) With-in die (WID) variations, consisting of systematic and 
random components, causes electrical characteristics to vary across a die [4]. For a 
given design, both, power supply and temperature vary from chip to chip and within 
chip. Voltage variation can be caused by IR drops in the supply networks or by LdI/dt 
noise under changing load. Spatially and temporally varying factor causes 
temperature variations. All these variations cannot be tolerated as technology scales to 
smaller feature sizes. 

In ultra low power designs, the sensitivity of circuit parameters increases with 
reduction in supply voltage. Memory cells are most sensitive to device variations 
causing device mismatch for several reasons. Therefore the process variation limit the 
circuit operation in sub threshold region, particularly in SRAM cells where minimum 
sized transistors are used. For several reasons memory cells are most sensitive to 
device variation which results in device mismatch. Usually the devices used in 
smallest memory cell for a given process, is smaller than the devices allowed 
elsewhere in the design [5].  

1.2 Earlier Work on Process Variation Tolerant SRAM Bitcell 

The 6 transistor (6T) cell which uses a cross-coupled inverter is the basic memory 
bitcell used in SRAM designs. Several SRAM bitcells have been proposed to meet 
different design goals such bitcell area, low voltage/ low power operation, timing 
specifications, bit density and reliability. To improve process variation tolerance, 
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adaptive circuit techniques like source biasing and dynamic VDD have been proposed 
[6]. Different types of Single ended and differential operating bitcells have been 
proposed. For achieving improved read stability, different bitcell configurations use an 
extra sensing circuit for reading cell contents. Considering the fact that the stability of 
the inverter pair should be improved for stable SRAM operation at low supply voltages, 
Jaydeep P. Kulkarni et. al had proposed a Schmitt trigger based differential bitcell 
having built-in feedback mechanism for improved process variation tolerance [7]. 

The rest of this paper is organised as follows. In Section 2 the operation of basic 
SRAM cell, conflicting read vs. write design requirement and Schmitt trigger 
principle for cross-coupled inverter pair are discussed. Section 3 describes proposed 
SRAM bitcell. Section 4 covers the simulation results and paper concludes with 
Section 5. 

2 Conventional 6T SRAM Bitcell 

The basic static RAM cell is shown in Fig. 1. It consists of two cross-coupled 
inverters and two access transistors. Four of the transistors are used to make a pair 
of inverters – NOT gates, essentially. Each inverter requires a pair of transistors – if 
the input is 0, then the p-type transistor will be on, and the n-type off. This will 
connect the output to power, which is equal to logic 1. Otherwise, if the input is 1, the 
output will be connected to ground, or logic 0.  
 
 

 

Fig. 1. Conventional symmetrical 6T bitcell 

The two inverters are connected in a loop, with the output of one, the input of the 
other. The access transistors are connected to the wordline at their respective gate 
terminals, and the bitlines at their source/drain terminals. The wordline is used to 
select the cell while the bitlines are used to perform read or write operations on the 
cell. Internally, the cell holds the stored value on one side and its complement on the 
other side. 

This arrangement has two stable states: we interpret these two states can be 
interpreted as 1 and 0. The other two transistors are used to control reading and 
writing. To read the contents of the RAM cell, the word line (WL) is set high,  
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allowing the contents of the cell to be read out to the bit line say BL (and its inverse) 
to the not bit (BR) line. To write the cell, we again set the word line high, but this 
time we set the bit line (and its inverse) to the value we wish to store, forcing the cell 
into the appropriate state. 

2.1 Conflicting Read vs. Write Design Requirement in 6T bitcell 

For reliable read operation, the design requirement is such that the data should not be 
flipped. However during the write operation, the design requirement is such that the 
data should be flipped as easily as possible. This is the fundamental conflicting design 
requirement in the conventional 6T bitcell. This is because; the same pair of access 
transistors is used to initiate read/write operation in a 6T cell. Traditionally device 
sizing has been adopted to balance the read versus write design requirements. With 
increased process variations, satisfying the conflicting requirements during read-write 
operation is becoming very challenging [8]. This degrades the scalability of the 
SRAM cell as well. Moreover, device sizing is not effective for improving the cell 
stability at very low supply voltage [9]. Hence there arises a need for a novel design 
approach for successful low voltage operation of SRAM bitcells in nano-scaled 
technologies. 

In order to resolve the read versus write conundrum in the 6T cell,  Schmitt trigger 
principle for the cross coupled inverter pair had been proposed [10]. A Schmitt trigger 
is used to modulate the switching threshold of an inverter depending on the direction 
of the input transition.  

3 Proposed Asymmetric SRAM Bitcell  

Fig. 2 shows the schematics of proposed asymmetrical Schmitt trigger based bitcell. 
For maintaining the clarity of discussion, the bitcell configuration in [10] is termed as 
ST bitcell while the bitcell we proposed is termed as AST bitcell hereafter in this 
paper. The AST bitcell have 10 transistors, 2 wordlines (WLL /WLR) and 2 bit-lines 
(BL/BR). Transistors PL-NL1-NL2-NFL form ST- I inverter while PR-NR1-NR2-
NFR form ST- II inverter. Feedback transistors NFL/NFR raise the switching 
threshold of the inverter during the 0→1 input transition giving the Schmitt trigger 
action. 
 
Asymmetric cell (AST) differs from usual 6T and Schmitt trigger based SRAM cell in 
following manner. 

• Read bitline (RBL) is separate from write bitline (WBL). This means that the 
read operation is performed independent of the right side bitline, unlike the 
traditional 6T/ ST cell which uses both bitlines simultaneously for read access 
and write operation. 
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• Read wordline (RWL) is separate from write wordline (WWL).This means that 
for read access the new cell only asserts RWL to enable the left switch pass 
transistor and the right pass transistor is kept off. This is opposite to conventional 
6T/ST cell which uses both pass transistors by asserting common WL for read or 
write operation. Hence, the read access is performed only through the left side of 
the cell using RBL precharged high and then asserting the RWL. On the other 
hand, the write operation is accomplished only through the right side of the cell 
by enforcing the WBL to the desired value and then asserting the WWL, 
independent of the  left side. With this structure the symmetric topology is no 
longer satisfied. 

 

 
Fig. 2. Asymmetrical Schmitt Trigger Bitcell     

4 Simulation Results  

HSPICE simulations were performed using 45nm predictive technology model for 
MOS. Typical NMOS (PMOS) threshold voltage is 466mV (412mv).The 
conventional 6T bitcell and proposed AST bitcell are compared for various SRAM 
metrics. For 6T cell, transistor widths WPU/WAX/WPD are 80nm/160nm/240nm, 
respectively. For AST bitcell, extra transistors NFL/NL2 are of minimum width 
(80nm) while other transistors have the same dimensions as those of 6T cell. 

The ST bitcells consumes approximately 2X area compared with the 6T cell. 
Hence, in order to estimate the operating conditions, it is only fair to compare the 
bitcells under Iso-area condition [7][10].  

Fig. 3 compares the leakage current of AST with conventional 6T bitcell and ST. 
The results clearly demonstrate that, under Iso-area conditions, the leakage current of 
proposed cell is less compared to that of 6T cell and ST cell in subthreshold 
operation. Fig. 4 plots Iso- area power consumption vs. supply voltage (mV) of 6T, 
ST cell and proposed bitcell and it can be seen that the proposed AST consumes very 
less power compared to other in subthreshold operation making it a good choice in 
low power applications. 
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Fig. 3.  Iso-area bitcell leakage current Comparison 

 

 

Fig. 4.  Iso-area bitcell subthreshold power consumption comparison 
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5 Conclusions 

In this work, we have proposed, Schmitt Trigger based asymmetric SRAM cell 
configuration that is not only robust against process variations but suitable for ultra 
low power applications also. The in-built feedback mechanism and asymmetry make 
it a suitable choice for low voltage and process tolerant operation. Asymmetrical 
configuration also makes this cell capable of tolerating more mismatch in neighboring 
transistors. Simulation results establish the effectiveness of the proposed cell. 
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Abstract. The present paper deals with the modeling of high resonance 
frequency electrostatically actuated MEMS accelerometer having out-of-plane 
sensing axis. The accelerometer is based on folded beam support and comb 
structure configuration. Capacitance change phenomenon is used to determine 
the device acceleration. Effect of different structural parameters on the device 
performance is analyzed and the simulation is carried out on COMSOL 
Multiphysics, a strong 3D modeling software. The design is based on standard 
SOI-MUMP’S technology and with in-house fabrication capabilities. SOI-
MUMP’S technology is preferred because of its outstanding performance and 
ease of fabrication. 

1 Introduction 

Micro electro mechanical (MEMS) accelerometer is one of the most popular miniaturized 
inertial sensor [1] used to measure displacement, velocity, acceleration/deceleration and 
vibration [2]. Miniaturized devices are advantageous in the way that they possess high 
frequency, small size, low power and low cost etc. The acceleration measures is in terms 
of g-value, the specific force acting in a body relative to some frame, g-value is zero for 
free falling body whereas g-value is very large for missile and navigation applications, the 
maximum value measured by accelerometer is 500g. Also the accelerometer is a device 
which is used to measure the acceleration producing forces, these force might be static 
such as constant force acting on a body or dynamic such as force varying with time. In 
present scenario MEMS accelerometer make its presence essential in all the applications 
where motion is involved [3-5]. Several approaches such as piezoelectric, piezoresistive, 
thermal, etc [6]. has been used for a long time in industry to design accelerometers but 
capacitive approach revolutionize  accelerometer application and its market as such it 
replaces all other designing techniques. Capacitive accelerometer is the most fascinating 
device in the sense that it covers all the fields of application ranging from kids toys, 
motion sensor games [7], biomedical, military and navigation. 

Capacitive accelerometer design is based on the measurement of change in 
capacitance value. MEMS structures are designed to sense the change of capacitance, 
an additional circuitry is required to convert change in capacitance into voltage value 
[8]. Capacitive accelerometer is designed on the basis of number of axis it sensed, the 
sensing axis can be one, two or three. Sensing is also based on the movement of 
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3 Accelerometer Structure 

The Accelerometer structure present in this paper is based on out-of-plane sensing 
where a pair of fixed-free folded beam support is attached to the proof mass, two pairs 
of comb structures are attached for capacitance sensing. 3-D structure of proposed 
structure is shown in Fig 2. 
 

 

Fig. 2. 3-D structure of folded beam accelerometer 

Proof mass, folded beam and comb fingers are the three basic components of the 
accelerometer structure. Comb structure form interdigited fingers between fixed and 
free comb where capacitance change is sensed shown in Fig 3. 

 

Fig. 3. Basic interdigited fingers 

Capacitance formed by the structure at stationary position [10] is given by    
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Where ‘ε’ is the permittivity of the material between the fingers, ‘A’ is overlapping 
area and ‘d’ is the distance between the fingers. At stationary the capacitance value is 
maximum, its value decreases as there exist some oscillation or displacement. Finger 
overlapping area is given by  

 
In the proposed model the overlapping length is always constant, change in area is 

always because of change in overlapping width. Let the change in width be ∆w, and 
then change in area is given by       ∆  

Changed capacitance is given by   ∆
 

It is important to note that the model is only to sense the change in capacitance, we 
need to add an additional digital circuitry to convert that capacitance value into 
voltage to determine proper acceleration. 

The force sensed by the accelerometer is the only force applied on the proof mass 
that oscillates it. Proof mass oscillation results displacement in comb attached to it 
and hence change in capacitance between interdigitated fingers. 

4 Accelerometer Design and Simulation 

Accelerometer sensitivity, resonance frequency etc. depends upon the proof mass, 
comb structure and folded beam. In the present paper we are trying to design and 
simulate the structure to obtain high resonance frequency. 

4.1 Folded Beam Design 

Designing of folded beam is important in the terms that proof mass support and 
resonance frequency depends only upon it. We have designed and simulate the folded 
beam structure for different flexure length, width and height. Our motive is to obtain a 
structure that can provide maximum resonance frequency and high strength. We set the 
initial parameters of folded beam as flexure width 1[µm], flexure length 10[µm] and 
flexure height 1[µm].  We now calculate the displacement of the free edge that connects 
to the proof mass for a varying range of frequencies and varying structural parameters. 
The folded beam structure indicating different parameters is shown in fig 4. 

 

Fig. 4. Folded beam structure. ‘H’ is height, ‘W’ is width and ‘L’ is length of folded beam. 



 Modeli

Frequency domain analy
where total force of 1µN is 

4.1.1 Effect of Structur

Variation in free end displa
for a range of 1[µm] to 15[µ

Fig. 5. Variation

Flexure width (1µm) and
is observed from the graph 
with increase in the structur

4.1.2   Effect of Flexure W

The folded beam flexure w
2µm. precaution is taken s
not less than 4 times the 
(80µm) and structure heigh

 

Fig. 6. Displacem

ing of High Frequency Out-of-Plane Single Axis MEMS 

ysis is performed for frequency range 1MHz to 10 M
applied at the free end of folded beam. 

re Height on Free Edge Displacement 

acement is observed according to change in structure hei
µm] as shown in Fig 5. 

n in folded beam free with change in structure height 

d flexure length (10µm) is kept constant during analysi
that the displacement of free edge decreases exponenti

re height. 

Width on Free Edge Displacement 

width varies for a range of 1µm to 20µm at a step size
selecting the proper values so that the flexure length sh
flexure width. Free end displacement for flexure len
t (1µm) is shown in Fig. 6. 

ment Vs. Frequency plot for different flexure width 

253 

MHz, 

ight 

 

s. It 
ally 

e of 
hall 

ngth 

 



254 P. Singh et al. 

Only for some flexure w
range of 1MHz to 10MHz,
for flexure width of 15µm. 

4.1.3   Effect of Flexure Le

Displacement of free end w
constant flexure width [1µm

Fig. 7. Free

Here we observe that the f
frequency. The flexure length

From the above simula
increases the folded beam 
construct an structure that p
have selected parameters a
µm from the simulated struc

 

Fig. 8. Total displacement

width values the structure resonance frequency lies in 
, maximum displacement is obtained at 4 MHz freque

ength on Free Edge Displacement 

with change in flexure length at constant height [1µm] 
m] is shown in Fig. 7. 

e end displacement with varying flexure length 

flexure length of 20µm give maximum displacement at 4M
h to width ratio is 20:1 for 4MHz resonance frequency. 
ations we have concluded that as the structure hei
displacement decreases. There are many possibilities

provide resonance frequency of 4 MHz, for our design 
s flexure length 46 µm, flexure width 10 µm and heigh
cture whose response is shown in Fig. 8.  

t for flexure width=1.0e-5, flexure length=4.6e-5, height=6e-6 

the 
ency 

and 

 

MHz 

ight 
s to 
 we 
ht 6 

 

 



 Modeling of High Frequency Out-of-Plane Single Axis MEMS 255 

4.2 Accelerometer Design 

The accelerometer design is based on the parameters obtained from the folded beam 
design shown in Table 1. 

Table 1. Optimized design parameters for accelerometer 

Parameters Folded Beam (µm) Proof Mass (µm) Comb Structure (µm) 

Length - 100 - 
Width - 46  - 
Flexure Length 46 - - 
Flexure Width 10 - - 
Number of fingers - - 10 
Finger length - - 20 
Finger Width - - 4 
Finger Gap - - 2 
Finger Overlap - - 15 
Structure Height 6 6 6 

4.2.1   Analytical Study 

Based on the above parameters we have designed the accelerometer and performed 
analytical study to calculate total mass of the structure. The material is silicon having 
density 2329 Kg/m3. 

Total mass (excluding fixed fingers) = proof mas + mass of folded beam + mass of 
fingers 

MassTotal= 64.2804*10-12 + 57.57288*10-12 + 22.3584*10-12 
MassTotal= 144.21168*10-12 Kg 

For the structure we performed frequency analysis to determine the proof mass 
displacement at different frequencies is shown in Fig. 9. 

 

 

Fig. 9. For frequency range of 1 MHz to 10 MHz, (a) Proof mass displacement, (b) change in 
capacitance 

(a) (b) 
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When proof mass and comb structure get attached to the folded beam then the 
accelerometer resonance frequency decreases to 1.5 MHz. Proof mass displacement 
and capacitance between fingers decreases exponentially with frequency. 

5 Conclusion 

Single axis folded beam based capacitive accelerometer for high frequency application 
has been designed, beam support is modeled for a frequency of 4 MHz and the structure 
shows the resonance frequency of 1.5 MHz. Accelerometer having high resonance 
frequency find application in Navigation, missile guidance etc. 
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Abstract. With growing complexities of SoC, number of on-chip peripheral is 
also increasing and it is mandatory for SoC engineer to meet the I/O AC timing 
in Static Timing Analysis (STA). But, at times, it is found that I/O timing are 
failing or passing marginally, when Si is tested on Automated Testing Equip-
ment (ATE). Failing of I/O AC specifications leads to extensive debugging of 
Si on ATE, resulting test time increase, yield loss & further revision of Si. This 
paper proposes a method whereby extra margin has been built on I/O AC timing 
closure of all peripherals in the design phase itself, keeping targeted Coefficient 
of Process Capability (CPK) in mind. It has been shown that using this ap-
proach, most of the peripherals meet ~ CPK of 2 when tested on different SoC. 
Consequently, ATE test time and yield loss is reduced. 

Keywords: Co-efficient of process Capability, Static Timing Closure, Automated 
Testing Equipment, I/O AC Timing. 

1 Introduction 

Problem of I/O AC timing failure or having a less margin of different peripheral inter-
faces is inherent in many SoC. It is mandatory to close I/O AC timing in BCS and 
WCS for design sign-off. In BCS scenario, process is faster/less delay, voltage is kept 
high and temperature is low. Whereas in WCS, Si process is slower/lager delay, vol-
tage is low and temperature is high. But, we tend to get failure or a less margin when 
Si is tested on ATE across process-voltage-temperature (PVT) condition. This could 
be due to various reasons, for example, I/O library characterization not accurately 
matching with Si behaviour, measurement uncertainty on ATE, interference or any 
parasitic effect, etc. Whatever may be the reason, the penalty is heavy in terms of time 
consumed on ATE to nail down the I/O AC timing failure and subsequent Si revision. 
Also, it leads to increase in ATE test time incurred due to running pattern on produc-
tion which could have been removed if we had sufficient margin of I/O AC timing. 
There is huge push in semiconductor industry to reduce ATE test time as it has direct 
impact on product viability and gross margin. International Technology Roadmap for 
Semiconductor (ITRS) [6] has also given effort in this direction. There are various 
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approaches [7-12] to reduce the ATE test time. The approach proposed in this paper is 
another effort in this direction. It may also happen that, marginally passing AC I/O 
specification start to fail at some PVT condition on production during product life 
cycle resulting yield loss. Therefore, it is obvious that one should build sufficient 
margin on I/O AC timing in design phase of Si, so that it never fail on Si when tested 
on ATE. But, quantification of “how much margin” needs to be built is a difficult 
question to answer. In this paper, an attempt has been made to quantify the extra mar-
gin to be built on I/O AC timing closure based on required CPK on Si. CPK measures 
how close you are to your target and how consistent you are around your target. For 
example, a person may be performing with minimum variation, but he can be away 
from his target towards one of the specification limit, which indicates lower CPK. On 
the other hand, a person may be exactly at the target on an average, but the variation 
in performance is high. In such cases, CPK will be lower. CPK will be higher when 
you are meeting the target consistently with minimum variation.  For any SoC quali-
fication, every I/O AC specification needs to meet a particular CPK number. Here, a 
parallel hardware specification is created for different I/O interfaces with CPK value 
of 2, 1.67, 1.33 and 1. SoC designers are asked to meet I/O AC timing in STA for 
CPK=2 first. If I/O AC specification is more stringent at CPK=2 and unable to meet 
then, option for CPK=1.67 is considered. Similarly, if 1.67 is difficult to meet then 
1.33, if not then option for CPK=1 is considered. In this way, a well defined directed 
approach has been followed to meet the I/O AC timing with required margin to be 
built on production.   

The contents of the paper are organized as follows: Section 2 depicts a typical net-
working SoC architecture with different peripherals. In Section 3, basic of CPK is 
described to aid the understanding of this method. Section 4 focuses on how parallel 
hardware specification is made based on required CPK. Section 5 provides result of 
this approach on real Si. Section 6 lists the various challenges for implementing this 
method. Finally, section 7 concludes the paper. 

2 Architecture of Networking SoC P1020 

Fig.1 shows the architecture of P1020 SoC with different peripherals like dual data 
rate (DDR), enhanced local bus controller (eLBC), time division multiple access 
(TDM), serial peripheral interface (SPI), universal serial bus 2.0 (USB), etc. These 
digital peripheral interfaces communicate with the external world using their respec-
tive input/output (I/O) signal. Traditionally, SoC designer will meet the AC I/O tim-
ing for all these peripherals as per their hardware specification as depicted in Table 1 
and Fig.2 
 

Notes: 

1. The symbols used for timing specifications follow the pattern of t(first two letters 
of functional block)(signal)(state) (reference)(state) for inputs and t(first two letters 
of functional block)(reference)(state)(signal)(state) for outputs. For e.g. tNIKHOV  
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Fig. 1. Block diagram of P1020 [1] SoC with different peripherals 

 

 

Fig. 2. SPI AC timing diagram in master mode (internal clock) of P1020 [1] SoC 
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Table 1. SPI AC Timing Specification of P1020 [1] SoC  

 

symbolizes the NMSI outputs internal timing (NI) for the time tSPI memory clock 
reference (K) goes from the high state (H) until outputs (O) are valid (V). 

2. Output specifications are measured from the 50% level of the rising edge of 
CLKIN to the 50% level of the signal. Timings are measured at the pin. 

3. See the P1020 QorIQ Integrated Processor Reference Manual for detail about the 
register SPMODE 

As an example, Table 1 shows the I/O setup and hold time for SPI interface and 
Fig.2 depicts I/O data relationship wrt internal clock of SPI i.e. SPICLK. 

3 CPK Description 

CPK is calculated using the equation- 

 
Fig. 3. Equation of Coefficient of Process Capability (CPK) 

Where, USL & LSL stands for Upper & Lower Specification Limit respectively.  
 &  are the mean and standard deviation of the quality characteristic studied 

respectively.  
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Table 2. Standard Deviation, CPK & Yield relationship  

Sl  
No 

Standard 
Deviation 

CPK 
Yield 

/ppm (%) 
1 3 1 99.73 
2 4 1.33 99.9936 
3 6 2 99.9999 

 
The relation between CPK and yield/part-per-million (ppm) is given below – 

4 Derivation of Parallel Hardware Specification Based on CPK 

CPK is calculated by knowing mean value of measured data, USL & LSL and stan-
dard deviation of measured data as mentioned in Fig.3. To get the mean value of 
measured data ( ) for required CPK, one should know USL, LSL & standard devia-
tion. There are two cases for deriving parallel hardware specification of any peripher-
al. One specification, for example, input setup time, should have value less than that 
specified in hardware specification document. For this case, USL should be taken for 
calculation of mean value of data. And the other specification should have value more 
than that specified in hardware specification document. In this case, LSL should be 
taken for calculation of mean value of data. Here,  is taken from previous Si of 
same technology node when tested on ATE VERIGY 93K ATE [13]. Following are 
examples for calculating mean of data: 

Case1: Input setup time calculation for CPK of 2.  
Input setup tNIVKH (USL) =5ns  
Targeted CPK = 2 
Standard Deviation ( ) = 0.19 (for e.g.) 
CPK = (USL - )/3*  

 = 3.85 ns  
Therefore, targeted Design specification of input setup to meet CPK of 2 is 3.85ns. 

Case2: Output hold time calculation for CPK of 2.  
Output hold time tNIKHOX2 (LSL) = 0ns 
Targeted CPK = 2 
Standard Deviation ( ) = 0.19 (for e.g.) 
CPK = (  - LSL)/3*  

 = 1.14 ns  

Therefore, targeted design specification of output hold time to meet CPK of 2 
should be taken as 1.14ns. 

For Output hold time tNIKHOV2 (USL) = 6ns 
Targeted CPK = 2 
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Standard Deviation ( ) = 0.19 (for e.g.) 
CPK = (USL- )/3*  

       = 4.86 ns 
Therefore, targeted design specification for maximum output delay to meet CPK of 

2 should be taken as 4.86ns. 

5 Case Study 

This approach has been followed for SoC [1][2][3][4][5].  

5.1 Parallel HW Specification for Different Peripherals 

Table 3. : Parallel Hardware Specification of different interfaces for CPK of 2, 1.67, 1.33 & 1 
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eSPI 

tNIKHOX o/p delay 0.5 Min 1.25 1.00 0.83 0.71 1.35 2.00 

tNIKHOV o/p delay 4 Max 2.46 2.63 2.83 3.05 2.20 2.00 

tNIIVKH i/p setup 5 Min 2.91 3.12 3.38 3.68 3.20 1.33 

tNIIXKH i/p hold -1 Min -1.96 -1.69 -1.48 -1.32 -2.40 2.00 

USB 

tUSIVKH i/p setup 4 Min 2.72 2.87 3.05 3.31 1.80 2.00 

tUSIXKH i/p hold 1 Min 0.55 0.59 0.65 0.71 0.54 2.00 

tUSKHOV o/p delay 7 Max 5.38 5.60 5.84 6.09 5.00 2.00 

tUSKHOX o/p delay 2 Min 2.86 2.67 2.50 2.35 3.80 2.00 

eLBC 

tLBIVKH i/p setup 6 Min 4.38 4.58 4.81 5.06 4.20 2.00 

tLBIXKH i/p hold 1 Min 0.71 0.75 0.79 0.83 -2.50 2.00 

tLBIVKL i/p setup 6 Min 4.62 4.80 5.00 5.22 4.32 2.00 

tLBIXKL i/p hold 1 Min 0.77 0.80 0.83 0.87 -2.70 2.00 

tLBKLOV o/p delay 1.5 Max 0.78 0.84 0.93 1.02 0.60 2.00 

tLBKLOX o/p delay -3.5 Min -2.52 -2.65 -2.78 -2.93 -1.10 2.00 

tSHSKHOX o/p delay 3 Max 1.10 1.23 1.40 1.61 0.80 2.00 

TDM 
 
 

TDM 

tDMIVKH i/p setup 3 min 1.88 2.00 2.14 2.31 1.00 2.00 

tDMRDIXKH i/p hold 3.5 min 2.19 2.33 2.50 2.69 1.60 2.00 

tDMFSIXKH i/p hold 2 min 1.25 1.33 1.43 1.54 0.75 2.00 

tDMTKHOV o/p delay 14 max 8.75 9.33 10.01 10.77 6.25 2.00 

tDMTKHOX o/p delay 2 min 5.00 4.01 3.33 2.86 5.00 2.00 

tDMFSKHOV o/p delay 13.5 max 8.44 8.99 9.65 10.38 7.50 2.00 

tDMFSKHOX o/p delay 2.5 min 6.25 5.01 4.16 3.57 6.25 2.00 
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Table 3. (Continued) 
 

QE SPI 
 
 
 
 
 

tNIKHOV o/p delay 6 max 3.75 4.00 4.29 4.62 3.90 1.67 

tNIKHOX o/p delay 0.5 min 1.25 1.00 0.83 0.71 0.40 1.00 

tNEKHOV o/p delay 8 max 5.00 5.33 5.72 6.15 7.30 1.00 

tNEKHOX o/p delay 2 min 5.00 4.01 3.33 2.86 2.20 1.00 

tNIIVKH i/p setup 5 min 3.13 3.33 3.57 3.85 3.70 1.00 

tNIIXKH i/p hold -1 min 0.00 0.00 0.00 0.00 -1.20 2.00 

tNEIVKH i/p setup 4 min 2.50 2.66 2.86 3.08 0.70 2.00 

tNEIXKH i/p hold 2 min 1.25 1.33 1.43 1.54 0.90 2.00 

 
QE 

UTOPIA

tUEIVKH i/p setup 4 min 2.50 2.66 2.86 3.08 1.80 2.00 

tUEIXKH i/p hold 1 min 0.63 0.67 0.71 0.77 0.00 2.00 

tUEKHOV o/p delay 1 min 2.50 2.00 1.66 1.43 2.20 1.67 

tUEKHOV o/p delay 10 max 7.69 6.66 7.15 7.69 8.90 1.00 

tUIIVKH i/p setup 6 min 3.75 4.00 4.29 4.62 5.96 1.00 

tUIKHOV o/p delay 8 max 5.00 5.33 5.72 6.15 1.85 2.00 

 
It can be seen from  Table 3 that a parallel I/O AC timing is being made for differ-

ent interface like eSPI, USB, eSDHC, TDM, JTAG, eLBIU/eLBC, QE UTOPIA & 
QE SPI under column “Design Target for Different CPK”. IC Designer need to meet 
this timing instead of I/O AC specification mentioned in column “Value” in STA. 
Column “SPEC” provides the I/O AC specification of different interfaces. Details of 
each specification can be found in [1].  Under “Design Target for Different CPK” 
column, there are four sub columns for CPK of 2, 1.67, 1.33 & 1 for different I/O AC 
specification. Table 3 also gives the STA number under “STA Number” column. 
“CPK met” column indicates whether intended CPK is met in design phase or not. 

5.2 Silicon Result for SoC P1020[1] 

Table 4 gives the measured I/O AC specification of different interface mentioned 
under column “Block”.  I/O AC specification of different interfaces is mentioned in 
column “Specification”. Details of each specification can be found in [1]. In “De-
scription” column, meaning of different I/O specification has been described briefly. 
Value of different I/O specification is described in column “P1020 HW spec (ns)”. Si 
data has been taken across different PVT condition, but, we have shown data here for 
temperature -45oC.   

Different value across multiple die of Si were measured and put under column 
“Min at -45oC” meaning minimum measured value at -45oC. Similarly, column 
“Mean at -45oC” and “Max at -45oC” signifies mean and maximum value at -45oC.  
Last column “CPK on Si” of Table 4 provides the measured CPK value on Si. It can 
be seen from “CPK on Si” column that most of the peripherals I/O AC specification 
meeting CPK of 2 as expected during design phase. 
 



264 S. Ghosh and R. Srivastava 

 
 

Table 4. Si data of I/O AC Specification for SoC P1020 [1] 
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eSPI 

tNIIVKH i/p setup  5 min 1.938 2.117 2.292 >=2 

tNIIXKH i/p hold  0 min -1.710 -1.577 -1.264 <2 

tNIKHOV2 o/p delay 6 max 1.154 1.394 1.946 >=2 

tNIKHOX o/p hold  0.5 min 0.722 1.059 1.211 >=2 

USB 

tUSIVKH i/p setup 4 min 0.377 0.496 0.813 >=2 

tUSIXKH i/p hold 1 min 0.281 0.349 0.531 >=2 

tUSKHOV o/p valid 7 max 3.382 3.753 5.000 >=2 

tUSKHOX o/p valid 2 min 2.559 2.813 3.078 >=2 

 
 
 
eLBC  
 
 
 

tLBIVKH i/p setup 6 min 2.750 3.057 4.421 >=2 

tLBIVKL i/p setup 6 min 2.125 2.428 2.743 >=2 

tLBIXKH i/p hold 1 min -2.115 -1.939 -1.797 >=2 

tLBIXKL i/p hold  1 min -2.490 -2.283 -2.080 >=2 

tLBKLOV o/p delay 1.5 max 0.657 0.774 1.004 >=2 

tLBKLOX o/p hold -3.5 min -0.572 -0.433 -0.322 >=2 

TDM 

tDMFSIXKH i/p hold  2 min 0.120 0.160 0.217 >=2 

tDMFSKHOV o/p valid 13.5 max 4.479 5.072 5.859 >=2 

tDMFSKHOX o/p hold  2.5 min 3.125 3.613 4.052 <2 

tDMIVKH i/p setup  3 min 0.570 0.707 1.096 >=2 

tDMRDIXKH hold  3.5 min -0.185 -0.093 -0.024 >=2 

tDMTKHOV o/p valid 14 max 3.648 4.154 4.678 >=2 

tDMTKHOX hold  2 min 2.559 2.871 3.212 <2 

QE SPI 

tNIIVKH i/p setup  4 min 0.440 0.716 1.080 >=2 

tNIIXKH i/p hold  0 min -0.300 -0.135 0.000 <2 

tNIKHOV o/p delay 6 max 4.080 4.546 5.100 <2 

tNIKHOX 
SPI o/p 
hold 0.5 min 

3.600 3.923 4.260 >=2 

tNEIVKH i/p setup  4 min 0.000 0.114 0.160 >=2 

tNEIXKH i/p hold  2 min 0.100 0.163 0.240 >=2 

tNEKHOV o/p valid 9 max 4.480 5.248 6.040 >=2 

tNEKHOX o/p hold 2 min 3.620 4.101 4.560 >=2 
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Table 4. (Continued) 

QE 
UTOPIA 

 
 
 
 
 

QE  
UTOPIA 

tUEIVKH i/p setup  4 min 1.330 1.551 1.770 >=2 

tUEIXKH i/p hold  1 min 0.378 0.474 0.560 >=2 

tUEKHOV o/p valid 1 min 4.204 4.678 5.242 >=2 

tUEKHOV o/p valid  10 max 4.204 4.678 5.242 >=2 

tUEKHOX o/p valid 1 min 3.214 3.646 4.028 <2 

tUEKHOX o/p valid 10 max 3.214 3.646 4.028 <2 

tUIIVKH i/p setup  6 min 3.660 4.181 4.860 >=2 

tUIIXKH i/p hold  0 min -0.740 -0.530 -0.400 >=2 

tTUIKHOV o/p hold 0 min 1.280 1.546 1.820 >=2 

tTUIKHOV o/p hold 8 max 1.280 1.546 1.820 >=2 

tUIKHOX o/p hold 0 min 0.440 0.873 1.100 >=2 

tUIKHOX o/p hold 8 max 0.440 0.873 1.100 >=2 

6 Implementation Challenges  

There are various challenges that need attention for implementation of this approach-  

A. Standard deviation data from previous Si  
Getting correct data from a previous Si of same technology node could be a chal-

lenge. There could be non-technical issues for getting this data from product engineer-
ing team, as it requires extra effort for churning huge data correctly.  

B. Extra effort in I/O timing closure in STA 
As design is more constrained due to this parallel hardware specification, extra ef-

fort is required to close I/O AC timing wrt traditional approach.    

C. Changes in design for I/O AC timing closure 
As a consequence of new hardware specification, it might happen that the logic 

which is responsible for meeting the I/O AC timing is not adequate with proposed 
approach to meet required CPK. Hence, we may have to change certain portion of 
logic to meet this requirement. 

7 Conclusion 

In this paper, we have proposed a CPK based approach to meet required I/O AC tim-
ing for different peripheral interface, taking standard deviation from previous Si of 
same technology node. This method has been applied to various SoC [1][2][3][4][5] 
and it has yield good result. As margin on this I/O specification is adequate, therefore, 
test engineer can confidently guarantee that this specification will never fail on Si as 
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long as process doesn’t shift, thus removing test pattern from production list. Hence, 
ATE test time is reduced. As chances of AC specification failure are comparatively 
less, so, there is an increase in yield of SoC. All these contribute to the increase of 
gross margin of SoC. As per our knowledge, this is the first proposal regarding CPK 
based I/O timing closure in STA for yield improvement and reduction of test time.  
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Abstract. The undoped underlap region is unavoidable in devices with gate length 
16nm or less to reduce SCEs. For the first time, this research paper addresses the 
complete underlap optimization analysis along with the spacer engineering from 
the device to circuit perspective. We elaborate the impact of underlap on drive cur-
rent, leakage current and their ratio. The fringe capacitance component (included in 
total-gate capacitance) and the relative change in a drive current-to-capacitance is 
also investigated that helps to optimize circuit delay. Furthermore, the impact of 
underlap and spacer dielectric on various SRAM designs metric is investigated that 
mitigate read/write conflict. It has been observed that optimal underlap improves 
the SRAM stability and access times. For SRAM applications, underlap length 
near about 4nm provides superior performance improvements and thereafter, the 
cell designs metric degrades. 

Keywords: Underlap FinFET, short channel effect (SCE), SRAMs, static noise 
margin (SNM), access-time, high-k spacers. 

1 Introduction 

As Intel progresses to use the 3D tri-gate transistors commercially in the 22nm tech-
nology node, a strong interest has emerged among semiconductor industries in form-
ing 14nm and 10nm bulk FinFET. However, there are several challenges that need to 
be addressed. The undoped underlap region emerges as an attractive option to reduce 
leakage current and SCEs such as DIBL, GIDL, and subthreshold slope but at the 
expense of increased source/drain series resistance. Furthermore, increased 
source/drain (S/D) series resistance (RS/D) degrades to drive current (Ion). For G-S/D 
underlap FinFET device; spacer engineering plays an important role. When the over-
lap is removed, the fringe field contribution modulates the source-drain channel con-
ductivity. Along with the SCE-RS/D trade-offs, another trade-off found is in between 
RS/D and fringe capacitance Cfr, due to inner and outer fringe field lines. As the fringe 
capacitance increases, it accumulates more inversion charges in the undoped underlap 
region that reduces series resistance with improved SCEs. Therefore, the spacer ma-
terial and the underlap length need to be carefully optimized [1]. 

From the circuit perspective, high-k spacers increase the fringe capacitance (Cfr) 
component of the total gate capacitance (CGG) that worsens the circuit in terms of 
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delay. Several researchers over the past addressed gate-source/drain underlap. Yang et 
al. [1] demonstrated the device parameter comparison between overlap and underlap 
devices. Bansal et al. [2] reported the impact of gate underlap on gate capacitance and 
tunneling current. Trivedi et al. [3] described the source/drain series resistance and 
SCEs optimization for nanoscale underlap FinFETs. Pal et al. [4] demonstrated the 
dual-k spacers that optimize RS/D-Cfr tradeoff. This paper primarily focuses on the 
complete analysis of underlap length with high-k spacers and optimization of underlap 
length for superior SRAM's performance. 

This research paper is organized into five different sections. Section 2 describes the 
device architecture and the simulation setup. In Section 3, we present the electrostat-
ics of underlap FinFET structure and the tradeoffs associated. Thereafter, we analyze 
the device characteristics such as drive current, leakage current and their ratio. Sec-
tion 4 incorporates the underlap structure in the SRAM cell. The cell performance is 
evaluated based on SNMs (hold, read and write) and the read/write access times. It 
also shows the percentage improvement in SRAMs with varying underlap lengths and 
different spacer materials. Section 5 finally draws a brief summary. 

2 Device Structure and Simulation Setup 

The schematic cross-section of the underlap FinFET structure is shown in Fig. 1. The 
device dimensions are calibrated to meet the specification according to ITRS projec-
tions [5] summarized in Table 1. Work-functions of metal gates are tuned to 4.45eV 
for n-type and 4.77eV for p-type to achieve the requisite threshold [6]. Source/Drain 
extension region uses Gaussian doping profiles followed by a doping gradient of 
3nm/decade, such that the dopant-segregation length (DSL) is 12nm. The channel and 
underlap regions are lightly doped with boron concentration of 1×1016 cm-3 to avoid 
random dopant fluctuations while providing high mobility [5]. The gate-electrode 
thickness (TG) has kept nearly twice the LG value [1]. Simulations were carried out 
with varying underlap length ranging from zero (non-underlap) to 16nm.  

 

 

Fig. 1. 2D cross-sectional view of the underlap FinFET structure 

Synopsys TCAD is used to carry out device and SRAM mixed mode simulations 
[7]. The quantum potential model is enabled to include the quantum confinement 
effect of inversion carriers in the thin body and also the direct tunneling model is 
included to take into account the gate leakages. The Lombardi mobility model has 
been activated that account for mobility degradation at the semiconductor-insulator 
interface. 
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Table 1.  ITRS projections for high performance device in year 2017 

Device Parameters Abbreviations ITRS Projections Value 

Physical Gate Length  LG 14 nm 
Eq. Oxide Thickness EOT 0.72 nm 

Fin Thickness  Tsi 9.4 nm 
Supply Voltage  VDD 0.75 V 
Channel Doping  

Source/Drain Doping  
Threshold Voltage  

NA 

ND 

Vtsat 

1×1016 cm-3 

1×1020 cm-3 

220 mV 

3 Device Characteristics with Underlap Length 

The conduction band profile across the channel with an increasing underlap length as 
shown in Fig. 2(a) and 2(b) at VDS=0, and VDS=VDD, respectively when VGS=VDD. Fig. 
2(a) clearly depicts that the underlap barrier increases and hence RS/D with an increas-
ing underlap length. It is also observed that the G-S/D underlap barrier is higher than 
the channel region barrier at VDS=0V. With an increasing drain potential, the underlap 
barrier on the drain side reduces without affecting much the source side (G/S) under-
lap barrier as shown in Fig. 2(b). This source-side underlap barrier restricts the carri-
ers to flow from source to drain. Introduction of the high-k spacer reduces underlap 
barriers to increased fringe coupling between gate and underlap region known as gate 
fringe induced barrier lowering (GFIBL) [8]. Therefore, the incorporation of optimal 
G-S/D underlap in nanoscale FinFETs is essential. 
                                                    

        

Fig. 2. Conduction band profile along the channel with increasing underlap length (a) at VDS=0, 
and (b) VDS=VDD, when VGS=VDD 

 

Fig. 3. Variation of (a) drive-current, (b) leakage current, and (c) drive-to-leakage current ratio 
for different spacer with varying underlap length (Lun) 
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Strong fringe coupling on the undoped underlap region is observed by introducing 
high-k dielectric spacer. This helps in arranging the inversion charge carriers for 
which the extra parasitic series resistance is reduced that increases Ion. It is clear from 
Fig. 3 that, as the spacer-k increases, there is an improvement in device performance 
due to strong electric field coupling between a gate terminal and the underlap regions. 
Both, the Ion and the Ion/Ioff parameter increases with an increasing spacer dielectric 
value due to an increased GFIBL effect [8]. The Ion/Ioff ratio initially increases with 
the increase in underlap (Fig. 3(c)) and then becomes saturates after 4nm. 

 

Fig. 4. Variation of the normalized (a) total gate capacitance, (b) drive current-to-total gate 
capacitance ratio (Ion/CGG) and (c) the gate intrinsic delay for different spacer with varying 
underlap length (Lun) 

The variation in total gate capacitance (CGG) with Lun for different spacer materials 
are shown in Fig. 4(a). The gate capacitance is normalized with the reference device 
with zero-underlap having low-k (SiO2) spacer material. Clearly, the CGG decreases with 
increasing underlap. Since, both the CGG and the Ion decrease with the underlap there-
fore, performance will also change depending on their rate of decrease. The Ion/CGG 
must be enough high to substantially reduce the delay. For zero underlap, the Ion/CGG 
asset values decrease by introducing high-k spacers. Furthermore, it decreases with 
increasing underlap and for Lun=16nm underlap length; the Ion/CGG is at minimum and 
same for different spacer materials. Fig. 4(c) indicates that the intrinsic delay through 
the circuit with high underlap will be more than that of a non-underlap case.  

4 SRAM Performance Projections 

This section provides the cell operation and methodology used in the underlap FinFET 
SRAM cell. The schematic of the tied-gate 6-T SRAM cell is presented in Fig. 5(a). The 
thick red and blue lines represent the large line capacitances associated with the word-
line (WL) and bit lines (BL and BLB), respectively. The PMOS pull-up transistors (PUL 
and PUR) and NMOS access transistors (PAL and PAR) are of minimum size to set a 
pull-up ratio of one. Analyses are drawn based on the simulations performed for cell-
ratio two, by using double-fin of the pull-down transistors (PDL and PDR). 

During the hold mode, node Q and QB store logic "1" and "0", respectively and 
word-line is off. Hold-SNM defines the stability in retention to preserve the stored 
data. During a read operation, the word-line access transistors are ON after the bit 
lines are precharged. The read-SNM is the metric used in read mode for reliable oper-
ation [9]. For higher read stability, access transistor strength must be low. Read access 
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time is the time period from 50% point of WL transition until 50-100mV voltage 
difference develops between the bitlines. To achieve a reduced read access time is 
another metric in read mode and depends on the maximum current flowing through 
the access and the pull-down transistors. In write operation, values “0” and “1” are 
applied to BL and BLB respectively with the access transistors turned on to flip the Q 
from “1” to “0”. Similarly, write-margin and write access time are calculated for write 
operation. The write access time is measured between the time when WL reaches to 
50% of VDD and the time when a node QB reaches to switching threshold voltage of 
another inverter. To find SNM; the conventional method is used [10].  
 

 

Fig. 5. (a) Conventional tied-gate 6T-SRAM cell configuration, (b) Percentage change in hold-
SNM, (c) read-SNM as function of spacer material with varying underlap length (Lun) 

       

Fig. 6. Change in (a) write-margin, (b) read-access time, and (c) write-access time as function 
of spacer material with varying underlap length (Lun) 

Fig. 5(b), 5(c) and 6(a) shows the percentage change in hold, read and write noise-
margins respectively, with respect to reference device as function underlap length and 
spacer materials. For low-k spacer material, a marginal change in hold and read SNMs 
are observed as an increase in underlap length. Incorporation of the high-k spacer 
material will enhance the SNMs up to 10-12% due to increased electrostatic integrity. 
The read and write access time variations are shown in Figs 6(b) and (c), respectively. 
It is observed that both read and write access time degrades because of reduction in 
the drive current with increasing underlap. The read access time degrades more rapid-
ly with low spacer k value. However, write access time worsens more with high-k 
spacers due to increased gate-capacitance that enhance word-line capacitance. For 
SRAM applications, it is observed that for Lun near about 4nm provides superior per-
formance improvements and thereafter, the cell designs metric degrades. 
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The other design concern with 6T SRAM cell is the read/write conflict, wherein a 
transistor sizing to enhance the read-stability degrades the write-ability and vice-
versa. The measured result also shows that the use of high-k spacers can mitigate 
read/write conflict. The read/write stability is not directly dependent on the absolute 
value of Ion [11]. Apparently; SNM has a negative correlation with DIBL [12]. In 
agreement to this, it is observed that the SNMs are considerably improved using high-
k spacers without affecting cell ratio and pull-up ratio. 

5 Conclusion 

This research paper presents the effect of underlap length for different spacer mate-
rials on device performance parameters such as drive-current, leakage current and 
their ratio. The fringe capacitance component (included in total-gate capacitance) and 
the relative change in a drive current-to-capacitance are also investigated that helps to 
optimize circuit delay. SRAM performance as a function of varying underlap and 
spacer materials are clearly depicted in the paper. Considering the SRAM discussion, 
we conclude that for high-k spacer and the underlap length near about 4nm  
provides superior performance improvements and thereafter, the cell designs metric 
degrades. 
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Abstract. Preparing a sample with a specified concentration factor (CF ) is an
important step in automating biochemical laboratory protocols on a digital mi-
crofluidic biochip. In this paper, we address an open problem of sample prepa-
ration with a target CF in minimum number of mix/split steps when droplets of
the same fluid are supplied with multiple CF s. We formulate this as a variant
of the subset-sum problem and present a heuristic algorithm based on dynamic
programming.

Keywords: Digital Microfluidics, Dilution, Mixing, Sample Preparation.

1 Introduction

A digital microfluidic (DMF) biochip is capable of manipulating nano- or pico-liter
volume of discrete droplets by electrical actuation, on a two-dimensional electrode ar-
ray of few square centimeters in size [1]. Recent years have seen a surge of interest
in design automation methods for developing DMFs because of their applicability in
implementing numerous biochemical laboratory protocols [1–4].

Automatic sample and mixture preparation is an important pre-processing step in
designing a biochemical protocol. Since off-chip sample preparation poses a signif-
icant hindrance to the automation of a bioprotocol for high-throughput applications,
several dilution and mixing algorithms have been proposed recently for on-chip sam-
ple preparation [5–15]. In this paper, we present, for the first time, a generalized dilu-
tion algorithm (GDA) for preparing a target droplet with a desired concentration factor
(CF ), when two or more arbitrary CFs of the same fluid are supplied. We formulate
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this as a subset-sum problem (SSP) and present a heuristic algorithm based on pseudo-
polynomial time dynamic programming approach [16]. This solves an open problem
posed by Thies et al. [6]. We report simulation results on a data set to demonstrate the
efficiency of the proposed method for various objective functions.

The remainder of the paper is organized as follows. Section 2 provides the related
prior work and motivation of our work. Section 3 deals with the scheme for generalized
dilution from multiple (two or more) arbitrary concentrations of the same sample fluid.
Finally, conclusions are drawn in Section 4.

2 Automatic Dilution and Mixing

In this paper, we consider the (1:1) mix-split model, in which a unit-volume droplet
of a biofluid x1 of CF = C1 is mixed with a unit-volume droplet of another biofluid
x2 of CF = C2 to produce a mixture of CF = C1+C2

2 ; it is then split equally into
two unit-volume droplets. One (1:1) mix operation and a subsequent balanced split are
together referred to as a mix-split step; the two droplets, thus produced, may be used in
the next step or one of them is discarded as a waste droplet if not needed. A dilution
or mixing tree is a binary tree where each leaf node represents an input fluid, and an
internal node denotes a (1:1) mix-split step between two input (or intermediate) fluid
droplets. If a target mixture with a certain ratio of its constituents is to be prepared from
a supply of input fluids each with CF = 1, such that the error in each constituent CF
does not exceed 1

2d+1 , then a mixing tree of depth d is needed to depict the complete
mix-split process. Dilution is a special case of mixing of only two input fluids (sample
and buffer). A dilution tree of depth 5 that produces two target droplets (black nodes)
of CF = 27

32 from a sample (CF = 100%) and a buffer fluid (CF = 0%) is shown
in Fig. 1(a). The intermediate and waste droplets, which are generated in the process,
are also shown in different shades. The protocol to mix five input fluids with a ratio
of 3:3:3:5:2 (all supplied with 100% CF ), is depicted by a mixing tree of depth 4 as
shown in Fig. 1(b).
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Fig. 1. (a) For target CF Ct = 84.375% (≈ 27
32

≡ 0.110112), the dilution tree obtained by
twoWayMix [6] using sample fluid A (CF = 1) and buffer D (CF = 0). (b) For target ratio
3:3:3:5:2, the mixing tree obtained by Min-Mix [6] using five input fluids all with CF = 1.
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Let m be the total number of mix-split steps in a dilution/mixing tree. For a dilution
tree, m is equal to d, whereas a mixing tree of height d can have at most (2d − 1) mix-
split steps. A scheduled dilution/mixing tree provides the sequence of mix-split steps
with timing assignment and the mixer allocation to its non-leaf nodes. Let Mlb be the
number of mixers required for minimum-time (d time cycles) completion of executing
a mixing tree as computed in [17]. After scheduling a mixing tree with Mlb mixers, the
mixing tree can be executed in d time cycles, whereas with a fewer number of mixers
it will take more time to complete. From Fig. 1 it is evident that for a dilution tree,
Mlb = 1 and for a mixing tree, Mlb > 1. Let I be an array of integers denoting the total
number of droplets of each input fluid required to produce two target droplets and W
be the total number of waste droplets generated during dilution/mixing.

2.1 Prior Work

In the literature, there exist several dilution algorithms — GAG [5], twoWayMix [6],
DMRW [7], IDMA [8], MTC [13], REMIA [14], and several mixing algorithms — Min-
Mix [6], RMA [9], RSM [12] and MTCS [15]. Griffith et al. [5] proposed the first dilution
algorithm GAG to determine a dilution graph for producing target droplets from the pure
input fluids. Thies et al. [6] presented a dilution algorithm twoWayMix that represents
the target CF Ct as a d-bit binary fraction to determine the dilution tree with an ac-
curacy level of d (e.g., Fig. 1(a)). Two other dilution algorithms, namely DMRW [7]
and IDMA [8], can be used to produce a desired target CF from two arbitrary concen-
trations of a sample. However, none of the existing algorithms is capable of producing
a target concentration of a sample from three or more arbitrary concentrations of the
same fluid. Other dilution algorithms presented in [13, 14] consider the problem of pro-
ducing multiple target concentrations from the supply of two pure input fluids and do
not discuss about generalized dilution from multiple arbitrary concentrations. Thies et
al. [6] first proposed a mixing algorithm Min-Mix to determine the mixing tree of height
d for a target ratio of N input fluids using N d-bit binary fractions (see Fig. 1(b)). Roy
et al. [9] proposed a mixing algorithm RMA that determines the mixing tree for a target
ratio using a ratio-decomposition based technique. Another mixing algorithm RSM [12]
determines a mixing graph for multiple target ratios of input fluids using a similar tech-
nique as ratio-decomposition. In [15], a mixing algorithm MTCS has been presented
that determines a mixing tree with some common subtrees for producing droplets with
the target ratio of CF s.

2.2 Motivation of Our Work

In sample preparation with DMF, a reagent with multiple CF s may be available as a by-
product (or waste) of other protocols. These droplets may be reused to produce a target
CF . However, there exists no dilution/mixing algorithm that determines the correct
mix-split sequence to produce the desired CF from a supply of three or more arbitrary
CF s of the same fluid. This problem was mentioned as one of the open problems by
Thies et al. [6]. This motivates us to formulate a more generalized dilution algorithm,
which can be used for this purpose.
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Fig. 2. (a) Related input and target CF s of same fluid in the scale 0 to 1. (b) An example of
producing related input fluids as by-products of dilution process for Ct =

27
32

by twoWayMix [6].

3 Dilution from Multiple Arbitrary CF s of the Same Fluid

In this Section, we present a scheme for generalized dilution of a sample fluid from
the supply of multiple arbitrary concentrations (referred as related inputs) of the same
fluid. The related inputs are the same fluid diluted with the same buffer solution to have
different CF s. We formulate the generalized dilution problem as follows. Inputs: (a)
N related inputs A1, A2, . . . , AN (N ≥ 2) of a biofluid A with CF s b1, b2, . . . , bN are
supplied, each diluted with the buffer solution D, where bis are positive real numbers
and 0 < bi ≤ 1. (b) buffer solution D with CF = 0 is available in supply. Thus, the
total number of related inputs including D is (N + 1), where (N + 1) ≥ 3. (c) desired
CF CA of the biofluid A, where CA is a positive real number and 0 ≤ CA ≤ 1. (d)
the integer d determines the accuracy level of CA. Thus, the maximum error in CA is
bounded by 1

2d+1 . Output: a dilution/mixing tree of depth d needed to produce droplets
with target CF of fluid A as CA.

If CA >
(
maxi{bi}+ 0.5

2d

)
(i = 1 to N+1), the desiredCF is not reachable from the

inputs. Again, if CA is in the range of
(
bi to (bi+

0.5
2d )

)
for any i (i = 1 to N +1), then

the desired CF is reachable and the input droplet with CF = bi can be treated as the
target droplet. Otherwise, we need to solve this problem and the target droplet contains
some part of fluid A coming from some of the N related inputs A1, A2, . . . , AN along
with a part of D and shown in Fig. 2(a). Hence, the CF of D in target droplets becomes
CD = 1−CA (where CD is a positive real number and 0 ≤ CD ≤ 1) and it may come
from the related inputs only (as each of them are diluted with D) or it may require
mixing of some additional amount of D.

We can have different optimization criteria to decide upon an optimal dilution/mixing
tree as follows: (i) the total number of non-leaf nodes (m) in the dilution/mixing tree
is minimized, or (ii) the height (d′) of the dilution/mixing tree is minimized, or (iii)
the lower-bound of number of mixers required for earliest completion, i.e., Mlb of the
dilution/mixing tree is minimized.
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.

3.1 Examples of Generalized Dilution from Related Inputs

An example of producing four related inputs of fluid A (A1, A2, A3 and A4) as the
by-products of dilution process for Ct = 27

32 from pure sample and buffer fluids by
twoWayMix [6] is shown in Fig. 2(b). Consider that we need to produce a target droplet
with CA = 20

32 from the supply of these by-products (related inputs) and buffer solution
D. Four different dilution trees for target CF CA = 20

32 are shown in Fig. 3(b)–(e).
The best solution (dilution tree) among all these four solutions is shown in Fig. 3(d),
as it takes minimum number of mix-split steps to produce the target droplet. However,
if only three related inputs A2, A3 and A4 are available after using A1 is some other
dilution process, then the dilution tree shown in Fig. 3(c) is the best solution, as it has
less m and consumes less I than the dilution tree shown in Fig. 3(b).

A solution (dilution tree) can be envisaged with the help of some underlying data of
the weighted matrix (W) that is computed from the CF s of related inputs as shown in
Fig. 3(a). For Ai, the portion of A contributed to the final concentration follows a geo-
metric progression with a common ratio of 1

2 , depending on the level of tree at which
it is used. For example, in Fig. 3(a) W has 24, 12, 6, 3 for A2. In the dilution tree of
Fig. 3(c), the contributions of A2 and A3 to the target CF are 6

32 and 3
32 , respectively,

as they are at depth 2 of the tree, whereas that of A4 is 11
32 , as it is at depth 1 of the tree.

This is easy to visualize from the basic principles of dilution. The selection of contribu-
tions from W for the target CF provides the binary fractions of the constituent fluids
corresponding to a dilution/mixing tree. For example, the binary fractions of A2, A3

and A4 for the dilution tree shown in Fig. 3(c) can be written as 0.012, 0.012 and 0.102,
respectively. A selection of numbers from W is valid, if a dilution/mixing tree can be
constructed using Min-Mix from the binary fractions corresponding to the selection.

3.2 Problem Formulation and Proposed Algorithm

First, we represent bi as Bi

2d
(for all i) and CA as T

2d
, where Bis and T are positive real

numbers. For each input Ai, (d + 1) geometric progression (G.P.) terms with the first
term Bi and common ratio 1

2 , i.e., Bi,
Bi

2 , Bi

4 , · · · , Bi

2d
, are stored in an one-dimensional

array W [i]. A two-dimensional array W of size (N +1)× (d+1) stores the G.P. terms
for all N inputs and D. Each element W [i, j] is associated with a weight wj = 1

2j
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and corresponds to the contribution W [i, j].wj of fluid Ai, if it is at level (d′ − j) of
the dilution/mixing tree of height d′ to be determined. Next, a set Q is formed with all
the elements of W except the elements of the row for D. The optimal dilution/mixing
tree can be constructed by selecting some of the elements as a set R from Q (i.e.,
R ⊂ Q) and using some extra amount of D (if needed). While finding R from Q
following parameters are computed: (a) the total weight of all the elements in R as
V =

∑
∀x, x∈R wj , (b) the sum of all the elements in R as T ′ =

∑
∀x, x∈R x, i.e.,

the target CF becomes T ′
2d , and (c) the height of the underlying dilution/mixing tree as

d′ = max(j) such that for all i, j, W [i, j] is selected in R (hence, 0 < d′ ≤ d).

Algorithm 1. GDA
(
〈b1, b2, . . . , bN〉, CA, d

)
1: Set bN+1 = 0 (for buffer solution, D) and T = Φ.
2: Represent bi as Bi

2d (for all i) and CA as T
2d , where Bis and T are positive real

numbers.
3: for i = 1 to N + 1 do
4: Set W [i][0] = Bi.
5: Construct W by (d + 1) G.P. terms with W [i][0] as the first term and 1

2 as the
common ratio.

6: Obtain set Q with all the numbers (integers or reals) of W except the (N + 1)th

row.
7: For each number x ∈ Q, associate an weight wx = 1

2j , if x is jth G.P. term in W .
8: Find R from Q, where R ⊂ Q (Subset-Sum Problem), by using the pseudo-

polynomial time dynamic programming approach [16]. A solution to this problem
is a binary matrix X (i.e., R) denoting the selection of numbers from W (i.e., Q),
such that |T − T ′| < 0.5, where T ′ =

∑
∀x, x∈R

x. More than one solutions can be

obtained.
9: for all the solutions do

10: Compute V =
∑

∀x, x∈R

wx.

11: if V ≤ 1 then
12: The solution is valid.
13: for all the valid solutions do
14: Compute d′ = max(j) s.t. X [i][j] = 1, ∀i, j.
15: Compute m = |R| + βd′(D) =

( ∑
∀i,j

X [i, j] − 1
)
, where X [N + 1] =

(
1 −

N∑
i=0

X [i]
)

and βd′(D) =
∑
∀j

X [N + 1][j], as X [i] is the binary fraction denoting

selection of numbers from W for fluid Ai.
16: Compute Mlb.
17: Keep the optimal solution(s) depending on the optimality criteria.
18: Keep the binary matrix X for any one of the optimal solution(s).
19: Construct T from X using Min-Mix [6].
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Note that, if V > 1, the underlying dilution/mixing tree cannot be constructed and
hence the target is not reachable showing an invalid selection of elements in R, other-
wise the target is reachable. Moreover, if V = 1, no extra buffer (D) droplet is required
to achieve the target CF (i.e., CD = 0), whereas if V < 1, extra buffer (D) is needed
(i.e., CD �= 0). Let B[x.wj ] represent the binary fraction for the contribution of Ai,
where x ∈ R and x = W [i, j]. The binary fraction for CD can be represented as
B[CD] =

(
1 −

∑
∀x, x∈R B[x.wj ]

)
(obtained by binary addition and subtraction). Let

βd′(D) be the number of 1s in a d′-bit binary fraction for buffer D, i.e., B[CD].

Problem Statement: Find a subset R from the set Q (i.e., R ⊂ Q), such that (|R| +
βd′(D)) is minimized, where T ′ =

∑
∀x, x∈R x and |T ′−T | ≤ 0.5 (i.e., T ′ = T ±0.5).

We conjecture that this problem is computationally hard [18]. The subset-sum prob-
lem (SSP) [18] can be reduced to this problem, and we can obtain one or more so-
lution(s) by using the pseudo-polynomial time dynamic programming approach [16].
A solution (optimal or suboptimal) to this problem provides a dilution/mixing tree of
height d′ and the corresponding selection of R can be represented with a binary ma-
trix X of size (N + 1) × (d′ + 1), where X [i, j] ∈ {0, 1}. If W [i, j] is selected in R,
X [i, j] = 1, otherwise X [i, j] = 0. Hence, X [i] is a vector of d′ + 1 bits representing
the binary fraction for input Ai (with binary point between X [i][0] and X [i][1]) and
X [N +1] represents the binary fraction for CD, i.e., B[CD]. The time complexity of an
algorithm to solve this problem depends on the size of input numbers, i.e., O(Nd.T ),
where O(N.(d + 1)) is the total number of elements in Q and T is the desired sum.

The total number of mix-split steps (m) in the dilution/mixing tree for a valid solution
(binary matrix) can be computed as m =

(∑
i

∑
j X [i, j]−1

)
. However, more than one

valid solutions (binary matrices) can be obtained. Depending on the optimality criteria
(minimization of m, d′ or Mlb), several solutions (binary matrices) may be obtained.
Any one of them can be used to construct a dilution/mixing tree (by arbitrarily breaking
the ties). We present an algorithm (heuristic) GDA written as Algorithm 1 to determine
the dilution/mixing tree for generalized dilution. Here, we use Min-Mix [6] in Step-19
to construct the dilution/mixing tree from the binary fractions obtained in Step-18 of
Algorithm 1. However, other algorithms like RMA [9], RSM [12] or MTCS [15] may
also determine the tree from the target ratio after converting the binary fractions into a
ratio of decimal integers.

For the example W of Fig. 3(a), four different selections of R from Q and the corre-
sponding binary matrices are shown in Fig. 4. No tree can be constructed from the bi-
nary matrix of Fig. 4(b) indicating an invalid solution. The binary matrices of Fig. 4(c)
and 4(d) may yield the trees as shown in Fig. 3(d) and (e), respectively. The binary
matrix of Fig. 4(e) provides a suboptimal dilution tree with d′ = 3 and m = 3.

3.3 Simulation Results

We have simulated the proposed algorithm for generalized dilution considering the tar-
get CF CA within the range between 0 and maxi{bi}, ∀i (i = 1 to N ). The number of
input CF s (expect buffer D) is varied from 3 to 6 and the input CF s are represented as
bi =

Bi

2d
with different d (4 and 6), where d is the accuracy level of target CF . Hence,

CA is represented as CA = T
2d . Let d′ be the height of the dilution/mixing tree and m
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Fig. 4. (a) Weighted matrix shown in Fig. 3(b). (b)–(e) Different binary matrices obtained by
finding R from Q for CA = 20

32
.

Table 1. Results for Some Example Cases by GDA with Optimal d′ or Optimal m

Example 〈B1,. . .,BN ,0〉 Optimal d′ Optimal m

T d [d1,. . .,dN+1,Td] 〈d′,m, I>1 ,Mlb〉 [d1,. . .,dN+1,Td] 〈d′,m, I>1 ,Mlb〉
Ex.1 〈7,14,15,0〉 12 4 [2,2,1,0,T5] 〈3,4,2,2〉 [2,0,2,0,T4] 〈3,3,2,1〉
Ex.2 〈1,4,61,0〉 5 6 [3,2,1,2,T8] 〈4,7,3,2〉 [4,0,1,0,T5] 〈4,4,3,1〉
Ex.3 〈3,6,9,12,15,0〉 8 4 [2,1,1,1,1,0,T6] 〈3,5,1,2〉 [2,1,0,1,0,0,T4] 〈3,3,1,1〉
Ex.4 〈4,6,8,9,12,15,0〉 14 4 [0,0,1,1,1,3,0,T6] 〈4,5,2,2〉 [0,1,1,0,0,3,0,T5] 〈4,4,2,1〉
Ex.5 〈1,3,52,0〉 33 6 [2,1,2,0,T5] 〈4,4,2,1〉 [1,1,2,1,T5] 〈3,4,1,2〉

Table 2. Results for Some Example Cases by GDA with Optimal I>1 or Optimal Mlb

Example 〈B1,. . .,BN ,0〉 Optimal I>1 Optimal Mlb

T d [d1,. . .,dN+1,Td] 〈d′,m, I>1 ,Mlb〉 [d1,. . .,dN+1,Td] 〈d′,m, I>1 ,Mlb〉
Ex.1 〈7,14,15,0〉 12 4 [1,1,1,1,T4] 〈3,3,0,1〉 [2,2,0,1,T5] 〈4,4,2,1〉
Ex.2 〈1,4,61,0〉 5 6 [0,1,1,3,T5] 〈4,4,0,1〉 [3,3,1,0,T7] 〈6,6,4,1〉
Ex.3 〈3,6,9,12,15,0〉 8 4 [1,0,1,1,0,1,T4] 〈3,3,0,1〉 [3,1,0,1,0,0,T5] 〈4,4,2,1〉
Ex.4 〈4,6,8,9,12,15,0〉 14 4 [0,1,1,0,0,3,0,T5] 〈4,4,2,1〉 [0,1,1,0,0,3,0,T5] 〈4,4,2,1〉
Ex.5 〈1,3,52,0〉 33 6 [1,1,2,1,T5] 〈3,4,1,2〉 [2,1,2,0,T5] 〈4,4,2,1〉

be the total number of mix-split steps in the tree. The demand array [d1,. . .,dN+1,Td]
denotes that the required number of droplets of fluid Ai is di, and Td denotes the total
number of input droplets required. Let I>1 be the total number of extra (more than one)
droplets of N different fluids (except buffer D) required as inputs in the tree, and let
Mlb be the number of mixers required for minimum time completion of the dilution
process. We present the results for several examples in Table 1 with the optimality cri-
terion of minimizing d′ or m. Table 2 provides the results with the optimality criterion
of minimizing I>1 and Mlb of the dilution/mixing tree.
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4 Conclusions

In this paper, we have resolved an open problem of on-chip sample dilution using dis-
crete droplets. For the (1:1) mixing model, we have developed a heuristic algorithm to
handle this generalized dilution problem. The proposed algorithm determines a dilu-
tion/mixing tree of at most d height for producing the target droplet with a maximum
error of 1

2d+1 in CF . Given an optimization criterion, the algorithm can be tuned to
minimize either the height of the dilution/mixing tree (accuracy in CF ), or the total
number of mix-split steps (energy), or the number of input droplets used (cost). It can
also be used to minimize the dilution time for a given number of on-chip mixers. Thus
the scheme can be used for a wide range of biochip applications.
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Abstract. Due to complex designs and time to market pressure verification 
closure is the bottleneck in ASIC/SoC design. Hence setting up a constrained 
random testbench environment seems to be a difficult task, especially when we 
consider that environments need to be flexible, scalable, and reusable. Although 
standard verification methodologies such as UVM [1], OVM [2] or VMM [3] 
help to an extent, but then creating testbench environment still consumes a lot 
of time. This calls for the need of testbench automation. There has been a lot of 
development in testbench automation techniques but still the problem of 
connectivity between the VIP interface and DUT remains unsolved which 
consumes considerable amount of time at SoC level. To solve this problem a 
novel technique has been proposed. The aim is to achieve a correct by 
construction technique to get the various existing components from IP level and 
make the automatic connection of the verification component with the design 
under test. 

Keywords: SoC, Functional Verification, Testbench Automation, Verification 
Methodology, UVM, OVM, VMM. 

1 Introduction 

This paper presents a method to reduce time in testbench creation and setup of 
verification environment. Writing a new environment from scratch requires 
experience about the methodology and testbench environment, it may take anything 
from days to weeks depending upon the experience of the engineer. Nowadays SoCs 
are quite complex, typically they have multiple cores with hundreds of peripheral IPs 
and the interconnecting logic itself has very large number of interfaces. So, testbench 
bring up takes around 2-3 weeks for these SoC’s. Apart from that, manual mistakes in 
the component connections at the later stage take many weeks to debug and fix.  

According to an industrial survey [4] 32% time is consumed in debugging. Writing 
and Running test cases takes around 27% while around 28% of time is consumed in 
testbench development itself. If the time required for testbench development is 
reduced, then certainly the time to market for the product under development can be 
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shortened. Now the testbench development itself is a multi-step process: Following 
are the steps at IP level testbench creation: 

1. Collect already available testbench components 
2. Create template components for new interfaces 
3. Connect verification  IPs  to make testbench 
4. Connect various components with the design under test 
5. Configure the verification IPs 
6. Generate constrained random stimulus  
7. Run sample test 

The presented work automates the creation of all the above tasks and finally connects 
the testbench created with the actual design. The minimum required information related 
to interface connection and configuration is collected from user in the form of tabular 
data at block level. Based on this information, test environment is created, configuration 
is done, interface instances are connected to RTL design, meaningful random stimulus 
is generated and finally a top level testbench is created. At block level we use standard 
templates to produce new VIP components and table based input for connections etc 
where as at SoC level this methodology reuses the block level information to create and 
integrate the testbench. So this methodology is useful at both the levels. 

At SoC Level where VIPs are used in verifying IPs, the real advantage is in 
collecting and connecting many such IP level environments from IP level to the SoC 
level. The previous information of block level can be reused. The user will just have to 
do hierarchical name changes in the previous database and design will automatically be 
connected to different VIP instances which save a lot of time in testbench creation. 
Simultaneously debugging time is also saved. Till date VIP instance connection to DUT 
is done manually, this is error prone and debugging connection related problem takes lot 
of time especially at later stage. Once the user has defined interface information in 
tabular format, connection is automatically done. If it runs successfully in a testbench, 
the information is made golden at block level. Every organization follows a standard 
directory structure. The need for organization specific tools and methodology arises 
because of specific market and product requirements. The tool set used are also not 
different.  There are three parts of this work; process definition, current integration 
activities and enabling automation. Because of these requirements, methodology plays 
more important role in creating custom tools which integrate specific steps and 
processes and good practices to come up with a fully integrated testbench which can 
drive transaction into the DUT right within few hours both at block level as well as SoC 
level. The usage of this methodology has reduced testbench integration time 
considerably and also removed dependence on domain knowledge and experience. 

2 Previous Related Work 

The problem of testbench automation has been tackled in different ways. This section 
presents some of the relevant existing solutions and how the presented work is 
innovative in nature. 
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[5] Proposes an automated verification methodology (VeriSC2) that provides 
working testbenches during hierarchical decomposition and refinement of the design, 
even before the RTL implementation starts. This creates a running testbench but does 
not talk about interface connection and definition which remains the central idea of 
the paper. 

[6] Deals with SoC design and testbench automation based on IP_XACT format. 
The Platform Verifier methodology creates a SoC level testbench but replaces the IP 
instances with empty modules and verification components. While the presented work 
connects different Verification IP’s with the actual RTL/design without replacing IP 
instances. 

Synopsys uvmgen tool creates an UVM [1] [7] based testbench based on certain 
inputs given by user. This approach is quite helpful at block level, but at SoC level 
this approach is not feasible and lacks the interface connection with actual RTL.  
Here an automated UVM [1] based testbench is created while connecting the 
interfaces with the real design and most importantly re-using the IP level connection 
information at SoC level. The concept of standard directory structure and use of 
coding guidelines along with the use of central repository has been introduced in the 
presented work. 

3 The Flow and Methodology 

In this section, the flow of creating testbench around IP and SoC level has been 
discussed. The existing flow is presented in brief and more emphasis is laid on the 
new steps. 

At IP level: As discussed in the section II the existing VIPs have to be fetched and 
new ones have to be written if they don’t exist. After that the top level testbench has 
to be written which integrates all the VIPs together and comes up with top level test 
cases which have the hooks of the VIPs to exchange transaction details. 

Based on certain inputs given by user on interfacing and configuration, a top-level 
testbench is created and integrated which is also connected to the actual RTL. The 
output of this step is a working testbench, which can be modified according to the 
requirements.  From the user perspective, he/she just needs to specify the different 
VIP definitions. For an existing VIP we have the concept of central repository. 

3.1 Use of Central Repository Database 

It is assumed that different versions of standard Verification IPs used across various 
teams are kept in a common database. This approach aids in knowledge sharing and 
saves time in searching for the correct version of VIP.  

Either a new VIP template is generated or existing VIP is fetched depending on the 
user input. The new VIP template classes are generated as discussed in [5,6], the 
templates used also impose coding guidelines for the testbench writers. Customization 
of VIP is important when VIP is reused and plugged in across different projects, 
hence is standardized according to the company’s best practices.  
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To maintain stringent standards in terms of coding practices and guidelines the VIP 
has to undergo different checks to ensure quality. These checks can be of different 
categories like naming conventions, coding styles, file formats etc. This is done to 
make sure that the verification components used, also facilitate reuse and reduce the 
number of iterations during the verification cycle. 

3.2 Importance of Directory Structure and Integration Tool 

For large designs and equally large and complex testbenches, automation is needed at 
all levels of design and verification process. The automation proposed for integration 
is easy to implement only when there is standardization in SOC and IP data 
management.  The process of design and testbench integration expects a complex and 
conditional file collection for large number of IPs and VIP data. This is facilitated by 
following a standard directory structure and disciplined naming conventions for all 
design and verification collaterals.  The standard directory structure enables the reuse 
of standard IP blocks and portability of SOC data. Now after having all the VIPs in 
place the details given by the user are used to connect the VIPs and configure them. 
Sample test cases [5, 6] which use the VIPs to communicate with the design under 
test are also produced.  

The next step is to integrate the VIPs with the DUT which is again done with the 
help of user given tabular inputs. But the aim is to get it correct by construction 
methodology. The connections are made based on manual inputs, thus can be error 
prone. So as to maintain quality and to ensure thoroughness, formal tools are used to 
verify connections. 

3.3 Use of Formal Engine to Verify the Connection and Interface Coverage 

The usage of formal methods to ensure quality and correctness of the connections has 
been proposed here. The source of error in connection information is either manual 
entry of the connection database or because of signal and port width mismatches. 
There could also be instances where port names or signal names are missing .All these 
discrepancies will be rectified here by running connectivity verification checks by 
using formal tools, thus ensuring completeness. For checking the missing port lists, 
options from the formal tool have been incorporated to show uncovered ports. As an 
input to the formal tool a dummy module is created with the port list comprising of 
the signals listed in the input CSV file. Connectivity assertions between 
corresponding pair of signals in the DUT top module and the dummy module created 
previously are generated. By following this, any error in the specification of the 
signals will be caught. This coverage driven connectivity checking provides strong 
basis at IP level leading to golden database creation. 

So far IP level testbench creation has been discussed, SOC level poses different 
challenges; for example at SOC level although the need for writing of new VIPs is 
minimal as VIPs used at IP level already exist but the number of such VIPs to be 
connected is very large . A new methodology has been introduced to reuse the 
connectivity information of IP level at SoC level which simplifies the task of creating 
the testbench. 
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3.4 Re-use of Block Level Information at SoC Level 

During IP level verifications users provide interface and configuration details for a 
specific VIP. This information is treated golden after successful verification. Interface 
related information includes name of protocol, instance name and various connection 
details. While creating SoC level testbench, this information can be updated by doing 
minimal changes related to hierarchy etc. Thus re-usability of information saves a lot 
of time both in testbench creation and debugging. 

Configuration related information includes specific settings of a particular VIP, 
which are quite important for using any VIP. This can also be ported to SoC level. 
Figure 1 describes the flow of methodology at IP level. Followings are steps for 
automatic generation of UVM based testbench at IP level: 

 
• Input the top level design for which testbench has to be made. 
• Populate VIPs in your working area. 
• Define the required information (interface connection and configuration) in 

tabular format. 
• Invoke the ip_tb_gen tool.  
• After this, a top level testbench will be made so start the verification  

process. 
• Incase if there is any error in connection definition, update the tabular  

data. 
• Repeat the process till connection definitions are clean. 
• Once the verification closure is done, the definition is then made golden at IP 

level. 
 
At this point a running IP level testbench is made. It is important to note that at SoC 
level test-bench integration, the VIP connections remain similar and only hierarchy of 
connections may change. Hence testbench integrator will reuse the connection 
information at SoC level. While doing so it not only eliminates the scope of manual 
error that is not caught by simulator compiler but also saves a lot of manual effort and 
time which would otherwise be spent in learning protocol and signals, doing manual 
integration and debugging wrong connection. 

Figure 2, describes the flow at SoC level. The flow is similar as IP level with 
following changes: The connectivity information reused from IP level needs to be 
updated by testbench integrator. There will be multiple instances of protocols and 
hence multiple tabular definition files will be used as input by the tool. 

Multiple projects will be able to share the connection information with few 
changes in the connectivity tabular database while the actual changes required in the 
testbench need large manual efforts.  So finally the methodology delivers a fully 
functional testbench both at IP and SoC level.  

This methodology adds value both at IP and SoC level testbench creation and 
integration. 
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Fig. 1. Flow at IP level 

4 ip_tb_gen Tool 

Ip_tb_gen is a tool for automatic testbench generation. The verification methodology 
followed is UVM while currently it supports System Verilog as HVL. This language 
and methodology is chosen because this is the most adopted combination in the 
industry and all the major EDA vendors are supporting this. The configuration and 
connection is also quite easy without touching the underlying components. 

The tool takes following as input: 

• Name of the top level design block. 
• VIP definition of a particular protocol which includes the name of VIP and 

following tabular definition files : 
• Interface connectivity CSV: This will include interface connectivity information 

to DUT such as name of instance, name of testbench, input/output directions etc. 
• Configuration settings CSV: This will include configuration settings related  

to VIP  
• Mode of using VIP: either as master or slave. 
• Type of VIP: Existing/Non-existing  
• Name of top clock and reset signal. 
• Name of simulator to be used. 
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Fig. 2. Flow at SoC Level 

This completes the information which is needed from the user side. Based on the 
above information given, tool will deliver a fully functional UVM based testbench. 

Flow and working of tool: 
Given the name of VIP, first it will look whether it is existing or non-existing. For 

existing ones, the tool will populate it from the central repository otherwise it will 
create complete VIP based on UVM which includes transaction item, sequence, 
sequencer, driver, monitor and agent. Now all the VIP blocks which were defined are 
in working area along with the top level design. The VIP instances will be 
automatically connected to DUT based on the tabular information specified.  
The interface definition using uvm_config_db::set will also be done so that  
lower level verification components will automatically get access to interface using 
uvm_config_db::get operation. Now the Environment class will be created which will 
instantiate different agents, build and connect them. Also tool has different sequences 
for each VIP which completes the requirement for creating a top level testbench class. 
Finally a UVM based testbench will be developed which will inherit environment and 
different sequence class. Different components will be built, configuration of  
VIP will be done and sequences will start on respective sequencer in run phase.  
Based on simulator choice, testbench will be simulated with proper command line 
arguments. 
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Fig. 3. Architecture of Tool 

From the user’s perspective both standard methodology and verification language 
i.e. UVM and System Verilog is used. So no extra learning is required in order to 
deploy this tool and methodology. Figure 3, explains the architecture of the tool. The 
inputs of the tools are mostly VIP definitions while the output is UVM based 
testbench. The tool also has the facility for creating VIP’s which are non-existing, 
further which will be kept in central repository database. 

5 Case Study 

The ip_tb_gen tool methodology was applied for block level verification of IP based 
on Serial Communication Interface. The following section will make clear the 
understanding of both tool and methodology. For this UVM based testbench 
architecture is shown in Figure 4.The top level design is based on Serial 
Communication. There are four different VIP’s namely UART, Register access, 
Clock driver and Interrupt Handler. Out of these Interrupt handler and clock driver  

 

 

Fig. 4. Reference testbench architecture 
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were non-existing. Now suppose ip_tb_gen methodology is not used then in such a 
case following steps have to be followed for creating testbench environment. 

• Create a UVM based VIP for Interrupt handler from scratch and test it. 
• Search for all correct version of VIP’s. Connect all VIP instances to DUT. 
• Create an Environment class inheriting different agents and connecting them. 
• Create a Sequence class for each VIP. 
• Create a top level testbench class inheriting. 
• Environment and different sequences build and connect them. 
• Configure all VIP’s for correct operations. 
• Start all sequences on respective sequencer. 

Following the ip_tb_gen methodology tabular definitions have to be given: 

5.1 Interface Connectivity 

For an example connectivity information for UART VIP is shown in Figure 5 In the 
pre-defined format: 

• IpTop:  Name of top level design. 
• Interface: Name of VIP interface 
• Interface Instance Name: Name of instance name of VIP interface.  
• Target Instance: Name of target instance for DUT connection. 
• Protocol:  Name of the protocol used. 
• PortIPtop: Name of the signal in VIP interface. 
• PortProtocolInterface: Name of the corresponding signal in DUT. 

 
IpTop sci_dsc sci_dsc 
Interface Uart_if Uart_if 
Interface  Instance uart_intf uart_intf 
Target Instance testbench testbench 
Protocol UART UART 
PortIPtop rd td 
PortProtocolInterface scip_rxd_

in 
sci_txd_o

ut 
Direction Input Output 

Fig. 5. Connectivity information data 

Similarly VIP definitions can be done for different VIP’s. Once the definitions for all 
the VIP’s are made, the tool can be invoked. All steps explained above will be 
automated and fully functional UVM based testbench will be delivered.  
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6 Results 

The proposed methodology was used to build and integrate IP level verification 
testbench around SCI [serial communication interface] which had 4 interfaces (as 
described above). The generated testbench was verified with Cadence IUS and 
Synopsys VCS simulators. As an initial step the integration time was reduced from 
around 2 days to half hour with case1 and case2 being true. 

Case1: The integration related data was available for the tool to run. 
Case2: The engineer has good knowledge of verification language. 
Case3: The engineer has directory structure, Company’s internal methodology 

knowledge to write interconnection and more important the minor details of the 
protocol. With case 2 and 3 the integration time without tool was around 1 day. So 
based on these results with all cases 1, 2 and 3 being true, the approximate connection 
time per interface is around 1.5 man hour without automation. Extrapolating this 
statistics for a medium sized SoC having around 65 interfaces , the testbench integration 
job would take approximately 3 Man weeks and with automation it can be cut down to 
few days, including the time needed for creating top level tabular data base. 

7 Conclusion 

The proposed work introduced a novel flow and methodology for testbench 
automation. The tool supporting methodology was also developed. The main aim of 
the idea was to reduce testbench creation time both at IP and SoC level. Initially some 
of the information obtained from user in tabular format for a specific protocol. The 
same information can be reused at SoC level by doing some minimal changes. The 
scope of manual error in making VIP instance connections to DUT is greatly reduced 
as this task is automated. The tool also develops VIP in case if it non-existing. Finally 
a fully functional UVM testbench is delivered. Application results have shown 
considerable amount of time saving in complete process of verification. 

References 

[1] UVM, https://verificationacademy.com/topics/ 
verification-methodology 

[2] OVM, https://verificationacademy.com/topics/ 
verification-methodology 

[3] VMM, http://www.synopsys.com/community/interoperability/ 
pages/vmm.aspx 

[4] Agile Soc, http://www.agilesoc.com/2012/05/07/ 
wasted-effort-spent-in-verification/ 

[5] Da Silva, K.R.G., Melcher, E.U.K., Araujo, G., Pimenta, V.A.: An automatic testbench 
generation tool for a System C functional verification methodology. In: SBCCI 2004: 
Proceedings of the 17th Symposium on Integrated Circuits and System Design (2004) 

[6] Cho, K., Kim, J., Jung, E., Kim, S., Li, Z., Cho, Y.-R., Min*, B., Choi, K.-M.: Reusable 
Platform Design Methodology for SoC Integration and Verification. In: International SoC 
Design Conference (2008) 

[7] Synopsys uvmgen User Guide 



 

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 294–303, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Methodology for Early and Accurate Analysis  
of Inrush and Latency Tradeoffs  
during Power-Domain Wakeup 

Vipul Singhal, Ayon Dey, Suresh Mallala, and Somshubhra Paul 

Texas Instruments (India), Bangalore, India 
{Vipul,a-dey,suresh.mallala,wrik}@ti.com 

Abstract. Power gating is used in almost all Low-power devices to lower 
leakage. In this power gating, the three important design parameters are the 
domain-wakeup latency (from sleep to active mode transition) time, the inrush-
current when the power switches are turned on, and the voltage dip caused by 
the inrush current. Also, the analysis of these parameters has some uniqueness 
when there is an on-die power-supply system. In this paper we present a 
methodology for analyzing these parameters, followed by a case study 
involving analysis of all these parameters using circuit simulation (SPICE) for a 
wakeup latency critical low power SoC (System on a Chip). 

Keywords: Power-domain, Wakeup-latency, Inrush-current, Power-
management. 

1 Introduction 

Power-gating is a common power-saving feature in Low-power SoCs (System on a 
Chip). A typical low-power IC has a “Deep-Sleep” mode in which the power-supply 
to one or more parts of the design is gated-off by means of switches. Each such 
independently controllable part is called a Power-domain. During wake-up from the 
deep-sleep mode, the domain has to be charged to full rail-supply through the 
switches. 

One of the well-known issues associated with un-gating a power-domain is that 
initially a large amount of current flows into the domain.  This is known as “inrush 
current”. As a result of the inrush current, the power-supply rail may see a sharp 
transient-drop in voltage.  Since the power-rail is shared with other power-domains 
(which may be up and running), this drop can be fatal for their functionality. The usual 
solution is to slow-down the charging. This is achieved by using a switch-cell that 
consists of a strong-switch and a weak-switch (Fig 1.). The strong switches are used 
for operation in active mode, while weak switches are used to slowly charge-up the 
power domain, so that the inrush current is minimized. This concept is common in 
power-management-related literature [1]. 

Often, such Low-power SoCs are used in real-time system-control applications. 
Although the SoC may remain in standby mode or ”deep-sleep”  mode for a long time  
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Fig. 1. Power-switch cell with weak and strong PMOS switches 

when the system is dormant-state, but when a request for processing comes, it need to 
wake-up quickly from sleep to  service the request. In the semiconductor-market, 
SoCs for control applications compete with each other on the time it takes them to 
wake-up from a standby mode. Since the wakeup–sequence requires charging one or 
more power domains to full-rail, the time required for the charging up the domain 
becomes a key parameter. In the rest of the discussion we will call this parameter as 
“domain charging latency” or just “latency” for short.  

From the above discussion it is readily seen that designers are faced with two 
mutually contradictory requirements during domain-wakeup: If the domain-charging 
is too slow then the  latency suffers, while if the domain charging is too fast then 
inrush current may cause a dip in the supply voltage, that could be fatal for already-
ON and working domains. Designers need to strike a balance between the two 
requirements. The rest of the paper is dedicated to elaborating this issue in the context 
of low-power SoCs, and describing a methodology for an early analysis and 
resolution of this issue. 

2 Power-Supply System in an SOC with on Die LDO 

Many SoCs have a built-in on-die Low-drop-out (LDO) voltage regulator, which is 
the power supply for the various power-domains. Also, most LDOs use an off-die 
capacitor to stabilize their output (labeled ‘CO‘ in the fig 2. below). 

 

 

Fig. 2. Power-supply system with on-die LDO 
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In this picture, VDDSW is the switched power-rail, while VDDC is the constant-
ON power-rail. When a domain wakes-up, VDDSW rises while VDDC sees a 
transient drop due to inrush current. The LDO senses the drop and it will slowly begin 
to supply additional current to charge the domain. However, the reaction times of 
LDOs are of the order of microseconds, and an LDO cannot react fast enough to 
counter the drop due to the inrush current which often peaks within tens of 
nanoseconds. Thus the LDO is completely ineffective in guarding against the voltage 
dip due to inrush. The instantaneous current is supplied by the on-die and off-die 
decoupling capacitors. Hence for the purpose of analyzing the peak voltage-dip due to 
inrush, the LDO is good as absent. This is shown in Fig 3 below, which also shows 
the charge transfer during domain-wakeup. 

 
 

 

Fig. 3. Charge transfer during domain wake-up 

3 Limitations of Currently Available Tools/Methodologies 

Although several EDA tools are available in the industry to analyze inrush currents 
they mostly suffer from two disadvantages.  

First, most EDA tools require usage of an ideal-voltage-source as the primary 
source in the circuit to be analyzed. This is a major limitation since real-life on-die 
LDOs cannot be modeled as ideal voltage sources because (as explained earlier) they 
have slow reaction-times : much slower than the rate at which voltage dips due to 
inrush current. Usually EDA tools do not provide a way to model this slow-reaction 
time. 
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Second, typical EDA tools that analyze inrush are not suitable for usage during 
Architecture stage or early design stages. This is because they require views like DEF 
and Timing analysis, which are available quite late in the product development cycle. 
On the other hand some information about best latency available is needed during  
product-definition/architecture or early-development stage. These limitations prompt 
us to find a simple solution that can overcome the two issues above. 

4 Modeling 

In this section we discuss a methodology for modeling the power-domain system.  
The first step  is estimating the effective Gate-count (GP) for each power-domain 
(“P”). Gate-count is the equivalent NAND-gates for the domain. 

i
p

i NAND

A
G

A
=  (1)

where Ai is the area of the ith standard-cell in the power-domain P, and ANAND is the 
area of the basic NAND cell in the library. 

For simplicity let us assume that only one domain is switching at a time. Let us call 
the switching-on domain “S”. The gate count (Gp) for this domain is designated as GS. 
The next step is to arrive at an initial estimate on the number of switches “NPS” in this 
power domain. Usually NPS  is derived from the peak-current considerations.  
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where IPeak(S) is the peak Active-Mode current requirement of the domain S, and 
IMAX_SS is the maximum current that the strong-switch can supply across various 
process-temperature corners with a given (low) voltage drop across the switch. 

While the domain S switches-ON, other domains which are already ON act  
as decoupling capacitors.  The gate count of these already-ON domains can be 
estimated as - 

1

p L

AON p
p

G G
=

=

=   (3)

where p is each domain among L domains that are already on when the domain ‘S’ is 
turning ON. 

Thus, we now have a basic switching model for early analysis. The accuracy of this 
circuit can be improved by adding information about parasitic-elements like package-
inductance (LP) and package-resistance (RP), as well as early estimates of resistance 
offered by the power grid-routing (RPR). The circuit of fig 3 can now be elaborated as 
fig 4 below - 
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Fig. 4. Schematic circuit for domain-switching 

5 Simulation 

To make the model in figure above simulate-able in a circuit-simulator (like 
SPICE), we need to create a equivalent-circuit model for the logic-gates GS and 
GAON. The simplest model is a lumped capacitance whose value is estimated by 
multiplying the gate-count with a per-gate capacitance number, which in turn is 
derived by simulating simple gates. However this approach does not take into 
account several factors. First: logic-gates do not act as linear capacitors since the 
charge to voltage ratio varies with the voltage. Second: logic-charging may display 
significant short-circuit currents, not modeled by capacitors. Third: the effect of 
standard-cells being arranged in chains is also not captured by lumped capacitors. 
Thus lumped-cap models would-be an over-simplification and the results from 
those are not likely to be accurate at all. On the other hand, it is highly impractical 
to try to simulate a complete design-netlist in a circuit simulator, even if such a 
netlist is available at the early analysis stage. 

As a middle-ground, we use multiple-instances of a standard-cell-chain as a more 
accurate model of logic in a domain. This may be a chain of randomly-picked logic 
gates, or (for simplicity) a chain of basic NAND2 gates may be used.  For example if 
a chain of K nand-gates is used then,  the GS Logic gates can be modeled by GS/K 
instances of the nand-chain. Similarly the Already-On logic can be modeled by GAO/K 
instances of the nand-chain. This is shown in Fig 5 below. 
For a real design, this number of instances can still be too high to simulate in SPICE 
(or similar circuit-simulator) in any reasonable amount of time. To resolve this issue, 
a further simplification may be made with no loss of accuracy. The whole 
circuit of fig. 5 is “divided by” NPS as shown in fig. 6 below. (When doing this, it is  
important to note that while on one hand the instance counts of switches and nand-
chains as well as capacitance-value shall be divided by NPS, on the other hand the 
resistor and inductor values should be multiplied by NPS.) Now, the circuit has only  
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Fig. 5. Equivalent circuit for simulations 

one switch-cell, as well as a drastically-reduced transistor-count. This helps make the 
SPICE simulation practical on a normal computing-machine. 
 
 

 

Fig. 6. Reduced Equivalent circuit for faster simulations 

This circuit can now be simulated, by initializing the capacitance to the voltage 
before the domain switching, then closing the switch by switching the control-input of 
the switch-cell, and observing the transient response. The voltage-waveforms 
obtained from this circuit will be same as for the original circuit of fig. 5, while the 
current will have to ne multiplied by a factor of NPS to get the actual value. Further, 
the current-waveform from this simulation can be input to LDO-simulation, to 
achieve a complete response including recovery to full rail voltage. This is 
demonstrated in the section below. 
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6 Results  

This section shows analysis done on an SoC design.  This design has a one power-
domain charging-up, and one Already-ON domain.  Also, the Already-ON domain in 
this deign happens to be very small compared to the charging-domain (GAO < 
0.1*GS).  Multiple instances of a chain of 10-nand gates was used to represent 
standard-cell logic in both domains (K=10). 
 
 

 

Fig. 7. Voltage waveforms from SPICE simulation of the circuit of Fig. 6 

The results of SPICE-simulation are shown in the plots in fig-7. In these plots, 
VVDDC and VVDDSW are voltages corresponding to nodes VDDC and VDDSW of 
fig. 6. The switch is turned-ON at time t=1us. As the domain charges and VDDSW 
rises, the Already-ON domain and the external capacitor provide the charge, and 
consequently the voltage on the VDDC dips. 

In this case the VDDC drops from 1.2V to about 1.15V which may be acceptable if 
the logic in the Already-ON domains has been designed to keep operating at 1.15V 
with process-temperature variation. This is an important result because this allows us 
to see whether the inrush is serious enough to impact active (already-ON) circuits, 
which was one of the stated goals of the exercise. 

Another useful output is the waveform for the current through the external 
capacitor (Fig 8).  

Note that the real instantaneous-values of the current are NPS times the values in 
the plot (since our simulation was for a circuit reduced by a factor of NPS.)  

The simulation needs to be done at all process-temperature-voltage corners and the 
worst-case taken into consideration. 
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Fig. 8. Current from the external capacitor: from SPICE simulation of the circuit in Fig 7 

Analog Simulation with LDO 
The analysis described so far showed the dip in the voltage at VDDC and the current 
waveform, which is an important result. However it does not show the recovery back 
to the original voltage supplied by the LDO. To do this we need to bring the LDO 
back in the picture. The current waveform of Fig 8 is multiplied by a factor of NPS, 
and then replaced by an approximate piecewise-linear (triangular) waveform shown in 
the lower part of the figure below. This triangular waveform is then given as input 
into an analog simulation of the LDO. The bottom–graph in Fig 9 (marked I(ma) ), 
shows this triangular current waveform. The LDO has been simulated across process-
temperature corners, represented by different curves on the voltage graph in Fig 9. 

 

 

Fig. 9. Analog simulation of the LDO: The lower graph shows the current waveform applied, 
while the upper graphs show output voltage variations at various process-temperature corners 

~1us 
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Key Observations 

1. The output voltage dips by about 45mV. This is the same dip as seen from 
spice-simulation of figure 3. This confirms our earlier assertion that the LDO 
is too-slow to react to the initial dip.  

2. It can also be observed that it takes about 1us for the system to get back to 
the original voltage. Hence it would not be advisable to start Active mode 
operations before 1us, since they typically tend to burn significant power, 
and can cause further dip. Thus 1us is the domain-charging latency for this 
implementation. 

 
Usage of the Results in the Design 
Having done this analysis, the design team will proceed as follows – 
 

1. The first priority is to guard against functional failure due to voltage dip. If 
the voltage for the Already-ON domains (VDDC) dips fatally (below the 
min-voltage for which these domains have been designed), then this need to 
be fixed first. This will require slowing down the domain-charging, so that 
inrush-current is reduced. This can be achieved either by re-sizing the weak 
switches to make them still-weaker, or by adding delays between turning-on 
successive weak switches. After doing this, the analysis above should be 
repeated to confirm that the voltage-dip due to the new inrush current is the 
acceptable range. It should be noted though, that slower charging will cost 
higher latency. 

2. The second priority is  optimize for latency. This can be done only if there is 
significant margin on the voltage-dip due to inrush. If such a margin exists, 
then the latency can be improved by speeding-up the domain-charging. The 
speed-up can be achieved by re-sizing the weak-switches to make them a 
little-stronger, or by minimizing the delay (if any) between turning-on 
successive weak switches. 

7 Conclusions 

We have shown a circuit simulation based methodology for early estimation for 
inrush current, voltage-drop (induced by the inrush-current), and domain charging 
latency. This methodology can be used to select the right tradeoff between the inrush 
and the latency. It helps the designers stay in control of the voltage dip at the time of 
domain-charging, which could otherwise be fatal for the Already-On and working 
domains.  At the same time, it allows designers to make their SoC competitive by 
designing for the best-possible wakeup latency. The advantages over commercially 
available EDA tools are – (1) It does not mandate an “ideal-voltage-source” anywhere 
in the circuit, thus making this methodology very suitable for SOCs with on-die  
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LDOs which are slow-reacting.  (2) It does not require design views like DEF and 
timing-window information, so it can be used early in the design-cycle. 
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Abstract. Network-on-Chip (NoC) is evolving as an efficient and scalable in-
terconnect architecture for current and future CMP, MPSoC systems. An impor-
tant challenge in NoC design is to choose an appropriate routing algorithm, as it
impacts the NoC performance. As technology scales down to Deep-Submicron
(DSM), on-chip networks are becoming increasingly prone to failures. At higher
level these failures are handled by fault tolerant routing algorithms. Fault toler-
ant routing algorithms avoid faulty regions and route traffic through safe regions.
Currently, routing algorithms are implemented as source or distributed routing.
To handle faults, both source and distributed routing make use of routing ta-
bles. Algorithms implemented with routing tables do not scale well with network
size. Scalable routing implementation, such as Logic Based Distributed Routing
(LBDR) has been proposed for efficient and compact implementation of routing.
LBDR handles faults without using routing table. In this paper we propose a fault
tolerant routing scheme based on LBDR which aims to handle faults while at
the same time addressing network congestion. Proposed method integrates deter-
ministic and adaptive routing schemes to avoid congestion as well as faults that
may be present in the network. Experimental results show the effectiveness of
proposed method in case of single and multiple link failures.

Keywords: SoC, NoC, LBDR, DyAD, Fault tolerance.

1 Introduction

System on Chip (SoC) packages all complex heterogeneous components of a system
on a single integrated circuit. Due to increasing transistor density, higher operating
frequency driven by increasing computing demand, short time-to-market and reduced
product life cycle have shifted the manufacturers to many-core processors [1]. In many-
core systems large number of cores are assembled together on the same chip forming a
SoC with complex functionality. Major challenge in many-core technology is to provide
high performance while maintaining a low power budget [1].

One important component in these systems is the on-chip interconnect. A novel
packet-switch interconnect, Network on Chip (NoC) [2] has been proposed for SoCs
and chip multi-processors (CMPs) to deal with inefficient traditional interconnects
(higher wire density of fully connected networks and scalability problems of buses)
and to address the high communication demand of future many-core systems. Inspired
from high-performance off-chip interconnects, NoC is a scalable, efficient, flexible and
largely modular approach to interconnect various components [2]. Performance of NoC
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is affected by several design choices like topology, switching mechanism, and routing
algorithms. In NoC, 2D mesh is the most common topology for constructing massively
parallel multi-processors.

The routing algorithm [3] determines the path (sequence of channels) a packet should
take to reach destination node. It can be deterministic where a fixed path is always cho-
sen without considering the current network status or adaptive, where multiple paths
can be generated and final path is selected based on current network status. Adaptive-
ness of a routing algorithm can used to handle the network congestion by avoiding the
congested path. Most prominent characteristic of a routing algorithm is that it should be
deadlock and livelock free. Recently, to handle faults present in on chip network, fault
tolerance in routing algorithm is also considered as main issue to deal with [4]. Fault
tolerance is the ability of the routing algorithm to work around the presence of failed
components.

The primary focus of this paper is to address the fault tolerance in NoC using a
fault tolerant routing algorithm. We propose a novel Fault Aware Dynamic Adaptive
Routing using LBDR (FADAR-LBDR), an extension of Dynamic ADaptive (DyAD)
routing algorithm [5]. Experimental results show the effectiveness of FADAR-LBDR
algorithm even in presence of multiple link failures.

Rest of the paper is organised as follows: Section 2 discusses the related work in
fault tolerance. Section 3 discusses DyAD approach. Section 4 shows Logic based Dis-
tributed Routing (LBDR), a routing implementation in NoC. Section 5 presents our
proposed method. Experimental setup is presented in Section 6. Result analysis and
future remarks are given in Section 7.

2 Related Work

In [6], Duato et al have shown how faults in the network affect the two main characteris-
tic of the routing algorithm i.e freedom from deadlock and livelock. They also presented
various definitions related to fault tolerant routing algorithm and defined common fault
models use to design fault tolerant routing algorithm. Fault tolerant routing in SAF,
VCT and Wormhole- switched networks is also presented in detail.

Glass and Ni [7] presented a method of designing dynamic fault-tolerant wormhole
routing algorithms using turn model [8] without using virtual channels. They modified
turn based negative first routing algorithm to use non-minimal paths and made it tol-
erate (n− 1) faults in n-dimensional meshes. Ali et al [9] presented two most popular
dynamic routing algorithms, Distance vector routing and Link state Routing from off-
chip interconnects. Based on above routing algorithms author proposed one dynamic
fault tolerant algorithm which is a modified version of link state routing.

Based on local information of faults Boppana and Chalasani [10] presented the issue
of fault-tolerance into fully-adaptive and deterministic wormhole routing algorithms.
They used block fault model where faults consist of rectangular region and fault rings
and fault-chains are incorporated to route the messages around faulty-regions.
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ID Rne Rnw Ren Res Rse Rsw Rwn Rws Cn Ce Cw Cs
0 1 1 1 1 0 1 1 1 0 1 0 1
1 1 1 1 1 0 0 1 1 0 1 1 1
2 1 1 1 1 0 0 1 1 0 1 1 1
3 1 1 1 1 1 0 1 1 0 0 1 1
4 0 1 1 1 0 1 1 1 1 1 0 1
5 0 0 1 1 0 0 1 1 1 1 1 1
6 0 0 1 1 0 0 1 1 1 1 1 1
7 1 0 1 1 1 0 1 1 1 0 1 1
8 0 1 1 1 0 1 1 1 1 1 0 1
9 0 0 1 1 0 0 1 1 1 1 1 1

10 0 0 1 1 0 0 1 1 1 1 1 1
11 1 0 1 1 1 0 1 1 1 0 1 1
12 0 1 1 1 1 1 1 1 1 1 0 0
13 0 0 1 1 1 1 1 1 1 1 1 0
14 0 0 1 1 1 1 1 1 1 1 1 0
15 1 0 1 1 1 1 1 1 1 0 1 0

Fig. 1. Routing restrictions and LBDR bits for XY

3 DyAD and LBDR: A Background

3.1 DyAD-Basics

Dynamic ADaptive Deterministic routing (DyAD) [5] is a novel routing scheme which
integrates deterministic and adaptive routing algorithms by switching between them
when needed. It switches according to the current congestion level at a particular router.
Each router in the network, monitors its local congestion level. If the congestion is low it
works in deterministic mode and enjoys low latency offered by the deterministic routing
algorithm. On the other side it shifts to adaptive mode to avoid congested path when the
congestion is high, resulting in high throughput.

3.2 LBDR-Basics

Logic Based Distributed Routing (LBDR) [11] is proposed as a new methodology for
routing implementation in network on chip (NoC). LBDR aims to provide a simple,
compact and flexible way to represent the topology and captures dynamics of a number
of deadlock free routing algorithms without using routing tables.

To achieve compact and flexible representation of topology and routing algorithm,
each router in the network is configured with three bits per router output port. For ini-
tial 2D mesh, it results in 12 bits for each router. These bits are computed off-line, and
grouped into routing and connectivity bits. Routing bits represent the routing restric-
tions imposed by current routing algorithm for deadlock freedom. Connectivity bits are
used to represent the current network topology.

These bits are computed off-line by analyzing current topology and applying routing
restrictions to represent current routing algorithm. Figure 1 display routing restrictions
corresponding to XY routing algorithm on 4 x 4 mesh and shows the corresponding
routing and connectivity bits for XY routing. LBDR implements routing logic in two
stages. In the first stage, a comparator compares the relative position of destination
router from the viewpoint of the current router. In a second stage, it computes the routing
decision using one logic unit with each output port.

LBDR is complemented with two extra bits per each input port. These bit implement
a deroute option (they code an output port) in case the two previous phases fail in
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providing a valid output. These bit enable non-minimal paths to avoid internal failure
inside the 2D mesh.

4 Proposed Method: FADAR-LBDR

Proposed method is motivated by DyAD [5] routing scheme. Similar to the previ-
ous scheme our approach integrates deterministic and adaptive routing schemes to
avoid congestion. Deterministic and Adaptive routing algorithms are implemented with
LBDR resulting in table less network even in presence of faults. Overview of our
proposed method is shown in Figure 2.b.

– Deterministic and adaptive routing algorithms are selected such that they work to-
gether without creating deadlock and livelock situations.

– As the routing implementation is LBDR, routing and connectivity bits of each
router are calculated and set prior to the normal operation. Deroute bits are also
computed for the adaptive routing.

– Initial mode of a router is selected according to its congestion level. If it is low, it
works in deterministic mode. But if congestion is low, and output port supplied by
deterministic routing logic is faulty (connectivity bits corresponding to that output
port is set to 0) then that port is rejected and routing mode shifts from determinis-
tic to adaptive mode. If alternative minimal path generated by adaptive mode also
encounters a failure, it will use deroute bit to avoid failures by routing packets
non-minimally.

– If the congestion level of current router is high then it remains in adaptive mode
and gives the output port which is not faulty and uses deroute bit when required.

4.1 Deadlock and Livelock Avoidance

FADAR algorithm combines two routing algorithms into one. Each routing algorithm
is deadlock-free by itself as the channel dependence graph (CDG) is acyclic, however,
the combination of both may introduce additional dependencies which could create cy-
cles. For this reason, we need to restrict transitions between both algorithms. Proposed
method uses two different sets of virtual channels (VC), one for deterministic routing
and other for adaptive routing as shown in Figure 2.a. One way to use both algorithms
is by relying on an acyclic escape path implemented by OE. In this sense, XY algo-
rithm is used normally and when congestion is detected the message is injected into the
OE virtual channel, following OE routing rules until the message reaches final desti-
nation. Therefore, transitions from OE to XY are not allowed. The overall algorithm is
deadlock-free since the CDG of the OE layer is still acyclic. However, this restriction
may affect performance as the OE layer can be overloaded. One way to relax the OE
layer is to allow transitions to the XY layer. This can be achieved in networks with
virtual-cut-through switching (VCT) and by guaranteeing the OE layer will be always
available. That is, one message located in the OE layer can request both the XY virtual
channel at the next hop and the OE virtual channel at the next hop. If the XY virtual
channel is full, then the OE virtual channel can be selected. In wormhole, as messages
can be blocked along multiple queues, transition to the XY layer should be prevented.
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Fig. 2. (a) Deadlock Avoidance (b) Proposed Method

Finally, in wormhole switched networks, some transitions to the XY layer can still be
permitted not introducing deadlocks. This is the case when the routing restrictions of
XY and OE coincide. Figure 2.a shows the routing restrictions for XY(dotted) and for
OE (firm line). Notice that at switches 1 and 3, routing restrictions of XY and OE co-
incide and turns from X dimension to Y dimension are legal for both algorithms. Thus,
in these locations, the transition from OE to XY can be allowed with no deadlock risk.
Livelock situations are avoided by constraining packets to use only minimal path when
it is available and use of Time to Live (TTL) in case non-minimal path is used.

5 Experimental Setup

We have used NoC simulator NIRGAM [12] [13] for simulation. NIRGAM is a Sys-
temC based, discrete event cycle accurate simulator and provides an extensive envi-
ronment to experiment various parameters like topology type, size, routing algorithms,
buffer size and traffic pattern.

We have used XY for deterministic and Odd-Even for adaptive mode. Both XY and
Odd-Even routing is implemented with LBDR. As routing restrictions used for deadlock
freedom are different for deterministic and adaptive scheme, we used two sets of routing
bits, one for XY and other for Odd-Even. Single set of connectivity bits is used for both
schemes as topology is same for both schemes. All experiments are performed on a 2D
mesh topology of size 4× 4 under bursty traffic.

5.1 Experiment-1

In this experiment, node 4 is chosen as source node producing bursty traffic and node
15 is chosen as destination node. Figure 3 shows the topology along with failed links.
Link failures are introduced one by one till the network survives. As there is currently a
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Fig. 3. Link Failure between source 4 and destination 15

single traffic flow so congestion level of network is assumed to be low. Table 1 shows the
average latency per flit in presence and absence of failures. When there is no fault in the
network and congestion is low, packets are routed using XY routing. When congestion
remains same but fault occurs in XY path, routing mode shifts to adaptive. Table 1
shows that average latency remains same even in presence of multiple link failures. At
low congestion, deterministic mode is shifted to adaptive mode in presence of failures
on deterministic path. Network uses minimal path up-to 12 link failures. For 13th link
failure, all minimal paths encounter faulty components and deroute bit at node 6 used
for non-minimal path selection which results in increased latency.

5.2 Experiment-2

In this case multiple source destination pairs are chosen to analyze average latency
in presence of faults. Node 0-15, 1-15 and 4-15 are chosen as source and destination
nodes respectively. All source nodes generate bursty traffic. Link failures are same as
experiment-1 shown in Figure 3. Network manages to deliver packets with some in-
creased average latency 42.7843. It is increased due to faulty links as all paths use the
same 3, 7 and 11 as intermediate nodes.

Table 1. Average Latency at low congestion level

Number of Failed Links Packets Packets Average Latency
Failures Generated Received per flit

0 No link fail 1881 1881 16.4444
1 4-8 1896 1896 16.4444
2 4-8,5-9 1905 1905 16.4444
3 4-8,5-9,6-10 1932 1932 16.4444
4 4-8,5-9,6-10,8-9 1902 1902 16.4444
5 4-8,5-9,6-10,8-9,9-10 1875 1875 16.4444
6 4-8,5-9,6-10,8-9,9-10,10-11 1908 1908 16.4444
7 4-8,5-9,6-10,8-9,9-10,10-11,8-12 1899 1899 16.4444
8 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13 1923 1923 16.4444
9 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13,10-14 1887 1887 16.4444

10 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13,10-14,12-13 1872 1872 16.4444
11 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13,10-14,12-13,13-14 1917 1917 16.4444
12 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13,10-14,12-13,13-14,14-15 1872 1872 16.4444
13 4-8,5-9,6-10,8-9,9-10,10-11,8-12,9-13,10-14,12-13,13-14,14-15, 6-7 1085 1085 31.5233



310 R. Bishnoi et al.

Table 2. Average latency(per flit) at high congestion level

Number of Failed Links DyAD-Basic FADAR-LBDR
Failures Average Latency Average Latency

0 No link fail 10.4444 10.4444
1 5-9 infinite 10.4444
2 5-9,9-10 infinite 10.4444
3 5-9,9-10,5-6 infinite 10.4444
4 5-9,9-10,5-6,1-5 infinite 10.4444
5 5-9,9-10,5-6,1-5,6-10 infinite 24.4444

5.3 Experiment-3

In this case node 1 and 10 is chosen as source and destination nodes respectively. This
experiment is performed to show the case when basic DyAD scheme gives a single
path for few source destination pair and when that path becomes faulty. As shown in
Figure 3, there is only a single path for nodes present in even column destined for nodes
present in next odd column. Table 2 shows the results when single path becomes faulty.
As shown in Table 2, basic DyAD fails to generate any alternative path as it uses odd-
even routing. On the other side, DyAD-LBDR uses deterministic mode where it uses
XY routing to route the traffic through alternative path.

6 Result Analysis and Future Work

In this paper we have presented a Fault Aware Dynamic Adaptive Routing using LBDR
(FADAR-LBDR) in NoC. The proposed method is implemented with LBDR without
using routing table. Experimental results have shown the effectiveness of the proposed
technique. Proposed method uses minimal path till there is at least one minimal path
from source to destination. When there is no minimal path available, it uses deroute bit
for non-minimal path selection. Results shown in Table 1 demonstrates that average la-
tency and packet delivery ratio remains same in the presence of single and multiple link
failures when atleast one minimal path is avaiable. When all minimal paths encounter
faulty components, non-minimal path selection is used which results in increased la-
tency as shown in last row of Table 1. 100% packet delivery ratio is observed in case
of multiple source destination pair and multiple link failures with some increased aver-
age latency. Comparison of proposed method with basic DyAD scheme has shown in
Table 2. Proposed method keeps the average latency same for cases where basic DyAD
generates single path from source to destination. Proposed method is effective in sense
that fault tolerance is achieved without using routing tables while maintaining the same
performance. Deadlock freedom has been achieved using two virtual channels with lim-
iting cases for transition. In future, we will be addressing the non-restriction switching
of routing algorithm.
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Abstract. In this work, an analytical model for estimation of width scalable 
architectural level leakage current of the 6T Static Random Access Memory 
(SRAM), considering its peripherals is proposed in 45nm technology. Based on 
the mode of operation of SRAM (read, write and idle phase), the width 
dependent leakage current is estimated at an early stage which reduces design 
time and aid to power management. Finally, a SRAM structure (i.e. rows and 
columns) dependent model has been evaluated. Referring circuit simulator 
(HSPICE) as golden result, the proposed model shows a high accuracy with 
error margin less than 5%. The results are 143,127 and 330 times faster than 
that achieved by HSPICE simulation in idle, read and write phase respectively. 

1 Introduction 

A major portion of the processor design includes caches, block memories, predictors, 
state tables and other forms of on-chip memory. SRAM applications are wide in 
microelectronics, ranging from consumer wireless to high performance server 
processors, multimedia and System on Chip (SoC) applications. According to the 
International Technology Roadmap for Semiconductors (ITRS), it is projected that the 
percentage of embedded SRAM in SoC products will increase further from the 
current 84% to as high as 94% by the year 2014.Hence, its increasing demand 
requires its analysis at an early stage. Also, this is vital for enhancing various aspects 
of chip design and manufacturing. 

Earlier, size reduction and better performance were the main concern for the design 
of ICs. With the reduction in the transistors size, along with the advances in portable 
computing and wireless communication, power dissipation is becoming more 
significant. Current trends show that static power dissipation is growing at a faster 
rate than dynamic power dissipation. It consumes about 30-50% of the total IC power 
consumption. 

Leakage power is primarily the result of unwanted sub-threshold current in the 
transistor channel in its OFF state. In this paper, we have concentrated on sub-
threshold leakage current. 
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The sub-threshold current is given by equation (1): 

 .     ⁄⁄        (1) 

Here k and n are technology parameters, Vt is the temperature voltage, Vth is the 
threshold voltage, Vgs is the gate-source voltage and Vds is the drain-source voltage. 
The equation shows that the leakage current is dependent on width. After estimating 
the leakage current, we can evaluate the static power using equation (2)          

                                         .                                          (2) 

The early estimation is useful for power management i.e., the power performance 
can be evaluated prior to the actual design of architecture. Moreover, end users can 
optimize their software as per the requirements. Thus, it is beneficial for design 
strategy. 

Here, analytical models to estimate the leakage current as a function of width has 
been proposed. The derived equations depend on the structure (number of rows and 
columns) of SRAM. Also the evaluation is based on the mode of operation (read, 
write and idle phase). 

2 Related Work 

Since long time, static power estimation has been an area of research. Primarily, gate 
level estimation was the focus but now, estimation at higher level is given more 
attention. Butts and Sohi [2] proposed a generic model at micro-architectural level, 
whose design was based on a key design parameter, kdesign. It captured device types, 
geometries and stacking factors based on the simulations. Zhang et al. [8] develop an 
architectural model for sub-threshold and gate leakage that captured temperature, 
voltage, gate leakage, and parameter variations. Mamidipaka et al. developed 
analytical models for subthreshold leakage estimation in memory arrays without spice 
simulation [10].They also estimated width dependent leakage current models [1]. A 
methodology for estimation of leakage power for micro-architectural components in 
interconnection networks was proposed by Chen et al. [3]. The results were based on 
the simulation of basic circuit components for varying input combination. Zhang et al. 
proposed a model for leakage power of SRAM considering temperature, supply 
voltage and bias voltage [9]. 

3 Proposed Work 

In [1], width dependent leakage current of the SRAM was estimated in the form,  

                          . P is a constant                                 (3) 

In our work, we have used the curve fitting tool of MATLAB, to obtain the linear 
fitness equation for leakage current as a function of width. The equation, thus 
obtained is in the form, 
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  .      P1 and P2 are constants              (4)                                   

The additional constant factor (p2) in the equation improvises the result over 
previous work.  

The fitness equation of the leakage current for six different models (NMOS, PMOS 
and few stacked transistors) have been obtained, then these pre-characterized models 
are used to evaluate the leakage current for higher models.  

In the design, the transistors in series results in lower leakage current than the sum 
of leakage current of the individual transistors. This is stacking effect which is taken 
into account by designing models for different combination of inputs. In [1], the 
stacking factor was estimated by the average of the values calculated using HSPICE 
whereas, in our work, the linear equations derived by curve fitting of the model is 
used .Earlier, it was taken as a constant irrespective of the width of the transistor ; 
therefore our work has an edge over previous obtained results.  

Finally, the individual component’s leakage current is summed up to obtain an 
analytical equation for the SRAM. These results have been verified by HSPICE 
simulations. Also, we have estimated the time required to calculate the leakage 
current through our work and also through HSPICE. 

4 Analytical Models for Estimation of Leakage Current  

SRAMs are the read/write memory which can retain its data till a sufficient power supply 
is provided. SRAM storage array, or core, is made up of simple cell circuits arranged to 
share connections in horizontal rows and vertical columns. SRAM core consists of 
memory cells, read column circuit, write column circuit, row and column decoders.  

4.1 SRAM Cell  

An SRAM cell is the SRAM component storing binary information, as shown in  
Fig. 1. The 6T memory cell basically uses two cross-coupled inverters forming latch 
and access transistors. Access transistors are enabled during read and write operation. 
True and complementary versions of the data are stored on cross-coupled inverters. 
The memory cell structure has been taken symmetrical (i.e. P1=P2, N1=N2, N3=N4), 
so the characteristics and geometry are same. Thus, they have the same leakage 
current. The phases of operation of SRAM are described as follows: 

Idle Phase. In the idle phase, all the word lines are deselected and the bit lines are 
precharged to Vdd. The leakage current for bit=0 is same as for bit=1, replacing N3, 
N1 and P2 by N4, N2 and P1 respectively. 

 

Fig. 1. T Memory Cell Schematic [1] 



 Architectural Level Sub-threshold Leakage Power Estimation of SRAM Arrays 315 

 

For single memory cell, 

    /  ⁄  ⁄ ⁄  .         (5)                   _   . (forWN3=WN1)                           (6)                                         
  
For memory core with NROWS and NCOLUMNS,    /   .   (for WN3=WN1)             (7) 

               
Read Phase. During Read operation, the bit lines are precharged to Vdd and the word 
line of that particular cell is selected by row decoder. When the word line is enabled, 
one of the bit lines connected to a “0” node is discharged through an NMOS transistor. 

For single memory cell, 

  / ⁄ ⁄  .                            (8) 

For memory core with NROWS and NCOLUMNS (one cell will be in read phase and rest 
in idle mode), 

   .       (9) 

                                                                    
Write Phase. In write phase, the cell selected to write data will have the leakage 
current as given by equation (11). The other cells that are unselected will have two 
conditions, either bitline ≠ bit or bitline=bit. Therefore, we take 50% probability for 
both the cases. Thus, the leakage current is given by,   

For single memory cell, 

  ⁄ ⁄  .   (WL=1 or WL =0; BIT =BL)     (10) 

 ⁄ ⁄ .  (WL=0 or Bit ≠BL)               (11) 

For memory core with NROWS and NCOLUMNS (one cell will be in write phase and rest 
in idle mode),                   

  .   .                 .                                                                             (12) 

4.2 Decoders 

For selection of row and column address, row and column decoder have been 
designed. The address decoders are controlled by an enable signal. For small single 
block memories, single stage row decoder architecture is efficient else multi-stage 
architecture is preferable. The above figure shows a 2×4 row decoder. For, higher 
order decoder this can be used as a basic block. Similarly, the tree based column 
decoders have been designed. The decoders are designed using dynamic circuits. 
Dynamic circuits suffer from charge leakage on the dynamic node. If the node is left 
floating after being precharged then the node will drift with time. Therefore, we use a 
keeper circuit that holds the output at static level. 
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Fig. 2. Architecture of a 2×4 row decoder 

The design includes stacked transistors whose leakage current has been evaluated 
using the models shown in Fig. 3, 
 

          
 
            Stack Model 1               Stack Model 2                           Stack Model 3 

Fig. 3. Stack models to analyze leakage current in different modes of row decoder 

The third stack model can be replaced by an NMOS in off state, as it results into 
same characteristics of leakage current.It maintains the accuracy and also reduces the 
time needed to characterise this model. 

The leakage current differs with the input at enable and address bits.Based on this 
,the lekage current for different input modes are summarised below: IINV  IPMOS                                          for A0/A1=1                     (13) IINV INMOS                                     for A0/A1=0                     (14) INAND/STACK IMODEL                               for vin1, vin2 =00             (15) INAND/STACK IMODEL                                for vin1, vin2 =10             (16) INAND/STACK INMOS                        for vin1, vin2 =01             (17)  INAND 2 IPMOS                           for vin1, vin2 =11             (18) 

  ISTACK IPMOS IKEEPER PMOS          for vin1, vin2 =11             (19) 

 
Therefore, the leakage current is given by equation (20), 
  ∑ ∑ ∑  .                                        (20) 
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4.3 Read Column Circuit 

Read column circuit consists of bit line precharge logic, isolation logic, differential 
sense amplifier, and precharge logic for sense bit lines and buffers driving the data 
output as shown in figure 4. 

In the idle phase, all the signals are deselected and the sense bit lines are at logic 
high. Therefore, the leakage current is due to the PMOS of buffers at the output and 
sense enable transistor. A model as shown above in fig 5 has been designed to analyze 
the leakage current due to sense enable transistor in idle state. 

 
      .              (21) 
                                                        
During the read phase, the sense enable transistor is on, precharge logic is off and 

isolation logic is on for small period of time so that the bit line voltages are sampled 
by sense amplifier. Initially, both the bit lines are at high logic and then one 
discharges gradually according to the data that has to be read. 

                                               .                                                                          (22) 
                

During write operation, all the signals in read column circuit are deactive. Bitline and 
Bitline_bar have complementary values but sense bit lines are at logic ‘1’.Therefore, 
the leakage current is given by: 
                                                     .                                                        (23) 

 

 

Fig. 5. Model used in read column circuit in 
the idle phase 

Fig. 4. Schematic of Read Column Circuit.Pch denotes the bit line precharge logic, Iso the 
column isolation logic, SensePch the sense amplifier precharge logic, Dsa the Differential sense 
amplifier and SenseEn the enable signal. [1] 
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4.4 Write Column Circuit 

The basic functionality of this circuit is to quickly discharge one of the bit lines from 
the precharge level to logic ‘0’.The circuit is enabled by write signal. For estimating 
the leakage current for write circuit, a model has to be designed with the stacked 
transistor including transistor N1, N3, N4 and write-enable as shown in figure 7. 

In read and idle phase, the write enable signal is off. The bit lines are precharged to 
Vdd in these phases .The leakage current contribution is from the buffers and due to the 
model that has been characterized priory. 

 

 

Fig. 6. Schematic of a Write Column Circuit [1] Fig. 7. Model to analyze leakage current of 
write column in idle/read phase 

 
                     .              (24) 

In write phase, the write enable signal is on therefore, the main contributors of 
leakage current are the buffers. 

                          .                           (25) 

The leakage current contribution by write column circuit in core memory is,    /  /  .                           (26) 

                 .            (27) 
 

Thus, the leakage current of SRAM structure have been estimated as: 

         .             (28) 

5 Results 

At first, the curve fitting linear equations for the models have been obtained in the 
form, I p1 W p2  Where I is the leakage current, W width of the transistor,  
p1 and p2 are the coefficients with following values and with 95% confidence level: 
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Table 1. Coefficients of the linear equations with RMSE and correlation coefficient for 
different models 

Model P1 P2 
Correlation       

Coefficient 
RMSE 

NMOS 0.1027 -1.032e-09 
1 

 
3.713e-12 

PMOS 0.0687 -6.907e-10 1 3.015e-12 

Read  

column  

Model 

0.03677 2.8e-10 
0.9901 

 
3.258e-10 

Write  

column  

Model 

0.006145 -1.182e-10 0.9998 
7.963e-12 

 

Stack  

Model 1 
0.002496 -2.394e-11 

1 

 
7.744e-14 

Stack  

Model 2 
0.03795 -3.794e-10 

1 

 
1.892e-12 

Based on the above pre-characterized models the analytical equations for leakage 
current showing width dependency have been obtained. These values have been plotted 
to show the comparison of the previous results [1] and the golden results with our work. 

 

Fig. 8. Leakage current of SRAM cell in different phases 
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Fig. 9. Leakage current of write column 

 
Fig. 10. Leakage current of read column 

After the individual component’s leakage current has been estimated we have 
analyzed the SRAM structure of size 4×1: 
 

Fig. 11. Leakage current of 4×1 SRAM 

 
Evaluating the time taken by a 4×1 SRAM to estimate the leakage current by 

HSPICE simulation and through the equation based approach (analytical method) 
using MATLAB we obtain following results: 
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Table 2. Comparison of estimated time for evaluating leakage current 

Mode of 
Operation 

Time taken by 
Hspice  Simulator 

Time taken by the 
proposed model 

Improvement in speed by our 
model over HSPICE result 

Idle Phase 1.062057 Sec 7.387 msec 143 times 

Read Phase 0.706034 Sec 5.537 msec 127 times 

Write Phase 1.455412 Sec 4.412 msec 330 times 

6 Conclusion  

In our work, we have estimated the width dependent leakage current of SRAM core at 
an early stage. We have proposed an analytical model of SRAM based on its mode of 
operation and structure .The proposed model have been compared with the design 
mentioned in [1] and the actual results (HSPICE simulation) .Our work shows higher 
accuracy than previous work with an error margin less than 5%.The timing analysis 
shows that our results obtained are many folds faster than the golden results. 
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Abstract. Design of reversible logic circuits has received considerable attention
in recent times for their potential use in implementing quantum computers. In this
paper, it is shown that in an (n×n) reversible circuit implemented with k-CNOT
gates, addition of only two extra inputs along with at most 5 k-CNOT gates per
gate can yield an easily testable design. The modified design admits a universal
test set of size (n + 2) that detects all SMGFs, PMGFs, and detectable RGFs in
the circuit.

Keywords: Quantum computing, reversible logic, testable design.

1 Introduction

Management of energy loss has been an inherent problem in digital logic circuits, espe-
cially because of exponential growth in the number of transistors in integrated circuits
[5]. According to Landauer’s principle, irreversibility of information processing causes
energy loss [1]. Reversible circuits, being information lossless, are likely to consume
less energy. Also, with the advent quantum computing, synthesis of reversible circuits
has drawn considerable attention in recent times [7-9].

Understanding of fault model and errors in a reversible circuit is an important con-
cern from the viewpoint of dependability. Several fault models for these circuits were
introduced in [2,6], namely Single Missing Gate Faults (SMGF), Partial Missing Gate
Faults (PMGF), and Repeated Gate faults (RGF). In this paper, we propose a design-
for-testability (DFT) technique to detect these faults. We make an (n × n) reversible
circuit implemented with k-CNOT gates easily testable by adding only two extra input
lines and some extra gates so that so that all such faults are detected by a universal test
set of size (n + 2). Our DFT scheme offers a significant reduction in quantum cost
compared to an earlier work [4].

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 322–329, 2013.
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2 Preliminaries

2.1 Reversible Gates

The basic CNOT type reversible gates used for synthesis are the following:
(i) (1× 1)NOT(x1 → x′

1)
(ii) (2× 2) controlled NOT (CNOT) gate :(x1, x2) → (x1, x1 ⊕ x2)
(iii) (3× 3) Toffoli gate (x1, x2, x3) → (x1, x2, x1x2 ⊕ x3).
A generalized Toffoli gate has a set of control input C, a target input set T, and has
the form TOF(C;T), where C = (xi1 , xi2 , ..., xik) T = {xj} and C ∩ T = φ. It maps an
input vector (x0

1, x
0
2, ..., x

0
n) to (x0

1, x
0
2, ..., x

0
j−1, x

0
j ⊕ (x0

i1 .x
0
i2 .....x

0
ik
), x0

j+1, ..., x
0
n).

This is called a k-CNOT gate and the line xj is known as the target line. Thus, a NOT
gate is TOF (xj), a generalized Toffoli gate which has no control. The CNOT gate
TOF (xi, xj), also known as Feynman gate is a generalized Toffoli gate with one con-
trol bit; The simple (3× 3) Toffoli gate is a generalized Toffoli gate with two controls.
Any reversible function can be realized as a cascade of k-CNOT gates. Fig. 1 shows the
standard graphics symbol for some common CNOT based reversible gates.

Fig. 1. Different types of CNOT based reversible gates: (a) NOT gate (b) CNOT gate (c) Toffoli
gate

2.2 Quantum Cost Analysis

The quantum cost of a gate G is the number of elementary quantum operations required
to realize the function given by G. Table I shows the required quantum cost Qc(n) in
the realization of Toffoli gate with n controls.

Table 1. Quantum cost of Toffoli gate with n controls

controls(n) 0 1 2 3 4 5 6 7 8
Quantum Cost(Qc(n)) 1 1 5 13 29 61 125 253 509

2.3 Reversible Logic

A reversible function has equal number of inputs and outputs, and simply induces a
permutation on the set of input vectors to produce an output vector. Further, in a circuit
implementation with reversible gates, no fanout is allowed.
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2.4 Modeling of Faults and Their Detection

Several fault models for k-CNOT based reversible circuits were introduced earlier [6]
as described below.

A single missing gate fault (SMGF) describes the removal of one k-CNOT gate from
the circuit. Fig. 2(b) shows an SMGF for the circuit shown in Fig. 2(a). In the example
of Fig. 2(b), if we apply (1,0,1,1) at the input of the circuit, the normal output in Fig.
2(a) would be ( 1,1,0,1), whereas in the presence of SMGF fault marked by the dotted
box, the output in Fig. 2(b) will be (1,0,1,1).

The repeated-gate fault (RGF) model assumes that a gate in a circuit is repeated, i.e
it shows up several times. Fig. 2(c) shows an an RGF fault.

The multiple missing-gate fault (MMGF) model assumes that several consecutive
gates are missing. Fig. 2(d) shows an MMGF.

A partial missing-gate fault (PMGF) corresponds to removing m of the k control
inputs of a k-CNOT gate, thus transforming it into a (k −m)-CNOT gate. The number
m is called the order of the PMGF. Fig. 2(e) shows an PMGF with a box marking
the position of the missing control. All k first-order PGMFs of a gate have detection
conditions that conflict with each other and with the SMGF at the same gate; k + 1 test
vectors are required to test for all such faults that also cover all the higher-order PMGFs
at the same gate.

Lemma 1. In an (n× n) reversible gate to detect SMGF, all PMGFs and all detectable
RGFs involving this gate, the following set of vectors is sufficient.

T =

⎛
⎜⎜⎜⎜⎜⎝

x1 x2 · · · xn

0 1 · · · 1
1 0 · · · 1
...

...
. . .

...
1 1 · · · 0

⎞
⎟⎟⎟⎟⎟⎠

Fig. 2. (a) Fault-free circuit, (b) the same circuit with SMGF, (c) an RGF, (d) an MMGF,
(e) a PMGF

3 Proposed Testable Design

Our goal is to design a DFT with a universal test set. The next result follows from
Lemma 1.

Lemma 2. A universal test set for detecting all SMGFs and all PMGFs in a general
(n× n) reversible circuit, must include at least n test vectors.
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In our DFT design, we are using two additional input lines C1 and C2. For each gate
G, some additional gates are introduced to maintain the same test set T to be applied to
the next gate of G. We may skip the insertion of additional circuitry when G is the last
gate in the original circuit. There may be three cases when G is not the last gate.
Case 1: The number of control lines ( l)=0
G is duplicated in the same way as in [4]

Example 1: Consider the gate G2 in Fig. 4. In its DFT design in Fig. 5, G2 has been
duplicated with an additional control on line C1.

Case 2: l�=0 and Con(G) ≤ �n/2�, where n is the size of the original circuit.
For any gate G (TOF (C, T )) of Fig. 3(a) with control in the original circuit we are in-
serting a set of 4 k-CNOT gates TOF (T,C2) as G1, TOF (T,C2) as G2, TOF (C1, C2,
T ) as G3 and TOF (C,C2) as G4, as shown in Fig. 3(b).

Fig. 3. Testing of gate G in the proposed DFT design

Example 2: G3 and G4 of Fig. 4 are the examples of such case. The set of additional
4 gates for these gates is shown in Fig. 5.

Case 3: l�=0 and Con(G) > �n/2�.
For any gate G (TOF (C, T )) of Fig. 3(a) with control in the original circuit we are in-
serting a set of 5 k-CNOT gates TOF (T,C2) as G

′
1, TOF (T,C

′
2) as G2, TOF (C1, C2,

T ) as G
′
3, TOF (n− C,C2) as G

′
4, and TOF (C1, C2) as G

′
5 as shown in Fig. 3(c) .

Example 3: G1 of Fig. 4 is the examples of case 3. The set of additional 5 gates for
this gate is shown in Fig. 5.

Fig. 4. A reversible circuit

This procedure is well described in the algorithm DFT that adopts 3 approaches in
dealing with addition of extra circuitry to undo the change made by a gate so that the
same universal test set can appear as input to every gate.
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Fig. 5. Testable design for the reversible circuit of Fig. 4

Algorithm 1. DFT
Input: A reversible circuit RC of size n with depth N

consisting of N number of gates G1, G2, ..., GN .
Gate Gi with its control at lines xi1 , xi2 , ......, xil

gets an input x1, x2, ..., xn.
Output: Testable Design for the reversible circuit RC

1: Introduce 2 control lines C1, C2.
2: for i=1 to N -1

2.1. if ( Con(Gi) = 0 )
{Con(Gi) is the number of control lines of gate Gi.}
2.1.1. duplicate Gi with an additional

control on C1

2.2. if ( Con(Gi) �=0)
2.2.1.if (Con(Gi) ≤ �n/2)

2.2.1.1. if(Con(Gi−1) �= 1 OR Gi and Gi−1 donot share
target and control on the same line)

2.2.1.1.1.Insert TOF(TARGET(Gi),C2) before Gi

2.2.1.2. Insert TOF(TARGET(Gi),C2),
TOF(C1, C2,TARGET(Gi))
after Gi.

2.2.1.3. if(Con(Gi) �= 1 OR Gi and Gi+1 donot share
control and target on the same line
,Gi+1 ≤ N − 1)
2.2.1.3.1.Insert TOF(xi1 , xi2 , ......, xil ,C2)

2.2.2.if(Con(Gi) > �n/2)
2.2.2.1.if(Con(Gi−1) �= 1 OR Gi and Gi−1 donot share

target and control on the same line)
2.2.2.1.1.Insert TOF(TARGET(Gi),C2) before Gi

2.2.2.2. Insert TOF(TARGET(Gi),C2),
TOF(C1, C2,TARGET(Gi)) and
TOF(n− Con(Gi),C2)
after Gi.

3: END
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Lemma 3. Insertion of G1, G2, G3, and G4 for a gate G causes the same pattern to
appear at the input of G and output of G4 when C1=1, C2=0.

Proof. m = input to target of G
G1 produces at C2 : m ⊕ C2 = m ⊕ 0 = m
G2 produces at C2 : m ⊕ M
where M = m′, when target flips the bit

= m, when target does not flip the bit
G3 produces at target line : M ⊕ C1.C2 = M ⊕ 1.C2 = M ⊕ m ⊕ M = m

Thus in the Target line the output is restored the input value after G3

G4 produces at C2 : C2 ⊕ xi1 .xi1 .....xil = m ⊕M ⊕ xi1 .xi1 .....xil (1)
M = m′, xi1 .xi1 .....xil=1

= m , when xi1 .xi1 .....xil=0
Thus at line C2, we get either
m ⊕ m′ ⊕ 1 or m ⊕m ⊕ 0

In either case the value is 0
C2 is restored to its original value after G4.

In line C1, there is no target thus the value is always retained.
Therefore it is possible to restore the same test pattern at the output level.

Lemma 4. Insertion of G
′
1, G

′
2, G

′
3, G

′
4, and G

′
5 for a gate G causes the same pattern

to appear at the input of G and output of G5 when C1=1, C2=0.

Proof. m = input to target of G
Since the G

′
1, G

′
2 and G

′
3 is same as G1, G2 and G3 their output is also same.

G
′
4 produces at C2 : C2 ⊕ xi1 .xi1 .....xil = m ⊕M ⊕ xi1 .xi1 .....xil (1)

M = m′, xi1 .xi1 .....xil=0
= m , when xi1 .xi1 .....xil=1

Thus at line C2, we get either
m ⊕ m′ ⊕ 0 or m ⊕m ⊕ 1 ....(2)
G

′
5 produces at C2 : C2 ⊕C1 = C2 ⊕ 1 = m⊕m′⊕ 0⊕ 1 or m⊕m⊕ 1⊕ 1 =0

In either case the value is 0
C2 is restored to its original value after G4.

In line C1, there is no target thus the value is always retained.
Therefore it is possible to restore the same test pattern at the output level.

Theorem 1. The modified circuit derived by the proposed DFT method admits the
following universal test set of length (n+ 2).

SU =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1 x2 · · · xn C1 C2

0 1 · · · 1 1 0
1 0 · · · 1 1 0
...

...
. . .

...
...

...
1 1 · · · 0 1 0
0 0 · · · 0 0 1
0 0 · · · 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Proof. Notice that SU includes T of Lemma 1 at the inputs x1, x2, ...., xn. So the same
test set T is always applied to each gate in the original circuit. Thus in the DFT design,
the gates of the original circuit are becoming testable.

Now we look into the testing of the additional gates. G1 and G2 or G
′
1 and G

′
2 are

1-CNOT gates with control either at one of the input lines x1, x2, ...., xn. G4 or G
′
4 is

a k-CNOT gate with control on any improper subset of x1, x2, ...., xn. Thus G4 or G
′
4

gets the test set T at its control lines, hence it is tested. The first n vectors of SU provides
test case for these 3 gates. For G3 or G

′
3 , we require (C1, C2) as (1,0) (1,1) and (0,1).

There exist at least one test vector among the first n vectors in SU , when the target of
gate G is [not]flipped, In this case control line C2 of gate G3 (or G

′
3) becomes [0]1, thus

G3 (or G
′
3) gets (1,1)[(1,0)] at (C1, C2). The first two conditions are always achieved

by the first n vectors in SU , (1,1) is created on (C1, C2) by vectors which inputs 1 in
all controls and (0,1) is developed by vectors which donot input 1 to all controls for a
given gate, and The value (1,0) in (C2, C1) is achieved by the second last vectors in SU .
Test to detect fault in G

′
5 is also present in SU . Hence, all faults in the original as well

as additional circuits are also detected.
Sometimes the second last vector in SU becomes unable to produce (1,0) at (C2, C1)

of G3 or G
′
3, in such case the work is done by the last vector in SU . This situation arises

due to the presence of 0 on C1, as a result the additional gates fails to undo the changes
made by the NOT gate. NOT gate produces 1 in the vector which causes other gates to
act on the vector. Hence (0,0,......,0,1) fails to produce (0,1) at (C2, C1) of G3 or G

′
3. In

such situation the work is done by the vector (0,0,...,0).

4 Experimental Result

We have synthesized several reversible benchmark circuits, the results of which are
shown in Table 2. Columns 2 and 3 denote the circuit name, input size, and the gate

Table 2. Comparative results on quantum cost

Circuit size depth
% increment in Q.C

DFT[4] Our design
5mod5d1 6 17 227.56% 100.54%
4 49d1 4 16 274.59% 274.46%
mod5adderd2 6 15 232.53% 161.45%
nth prime6 inc 6 55 222.44% 95.95%
rd53d1 7 28 216.81% 107.75%
rd53d2 7 12 230.33% 130%
rd53d4 7 20 228.205% 135.899%
ham15d1 15 132 232.64% 150.55%
cycle10 2d1 12 19 204.75% 68.36%
hwb6d1 6 126 224.73% 103.34%
hwb7d1 7 289 216.29% 87.5%
hwb7d3 7 236 218.28% 98.99%
hwb7d4 7 331 237.69% 147.53%
hwb5d1 5 56 252.72% 203.83%
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count respectively. The quantum cost of DFT design as designed by an earlier DFT
method [4] and that by the proposed technique are shown in columns 4 and 5 respec-
tively. For the circuits with a small number of 1-CNOT gates, our overhead is much
less than that in [4]. In addition, the proposed universal test set detects all SMGF, all
PMGFs, and all detectable RGF for all the gates in the circuit including those in the
additional circuit in contrast to the earlier method [4] where the first order PMGF in the
extra gate may remain undetectable. Further, in the earlier work [4], a replica of every
gate was needed in order to make the circuit easily testable, and thus, the overhead had
a uniform pattern. In contrast, in the proposed method, the quantum cost of the each
additional gate depends on the number of control inputs of the original gate; thus, the
overhead strongly depends on the circuit structure.

5 Conclusion

We have proposed a novel DFT technique for a reversible circuit to make it testable with
a universal test set of length (n + 2). Our design offers significantly reduced quantum
cost for most of the benchmark circuits compared to earlier approaches [4].

Acknowledgement. The work was partly supported by CSIR grant (ref.-22(0590)/12/
EMR II) and UGC MRP grant (ref.-41/620/2012(SR)).
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Abstract. The method to rearrange the classic transient analysis cir-
cuit simulation algorithm is presented in this paper. The steps of trans-
forming circuit equations into state variable equations are illustrated.
Explicit fourth order Runge Kutta method written in C is selected to
solve the transformed equations in order to break the time dependen-
cies, and hence to permit parallel transient analysis. Results of imple-
menting the new algorithm on non-linear example circuits are reported.
This approach can obtain significant speedup as compared to the simu-
lation on the same circuit using tradition method. The proposed ideas of
extracting parallelism are also discussed.

Keywords: Circuit simulation, SPICE, Parallel Computing.

1 Introduction

Circuit simulation is an essential tool for predicting the behaviour of integrated
circuits. As transistors decrease in size with each generation of CMOS technology,
their variability is increasing, so there is a need to characterize digital systems
at the circuit level. Conventional algorithms for transient analysis such as those
used in SPICE, have many features that are inherently sequential and have
proven very difficult to parallelize. With the speed of conventional processors
limited to less than 4GHz, it is essential that parallel algorithms are found. A
number of attempts to accelerate circuit simulation algorithms in some of the new
computing architectures such as GPGPUs [1–3] , Multi-core CPUs or clusters [4–
6] were published recently. However, they are based on the traditional methods
as described in [7, 8]. Although the device evaluation phase can be naturally
executed in parallel, matrix solution can not. Also there is barrier between these
two phases. According to Amdahl’s law [9], the barrier is the bottleneck for
further speedup of the algorithm. A state space approach is therefore proposed
to solve the circuit simulation parellization problem.

This paper first demonstrates the process of converting an MNA equation to
an SV equation in section 2. Section 3 describes solving non-linear circuit blocks
using the new method. Section 4 gives results of simulation of selected circuits
and section 5 discusses the possibility of parallelizing transient analysis using
the SV method. Section 6 has the conclusions.

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 330–336, 2013.
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2 Converting from MNA to State Variable Form

State Variable analysis (SV) is a concise way to describe the behaviour of circuits,
but SV formulation is non-trivial compared with MNA, and this has limited the
use of SV in circuit simulation. Nevertheless, a method of transforming MNA to
SV [10] addressed this problem. SV is formed by eliminating excess voltage and
current variables in MNA. Hence, only capacitor voltages and inductor currents
are preserved. Here, an example of MNA formulation and SV formulation shows
the idea before and after conversion by the method described in [10]. The fol-
lowing process has been implemented in MATLAB. For a simple RLC circuit,
MNA gives Ax = B:

A

⎛
⎜⎜⎜⎜⎝

vn+1
L

vn+1
R

vn+1
C

in+1
1

in+1
L

⎞
⎟⎟⎟⎟⎠ = B (1)

where A is a matrix of conductances, B is a vector of sum of currents through
nodes and values of the independent sources at current step n which n is the
number of calculated time steps. vn+1

L , vn+1
R , vn+1

C are the voltages across ele-
ments at the next time step and in+1

1 , in+1
L are values of the currents of the

supply and inductor at the next time step. In the SV form, the circuit equation
is written in the general form:

dx

dt
= f(t, x(t), u(t)) (2)

u is the vector of input sources and state variables stored in vector x. All variables
are time dependent. t is time. To transform equation (1) to equation (2), rewrite
equation (1) as: (

Ad As1

0 As2

)(
Xn+1

1

Xn+1
2

)
=

(
B1

B2

)
(3)

in which As is a sub-matrix containing conductances of only static elements and
Ad is a sub-matrix of conductances of other elements – dynamic and static. The
minimum number of state variables, ro, is the number of rows of sub-matrix
Ad, As1, X1 and B1. X1 is the vector of state variables. R is the number of rows
and columns of the whole matrix, therefore,R−ro is the number of internal nodes
which are not part of the state variables, and called excess variables, represented
by vectorX2.Furthermore, Ad is with the size ro∗ro whereX2 and B2 are vectors
with size r0 ∗ 1.The matrix is reordered by converting As2 to (A21 I) and I is
the unity matrix with size (R− ro) ∗ (R− ro):(

Ad A12

A21 I

)(
Xn+1

1

Xn+1
2

)
=

(
B1

B2

)
(4)

The transformation is summarized in Algorithm 1. Excess variables, need to
be eliminated as well using (5).
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Create A and B matrix;
Count number of dynamic elements;
for counter = 1; j ≤ no.ofdynamicelement; counter ++ do

Move the rows with dynamic elements to the top rows of A and B;
Move the columns in matrix A with dynamic elements to the left-most
columns;

end
while A22 is not the end of the matrix and not a diagonal matrix do

For the first cell with value ’1’ in each col, pivot the whole row of the ‘1’ to
make the diagonal filled with ‘1’;

end
while A22 is not the end of the matrix and not a identity matrix do

Divide non-zero value in the diagonal by itself to obtain ‘1’. For non-zero
values outside the diagonal, subtract them by the multiple of other row to
make it ‘zero’;

end
Algorithm 1. MNA to SV conversion

Asv = A11 −A12 ×A21

Bsv = B1 −A12 ×B2
(5)

The equation without excess variables becomes

Asv

(
in+1
L

vn+1
C

)
= Bsv (6)

The excess variables are evaluated from:

Xn+1
2 = B2 −A21X1. (7)

Using a simple RC circuit as example, in MNA, after time discretization (tn+1−
tn = dt), the left-hand side and the B matrix are:

Ax =

⎛
⎝

1
R − 1

R 1
− 1

R
1
R + C

dt 0
1 0 0

⎞
⎠×

⎛
⎝vn+1

1

vn+1
c

in+1
v1

⎞
⎠ , B =

⎛
⎝ 0

Cvn
c

dt
vnin

⎞
⎠ (8)

Transformed it becomes:

(
1
R + C

dt

) (
vn+1
c

)
= C × vnc

dt
+

vnin
R

(9)

The equations are still written in a form like (6). In order to solve it using the
Runge Kutta method, the equation should be rearranged into normal form as (2):

(
1
R + C

dt

) (
vnc + dvc

)
= C × vnc

dt
+

vnin
R

(10)

Rearranging gives:
dvc
dt

=
(

vn
in−vn+1

c

RC

)
(11)

The form in (11) can be solved by the Runge Kutta or similar method.
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3 Solving Circuits with Reduced SV Equations

The proposed method can be applied to circuits with non-linear elements such
as MOSFETs. After formulating the circuit matrix by the MNA method, apply
algorithm 1 to produce a reduced matrix. Then, it must be rearranged to the set
of explicit ordinary differential equations that is ready for the RK4 integration
method to evaluate. However, the derivation of the Asv matrix is lengthy, for
instance, the entry Asv(1, 1) with the sum of conductance for the fulladder circuit
shown in Fig.1 is (Gdsp1+Gdsn4+Gdsp2+Gdsn5−(Gdsp2∗(Gdsp2+Ggsp2) . . . For
the sake of simplicity, let Asv(1, 1) be written as G1 , the sum of conductances,
G2 = Asv(1, 2) and so on. For Bsv, let i1 be the sum of currents relating to the
first state variable, etc. Hence, AsvX1 = Bsv is shown as:(

G1 +
C1

dt G2

G3 G4 +
C2

dt

)(
vn+1
1

vn+1
2

)
=

(
C1

dt v
n
1 + i1

C2

dt v
n
2 + i2

)
(12)

The sizes of Asv and Bsv depend on the number of dynamic elements attached
to the network. There must be at least one dynamic element in the circuit when
using the approach. For N elements in the circuit, Asv and Bsv are N ×N and
N×1. The matrix is then transformed to state variable form dv1

dt = f(v1, t),
dv2
dt =

f(v2, t). The first equation is written as

(
G1 +

C1

dt

)
vn+1
1 +G2v

n+1
2 =

C1

dt
× vn1 + i1 (13)

Rearranging gives

G1v
n+1
1 +

(
C1

dt

) (
vn1 + dv1

)
+G2v2

n+1 =
C1

dt
vn1 + i1 (14)

The final form of the ODE for v1 is

dv1
dt

=
i1 −G1v

n+1
1 −G2v

n+1
2

C1
(15)

The second equation can be written in the same way to become

dv2
dt

=
i2 −G3v

n+1
1 −G4v

n+1
2

C2
(16)

From equations (15) and (16), it can be concluded that for the circuit equations
with M capacitors and hence M state variables, the matrix can be written as
dv1
dt = f(v1, t),

dv2
dt = f(v2, t) . . .

dvM
dt = f(vM , t). The final form of the set of

ODE equations representing the non-linear circuit appears as:

dv1
dt =

i1−G1(v
n+1
1 )−G2(v

n+1
2 )···−GM (vn+1

M )

C1

dv2
dt =

i2−GM+1(v
n+1
1 )−GM+2(v

n+1
2 )···−GM+M(vn+1

M )

C2

...
dvM
dt =

iM−G(M−1)×M+1(v
n+1
1 )···−G(M−1)×M+M (vn+1

M )

CM

(17)

where n again is the number of time steps. These equations can be solved by the
Runge-Kutta method with Newton Raphson iteration.
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4 Results

The algorithm is feasible for circuits with dynamic and linear components. The
results of simulation are demonstrated by CMOS inverter, NAND gate and full
adder circuit in Fig. 1. Waveforms generated from the state variable method by C
were compared with the output of NgSPICE which uses traditional algorithm.
The resultant waveforms of fulladder, inverter and NAND Gate are shown in
Figs. 2, 3 and 4 respectively. The differences between the NgSPICE output,
which is in a dotted line and the C implementation of new SV method, which
appears as a solid line, are shown. These waveforms indicate that our result is

Fig. 1. Fulladder circuit

Fig. 2. Comparison between SV approach in C code of output fulladder(solid line) and
Ngspice(dotted line)

Fig. 3. Comparison between SV approach in C code of output of CMOS inverter
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Fig. 4. Comparison between SV approach in C code of output of CMOS NAND Gate

Table 1. Transient runtime comparsion between ngspice and SV method

Ngspice SV method in C Speedup

Inverter(2 transistors and 1 capacitor) 18.20ms 0.18ms 101.11x

NAND GATE(4 transistors and 1 capacitor) 22.40ms 0.25ms 89.60x

Fulladder(24 transistors and 2 capacitors) 100.5ms 5.43ms 18.51x

partially consistence with commercial software but some parts of waveforms lag
by 0-6 microseconds. Table 1 lists the comparison of elapsed time of state variable
approach in C with Ngspice for each circuit. Surprisingly, the approach can save
computation power significantly in very small circuit, such effect,however, is
diminished as the circuit becomes larger. Tests are performed on the desktop
computer with Intel Xeon W3520 CPU in 2.67GHz and 12GB DRAM. The
operating system is Windows 7 Enterprise SP 1.

5 Future Work

In the next stage of this research, the idea of independent time steps and parti-
tioning of the circuit, [11–13], will be introduced. Circuits can be broken down
into many subcircuits; each subcircuit acts as a macromodel and can be solved
independently. Another approach is to treat each macro-model as a grid and
solve it in a similar way to calculating the 2-D heat equation [14]. The explicit
Runge Kutta method is generally not stable enough for typical circuit equations.
There are more stable numerical integration methods, such as Burlisch-Stoer.

6 Conclusion

There are limitations to massively parallelizing the traditional circuit simula-
tion algorithm and generally, only the device evaluation phase can be easily
parallelized. In contrast, matrix solution phase still needs to be done serially.
Therefore, we have proposed a new approach that converts MNA equations to
SV form and solves the equations by the Runge-Kutta method instead of stan-
dard integration methods. An MNA to SV transformer has been developed in
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MATLAB. For solving the circuit equations in state variable form, the Runge-
Kutta method has been implemented on the SV form equations. The results show
the SV approach speeds up the calculation significantly. Although the problem
is still solved for a one-dimensional time marching problem, the successful for-
mulation of state space equations allows us to model the problem in a 2-D way,
enabling us to explore the hypothesis that we can solve the problem with less
dependency on time, by partitioning the circuit into subcircuits and considering
them as states to solve independently.
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Abstract. The standard Cartesian coordinate set is suitable for most of 3D 
applications but when dealing with spheres or spherical symmetry, it is easier to 
use Spherical coordinates.  This paper presents a new hardware efficient scaling 
free 3D CORDIC algorithm based Cartesian to spherical coordinates Converter. 
Two different architectures i.e. Fully Pipelined and Hybrid Recursive Pipelined 
are proposed for implementation of above Converter on FPGA. Synthesis is 
carried out on Xilinx ISE 9.2i, Virtex-5 device. Synthesis results show that the 
two architectures successfully convert Cartesian coordinates to spherical with 
maximum operating frequency of 95.786 MHz and 42.29 MHz respectively. 
The minimum Bit error Position is 12 and region of convergence is entire 3D 
coordinate space.  

1 Introduction 

Global positioning system (GPS) consists of three-dimensional Cartesian coordinate 
system and an associated ellipsoid. It uses World Geodetic System WGS84 as datum 
in which positions can be described as XYZ Cartesian coordinates or latitude, 
longitude and ellipsoid height spherical coordinates. To make GPS complementary to 
geographic information system (GIS), data-focused integration of the two 
technologies is required. For transfer of data from GPS [1-2] and to conduct spatial 
analysis directly in the field, Cartesian coordinates are to be converted to spherical 
counter parts. The Multiple input multiple output (MIMO) systems as in [3] and 
adaptive beam former in antenna array also require the same conversion. 

Overall efficiency of systems that employ conversion definitely depends on the 
process of conversion. Faster, accurate and area efficient conversion is the demand of 
all practical applications. CORDIC algorithm has already proven its efficacy in 
various fields of digital signal processing [4] and 2D coordinate conversions [5]. Here 
in this paper the conversion through CORDIC has been extended from 2D to 3D. 

CORDIC stands for COrdinate Rotation in Digital Computer and is a simple 
hardware efficient algorithm for the implementation of various trigonometric 
functions. In this paper Cartesian to Spherical Coordinate Converter based on novel 
3D CORDIC algorithm is proposed.  It covers entire 3D space as its Region of 
Convergence (RoC). RoC is indicator of maximum angle of rotation which can be 
realized using finite number of iterations. The proposed design is able to convert any 
Cartesian coordinate in 3D space to its spherical counterpart.  
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Two types of architecture i.e. Fully Pipelined and Hybrid Recursive pipelined 
architecture are proposed for hardware implementation of the Converter. Both 
architectures are compared for their performance in terms of speed and area. 
Mathematical verification and error analysis is also carried out for both the designs. 

This paper is structured as follows: Section 2 explains the overview of CORDIC 
algorithm; Section 3 details the steps of proposed scaling free 3D CORDIC algorithm; 
two different architectures are suggested in Section 4; Section 5 details the FPGA 
Implementation and results with Section 6 summarizing the conclusions; references 
are listed in Section 7. 

2 CORDIC Algorithm Overview  

CORDIC Algorithm is based on Givens rotation of vectors in 2D space using simple 
shift and add operations. CORDIC Algorithm can operate in two modes namely: 
rotation and vectoring. In rotation mode, the objective is to rotate a vector through a 
given angle using series of iteration and to reduce the residual angle to zero after each 
iteration. Sine and Cosine of given angle can be computed using these iterative 
rotations.  

In vectoring mode, the magnitude and the phase of given vector is computed by 
rotating a vector iteratively with the aim to align it with x axis. The trajectory of 
rotation for both the modes can be linear, circular or hyperbolic depending upon the 
requirement.  

2.1 Conventional CORDIC Algorithm 

The conventional CORDIC algorithm [6] is derived from general equation of vector 
rotation. If a vector V with components (Xi, Yi) is iteratively rotated through an angle 
αi, a new vector V’ with components (Xi+1, Yi+1) is formed.  
 
In matrix form, the value of vector after this micro rotation can be represented as: 
 · 1 d · tand · tan 1 · . (1) 

                   where cos  and 2  
 
The sign sequence di Є{1,-1} is so selected that: 

·  (2) 

Where, ‘w’ is the word-length in bits. 
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Note that the range of convergence of this algorithm is limited to [-99.99°, 99.99°], 
which can be extended to entire coordinate space using the properties of sine and 
cosine functions, using an extra iteration for full-range rotation. The overall scaling-
factor of above CORDIC iterations is given by (3).  

1 1 2⁄  (3) 

2.2 Unified CORDIC Algorithm 

Walther [7] has extended the scope of conventional CORDIC algorithm to include 
linear and hyperbolic trajectory along with circular trajectory. Due to this extension, 
the application and usefulness of CORDIC is broadened since computing of various 
other functions such as exponential and logarithmic becomes possible.  A variable (m) 
for defining the trajectory was introduced to modify the basic CORDIC rotation 
matrix and elementary angle ‘αi’ as: 

 · 1 · · 2· 2 1 ·  

 where, 1√1 · 2   and   1√ √ · 2  

 where 1       circular   0       linear      1       hyperbolic 

2.3 The Three Dimensional CORDIC Algorithm 

The CORDIC algorithm is extended to three dimensional coordinate space by [8-9].  
A vector in three dimensional space has Cartesian coordinates (Xi, Yi, Zi) and 
spherical coordinates (Ri, θi, Φi ). The vector can be rotated by an angle αi around the 
z axis and by an angle βi away from the z axis to become a new vector which has 
coordinates (Xi+1, Yi+1, Zi+1) and spherical coordinates (Ri, θi+ αi , Φi+ βi). 

              cos sin   

  sin sin   

   cos  (4) 
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The relationship between the coordinates of original and rotated vector is given by: cos  sin    sin  sin      cos   
To complete the set of iteration equation, the variables Ui, Vi, Wi are introduced 

which are defined as: cos cos  sin cos  sin  
 
In matrix form these equations can be represented as follows: 
 1 · 1 · 2· 2 1 · 2 1 · 2· 2 1 ·  

Similarly 
 1 · 1 · 2· 2 1 · 2 1 · 2· 2 1 ·  

Also  1 · 2  1 · 2  

From the above equation it is clear that four 2D CORDIC rotations are required for 
a 3D rotation of a vector. Also the scale factor for Zi+1 and Wi+1 is different from that 
of Ui+1, V i+1  and Y i+1. They need to be compensated via pre-scaling of inputs or post 
scaling of outputs with their respective constants K and K2 whose values are given by: 

 

 

3 Proposed Cartesian to Spherical Coordinate Converter 

The proposed Cartesian to Spherical Coordinate Converter is based on scaling free 
3D CORDIC algorithm. Third order approximation of Taylor series as in [10] is used 
to derive the CORDIC equation. 
     
The Taylor series expansion of sine and cosine of an angle is: 

 sin 2    3!   2    5!   2     cos 1 2!   2    4!   2     
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But, this approximation imposes a restriction on the allowed values of iterations  
i as: 6.906 5⁄  

 
For 16 bit word length, the initial value of i required for maintaining the accuracy 

of the calculations comes out to be 2. It divides the coordinate space into eight equal 
sectors, each of 45 degrees. The RoC becomes 0 to π/4 which is extended through 
quadrant mapping to entire coordinate space. 

 
CORDIC equation for the above approximation reduces to: 
  2 1 1 3 3   2 1 1 3 3  
 
For Cartesian to spherical conversion, CORDIC is to be operated in vectoring 

mode. X, Y and Z are given as input and r, θ and Φ are computed as per the 
conversion equations:  

 

 /  

 
The Pseudo code for the proposed Converter is: 
       
       Input: X, Y, Z   
       Output: r, θ, Φ 
   
       Begin 
       Step 1: Identify and map the sector and quadrant of the input of the 
                   vector. 
       Step 2: Initialize i = 2; v = word length w;  
       Step 3: Rotate the vector and compute its next iterative value. 
       Step 4: If MSB of Yi = 1; rtemp1 = 0; i = i+1;  
                   Else rtemp1 = 1; 
                             i = i+1;   go to step 3, 
      Step 5:  Repeat until (i <= word length) 
      Step 6:  Store value of rtemp1 as θ, and repeat step 1 to 5 with Xtemp1 and Z. 
      Step 7:  Out Xtemp2 as r, rtemp1 as θ and rtemp2 as Φ. 
      Step 8:  Restart with new data in pipeline. 
      End 
 
Scaling factor generated using this algorithm is 1 and hence does not require any 

pre or post processing circuitry for scaling factor correction which otherwise becomes 
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very complex for 3D space. At present CORDIC based Converter in 3D is not 
available hence this provides a hardware efficient solution for 3D conversions. 

4 Architectures for Proposed Cartesian to Spherical 
Coordinate Converter 

Two types of architecture are proposed for the Converter namely, Fully pipelined 
architecture (FPA) and hybrid recursive pipelined architecture (HRPA). In FPA two 
stages of CORDIC pipeline are used where outputs from one stage are fed to the next 
stage to compute final value, whereas in HRPA, single CORDIC pipeline is used in 
which one of the output is fed back to the input.  Intermediate results are stored in 
temporary registers till computing in pipeline gets over. Sequence of operation is 
controlled by ‘Enable’ signal generated by a counter. The block diagrams for these 
architectures are as shown in Fig.1 and Fig. 2. 

 

 

Fig. 1. Fully Pipelined Architecture for Cartesian to Spherical Coordinate Converter 

 

Fig. 2. Hybrid Recursive Pipelined architecture for Cartesian to Spherical Coordinate Converter 

Input and output registers used in above design are single bit flip flop which hold 
the value as per the clock signal. Input selector is a combinational logic circuit which 
allows a particular set of input to pass through it depending upon the value of 
‘Enable’. When Enable is 0, it sends X and Y to basic CORDIC pipeline for 
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processing whereas when it is 1, it sends Z and one of the intermediate output of 
CORDIC pipeline recursively for processing.  

Enable signal also acts as a control so that output data from output register is 
available after every two clock cycle. Basic CORDIC pipeline is responsible for the 
rotation of the vector in single direction and computes its new value after each 
iteration using simple shift and add operation as per the CORDIC equation.  

5 FPGA Implementation and Results 

Functional simulation and Hardware implementation of the proposed Converter for 
FPA and HRPA is carried out in Xilinx ISE9.2i on Virtex-5 pro device using Verilog. 
Summary of hardware used is given in Table 1. 

Table 1. Hardware Summary for 16 Bits Wordlength Implementation 

Parameter Fully Pipeline Architecture Recursive 
Architecture 

Flipflops 959 462 
LUTs 2939 1482 
IOB 101 66 
BUFG 1 1 
Maximum Freq 95.786 MHz 42.28 MHz 

 
It is evident from the results that hardware utilization of recursive architecture 

HRPA is less as compared to the fully pipelined FPA. But the Maximum operation 
frequency of FPA is better than HRPA. The output data rate is one set of data for each 
clock cycle for FPA whereas it is one set of data for two clock cycle for HRPA. 

Error analysis of the results revealed that for 16 bit word length minimum Bit Error 
Position (BEP) is 12 for both the architectures. This implies that out of 16 bits 
minimum 12 bits are error free which is sufficient for all practical purposes as per 
[11]. The BEP for spherical angles θ and  Φ are plotted in Fig. 3. 

 
 

 

Fig. 3. Bit Error Position (BEP) for Spherical Coordinates θ and Φ 
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Quantization and finite wordlength are the major source of error in computation as 
explained in [1].  

6 Conclusion 

This paper has presented a new Cartesian to spherical coordinate Converter based on 
scaling free 3D CORDIC. Results have proved its efficacy and accuracy in hardware 
implementation. There is a tradeoff between hardware requirement and speed of two 
architectures. FPA can be employed in the applications which demand speed at the 
expense of area, but where restriction of chip area is applicable HRPA can be used. 
Both these architectures have a great capability of converting any Cartesian 
coordinate into spherical because of its  RoC being  complete 3D coordinate space.  
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Abstract. Due to shrinking size of transistor and increasing circuit
complexity the instantaneous power became a concern for circuit reli-
ability. Higher IR-drop/Ground bounce induces unpredictable delay and
can cause soft error. Higher Vdd can cause thermal hot-spot. Appropri-
ate selection of Vdd and design of power distribution network(PDN) plays
crucial role in alleviating such issues. The design of an efficient PDN en-
tirely depend on the knowledge of power budget and dynamic behaviour
of instantaneous activity.

In this work we have proposed an efficient and level-accurate instanta-
neous peak activity estimation method. The proposed work uses binary
integer linear programming technique(BILP). The methodology perform
to estimate the peak activity and generate corresponding input vec-
tor pair. The experimental results on ISCAS-85 circuit reveals that the
level based approach is 10 to 50 time faster than approach based on
total-circuit-ILP formulation. The estimated peak activity is 4 to 9 time
improved than previous approach.

Keywords: Peak power estimation, Combinational circuits, Integer
Linear Programming.

1 Introduction

In todays System-on-chip (SoC) designs, the amount of logic per unit area is very
high. Coupled with fast clock rates, the switching power has been on the rise.
High power dissipation in certain areas of a chip leads to formation of thermal
hot-spots and also impact the reliability of the chip. Besides, high current de-
mand during switching stresses local power grid. This effect is addressed during
the design of power delivery network (PDN). Decoupling capacitors are inserted
to account for surge demand in current. This solution prevents supply voltage
droop from falling below permissible limits, to avoid delay faults.

All these factors mentioned above, need proper estimation of average and
peak power demand in a chip. Power grid design can be effective with local ob-
servability, especially during peak switching activity. However, the estimation
practices are either probabilistic (considering average activity factor) or insuf-
ficient (simulation based). This is accounted for by keeping excessive margins
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over real power numbers. Probabilistic activity factor ignores local surges and
observability, and simulation based estimation is limited due to long-simulation
times and input vector combinations. Recently, more exact methods have been
proposed to generate worst-case switching scenarios [1] [2] [3].

The method we have proposed here is vector-based approach that considers
level-accurate toggling activity in a combination circuit. Our method generates
exact pair of input vectors that can result in maximum toggling, at any level of
a given circuit.

The rest of the paper is organized as follows. Section 2 gives an overview
of previous approaches in power estimation. In Section 3 level-accurate power
estimation methodology is elaborated. Section 4 presents a back ground idea
on the formulation of BILP problem. We have presented the detail formulation
of level based BILP, called Level-BILP problem, in Section 5. In Section 6 the
experimental data on ISCAS-85 benchmark circuits and analysis of results is
presented. Finally, the paper is concluded with future work in Section 7.

2 Previous Work

Accuracy and computational efficiency are the two motivations for research on
power estimation methodology. Two directions has been explored: Input vector
based simulation and Vector less probabilistic method. The simulation based ap-
proach generally look for a suitable input vector pair or a set of pairs to trigger
the circuit activity to maximum possible value. This kind of approach is moti-
vated by accuracy of the estimation, however such technique suffer from solving
an NP-Complete SAT problem to generate input patterns. On the other hand
probabilistic approach perform static analysis of circuit based on toggle prob-
ability at each node. Such approach are time efficient since static analysis of
circuit is a liner time problem. However the accuracy is more pessimistic, which
leads to power expensive design[4].

A vector based approach proposed by S Devadas et al.[5], formulated as
weighted max-satisfiability(SAT) problem, is one of the early attempts. The
circuit was represented as max-satisfiability(max-SAT) problem and then was
solved using exact and approximation SAT solver. The SAT formulation was
modified as weighted SAT problem to consider load capacitance. One difficulty
with SAT problem is computation time.

The idea of formulating the problem as Pseudo-Boolean SAT is explored re-
cently in [6] [3]. H Mangassarian et al.[6] and Sagahyroon et al. [7] have for-
mulated the problem as Pseudo-SAT problem to estimate worst case power and
worst case power-up current. The reported results show that the Pseudo-SAT
based technique is efficient when the problem is solved using commercial SAT
solver like CPLEX[8]. Motivated by the efficiency of CPLEX solver and trade-off
between ILP and Pseudo-SAT [9], we have in our previous work [10] explored an
alternative idea of formulating the problem as ILP and solving it using CPLEX–a
dedicated ILP solver.

Some what different idea, brought from ATPG(Automatic Test Pattern Gen-
eration) technique, is proposed by Chuan- Yu Wang et al. [11] [1] in 1996. Two
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methodologies were proposed in [11] for determining lower and upper bounds on
maximum power dissipation. To calculate the lower bound, the authors have
proposed an ATPG based technique; while for upper bound they have pro-
posed a monte-carlo based simulation technique. An improved version, based
on D-Algorithm, of this technique is proposed in [1]. Genetic Algorithm based
approach is examined by Hsiao et al[2].

M Pedram and Q Wu et al. have explored probabilistic based ideas [12][13].
Q Wu et al.[13] have proposed a technique based on limiting distribution of
extreme order statistics. The challenge in this approach is to show with higher
confidence level that the estimated power is indeed the real power. As stated
earlier such kind of techniques are time efficient. However difficulty is there in
accuracy. More detailed survey of the earlier techniques are carried out by Farid
N. Najm[14] and M Pedram[4].

Keeping accuracy and efficiency in forefront in this work we have proposed a
level-accurate peak activity estimation methodology. Experimental results show
the improvement in accuracy and efficiency.

3 Level-Accurate Power Estimation: Methodology

As it is discussed in Section 2, all the power estimation techniques, particularly
the peak power estimation techniques, proposed so far perform estimation of the
peak power considering the nodes from entire circuit. Such approach leads to
pessimistic results because all the circuit nodes does not switch simultaneously.
Even though different delay models, zero delay, unit delay, type-1 variable delay,
and type-2 variable delay models[2], are taken in to consideration to capture
the spurious activity like glitches and hazards this leads to pessimistic value
since the toggles are accounted from entire circuit. Our observation is that, since
technology is shrinking towards nano meter geometry it is sufficient to estimate
the worst case peak activity in a particular level to capture the information on
IR-drop, ground bounce, and associated delays.

The proposed level-accurate method is demonstrated in following sections.

3.1 Leveling of the Circuit

The different levels of the circuit is determined by assigning the level number
at each net. The assignment of level number is performed on per gate basis. For
each gate the level number of output net is determined based on the current
levels of input nets by following simple formula.

Li
out = Max(Li

in1, L
i
in2, ...) + 1 (1)

where Li
out is the level number of output net of ith gate, Li

in1 is the level number
of input net-1 of ith gate.

In figure Fig-1 the leveling of each gates along with output net is shown as
Level-1, Level-2, and Level-3. For example, for the circuit in Fig-1 the level
number of output nets of gate-1.1(XOR gate) and gate-1.2(NAND gate) is 1,
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in Fig-1 it is shown as Level-1. This is computed using the formula in Eqn-1
by assigning L1.1

in1 = 0 and L1.1
in2 = 0 since they are primary input nets. Hence

L1.1
out = 1. The same formula can be applied progressively to determine rest of

the levels.

1.1
a

b
2.1 sum

1.2

2.2

c

3.1 carry

Level-1 Level-2 Level-3

Fig. 1. Group of gates leveled based on the circuit depth

3.2 Power Estimation Methodology

The proposed methodology estimates the maximum instantaneous power by de-
termining the maximum activity among the activity at each levels of the circuit.
Mathematically this can be expressed as follows.

Ppeak = Max(Al) (2)

where Ppeak is the estimated worst peak power and Al is the maximal activity
at lth level of the circuit. Detail is explained in the following section, Section 4.

4 Background on Binary Integer Linear Program

Binary integer linear programing(BILP) is a class of optimization method called
linear programing(LP) method. In BILP the variables are constraint to take only
0 or 1 value–a binary digit. The BILP problem is to optimize a given function
called objective function subject to a given set of constraints. The general form
of BILP can be stated as follows:

Minimize : f(x), Subject to : Ax = 0, xε[0, 1]

In our earlier work[10] we have explored the BILP method to maximize the
toggle activity subject to functionality constraints. Summary of the method is
presented in Table 1.
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Table 1. Summary of BILP as presented in [10]

Function Type Examples

I/O Constraints NOT1 : y = 1− x1

NAND2 : y = 1− x1 · x2

NOR2 : y = 1− (x1 + x2) + x1 · x2

where y, xiε[0, 1]

Linearization y = 1− x1 · x2

Constraints p = x1 · x2

y = 1− p
s.t. p ≤ x1, p ≤ x2, and x1 + x2 − p ≤ 1

Toggle xn

Constraints xn+1

xn = 1− xn

xn+1 = 1− xn+1

xtoggle = xn · xn+1 + xn · xn+1

Objective Maximize
∑N

i=1 x
i
toggle

Function

5 Formulation of Level-BILP

Formulation of BILP for each level is needed to determine the level-max peak
activity and the corresponding input vectors in a modified way. For example with
respect to Fig-1, to determine the peak activity at Level-1 the toggle variables
at out-put net of XOR and NAND gate only has to be included in the objective
function. Hence for Level-1 the objective function as given in Table 1 can be
rewritten in following way.

Maximize

2∑
i=1

x1.i
toggle (3)

where x1.1
toggle and x1.2

toggle are toggle variable corresponding to XOR and NAND
gate at Level-1.

Since here the objective is to determine the peak activity at Level-1 the rest
of the circuit i.e. Level-2 to Level-3 can be ignored. Therefor the constraint set
now will only consider the gates from Level-1.

Similarly when we consider the Level-2 the objective function will optimize
the toggle variables corresponding to Level-2. And the constraint set will include
the gates from Level-2 back to Level-1. Rest of the gates from Level-3 onwards
can be ignored.

Hence from the above demonstration we observed that during the maximiza-
tion at Level-j(j is the current level at which maximization is being performed)
the circuit from Level-[j+1] to Level-L(L is the maximum number of levels) is
in don’t care state and circuit from Level-1 to Level-j is in active state or care
state. Hence the BILP can now be applied only to the part of circuit that is in
active state.
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Hence the modified objective function can be expressed mathematically as
follows.
Formulation of Level-objective Function:

Maximize
∑
j,i

xj.i
toggle (4)

where j varies from 1 to L where L is the total number of levels and i varies
from 1 to n where n is total number of nets in a particular level.

Constraint Set:
All the three constraints, I/O constraints, linearization constraints, and toggle
constraints(refer to Section 4), are defined only for that part of the circuit which
is currently in active state which mean that gates from Level-1 to Level-j are
considered and rest are ignored.

5.1 Computation of Maximum Peak Activity

Now we are all set to compute the maximum peak activity using level-BILP
formula. The peak power is expressed as Eqn-2. More precisely, the final peak
activity is the maximum among the peak activity at each level. Hence by itera-
tive execution of level-BILP for every level the level peak activity, Al in Eqn-2,
can be computed. In programing structure this can be written in following way.

for l = 1 to L

A[l] = Maximize
∑

l,i x
l.i
toggle

Now the peak power will be computed using Eqn-2 as Ppeak = Max(A[l]).

6 Evaluation on ISCAS-85 Circuits

To evaluate the accuracy and efficiency of the proposed estimation methodology,
we have experimented on ISACS-85 circuits set. We have solved the binary inte-
ger linear program(BILP) using CPLEX ILP solver[8]. CPLEX solver is found
to be faster for BILP problem[3]. The benchmark circuits are standardised to
one-input and two-input gates.

The experimental results are shown in Table 2. Complexity of the circuit is
reported in 2nd and 3rd columns,column #PI indicates the number of primary
inputs and #Ckt Nets indicates the total number of nets in circuit. The 4th, 5th,
and 6th columns reports the activity count. The column #MaxLevelNet indicates
the maximum number of nets over the levels, column EstToggle indicates the
estimated toggle using proposed method, and columns %Toggle reports the %
of estimated toggle activity over #MaxLevel Nets. The last two columns are
results from the previous work by the authors [10].

For all the circuits the CPLEX Solver could solve in no more than 546 second
which is around 7 time faster than the worst time in [10]. For circuit c499 and
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c1355 the simulation time is improved. Since in the case of earlier work the ILP
problem is formulated for entire circuit which causes around 690 variables and
11K of constraints to be dealt with where as for the level based approach the
ILP is formulated for each level and are solved independently in which case only
194 variables and 9K constraints are involved. The estimated toggle activity by
proposed method is less than that of the earlier method. For circuits from c432
to c2670 the estimated toggle activity is significantly better.

The c499 and c1355 are both error correction and translation(ECAT) circuits.
The % of toggle activity for these circuits are low compared to rest of the circuits
because the ECAT circuit consists of xor tree with re-convergent fanout. The %
of toggle indicates that i) if it is 100% then the solver has found the solution,
ii) if it is less than 100% and solver run time reaches it’s time out limit than
the solution is approximate, iii)if the solver finishes before time out than the
solution reached the maximum achievable toggle activity.

Table 2. Comparison of estimated toggles and simulation time

Proposed Methodology [10]

Ckt #PIs #Ckt #MaxLevel EstToggle %Toggle SimTime EstToggle SimTime
Nets Nets in sec. in sec.

c01 4 9 4 4 100 0.04 9 0.01

c04 1 4 3 3 100 0.02 4 0.09

c05 3 8 3 3 100 0.03 7 0.05

c11 4 6 4 4 100 0.03 5 0.02

c14 2 4 2 2 100 0.03 3 0.03

c17 5 6 2 2 100 0.04 6 0.02

c432 36 296 27 27 100 9.25 243 8.86

c499 41 626 194 76 39.17 34.45 360 3406.00

c880 60 592 58 58 100 22.34 491 21.55

c1355 41 690 194 76 39.17 44.92 415 3616.48

c1908 33 1291 92 92 100 269.2 832 2371.53

c2670 233 1925 147 144 97.95 545.7 1362 559.65

7 Conclusion and Future Work

In the proposed method peak power estimation in terms of toggle activity count
using level based approach is explored. The proposed method generates input
vector pair which maximizes the toggle activity for a level. Through experimen-
tal results and theoretical analysis we have demonstrated that the level based
approach is better than whole circuit approach. The CPLEX solver runs 10 to
50 time faster for this approach than the whole circuit approach.

Extending the work to sequential circuit is a practical necessary and challenge.
Consideration of variable delay model along with fanout load could make the
estimation realistic. Hence we set forth the above as next step of this work.
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Abstract. In this paper, a 2x2 inset-fed directional microstrip patch
antenna is proposed for the industrial, scientific and medical (ISM) fre-
quency band. The proposed antenna is designed at 2.45 GHz for com-
mercially available substrate RT/Duroid 4350 having thickness 0.762 mm
and relative dielectric constant 3.48. The EM simulation has been carried
out to study the radiation pattern of the proposed antenna using IE3D
Software. The simulation results show a gain of 7.3 dBi with a directivity
of 9.6 dBi and a 3 dB beam width of 59.8o. Further the proposed antenna
design is compared with other antenna designs.

Keywords: Microstrip patch antenna, Microstrip patch array antenna,
Inset-fed.

1 Introduction

An antenna is an electric transducer used to convert electrical power to radio
waves or vice-versa. It has its application in wide areas such as radio broad-
casting, communication receivers, cell phones and so on [1]. A microstrip patch
antenna is used quite often because of its low cost, simplicity of fabrication, light
weight etc.

A microstrip antenna consists of a dielectric substrate placed in between ra-
diating patch and a ground plane [2] as shown in Fig. 1. The radiating patch is
made of a conducting material like copper or gold which can be of any shape
[3]. The dielectric constant normally lies in the range of 2≤ εr ≤ 12 [1]. The
radiation from the microstrip antenna is mainly due to fringing field between
the patch and the ground plane as shown in Fig.2. A microstrip patch antenna
also has some disadvantages such as low gain and bandwidth.The bandwidth,
gain and radiation pattern of patch antenna can be improved by using a thick
dielectric substrate of low dielectric constant [4,5]. But this type of substrate
increases the size of the patch antenna.

In order to compensate these disadvantages, an array of patch antennas is
used. This array improves the gain, bandwidth and radiation pattern of the
patch antenna [3]. In this paper a 2x2 inset-fed microstrip patch antenna is
designed for commercially available substrate RT/Duroid 4350 having relative
dielectric constant of εr= 3.48 and thickness of h= 0.762 mm.

M.S. Gaur et al. (Eds.): VDAT 2013, CCIS 382, pp. 353–360, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Ground Plane 

Dielectric Substrate 
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 t 

Fig. 1. A microstrip patch antenna [2]

This paper is organized as follows. Section 2 describes the transmission line
model in order to analyze the microstrip patch antenna. Section 3 describes
the design procedure of a microstrip patch antenna. Simulation results of a 2x2
microstrip patch antenna are given in Section 4. Finally, the paper is concluded
in Section 5.

2 Method of Analysis

One of the simplest methods to analyze the microstrip patch antenna is illus-
trated by transmission line model. In a transmission line model the microstrip
patch antenna consists of a transmission line of length L that separates two slots
of height h and width W as shown in Fig. 3. Here the microstrip antenna consist
of a non-homogeneous line of two dielectrics (substrate and air)

A part of the electric field resides in the air and a major portion lies in the
substrate as shown in Fig.2. Due to this the pure transverse-electric-magnetic
(TEM) mode of transmission cannot be sustained in the transmission line as
the phase velocity of the wave is not the same in the air and in the substrate
(dielectric). As a result the dominant mode of propagation in the transmission
line is quasi TEM mode. Due to this an effective dielectric constant is attained
according to Balanis and given [6] by

εreff =
εr + 1

2

εr − 1

2

[
1 +

12h

W

]−1
2

(1)

where εreff is the effective dielectric constant, εr is the relative dielectric constant
of substrate, h is the height of dielectric substrate and W is the width of the
patch.

For the antenna to work in the TM10 mode, the length of the patch antenna
must be less than λ/2 (where λ is the wavelength in dielectric medium) [7,8].
But λ = λ0/

√
εreff (where λ0 is the wavelength in free space).
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Fig. 2. Electric field distribution in mi-
crostrip patch antenna

                       Radiating slots 

                        L 
 
 
 
                                                    W 
                                                            
 
 
 ∆L 

Patch

Fig. 3. Top view of patch antenna

As shown in Fig. 4, the normal and tangential components of the electric field
at the edge can be resolved with respect to ground plane. As the length of the
patch antenna is λ/2, the normal components of the electric field will cancel out
and the tangential component will add up to give maximum radiation pattern
perpendicular to the surface [1] as shown in Fig. 4. Thus the electrical patch will
increase and is greater than the physical length. The increase in length is given
by Hammerstad [2] as

ΔL = 0.412h

[
εreff + 0.3

εreff − 0.258

] [
W/h+ 0.264

W/h+ 0.813

]
(2)

Hence the effective length is given by

Leff = L+ 2ΔL (3)

At given resonant frequency f0, the effective length is given [9] as

Fig. 4. Side view of patch antenna [1]
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Leff =
c

2fo
√
εreff

(4)

James and Hall modeled the resonant frequency of the rectangular microstrip
patch antenna for TMMN mode [2] as

fo =
c

2
√
εreff

[(m
L

)2

+
( n

W

)2
]1/2

(5)

where m and n are modes along the length and width of the patch antenna
respectively.

The width of the patch antenna is given by Bahl and Bhartia for effective
radiation [10] as

W =
c

2fo

√
εr+1
2

(6)

3 Design Procedure

In this section, the design of a microstrip patch antenna is discussed. The objec-
tive is to design an antenna for ISM frequency band (2.45 GHz). The Rogers RT/
Duroid substrate 4350 (Dielectric constant=3.48 and substrate height =0.762
mm) is chosen because of its availability, low cost and low loss. A transmission
line model as discussed in previous section is used to calculate the physical di-
mensions/parameters of microstrip patch antenna. These physical parameters
are:

– Calculation of width (W): The width of the antenna is obtained from (6) by
setting c = 3 ∗ 108 m/s and f0=2.45 GHz. Hence W = 27.3 mm

– Calculation of effective dielectric constant (εreff ): The effective dielectric
constant is obtained from (1) by setting εr =3.48 , h=0.762 mm and W=27.3
mm. Hence εreff = 3.3

– Calculation of effective length (Leff ): The effective length of the antenna is
obtained from (4). Hence Leff =33.6 mm

– Calculation of length extension (L): The length extension is obtained from
(2). Hence L =0.35 mm

– Calculation of actual length of patch (L): The actual length of patch is ob-
tained from (3). Hence L =32.9 mm
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Fig. 5. Proposed 2x2 inset-fed microstrip patch antenna

4 EM Simulation

The proposed 2x2 inset-fed microstrip patch antenna is shown in Fig. 5. The pro-
posed antenna consists of 4 patches and impedance matched feed lines. The EM
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Fig. 8. 2-D elevation pattern of E-Total’s at phi=0o

simulation has been carried out using IE3D software [11]. The dimensions of the
single patch antenna are calculated using transmission line model as discussed in
previous section. Then, these single patches are connected using quarter wave-
length impedance transformers as shown in Fig. 5. The optimized length and
width of a single patch are 34 mm and 19 mm, respectively. The total size of the
microstrip patch array comes out to be 66.89 mm x 87.5 mm.
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Fig. 9. 2-D elevation pattern of E-Total’s directivity at phi=90o
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The microstrip line length and width of 50 Ω, 100 Ω are calculated using
lincalc [6]. The microstrip line with a width of 0.4 mm has a length of 2.78 mm
and is of 100 Ω whose values were calculated from lincalc. The microstrip line
with a width of 2.5 mm has a length of 33 mm. The microstrip line with a width
of 1.2 mm has a length of 17.7 mm as shown in Fig. 5. The simulation results
provide VSWR = 1.014 and S11 = -43.28 dB as shown in Fig. 6 and Fig. 7,
respectively. The value of S11 is less than -15 dBm and the value of VSWR is
less than 2. Hence the attained result will provide a good impedance matching
to the 50 Ω load. The 2-D radiation pattern of the antenna is normal to the
surface as shown in Fig. 8. The gain attained is 7.3 dBi with a directivity of 9.6
dBi and a 3 dB Beam Width of 59.8o in E-plane. Based on the gain, directivity,
and 3 dB beam width attained, it provides a narrow beam with a high gain. Fig.
8 and Fig. 9 show that the 2-D elevation pattern of directivity of total electric
field in phi = 0o and 90o, respectively.

Based on Fig. 8 and Fig. 9, the radiation pattern for directivity is normal
to the surface with a gain of 9.6 dBi. Fig. 10 and Fig. 11 show that the 2-D
elevation pattern of gain of total electric field in phi = 0o and 900, respectively.
Based on the Fig. 10 and Fig. 11, the radiation pattern for the gain is normal
to the surface with a gain of 7.3 dBi.

5 Conclusion

In this paper, a 2x2 directional microstrip patch antenna has been proposed.
This antenna is based on a single microstrip patch antenna which is arranged
in a 2x2 matrix fashion to facilitate directive radiation pattern. The proposed
antenna exhibits the gain of 7.3 dBi and directivity of 9.6 dBi. To provide bet-
ter insight, the attained simulation results are compared with similar antennas
made on RT/Duroid 4003C [12] and on RT/Duroid 5880 [1]. The comparison
is tabulated in Table 1. It is clear from Table 1 that a thick substrate with a
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Table 1. Comparison of different series of rogers substrates

Substrate Length of patch (mm) Width of patch (mm) Gain (dBi) S11 (dB)

4350 34 19 7.32 -43.2
4003C [12] 34 30 11.5 -16.4
5880 [1] 49.4 41.3 12 -12.2

low dielectric constant exhibits better gain but at the cost of bigger patch area.
Therefore, if application needs better gain, efficiency, bandwidth etc then a thick
dielectric substrate with a low dielectric constant is chosen. If application needs
small antenna size then a thin dielectric constant with high dielectric constant
is chosen.

Future works include the fabrication of the designed patch array antenna
followed by measurements. We choose RT/Duroid 4350 substrate because of its
availability, low loss and low cost. Other substrates will also be evaluated.
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Abstract. Digital microfluidic Biochips (DMFB) have been developed as a 
promising platform for Lab-on-chip systems that manipulate individual droplets 
of chemicals on a 2D planar array of electrodes. Such systems can perform 
rapid automated biochemical analysis that can be applied to a wide variety of 
applications including on-chip immunoassays, environmental toxicity 
monitoring, high-throughput DNA sequencing, point-of-care diagnostics, and 
biochemical sensing. Design of DMFBs involves system level synthesis -that 
starts from a given bioassay protocol with a specified biochip architecture and 
determines the resource allocation, scheduling of individual operations followed 
by placement of modules and the nets (both in terms of source, targets and 
mixers) for the said application. In this paper we have proposed a new 
technique of droplet based route aware synthesis followed by placement to 
generate a layout that greatly minimizes the utilization of resources in the form 
of hard blockages termed as modules as well as enhances the routing process in 
terms of overall completion time for execution of multiple bioassay protocols 
simultaneously. Using the inherent nature of reconfigurability and scalability of 
DMFBs the utilization of resources in terms of fixed modules has been greatly 
reduced and corresponding results tested on three PCRs are found to be 
encouraging in relation to contemporary works. 

1 Introduction 

Currently medical diagnostics and biochemical analysis systems rely largely on labor 
intensive, time consuming and expensive laboratory based bench top methods. A new 
technology termed as micro-total analysis system (μTAS) has been developed in recent 
days as an alternative platform for execution of these cumbersome laboratory methods. 
Such devices known as lab-on-chip systems has major advantages of miniaturization, 
smaller sample requirements, reduced reagent consumption, decreased analysis time, and 
higher levels of throughput and automation. Earlier design of LOC devices were based on 
continuous liquid flow being manipulated through microchannels etched within a 
substrate. The actuation of flow is implemented through micro-pump and micro-valves 
and external actuators. The use of permanently etched channels and microvalves largely 
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reduces the scope of flexibility as well as scalability for multiple bioassay execution within 
the same device. Hence a new class of device known as digital microfluidic biochip 
(DMFB) has been emerged in last decade. In DMFBs samples are digitized as nanolitre 
volumes of discrete fluidic droplets. Such droplets are manipulated using different 
actuation methods within a 2D planar array of electrodes. The process of manipulation of 
nanolitre samples are carried out through different mechanisms, viz. electrowetting [1-2], 
dielectrophoresis [3], thermo capillary transport [4], and surface acoustic wave transport 
[5]. Compared to continuous flow-based techniques, digital microfluidics offers the 
advantage of individual sample addressing, reagent isolation, and compatibility with array-
based techniques used for biochemical and biomedical application [1, 6]. Electro Wetting 
on Dielectric (EWOD) is currently used as one of the best actuation methods for droplet 
manipulation in digital microfluidic systems [7]. The mechanism of electro wetting 
phenomenon is based on the control of interfacial tension between liquid and an electrode 
coated with a dielectric layer. An imbalance of interfacial tension is created on application 
of an electric field to the driving electrode. Due to the difference in contact angle between 
two sides of the droplet, it is moved towards the energized electrode [8]. Advantages of 
EWOD devices include ease of fabrication, simple control signal, digital operation, 
programming flexibility, and minimal fluid consumption. 

The basic microfluidic operations performed in DMFBs include droplet generation 
and storage, droplet transportation, droplet mixing and droplet splitting .The store 
operation is performed by applying an insulating voltage around the droplet. The mix 
operation is performed by routing two droplets to the same location, to merge them 
into one droplet. Since the size of a droplet is kept small, effective mixing can be 
achieved by fluid diffusion after merging. Finally, the split operation is performed by 
creating opposite surface tension at the two ends of a fluid droplet and tearing it into 
two smaller droplets [10]. 

The microfluidic array contains a set of basic cells that is made up of two parallel 
glass plates (Figure 1).The bottom plate contains a patterned array of individually 
controllable electrodes, and the top plate is coated with a continuous ground electrode. 
The filler medium, such as silicone oil and the sample droplet is sandwiched between 
the two plates. By assigning time-varying voltage values to turn on/off the electrodes 
on the digital microfluidic biochip, the interfacial tension of the droplets are 
modulated- resulting in their transportation around the entire 2-D array and execution 
of fundamental microfluidic operations for different bioassays. The operations 
performed by actuating control voltages at the electrodes are also called reconfigurable 
operations because of their flexibility in location and in execution time. 
 

 

Fig. 1. Schematic for a unit cell used in DMFB 



 A New Method for Route Based Synthesis and Placement in DMFB 363 

Early research on CAD for digital microfluidics-based biochips has been focused 
on device-level physical modeling of single components. In modern days a top down 
system design and test methodology that attempts to apply classical synthesis 
techniques has been used for the design of digital microfluidics-based biochips. This 
methodology speeds up the design cycle, reduces human effort, and increases 
dependability [11]. 

A behavioral model for a biomedical assay is first manually obtained from the 
protocol for that assay. Next, architectural-level synthesis is applied to generate a 
macroscopic structure of the biochip. The macroscopic model provides an assignment 
of assay functions to biochip resources, as well as a mapping of assay functions to 
time-steps, based in part on the dependencies between them. Based on the scheduling 
results, placement algorithms are applied to generate a suitable layout for allocating 
droplets and modules [12] followed by necessary compaction. Finally droplet-routing 
algorithms are used to formulate droplet behaviors in a reconfigurable manner for 
concurrent time multiplexed routing within a 2D planar array of DMFB. The second 
phase of chip-level design determines the control-signal plan for the underlying 
electrodes to execute the synthesized result. This phase known as geometry-level 
synthesis creates a physical representation at the geometrical level. A block level 
design flow diagram for DMFB design  is shown in figure 2. The output is the final 
layout of the biochip consisting of the configuration of the microfluidic array, 
locations of reservoirs and dispensing ports, and other geometric details. However it 
has been found that for all types of microfluidic operation at any given time only one 
to three electrodes are actually required. Hence it may be possible to dynamically 
reconfigure any group of cells for performing DMFB operations –in spite of reserving 
fixed locations for specified operations. In this paper we have proposed a scheduling 
algorithm to determine a sequence for bioassay operation that can be executed in a 
time multiplexed manner dynamically at next available locations within the 2D planar 
array. We further proposed a placement technique for tentative assignment of 
locations to perform the operations dynamically for a group of predefined nets 
obtained from the bioassay behavioral model through architecture level synthesis. It 
has been shown that the method resolves the resource constraint problem for 
scheduling a bioassay (enhancing execution of microfluidic operations 
simultaneously) and reduces the overall execution time as well as optimizes the total 
area to be assigned for the completion of the specified Bioassay protocol.  

The organization of the paper is as follows. Section 2 discusses the contemporary 
contribution on scheduling and placement of biochips. Section 3 describes the details 
of the reconfigurable transportation based operation and necessary fluidic constraints 
in DMFBs.  Section 4 states the basic scheduling methodology for a given bioassay 
application. Section 5 defines the proposed method for dynamic scheduling followed 
by nonreconfigurable resource assignment and final placement within the 2D planar 
array. Section 6 displays the experimental results for execution of the proposed 
scheduling and placement techniques employed on PCRs involving different sets of 
samples and reagents. Section VII presents the conclusive remarks and future scope 
for further extension of the presented work 
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2 Related Works  

Numerous scheduling techniques are proposed for architectural level synthesis in 
DMFBs using fixed cell locations termed as hard blocks bound for specified droplet 
operations. [13] presented modified list scheduling (MLS) and genetic algorithm (GA) 
based  heuristics, as well as an optimal integer linear programming (ILP) model for 
scheduling microfluidic operations onto a DMFB. Although the GA finds optimal or 
near-optimal results in much less time than ILP, its iterative nature results in large 
computation times. MLS generated schedules with lesser time comparable with GA. In 
[14] the algorithm was modified to include droplet-routing aware physical design 
decisions. A Tabu search based scheduler proposed in [15] developed an iterative 
improvement algorithms for DMFB scheduling where virtual devices were considered 
to be movable (can change their placement) during their operation and significant 
improvements in scheduling performance were obtained in the process.  [16] have 
proposed a synthesis and placement algorithm which uses a tree-based topological 
representation and is able to improve on the results from [13]. [18] have proposed an 
ILP-based architectural-level synthesis and placement approach for DMFBs, which 
although has the advantage of producing the optimal solution, is only feasible for 
limited problem sizes. A control path based design is recently integrated to the 
architectural-level synthesis of DMFBs [19]. In [19], possibilities of errors for each 
operation is initially measured using an error propagation based estimation technique, 
and then a check point consisting of a storing operation and a error detection is inserted 
to the sequencing graph. In [17] a Force-directed List Scheduling (FDLS) algorithm for 
resource constrained assay compilation targeting Digital Microfluidic Biochips 
(DMFBs) has been proposed. In [17] two methods of  FDLS were found to consistently 
produce schedules of better or comparable quality to MLS while often approaching the 
quality of GA. Several direct-addressing placement and unified scheduling-placement 
algorithms [16][20][21][22] using methodologies e.g  simulated annealing has been 
developed. [23] introduced an online synthesis flow for DMFBs, that enable real-time 
response to errors and control flow. The objective of this flow was to facilitate fast assay 
synthesis while minimally compromising the quality of results. However it has been 
found that only in [24] a routing based scheduling method has been proposed where the 
synthesis problem is transformed into a routing problem. Here the concepts of virtual 
fixed modules are eliminated and the droplets are allowed to move on the chip on any 
route during operation execution. The approach was derived from a Greedy 
Randomized Adaptive Search Procedure (GRASP) and it has been shown that 
significant improvements can be obtained in the application completion time. In this 
paper we have used the same concept as of [24] and used a modified droplet route based 
synthesis methodology to perform the necessary placement and routing for optimization 
of  area and bioassay completion time. 

3 Routing in DMFB 

The objective of droplet routing is to transmit all the droplets from their respective 
sources to targets within a 2D grid array while fulfilling all the constraints imposed 
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for the transportation. An efficient routing schedule (virtual route) is often required to 
be developed to provide an optimal routing in terms of objectives such as latest arrival 
time and overall cell utilization. Droplet routing problem in DMFBs is typically 
modeled in terms of a 2D-grid (Figure 3). For each droplet, there exists a set of source 
grid locations, a set of target grid locations, and (optionally) a set of mixers. Each 
source-target combination is defined as a net. A 2-pin net has a single source and 
single target. A combination of two Sources, one Mixer and one Target forms a 3-pin 
net. While execution of routing of multiple nets within a 2D planar array of a DMFB 
there are possibilities of intersection or overlapping of droplet routes during their 
concurrent routing in time-multiplexed manner. To avoid such undesirable behaviors 
following fluidic constraints are introduced. 

 

        

Fig. 2. Top down Design Methodology         Fig. 3. Routing with 2-pin nets in a 2D Array For  
     DMFBs  

Let di at (xt
i, y

t
i ) and dj at ( xt

j, y
t
j) denote two independent droplets at any given 

timestamp t. Then, the following constraints, defined as Fluidic Constraints are 
required to be satisfied for any time t while routing [25]: 

Static constraint: | xt
i – xt

j | >1 or | yt
i – yt

j | >1 
Dynamic constraint:  | xt+1

i – xt
j | >1   or, | yt+1

i – yt
j | >1 

 or, | xt+1
j  –  xt

i| >1 or  | yt+1
j  – yt

i| >1 

This implies that for any droplet at location (x, y), the locations (x+1, y), (x-1, y), 
(x, y+1), (x, y-1), (x+1, y+1), (x+1, y-1), (x-1, y-1), and (x-1, y+1) are prohibited for 
any other droplet to enter at  timestamps t and t+1 in order to maintain these fluidic 
constraints. Hence, all the locations adjacent to (x, y) as stated above form a Critical 
Zone (Figure 2) for any droplet at (x, y) at timestamp t. A predetermined time limit 
called the Timing Constraint defines the maximum allowed transportation time for a 
given set of droplets. 
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4 Scheduling Methodology in DMFB 

The basic microfluidic operations namely merging, mixing, splitting and storage is so 
far accomplished on predefined fixed module locations comprised of a group of cells 
within the 2D planar array. In order to avoid conflicts between droplet routes and 
assay operations, a segregation region is defined around the functional region of each 
such microfluidic modules. Such locations dedicated for microfluidic operations are 
considered to be non reconfigurable and fixed. These cells together with a segregation 
zone consumes considerable area within the DMFB – leaving the overall area for 
reconfigurable operations e.g routing to be confined within narrow channels. For 
example mixing is performed by bringing two droplets to the same location and 
merging them, followed by the transport of the resulted droplet over a series of 
electrodes. By droplet movement, external energy is introduced, creating complex 
flow patterns (due to the formation of multilaminates), thereby leading to a faster 
mixing [26]. Mixing through diffusion, where the resulting droplet remains on the 
same electrode, is very slow. Hence we can conclude that it may be possible to 
execute the mixing operation at any available area comprising of the 2D array 
configuration of electrodes necessary for mixing. The operation of dilution carried out 
through a sequence of mixing and splitting may also be executed dynamically in a 
similar manner within the 2D array. Thus most of the basic microfluidic operations 
can be rendered reconfigurable and executed dynamically as per schedule and 
placement plan through routing -where one to three electrodes are involved at any 
given time. However there are certain “non-reconfigurable” operations required to be 
executed on real devices, such as reservoirs or optical detectors which calls for 
reservation and binding of fixed resources in the form of individual or segregated 
cluster of cells. 

The conventional architecture level synthesis starts with a sequencing graph 
representing different assay operations with their mutual dependencies. Each node in 
the sequencing graph represents an operation and each directed edge represents 
operation precedence and sequence of execution of each operation. Next, scheduling 
and binding assigns time-multiplexed steps to these assay operations and bind them to 
a given number of devices so as to maximize parallelism [27]. In scheduling and 
binding, each operation will have a set of devices in the form of module library being 
available for resource binding. Table 1 presents the results of the experiments 
performed in [26], where several mixing times were obtained for various areas, 
creating a module library. Figure. 4, shows the type of mixing and the array 
configuration for modules available to choose. Choice of different modules may result 
in various reaction area and execution time. Based on the execution time for each 
module, the start and completion time of each operation are arranged. On the basis of 
the  scheduling result, device placement and droplet routing are conducted to generate 
a chip layout and establish droplet routing connections between devices in a 
reconfigurable manner [28][29]. 
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      a) 1 x 4 module                   b) 2 x 2 module   c) 2 x 3 module       d) 2 x2 module  

          4.6 sec                            9.95 sec           6.1 sec                     2.9 sec  

Fig. 4. Module library examples for mixing and splitting (details in table 1) with respective 
droplet path 

Table 1. Module library details [26]                               Table 2. Module Library 2 

   

5 Proposed Method of Route Based Scheduling and Placement 

In this paper we propose a droplet route based method for scheduling together with 
placement starting with a Sequencing graph.We propose to execute microfluidic 
operation at a reconfigurable location preassigned during the scheduling phase 
.Unlike [24] where module operations are precharacterized in terms of routing 
operation by considering percentage of mixing corresponding to each type of 
movements – we directly assume the mixing module configuration is determined from 
the library and is directly assigned in the specified location dynamically ( without 
assignment of any segregation zone). Thereby mixing or splitting operation is 
executed following the movement patterns referred in the library. 

A. Scheduling and placement algorithm 

Problem Formulation: Given m number of samples and n number of reagents and 
buffers with a Bioassay protocol – for providing the details of bioassay operations to 
be executed within the DMFB. The objective is to develop an efficient  schedule for 
execution of the bioassay followed by placement that optimizes the number of 
resources NR , overall assay completion time T and computes the dimensions of the 
overall 2D array  m x n together with  location of the fixed resources to ensure  
overall area necessary for routing and other operations A is minimum. Finally the 
placement ensures optimized routability with minimum contamination or stalling. 

Procedure: 
1. Obtain a sequencing graph GS for a specified Bioassay with each node representing 
an operation and corresponding edge defines the precedence and dependencies 
between two operations. 

    Droplet path 
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2. compute the number of levels necessary for execution of the Bioassay. This 
determines the  concurrency of operations assigned to each level. Let there be k such 
levels within the sequencing graph. 
3. Determine maximum number of reconfigurable operations to occur at any given 
level i. 
4. Normally it has been found maximum number of Input operations occur at level 1 . 
5. identify the non reconfigurable operations denoted in the sequence graph and 
assign  fixed locations  for the said operations within the layout. 
6. As found specifically in standard testbenches for routing (benchmark suite I) 
dimension of the 2D array is maintained to be n x n for n number of input operations. 
7. It has been found in almost all sequencing graph most of the nonreconfigurable 
operations occur at level (k-1) while the last level k is assigned to the sink. 
8. Tentatively assign fixed locations for these nonreconfigurable operations (with 
segregation zones) from options available at the module library with execution time 
prespecified by the Bioassay protocol. 
9. Bind the prefixed reservoir locations at the boundary to the input 
operations.(specifically for level 1) 
10. For level i= 2 to k 
11.          if i = 2  
                   Reconfigurable mixer modules are assigned for level 2 operation  
                   proceeded by level 1 Input operations.  
                   Reconfigurable Mixer locations  are assigned at zones that corresponds  to  
                   the  respective I/O operations at level 1 from which  the operation is  
                   directed in GS . 
12. For mixer locations at each level we attempt to choose the best options  
               available in the module library in terms of operation execution time. 
              A compromise in terms of area is made if the layout dimension  constraints  
              as  mentioned in step 6 permits.   
              However if area constraint may restrict the assignment we opt for the next  
               optimum choice in terms of execution time. 
13. We assign filler zones of one row or column between neighboring mixer  
              locations to  ensure no violation fluidic constraints mentioned in section 3  
              while concurrent  execution of route based reconfigurable mixing operations  
              at the identical level. 
14. If  i > 2  

                Assign reconfigurable module locations at each successive level – such that  
                 each Module can be located to share the cells being used in the earlier  
                level for operations with edges directed to the current one. 

15.          for any dilution operation that requires mixing followed by splitting – within  
               the reconfigurable mixing zone a cell is assigned for splitting operation after  
               scheduled mixing. 
16. next i 
17. Compute the maximum time for concurrent operation at each level. 
18. Here we use parallel resources at each level – and locations are shared only 
between different levels for reconfigurable operations. 
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19. However for non reconfigurable sources being assigned with fixed locations we 
prefer sequential operation for area constraints. 
20. Let maximum number of resources used in any particular level is NMAX and 
maximum area for any resource is AM  . Let overall fixed area for nonconfigurable 
resources ANR and overall area for filler zones  is considered to be AF   – the total area 
(AM x NMAX  + ANR+ AF ) ≤   m x n.  
21. Let maximum execution time for any level is TMAX and execution time for each 
level i is Ti . Then k

T T × KM A Xii =1
 ≤ . 

B. The routing method   

1. for  i = 1 to k 
          If  i ≠  1 and the next operation is reconfigurable Route the output droplets of  
          level (i-1) to the respective start location assigned for Reconfigurable mixing  
          operation. Merge the two droplets at the start location and continue route based  
          mixing by moving the droplets along the respective droplet path as shown in  
          figure 4. 
2. The routing is carried out as intermediate steps between mixing and the  
         respective route  paths shares the  zones comprised of cells being used for  
         respective mixing operation at level(i-1) that has been edges directed to the  
        current operation for which the routing is being performed. 
3. If  i ≠  1 and the next operation is non-reconfigurable  
4.      In such cases a set of nonreconfigurable sources are being used sequentially  

     a t fixed Locations with segregation regions.  
5. each output droplet from the previous level dedicated for the specified non  
         reconfigurable operation are routed to the boundary of the segregation zone  
         and stalled  at a preferential queue. 
6. We follow ASAP assignment technique for scheduling multiple droplets 

targeted for specific nonreconfigurable operation. This means droplet being 
routed earliest has been allowed to share resource earlier – while the rest is 
stalled at predetermined locations to share the resource on next available 
timestamp – once the earlier operation is complete. 

7. However a predetermined fixed time has been assigned between each access to 
these fixed modules for dispensing of the used droplet as well as to perform 
wash droplet routing at the operation site to avoid contamination leading to 
erroneous final output. 

8. although placement has ensured optimum routability with no or minimum 
contamination or stalling – in order to avoid stalling or deadlock we used the 
biochip routing procedure as mentioned in [30].The procedure is as follows: 

9.     Sort the nets in descending order of their overall manhattan distance. 
 Preferences are assigned in ascending order with highest preference to the  
 nets with largest distance. 

              Start routing of each net starting with timestamp = 0.  
              It is also assumed that transition time for a droplet between two adjacent  
              cells to be of one unit. 
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              In the event of collision  – which implies a droplet reaching the critical  
              zone of another at the same timestamp – the net with higher preference is  
              allowed to move and the other is stalled till the path is clear to route. 
              Compute the arrival time for each droplet – mark the maximum of all  
              arrival times as the latest arrival time TiR indicating the overall route time  
              occupied  between  levels (i-1) and i. 
10.  next i. 

  11.  It has been found that the total route time for bioassay execution is very small as 
compared with the completion times of other microfluidic operations. In 
experimental results  obtained from [9 ] it has been found that time required to 
route the droplet through  one cell   is 0.01 s. 

6 A Real Time Application and Experimental Results 

The in-vitro measurement for glucose and other metabolites, such as lactate, 
glutamate and pyruvate, in human physiological fluids is of great importance in 
clinical diagnosis of metabolic disorders. The behavioural description of an example 
of a multiplexed invitro diagnostics is shown in Figure 6. Four types of human 
physiological fluid - e.g. plasma, serum, urine and salvir are sampled and dispensed 
into the microfluidic biochip. Next each type of physiological fluid is assayed for 
glucose, lactate, pyruvate or glutamate measurement. The result of the biomedical 
assay is detected by an integrated optical absorbance measurement device.[31]. The 
tests are denoted as Assay1 for Glucose, Assay2 for Lactate, Assay3 for Pyruvate and 
Assay4 for Glutamate. 

We start with a sequencing graph of one instance of In vitro model involving Three 
samples (m=3) and Three reagents (n=3) with a module library given in table 2.The 
sequencing graph is shown in figure 7 a). The number of Input operations are = 2 x m 
x n = 18 and number of levels k = 4.The number of reconfigurable operations (only 
mixing) = m x n = 9 that requires three types of mixers M1,M2 and M3. The number 
of non reconfigurable operations (detection) = m x n = 9 and three types of detectors 
namely D1, D2 and D3 are used. So we first assigned the non reconfigurable modules 
into three fixed blocks with segregation region to be used sequentially for each types 
of assay operation. Hence each detector is scheduled for three assay operations. 
(Figure 7 b). We schedule to place the non reconfigurable modules to be employed for 
sequential application and assign a centralized location within the 2D planar array. 
The dimension of the array is determined to be 18 x 18 for 2 x m x n = 18 samples. 
Figure 8 a) reorients the graph with fixed modules being aligned at centralized 
locations. Figure 8 b) assigns zones for the reoriented graph. Figure 8 d) forms the 
planar triangular graph and the rectangular dualization results are shown in figure 8 
e).The corresponding zone placement in 2D array is shown in figure 9 a) .figure 9 b) 
shows the actual resource assignment in terms of samples and reagents at level 1 and 
non reconfigurable detectors as D1,D2 and D3 as fixed modules. Finally figure 10 a) 
shows the actual route performance with the overall scheduling results being shown in 
figure 10 b).Overall execution time for the bioassay is 21.17 seconds – the route time 
– 0.21 sec and assay operation time – 21 sec.(we assume route time of 0.01 sec for 
route through one cell). 
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The scheduling and placement has been carried out on all five In vitro diagnostics 
using module library mentioned in Table 2. We assume input operation time of One 
second. Table 3 displays the detailed results for all five examples. Table 4 shows the 
comparative results for bioassay execution time obtained using the proposed 
technique and the ones used in [13]. 

 

 

Fig. 5. A flowchart for the proposed scheduling and placement technique 

7 Conclusion 

In this paper we have proposed route based synthesis and placement technique to 
employed for execution of Bioassay with a DMFB. We used route based 
reconfigurability for resources to be reconfigurable resources are assigned with fixed 
locations. The results show major improvements in terms of areas and execution time 
for bioassays through application of our algorithms. In table 4 it has been noticed that 
improvement is more pronounced in comparison to other scheduling methods [13] 
with increase in problem size. However the algorithm needs to be modified for larger 
sequencing graphs with higher number of levels as resource sharing for 
reconfigurable operation may become unmanageable with increase in number of 
levels beyond a certain value. 
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Fig. 6. Behavioral model for multiplexed In vitro diagnostics.[31] 

         

Fig. 7. a) sequence graph for                                  b) the final graph after sequential assignment   
of In vitro multiplexed diagnostic 3                       non reconfigurable operations    

                
 

a) reoriented sequencing graph                                                    b) zone assignment  

Fig. 8. Zone assignment and rectangular dualization for final placement with resource 
allocation 
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f) The planar triangular graph                    g) Rectangular dualization and placement in 2D array 

Fig. 8. (continued) 

                

Fig. 9. a) Zone placement with fillers in  b) actual resource assignment with reservoir binding  
2D array 

      

Fig. 10. a) Actual route performance after b) the final scheduling output with resultant 
sequencing placement graph 

Table 3. Detailed results for 5  In vitro diagnostics after scheduling, placement and execution   
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Table 4. Comparative results of the outputs obtained through droplet based synthesis with [13] 
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Abstract. Classical single stuck-at faults are analyzed as surrogates
for any non-classical fault that may have caused an observed failure.
Although multiple stuck-at faults are used as an illustrative example of
non-classical faults, proposed algorithms are applicable to any other type
of fault. Our effect-cause analysis is less complex than existing methods.
The diagnostic procedure adds or removes faults from a set of candi-
date faults based on the observed circuit outputs, using minimal fault
simulation, to obtain a small set of suspected faults.

Keywords: Dictionary-less fault diagnosis; fault simulation; multiple
stuck-at faults; stuck-at faults; surrogate faults.

1 Introduction

An ideal fault diagnosis procedure should report true failures with accuracy,
i.e., resolution (the number of true failures reported among the total number of
faults reported) and diagnosability (the percentage of correctly identified fail-
ures) of the diagnosis result should be high [8]. Previous research on fault diag-
nosis attempts trade-offs between the resolution, diagnosability and CPU time,
but the algorithms become increasingly complex. Two major classes of algo-
rithms are cause-effect and effect-cause types. Cause-effect analysis has a stored
simulated response database of modeled faults. The faulty circuit response is
compared against this database to find out which fault might have caused the
failure [5,7,12,15]. This database, called dictionary, is memory intensive and im-
practical for large circuits. Effect-cause analysis works on the observed failing
signals and searches for the cause by tracing back the error propagation path
from the failing primary outputs to identify faults likely to have produced the
failure [3,4,9]. Backward implication and forward propagation are used for this
purpose [9]. Such procedures use moderate amount of memory.

Although a real defect is rarely a classical single stuck-at fault, diagnostic
procedures match observed symptoms to closest single stuck-at faults. This is
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(a) C17 benchmark circuit. (b) C17 with output selection.

Fig. 1. Output selection implementation on C17 benchmark circuit

because the available analysis tools only handle single stuck-at faults. The di-
agnosed single stuck-at faults then are not real but are “surrogates” meaning
that they have some, but not all, characteristics of the actual defect in the cir-
cuit. The term “surrogate fault” has been used before in the literature [10,13,16].

2 Preliminaries

A fault simulator reports all single stuck-at faults that can be detected by an
input pattern on all primary outputs (POs). To use this information for dis-
tinguishing among several faults that could have caused the failure we employ
output selection. AND gates are added in the simulation netlist at each PO, with
the other input of the AND gate being a new primary input (PI). The failing test
pattern is duplicated as many times as the number of POs, activating exactly
one PI at a time. Thus, new PIs that directly go to the added AND gates are all
forced to 0 except for one PI to a transparent AND gate to find the detectable
faults at the corresponding PO. Consider C17 benchmark circuit of Figure 1a. A
test pattern “abcde” produces good circuit responses ‘f1’ and ‘f2’. Assume this
circuit has a failure only at the second output. A typical fault simulator may
identify detectable faults without associating them to any PO. With output se-
lection of Figure 1b, the test pattern is duplicated as “abcde10” and “abcde01”.

3 Diagnosis Algorithm

The diagnosis algorithm relies on a basic concept that a test pattern fails because
a detectable fault is present in the circuit or a test pattern passes because none
of the detectable faults is present. For this to be effective, we assume that there
is no circular fault masking present in the circuit. Let ‘passing set’ be the set
of passing test patterns, ‘failing set’ be the set of failing test patterns, ‘sus flts’
be the suspected fault list, ‘set1 can flts’ be prime suspect candidate faults
and ‘set2 can flts’ be surrogate candidate faults. For simplicity, we will refer
to ‘set1 can flts’ as SET1 and ‘set2 can flts’ as SET2.

The algorithm has four phases [6] as shown in the flowchart of Figure 2.
Initially, Phase 1 takes the union of all faults detectable by all failing patterns as
a list of suspects. Since this set can be large, we need to reduce the list. In Phase 2,
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Fig. 2. Flowchart of diagnosis procedure
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Fig. 3. Opposite polarity fault masking

we take the union of all faults detectable by passing patterns and subtract it from
suspect list of Phase 1. Phase 3 takes an intersection of the suspected fault lists
of all failing patterns. The resulting faults are called prime suspects. These
faults are of low priority, but there is a chance that they can be surrogate of
an actual fault or one of the actual faults. In Phase 4, equivalent faults of the
identified suspected faults are added to the suspect list. To guard against fault
masking, we include the opposite polarity faults of the faults that are present in
SET1 and SET2, to get the final candidate fault lists. The pseudocode for the
entire algorithm is available in a recent thesis [6].

If the actual defect is a single stuck-at fault, the algorithm identifies it as
a “prime suspect” in Phase 2. For other defects, it provides a list of surrogate
single stuck-at faults “resembling” the actual defect in location or behavior.

Masking. In Figure 3, the top input of an AND gate is stuck-at-1 (SA1) and
the output is stuck-at-0 (SA0). To activate the first fault, a ‘0’ must be supplied
to the top input and a ‘1’ must be supplied to the bottom input to propagate
it. This will produce a D on the top input, where D = 1 if SA1 is present on
that input or D = 0 if the input is fault free. However, D will be masked at the
output by the SA0 fault. The diagnosis procedure will identify output SA0 as
the only suspect. Therefore, SA0s on both inputs are also included as suspects.
Similarly, for the NOR gate in Figure 3, when the top input and output have
SA0s, the masking occurs. Therefore, Phase 4 enhances the suspect list with all
opposite polarity faults for equivalent faults of a suspected single stuck-at fault.
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Theorem 1. If there is only a single stuck-at fault present in a failing circuit
under diagnosis (CUD), the diagnosis algorithm will always identify that fault
as a prime suspect, irrespective of the detection or diagnostic coverage of the test
pattern set.

Proof. Assume that CUD has a single stuck-at fault that causes N − k out of N
test patterns to fail. The remaining k are passing patterns. Because a fault free
circuit cannot have any failing test pattern, the presence of failing test patterns
indicates the presence of some failure s. In other words, a test pattern can only
fail because a fault that it detects is present. Hence all N − k patterns detect
the fault s and the remaining k patterns do not detect the fault s. If all N − k
patterns detect some fault present in the circuit, it has to be the same fault that
all the N −k patterns detect, because there is no more than one fault present in
the circuit according to our assumption in the beginning. Moving forward with
this revelation, Phase 3 will always come up with one or more prime suspects
including the actual fault, as the intersection of the faults detected by all failing
patterns.

Many possible cases of single stuck-at faults, multiple stuck-at faults without
masking, multiple stuck-at faults with masking, and multiple stuck-at faults with
interference have been analyzed in detail [6]. Figure 4 shows the comparison of
simulation effort between the proposed diagnosis procedure and the traditional
fault dictionary diagnosis method. It is plotted for a multiple (two) stuck-at
fault case of C432 ISCAS’85 benchmark circuit. This circuit has a total of 1078
single stuck-at faults in the fault list. The test vector set with 100% diagnostic
coverage of detectable faults contains 462 test vectors (with output selection
implemented). The dictionary method involves simulation of all faults for all
test vectors. Hence, the entire area under the straight black line denotes the
simulation effort of the fault dictionary method. The considered failure case
produced 31 failing vectors and 431 passing vectors. The proposed fault diagnosis
procedure performs fault simulation with the failing test vectors first, which is
denoted by the solid red line. This line drops down steeply because, as and
when the faults are detected, they are dropped. We process fewer faults as we
proceed with the simulation. Next, the fault simulation of passing patterns is
performed, which is denoted by the dotted blue line. Note that the faults that
were detected and dropped during failing pattern simulation are those to be
simulated with passing patterns. In this case too, faults are dropped as and
when they are detected by the passing patterns, which explains the drop in the
line. Once again the number of faults to be simulated keeps reducing throughout
simulation. Beyond a certain point, not many remaining faults are detected by
the passing patterns, which makes the curve almost flat. After simulating all
passing patterns, the remaining faults become the suspects and surrogates. The
area under these lines (solid red and dotted blue) denotes the simulation effort of
the proposed procedure that is far lower than the traditional dictionary method.
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Fig. 4. Simulation effort comparison with dictionary method applied to C432

3.1 Fault Ranking

There is a small probability that the diagnosis procedure comes up with no
result, i.e., SET1 and SET2 are both empty after fault simulation. That can
happen in a situation like multiple faults with masking and interference such
that they together produce faulty output responses that will allow a few of the
test patterns detecting them to pass and other test patterns detecting them to
fail. For example, consider the case where every fault detectable by failing patters
is also detectable by at least one passing pattern. This is a rare phenomenon and
only in such cases a ranking procedure is used.

Phase 1 short lists faults in sus flts. For ranking, while carrying out Phase 1
we keep a count of the number of failing patterns that detect each fault. This
number is called the weight of the corresponding fault, e.g., if fault F1 is detected
by three failing patterns, then the weight of F1 at the end of Phase 1 will be
three. Similarly, in Phase 2, which simulates only the faults found detectable in
Phase 1, we keep a count of the number of passing patterns for each fault. This
number is subtracted from the weight of the fault found in Phase 1. At the end
of Phase 2 we get the final weight of every fault. The faults with the highest
weight are reported to be prime suspect (SET1) faults and the faults with the
second highest weight are reported to be surrogate (SET2) faults.

Note that the final weights can also be negative. This will happen when a
fault is detectable by more passing patterns and by fewer failing patterns. Even
in this case, the top two highest weights are considered to be suspects. Also,
there can be cases where the final weight is zero. This will happen when the
fault is detected by the same number of passing and failing patterns.

The fault simulation in ranking is more expensive because it is done with-
out fault dropping. In practice, however, the four phase diagnostic procedure
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Table 1. Single fault diagnosis with 1-detect tests

Circuit No. of No. of DC Diagnosis CPU* Fault ratio
name outputs patterns % % s SET1 SET2

C17 2 10 95.454 100 0.067 1.100 1.780
C432 7 462 94.038 100 0.189 1.025 6.675
C499 32 2080 98.000 100 0.588 1.029 16.722
C880 26 1664 94.161 100 0.503 1.069 2.248
C1908 25 3625 85.187 100 1.294 1.379 28.290
C2670 140 13300 85.437 100 6.455 1.320 8.207
C3540 22 3520 89.091 100 1.333 1.229 5.200
C5315 123 13899 91.192 100 6.847 1.054 4.204
C6288 32 1056 85.616 100 0.764 1.138 8.255
C7552 108 17064 86.507 100 10.123 1.281 10.765

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

returning with zero faults is a rare possibility. Out of numerous tests performed
on benchmark circuits, the algorithm came up with no suspect only twice, re-
quiring the fault ranking to provide a diagnosis.

4 Experimental Results

The algorithms were applied to ISCAS’85 benchmark circuits using various test
pattern sets. The circuit modeling and the entire algorithm were implemented
in Python programming language [2], automatically invoking ATPG and fault
simulator of Mentor Graphics FASTSCAN [1] software. VBA macros [11] were
used to duplicate the test patterns for output selection. The programs were run
on a personal computer (PC) with Intel Core-2 duo 3.06GHz processor and 4GB
memory. Results for a circuit are averaged over 100 cases, each with a randomly
selected fault. C17 has only 22 faults and its results are averaged over 22 cases.

Results of single fault diagnosis using a 1-detect pattern set are shown in
Table 1. The first column states the circuit name, the second column contains
the number of primary outputs the circuit has. The third column shows the
number of patterns (with output selection implemented) used for diagnosis. So
the actual number of patterns in the 1-detect pattern set for any circuit will be
the number of patterns shown in the third column divided by the number of
primary outputs (shown in column 2) of the table.

Diagnostic Coverage (DC) of the test pattern set based on single stuck-at
faults, excluding redundant faults, is stated in column 4. It is defined as [17],

DC =
Number of detected fault groups

Total number of faults
=

n

N
(1)

Column 5 shows the percentage of cases the single fault was diagnosed. For
single stuck-at faults, the algorithm always comes up with the actual fault (100%
diagnosis), even if the diagnostic coverage of the pattern set is not as high.
Simulation time in seconds is stated in column 6. Ratios of number of candidate
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Table 2. Single fault diagnosis with 2-detect tests

Circuit No. of No. of DC Diagnosis CPU* Fault ratio
name outputs patterns % % s SET1 SET2

C499 32 3872 98.400 100 1.025 1.029 7.970
C1908 25 6425 86.203 100 2.242 1.379 14.798
C7552 108 27756 86.750 100 16.076 1.281 8.023

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

faults in SET1 and SET2 are reported in columns 7 and 8, respectively. This is
the ratio of the total number of faults reported in each set to the number of faults
expected in that set. The expected number of faults includes the actual fault,
its equivalent faults and the opposite polarity faults for all equivalent faults,
including the actual fault. This ratio denotes the diagnostic resolution of the
procedure. The closer the fault ratio is to 1.0, better is the resolution. For single
stuck-at faults, the ratio of SET1 faults is almost 1.0 in all cases. Hence, when
the faults identified in SET1 are probed (by electron beam or other failure mode
analysis procedures), one would locate the actual fault and it will unnecessary
to probe the faults in SET2. But in a real situation since we would not know
whether the actual fault is a single stuck-at fault or a non-classical fault, the
SET2 surrogate faults should not be disregarded.

For circuits C499, C1908 and C7552, the ratio of faults in SET2 is high. This
is due to the fact that the diagnostic coverage of the test pattern set is not high
enough. To examine the effect of improving diagnostic coverage of the test pat-
tern set on diagnostic resolution, 2-detect test patterns were used to diagnose
these three circuits. The results are shown in Table 2. Note that 2-detect patterns
provide a marginal, though definite, increase in diagnostic coverage (DC). Most
increase occurred for C1908, which is only 1.016%. Still, the resolution improved
as SET2 ratio dropped to about 50%. So, for patterns with even higher diag-
nostic coverage, the resolution will be further improved. An utmost efficiency of
the diagnosis algorithm can be expected from higher diagnostic capability test
pattern set than from just the detection test pattern set.

To verify the relevance of the reported surrogate faults to actual non-classical
faults, we examined multiple stuck-at faults by introducing two stuck-at faults
simultaneously. One hundred failure cases were generated for each circuit. In
each case, two stuck-at faults were chosen in such a way that they are close
to each other in the circuit. The reason for considering only two simultaneous
faults is that the probability of fault masking is maximum when there are just
two faults and this probability keeps reducing as the number of faults present in
the circuit increases. This increased chance of fault masking created a pessimistic
environment for the algorithm. All diagnosis results are averaged over 100 cases
for each circuit. Table 3 summarizes the multiple fault diagnosis experiment with
1-detect test patterns.

Column 4 of Table 3 shows the percentage of cases where both faults were
diagnosed. Column 5 shows the percentage of cases where only one of the actual
faults present was diagnosed. The sum of these two percentages subtracted from
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Table 3. Multiple (two) fault diagnosis with 1-detect tests

Circuit No. of DC % of cases diagnosed CPU* Fault ratio
name Patterns % Both faults One fault No fault s SET1 SET2

C17 10 95.454 80.950 19.040 0.000 0.067 0.500 2.091
C432 462 94.038 90.566 7.547 1.886 0.135 0.563 3.516
C499 2080 98.000 49.056 20.754 30.188 0.613 0.371 17.589
C880 1664 94.161 86.792 9.433 3.773 0.502 0.900 3.205
C1908 3625 85.187 90.566 0.000 9.433 0.928 0.488 12.764
C2670 13300 85.437 88.679 3.773 7.547 4.720 0.564 7.046
C3540 3520 89.091 86.792 3.773 9.433 1.547 0.488 5.177
C5315 13899 91.192 98.113 1.886 0.000 7.065 0.422 3.886
C6288 1056 85.616 83.018 0.000 16.981 0.888 0.589 5.536
C7552 17064 86.507 96.226 1.886 1.886 7.539 0.358 7.104

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

Fig. 5. Fault masking (interference) in XOR gate

100% gives the percentage of cases where both faults were not diagnosed, as
shown in column 6. As the results in the table indicate, except for the circuit
C499, all other circuits have, at least in 80% cases, a perfect diagnosis of both
faults. A point to be noted is that the proposed diagnosis procedure does not
assume that fault masking is not present and the reported percentage of diagnosis
includes the possible fault masking and interference cases.

The reason for C499 (32-bit single-error-correcting circuit) producing poor
multiple fault diagnosis (resulting in irrelevant surrogate faults) even with a
test pattern set having very high diagnostic coverage (based on single stuck-at
faults) must be examined. We found the presence of circular fault masking in
many of the fault cases considered. The circuit has an XOR tree consisting of 104
two-input XOR gates. XOR logic gates are not considered to be elementary logic
gates since they are generally constructed from multiple Boolean gates, such that
the set of faults depends on its construction. All four test patterns are needed to
completely test a 2-input XOR gate, regardless of its construction [14]. Consider
the XOR gate shown in Figure 5. The top input has a stuck-at-1 (sa1) fault and
the bottom input has a stuck-at-0 (sa0) fault. To propagate a single fault through
XOR gate, the other input must be unchanged. But since this is a multiple fault
situation, two faults are trying to propagate through the XOR gate at the same
time. So a ‘0’ on the top input is required to activate the sa1 fault and a ‘1’ on
the bottom input is required to activate the sa0 fault. But since both inputs are
changed, the faults mask each other. This phenomenon is called circular masking.
Hence the output is ‘1’ which is the same as the good circuit output. Due to
this circular masking, the algorithm will not be able to produce the relevant
surrogate faults as the actual faults are dropped, since the pattern which should
have failed, passes. This is not only for the case where both faults are present on
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Table 4. Multiple (two) fault diagnosis with 2-detect tests

Circuit No. of DC % of cases diagnosed CPU* Fault ratio
name patterns (%) Both faults One fault No fault s SET1 SET2

C499 3872 98.400 49.056 20.754 30.188 0.696 0.371 11.555
C1908 6425 86.203 90.566 0.000 9.433 2.314 0.488 7.232
C7552 27756 86.750 96.226 1.886 1.886 17.291 0.358 5.905

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

Table 5. Single fault diagnosis with diagnostic patterns

Circuit No. of No. of DC Diagnosis CPU* Fault ratio
name outputs patterns % % s SET1 SET2

C17 2 12 100 100 0.067 1.000 1.780

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

the inputs of the XOR gate, but also for any case where fault effects are being
propagated through an XOR gate. The situation will improve while considering
more than two faults to be present in the circuit because the probability of a
complete circular masking decreases with the increase in the number of faults.
In circuit C499, the presence of this huge XOR tree increases circular masking
and thereby deteriorates the performance of the diagnosis algorithm. But as
discussed before, the algorithm does produce reasonable results even in a highly
pessimistic environment, where choices (close neighborhood faults selected) are
made in such a way that the probability of masking is high. One other ISCAS’85
benchmark circuit, which has (2-input) XOR gates present, is circuit C432. But
it has only 18 XOR gates, which do not form a tree and hence the diagnostic
percentage is not hurt significantly.

The ratio of faults in SET1 in Table 3 is less than 1 because in most cases,
faults reported in SET1 include one of the actual faults, its equivalent faults
and the opposite polarity faults. The other actual fault, its equivalent faults
and opposite polarity faults are present in SET2. Hence, the resolution of SET1
faults is mostly closer to 0.5 than being 1.0 when we consider two faults.

The same three circuits show a comparatively poorer SET2 resolution. Hence,
2-detect patterns are used to show that the diagnostic resolution improves upon
improving the diagnostic coverage of the test pattern set. The results of this
experiment are shown in Table 4. Once again it is seen that, for small increase
in diagnostic coverage (DC) of the patterns by 1.016% (maximum) for circuit
C1908 the resolution is improved by almost 40%. Other two circuits show a
similar trend.

The last experiment was to try the diagnosis procedure on a 100% diagnostic
test pattern set. The circuit C17 reports 95.454% of diagnostic coverage (DC)
with as few as 5 patterns that have 100% detection coverage. The total number
of faults in the circuit is 22. There was only one fault pair that was not distin-
guished. Adding one more pattern that distinguishes the fault pair yielded 100%
diagnostic coverage as expected. The diagnostic algorithm was then run using
this test pattern set to yield the results shown in Tables 5 and 6.
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Table 6. Multiple (two) fault diagnosis with diagnostic patterns

Circuit No. of DC % of cases diagnosed CPU* Fault ratio
name patterns % Both faults One fault No fault s SET1 SET2

C17 12 100 80.952 19.047 0.000 0.067 0.489 2.102

∗ PC with Intel Core-2 duo 3.06GHz processor and 4GB memory

Single fault diagnosis with 100% diagnostic coverage vector set produced a
perfect diagnostic resolution ‘1.0’ as expected in SET1 and a slightly improved
resolution in SET2. Multiple fault diagnosis with this test pattern set improved
the resolution in SET1 by a very small amount and decreased the resolution
of SET2 by the very same amount. Also, the diagnostic coverage was improved
by a very small percentage. Since the 1-detect test pattern set already had a
diagnostic coverage of 95.454, there was very little left to improve.

To sum up, the proposed diagnostic procedure, given a failing vector and the
cause of failure a single stuck-at fault, will always come up with the actual fault,
irrespective of the detection or diagnostic coverage of the test pattern set. If
the detection coverage of the test pattern is higher, better will be the resolution
of the faults reported. Provided with 100% diagnostic coverage, the maximum
resolution can be achieved. If the actual fault is a multiple stuck-at fault with-
out circular fault masking, the diagnostic procedure will come up with surrogate
faults that represent the actual faults or the behavior of the actual faults, with
higher resolution as the diagnostic coverage of the pattern set increases.

5 Conclusion

We have proposed a lower complexity fault diagnosis algorithm that is based
on effect-cause analysis. The algorithm has higher diagnosability and resolution
for the surrogate faults identified to represent multiple stuck-at faults without
circularly masking, even if provided just with a high detection coverage test
pattern set. The same trend is exhibited when the diagnostic coverage of the
test pattern set is increased. The algorithm is memory efficient, since it does not
require a dictionary and also has reduced diagnostic effort (CPU time), since it
works on relatively smaller number of fault suspects and does not require re-
running simulations after frequently moving faults to and from the suspected
fault list based on heuristics.

In the future, we should examine the performance of the diagnosis algorithm
on other non-classical faults by using appropriate fault models and their simula-
tors. Also, redundant faults as one of the interfering fault in fault masking may
be examined. Considering that fault simulation tools will always be limited to a
few fault models (e.g., single stuck-at or transition faults), we should explore the
relationships between non-classical faults (bridging, stuck-open, coupling, path
delay, etc.) and the corresponding surrogate classical representatives. For exam-
ple, some non-classical faults like stuck-open or bridging require an initialization
pattern to precede a stuck-at test pattern. Thus, the test result for the non-
classical fault agrees with a single stuck-at fault only on a subset of patterns.
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Further analysis can establish better correlation between actual faults and their
surrogates.
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