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Preface

Johannes Buchmann was the first professor in Darmstadt to work on cryptog-
raphy when he joined the university in 1996. Now, slightly more than 15 years
later, Darmstadt hosts one of the largest centers for IT security in the world.
In between, many success stories happened, various research projects were initi-
ated, and several colleagues working in the areas of cryptography and computer
security were hired (including the editors of this volume). All these achievements
can be traced back to Johannes’ efforts.

This year we are celebrating Johannes’ 60th birthday. It is a perfect occasion
to honor Johannes’ academic achievements. Johannes is the (co-)author of more
than 100 scientific publications. He has supervised more than 60 Ph.D. theses,
and various of his students now hold positions in academic institutions around
the world. Johannes’ book Introduction to Cryptography, published by Springer
Verlag, has been very influential in teaching cryptography around the world, as
witnessed by several translations. Johannes’ scientific work has been acknowl-
edged over and over again. In 1993 he was awarded the Leibniz Prize of the
German Research Foundation (DFG), the most important research award in
Germany. He has received prestigious awards such as the Beckurts-Prize (2006),
the German IT Security Award (2008) and the Tsungming Tu-Alexander von
Humboldt Research Award (2012), the highest scientific award in Taiwan. Jo-
hannes is a member of the Academy of Science of Berlin-Brandenburg, the Na-
tional Academy of Science and Engineering (acatech) and the German National
Academy of Sciences Leopoldina.

A Festschrift can hardly be compared to awards like the ones mentioned
above. And yet, a Festschrift has a very distinguished property: it acknowledges
the academic achievements of the honoree by means of scientific contributions.
That is, fellow researchers endow their scientific works and their ideas as a
tribute to their colleague. At the same time, because of its special nature, a
Festschrift also serves as a venue to tell personal anecdotes, characterizing im-
portant aspects of the accomplishments of the honored person.

This Festschrift reflects the many research areas in which Johannes has been
active over the past years, and yet it cannot comprise all aspects of his research
to full extent. Being a mathematician, at the early stage of his career in the
80’s Johannes made important contributions to the field of algebraic number
theory. The first part of this book is dedicated to this research area. With his
background it comes as no surprise that Johannes soon turned his attention to
cryptography, which emerged as a new application area of these mathematical
foundations in the 80’s and 90’s. This dedication to cryptography, a branch of re-
search that is nowadays rooted in computer science, continues to last. Johannes
made important contributions to estimating the hardness of security assump-
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tions which form the basis of cryptographic mechanisms and to the appropriate
choices of key sizes. The second part of this book is devoted to this field.

With cryptography being increasingly used in modern communication, Jo-
hannes’ interest in the more practical aspects of cryptography has grown as
well. This is reflected in the third part of this book that discusses the effi-
ciency and security of cryptographic schemes when implemented in hardware.
Recently Johannes became interested in the application of cryptography and
security techniques to real-world scenarios, including the ability to make cryp-
tography usable for the broad public. The final contributions of this volume
therefore cover these aspects. All in all, we believe that this volume constitutes
an interesting overview about Johannes’ scientific work, and a rightful tribute
to his achievements.

When the idea of the Festschrift came to our minds, we easily compiled a
list of potential contributors. We merely had to think of close colleagues, former
students, and other well-respected researchers in the areas Johannes has worked
on, and the list was instantaneously filled with names. The positive feedback of
all the researchers we approached was overwhelming, such that assembling this
volume became a joyful procedure. This, of course, was only possible in close
collaboration with all authors who contributed to this Festschrift. We are very
thankful to them. We would also like to thank Springer Verlag for giving us the
possibility to publish this volume in their Lecture Notes in Computer Science
Series.

Happy birthday, Johannes!

November 2013 Marc Fischlin
Stefan Katzenbeisser



Greeting by the Department

The Computer Science department would like to preface this honorary publi-
cation with very special and heartfelt congratulations to Johannes Buchmann.
With Johannes Buchmann, the department is honoring a member from its midst
who was one of the department’s most defining personalities in its more than
forty years of history.

Like almost no other, Johannes Buchmann is both a researcher and a teacher
with heart and soul, and with utmost commitment. Even in this later stage of
his career he keeps breaking new ground with great enthusiasm — particularly
of course in cryptographic research. To mention just one example: Elliptic curve
cryptography, to which he contributed significantly, was still in the midst of its
development, when he already started to target quantum cryptography. Besides
enjoying the highest reputation internationally, his achievements procured him
numerous awards in Germany, such as memberships in prestigious scientific
academies. This publication will honor his outstanding research achievements
in more detail in the following chapters. Further, it is a great pleasure for the
department to honor Johannes Buchmann as one of its most committed and
gifted teachers. He never made a secret out of being proud to stem from a family
of teachers and also to have pursued this profession for a while himself. Whenever
we experience a taste of his pedagogical skills, we envy his PhD candidates and
students for being able to benefit from his talent and enthusiasm.

When we, his colleagues, think of Johannes Buchmann, we do not first and
foremost think of him as the excellent researcher and teacher, but as the leader
and creator, the persuader and strategist. Without him, Darmstadt would not
even have come close to being the internationally recognized IT security research
landmark it is now. At Technische Universität Darmstadt alone, approximately
one third of the computer science department’s professors work on core topics
of security, and even more carry out parts of their research in this area. This
status, unique in Germany and possibly even in Europe, could not be attained
overnight. It was Johannes Buchmann who had the courage to imagine such
a vision and the tenacious dedication to realize it. This involved overcoming
resistance on all levels, convincing decision makers, and attracting the most dis-
tinguished colleagues to come and work in Darmstadt. Such accomplishments
cannot be achieved without plenty of determination and great skill. Understand-
ably enough, none of the department’s members are comfortable with an under-
taking if it comes to their attention that Johannes Buchmann is not backing it.
Thereby he is not seen as a ruthless power seeker, but as a brilliant rhetorician
and crystal clear thinker. He knows how to refine facts in a precise and concise
manner, and to present decisive arguments — who can blame him for giving
priority to the arguments he himself considers to be the most important.

Despite all of these preeminent talents, Johannes Buchmann has not suc-
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cumbed to the temptation of abusing them for his own well-being. On the con-
trary, he is fighting for his field of research, which he is deeply convinced to be
of utmost importance for our society. He is also fighting for our department as
a whole, for two different reasons: On one hand, he is convinced of information
technology’s key role for our future; he wants to foster cutting edge information
research in Germany and to ensure that our junior scientists are optimally ed-
ucated and trained. On the other hand, Johannes Buchmann feels committed
towards us as his colleagues and the scientific community, a fact which fre-
quently touched us directly and amazed us when witnessing it. His commitment
is fueled by deep ethical convictions — Johannes Buchmann is a mentor and
advisor devoting a substantial part of his life to developing and promoting oth-
ers. Most of us were able to benefit from his mentorship and advice more or less
intensively in the past — and with this the circle closes and the first sentence
of this greeting bears its substance: We bring truly sincere good wishes, borne
by many grateful colleagues and a department paying the deepest respects for
Johannes Buchmann’s life achievements.

November 2013 Max Mühlhäuser
Prodekan, Computer Science Department

Technische Universität Darmstadt
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Laudatio in Honour of Professor Dr. Johannes 
Buchmann on the Occasion of His 60th Birthday 

Hugh C. Williams 

Dept. of Mathematics and Statistics University of Calgary 

I am very pleased and honoured to be asked to provide this laudatio for Johannnes 
Buchmann, a good friend, colleague and collaborator for over 28 years. 

Johannes was born on November 20, 1953 in Cologne and attended university 
there at the University of Cologne, where he obtained his doctorate in 1982 under the 
supervision of the late Hans-Joachim Stender.  He went on in 1985 to become a re-
search assistant at the University of Düsseldorf and completed his Habilitation there, 
with Michael Pohst as advisor, in 1988.  From 1988 until 1996 he served as Professor 
of Computer Science at the University of the Saarland, and since 1996 he has been 
Professor of Computer Science and Mathematics at the Technical University in 
Darmstadt. 

There can be no doubt that Johannes is internationally recognized as one of the 
leading figures in areas of computational number theory, cryptography and informa-
tion security.  He has published in refereed journals or conference proceedings over 
160 scientific papers, spanning a very wide spectrum of interests including computa-
tional algebraic number theory, encryption schemes, signature schemes, cryptanalysis, 
internet privacy, security architecture, and post quantum cryptography. His work in 
these various areas is outstanding.  In particular, I regard his work in post quantum 
cryptography, a subject in which he is a pioneer, to be of particular quality and impor-
tance. I must confess, however, that the work he has done on applying algebraic num-
ber theory to cryptography remains my personal favourite.  Perhaps this is because 
this was the area on which we collaborated so many years ago. 

Over the past 30 years, cryptography and cryptographic protocols have become a 
key element of information systems, protecting data and communications to ensure 
confidentiality, integrity and authenticity of data.  The systems that are used for these 
purposes rely for their security on the (presumed) difficulty of specific mathematical 
problems such as integer factorization and the modular discrete logarithm problem.  It 
is these schemes on which the security of all internet traffic relies. 

The possibility of quantum computing becoming practical would change this pic-
ture dramatically. Some (very small) quantum computers have already been con-
structed, and the principles of fault-tolerant quantum error correction indicate that the 
difficult challenge of translating this experience to efficiently scalable quantum com-
puters is a technological one, a problem which some specialists claim might be solved 
within the next 30 years. If realized, the difficulty of the problems on which the secu-
rity of our current cryptosystems relies would diminish considerably, rendering these 
systems useless.  Much of Johannes’s work is focussed on the development of crypto-
graphic schemes that would be resistant to attacks by quantum computers. This is 
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what post quantum cryptography is all about, and given our present level of reliance 
on the internet, it is vitally important that this research continues. Research in this 
area often involves elegant applications of diverse mathematics, including algebraic 
geometry, combinatorics, coding theory, information theory, lattice theory and  
probability. 

Johannes has been awarded a number of prizes for his work, including the Leibnitz 
Prize of the Deutsche Forschungsgemeinschaft, the Karl-Heinz-Beckurts Prize, the 
IT-Security Prize of the Horst Görtz-Foundation and the Tsungming Tu Prize of the 
National Science Council of Taiwan.  Also, the University of Debrecen has conferred 
on him an honorary doctorate. Furthermore, he is a member of several German acad-
emies of science. All of these provide ample testimony to the impact of his work and 
his international reputation for scholarly excellence.  He is frequently asked to present 
his work as a plenary speaker at international conferences and workshops and he has 
served as an editor of several international, high quality journals. He currently sits on 
the editorial board of three of these, and from 1990 until 2009 sat on the editorial 
board of the Journal of Cryptology, arguably the premier journal devoted to academic 
cryptography. 

I should also mention that Johannes has written several books; one of these, 
Einführung in die Kryptographie, an introductory textbook in cryptography, was so 
successful that it has gone through five editions and has been translated into seven 
languages.  He has also written or coauthored books on such diverse subjects as  
binary quadratic forms, internet privacy, coding theory, and post quantum  
cryptography. 

He has supervised over 220 Bachelor, Master’s and Diploma theses and over 60 
PhD theses, a most remarkable record of teaching and advising.  Many of his PhD 
students have contributed to top quality research and have gone on to positions that 
require highly desired skills, obtained through the training that they received.  Several 
have been awarded academic appointments in prestigious universities. 

All of this is evidence of his outstanding research and teaching track record; how-
ever, I would be most remiss if I did not comment on another of his attributes, one 
that is very hard to find among academics: leadership.  As indicated above, Johannes 
has enjoyed considerable success in building up and directing his research group CDC 
at Darmstadt, but he also served as the Dean of the Department of Computer Science 
at TU Darmstadt and then went on to become Vice President of the university for six 
years (2001-2007). 

In view of Johannes’s long, consistent and distinguished record of scholarly 
achievement and academic leadership, it is clear that we are not just celebrating his 
birthday, but also his exceptional academic career.  Happy Birthday, Johannes! 

 
 

 



Have a Break – Have a Security Centre:
From DZI to CASED

Harald Baier

da/sec – Biometrics and Internet Security Research Group
Hochschule Darmstadt, Darmstadt, Germany

and
Center for Advanced Security Research Darmstadt (CASED)

harald.baier@cased.de

Abstract. If you want to be successful you must follow a vision and
be able to inspire your environment. In my long shared history with
Johannes Buchmann since July 1998 I learned that he is very effective
in seeding a suitable idea and managing an eligible ambience to let the
thought become successful reality. One prominent example is the estab-
lishment of the predecessor of CASED, the Darmstädter Zentrum für
IT-Sicherheit (DZI). In this article I summarise the different steps from
the idea to found a security centre in Darmstadt to the current form of
CASED. Furthermore I show the significance of the pizzeria Da Nino at
the beginning of this process.

1 Introduction

Once you have submitted your PhD thesis and prepare for your defence you
have to decide about your near future (and probably your distant one, too). The
main tracks you may follow are either a scientific career or an employment in
industry. After about 3 years at Johannes Buchmann’s cdc chair at Technische
Universität Darmstadt (cdc represents his three research areas cryptography,
d istributed systems and computer algebra), my decision period started in March
2002.

Johannes was aware of my uncertainty. Already in previous situations, where I
had to come to an important decision, Johannes invited me for lunch to Da Nino,
an Italian restaurant vis-à-vis of our former office site in Alexanderstraße 10. We
had a mutual break, it was some day in April 2002, but I do not remember the
actual date. He reported me the idea to found a security centre at Technische
Universität Darmstadt (TUD) and offered me to serve as managing director of
the centre.

Johannes emphasised two points: first he referred to Bochum as an example
that an institutionalisation can quicken the IT security activities in a university.
In the previous years Horst Görtz, the founder of the IT security corporation
Utimaco Safeware AG, supported the establishment of an IT security centre
at the Ruhr-Universität Bochum, which is still very successful as Horst Görtz
Institut für IT-Sicherheit (HGI). Bochum managed to attract outstanding people

M. Fischlin and S. Katzenbeisser (Eds.): Buchmann Festschrift, LNCS 8260, pp. 3–18, 2013.
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like Hans Dobbertin (who unfortunately died in 2006), Christof Paar and Jörg
Schwenk.

Second he pointed to the excellent boundary conditions for such a centre at
TUD, because Claudia Eckert previously accepted an offer for a professorship
of IT security at TUD, which also involves the management of the Fraunhofer
Institute for Secure Information Technology (SIT). And like in Bochum Horst
Görtz sponsored her chair.

Claudia’s two jobs relied on a formal cooperation between TUD and SIT, and
the Fraunhofer-Gesellschaft provided a funding to TUD until 2007, which may be
used to establish a security centre. Additionally the success of further IT security
institutions (or departments) in Darmstadt like the famous A8 of the Fraunhofer
Institute for Computer Graphics Research (IGD) or the Competence Centre for
Applied Security Technology (CAST) would stimulate and benefit from an IT
security centre at TUD. His vision was to bring these institutions together to
become the leading IT security centre in Germany (and maybe in Europe or
even in the world).

I do not remember my immediate answer, but I guess that I asked Johannes for
some respite. Effectively I accepted his offer and got involved in establishing the
IT security centre at TUD, the Darmstädter Zentrum für IT-Sicherheit (DZI).
As of today the DZI is replaced by its successor CASED, one of the leading IT
security centres in the world. Hence Johannes’ initial vision became reality.

Fig. 1. The timeline of the evolution of DZI to CASED

In this article I exhibit key milestones in the history of the DZI as depicted
in Figure 1. First I describe in Section 2 the birth and initial steps of DZI
as a scientific centre at TUD. Then Section 3 shows the adolescence of the
DZI, which mainly comprises the year 2003. Section 4 gives some insights into
different aspects of our public relation concept, e.g., the juicy history of the DZI
logo. Finally, I sketch in Section 5 the handover to Martin Döring and Michael
Kreutzer and the final step to CASED.
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2 Birth and Childhood of DZI

About one month after our joint lunch break at Da Nino, I defended my PhD
on May 07th 2002. Beforehand Johannes had informed Claudia about his plans
to offer the management director position of the planned IT security centre at
TUD to me and invited her to be part of the examination board of my defence
to get knowledge of my scientific work. She accepted and the following day we
had an appointment at SIT to share our plans about the IT security centre and
our roles. Since that point in time it was confirmed that Claudia, Johannes and
myself would work on establishing the DZI.

The first two important issues were the formal establishment of DZI as sci-
entific centre of TUD as described in Section 2.1 and the public celebration at
IHK Darmstadt in cooperation with the Hessian symposium science-economy
(see Section 2.2), the sponsor of the inception event.

2.1 Formal Foundation

Our aim was to establish DZI as fast as possible, i.e., during summer term 2002.
Formally we had the choice between two organisational forms: an institute and a
centre. An institute, however, is part of only one department, which contradicted
our understanding of IT security as an interdisciplinary topic. Thus we decided
to found DZI as a scientific centre including various departments of TUD. I
remember well, when Johannes started gathering people by contacting them by
phone and said four participants is quite good for one afternoon.

After all, we managed to convince people from 5 departments to participate
in DZI. Each of these departments sent us their letters of participation. On July
31st 2002 the senate of TUD accepted DZI as scientific centre of TUD.

The press release to announce the DZI inception enumerated four working
fields: Education (e.g., establishing an IT security track, support of further edu-
cation in cooperation with the CAST forum), research (e.g., interdisciplinary
IT security research, support of third-party funding proposals), public relations
of the IT security activities at TUD, and finally technology transfer from TUD
to the outside world. If you are familiar with CASED and its goals, you will
immediately recognise these areas.

The primary 20 professors from 5 departments were:

– FB01 (Law and Economics): J. Marly
– FB04 (Mathematics): B. Kümmerer, J. Lehn, N. Schappacher, T. Streicher,

W. Schindler
– FB05 (Physics): G. Alber, W. Elsäßer, Th. Walther
– FB18 (Electrical Engineering and Information Technology): H. Eveking,

A. Schürr, R. Steinmetz
– FB20 (Computer Science): A. Buchmann, J. Buchmann, C. Eckert, J. En-

carnação, S. Huss, M. Mühlhäuser, T. Takagi, Chr. Walther
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2.2 Public Celebration of Inception

After the formal inception of DZI in July 2002 we prepared the public celebration
of its establishment. In order to stress the technology transfer goal of DZI we
decided in favour of a symposium in cooperation with the Hessian forum science-
economy and the local Chamber of Industry and Commerce (IHK). The Hessian
forum science-economy provided the funding of the symposium. It is mainly
supported by the Hessian State Ministry of Higher Education, Research and the
Arts (HMWK) and the Hessian Ministry of Economics, Transport, Urban and
Regional Development (HMWVL). Hence we strenghened the relation to our
federal state government and forced the perception of Darmstadt as city of IT
security in Wiesbaden.

Fig. 2. The agenda of the inception symposium on October 10th 2002

The symposium took place in the afternoon of October 10th 2002. Its title
was E-commerce – but secure. A screenshot of the original agenda is listed in
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Fig. 3. Advertising slide of DZI competencies

Figure 2. After some short welcoming speeches from the HMWVL and the IHK,
Johannes gave a short introduction into the goals of DZI. Then 5 speakers gave
their presentations to different aspects of e-commerce, including a talk given
by Claudia Eckert on secure e-commerce. The symposium ended with a panel
discussion and a joint dinner. About 100 participants including both experts and
interested laymen were present.

3 Adolescence of DZI

Once the DZI was born and we had celebrated its nativity, we had to work on
achieving the goals of the DZI as listed in Section 2.1. This adolescence period
mainly took place in 2003. Coordination of the IT security research at TUD was
one key item of the DZI. I give details on the TUD internal instrument called
research foci in Section 3.1. Furthermore I list some DZI acquired projects.
The DZI supported education in IT security in cooperation with the CAST
forum through its certificate IT security as described in Section 3.2. Section 3.3
recapitulises information on people working at DZI and its premises, mainly
focused on the period until 2004.

3.1 TUD Research Focus IT Security and First Projects

In this section I describe the successful application of DZI to become a TUD
research focus. Then I mention the first DZI acquired projects: a guideline of
digital signatures, a usability and security study on public key infrastructure
applications, and the first large-scale project SicAri.
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Johannes served during 2002 to 2007 as vice president of research at TUD.
During this period he established an internal funding instrument called research
focus at TUD (in German Forschungsschwerpunkt).

A research focus is represented by TUD researchers, who work on a topic of
excellence at TUD. Through the research focus they apply for further funding to
support their growth (e.g., through administrative infrastructure like secretary,
technical infrastructure, premises). The research focus should attract further
external funding. The typical initial funding period was 2 years.

In a first step, the TUD presidium evaluated an application as research focus.
In case of a positive assessment the senate of TUD took the final decision. The
first research focus at TUD had been biotechnology, established in April 2003.
Exactly one year after my PhD defence, the TUD senate decided about three
further research foci on May 07th 2003: IT security, computational engineering,
and technical flow and burn-up.

Claudia Eckert defended the proposal and used the advertising slide as shown
in Figure 3. The application was mainly based on the acquisition of the security
platform project SicArI as described below (at that point in time, the final letter
was a capital one), further education in cooperation with CAST, and the estab-
lishment of a certificate IT security for students (see Section 3.2). Interestingly,
SicArI was mentioned as fundamental research funded as Collaborative Research
Centre by the German Research Foundation (DFG). Below we will see that the
actual project called SicAri was funded by the German Ministry of Education
and Research (BMBF).

Fig. 4. The senate protocol of the research focus IT security

Finally Claudia was successful and the DZI acquired 100,000 EUR over two
years to setup a secretary and to extend our premises to 4 rooms once the
department of computer science moves to the Zintl building (today called Piloty
building). Figure 4 shows the senate protocol part of the establishment of the
IT security research focus.
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The first DZI acquired project was a rather small one. In September 2002
the Investment Bank of Hesse (Investitionsbank Hessen, IBH) organised work-
shops to advertise IT security to Hessian small businesses. I gave talks on secure
data transmission. The IBH invited me to write a guideline on digital signatures
(Digitale Signatur – Leitfaden zum Einsatz digitaler Signaturen). I convinced
my former colleague Tobias Straub to support me in writing the technical part
and his wife Judith Klink to address the legal aspects of that topic. We wrote
the guideline in the time period December 2002 until February 2003. Amaz-
ingly the guideline is still available in September 2013 via the web presence of
Hessen IT1.

The second DZI project was a study on the usability of PKI products. It was
sponsored by Microsoft Germany. Johannes was contacted by Microsoft, after
some short discussion with Microsoft about the form of the study and the funding
we agreed upon this project. The study was mainly organised and written by
Tobias Straub and myself. We had been supported by students in form of a
seminar or as student workers. We tested different PKI product classes, e.g.,
mail clients, browsers, web servers, and login applications. The study evolved
from March 2003 until June 2003. The final document comprised 197 pages, a
quite large volume for a lobbying document in Berlin.

Fig. 5. The well-knwon SicAri layered architecture

The third and most prominent DZI project in 2003 was SicAri (a security
architecture and its tools for ubiquitous Internet utilisation). The project was
headed by Claudia and Johannes. We initially planned to fund SicAri through
the BMBF call Internetökonomie, where it unfortunately did not meet the topic.
Then we planned to submit the SicAri proposal to the DFG (see Claudia’s senate
presentation on the research focus above), however, in the meantime the BMBF
pointed us to a fitting funding scheme FUTUR, and we decided to submit it
again to the BMBF.

1 http://www.hessen-it.de/mm/DigitaleSignatur.pdf

http://www.hessen-it.de/mm/DigitaleSignatur.pdf
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After an initial positive evaluation of our proposal, we had to defend it on July
10th 2003 at the BMBF premises in Bonn. As Claudia was part of an expert
group, which held a meeting at that day in BMBF, Johannes had to present
SicAri. During our journey to Bonn, we jointly finalised the presentation on the
back seats of the TUD staff car. The layered architecture image as depicted in
Figure 5 was shown quite often in the context of SicAri.

In all the TUD acquired about 2.8 million EUR for a 4 year period starting
in October 2003. The SicAri consortium consisted besides the DZI of several
chairs and insitutions from TUD (e.g., Johannes Buchmann, Claudia Eckert,
Sorin Huss, Max Mühlhäuser, Viola Schmid, Ralf Steinmetz, ITO). In addition
the Fraunhofer institutes IGD and SIT were involved as well as cv cryptovision
GmbH (Gelsenkirchen), FlexSecure GmbH (Darmstadt), MediaSec Technologies
GmbH (Essen), NEC Europe Ltd. (Heidelberg), Philips Semiconductors GmbH
(Hamburg), T-Nova GmbH (Darmstadt) und usd.de ag (Langen/Hessen). How-
ever, the involvement of NEC was a non-trivial task.

Fig. 6. Different SicAri logo proposals, the winner is the rightmost one

In December 2003 we started the search for a SicAri project logo. Figure 6
shows three (out of much more proposals). Finally, the winner is the right-hand
draft, which is due to Martin Döring’s wife.

At the end of this section I want to mention the preparation of a Collaborative
Research Centre (CRC), which started in June 2003 and was called Nachhaltige
Sicherheit von IT-Systemen. The preparation took its time, the proposal was
not submitted to DFG when I left DZI in September 2004. Later I heard that
unfortunately the proposal was declined. Hopefully the current CROSSING sub-
mission will fill the gap of a security focused CRC in Darmstadt.

3.2 Certificate IT Security

In this section I sketch the educational contribution of DZI for IT security inter-
ested students at TUD. One goal of DZI was to extend the IT security education.
We (that were mainly Johannes, Claudia, Christoph Busch and myself) discussed
different options, e.g., the establishment of a dedicated IT security master pro-
gramme. However, due to the administrative overhead of such a solution, we
decided to simply adapt an existing further educational model of TUD to a
student certificate.
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The International Institute in Lifelong Learning I3L3 is responsible to organ-
ise the further educational offerings at TUD. Beate Kriegler is managing this
institution, and in 2000 she started a certificate IT security in further education,
which still exists and which is supported by CAST. The model is quite easy: in its
original form, external people came to TUD on Tuesday afternoon and attended
the regular lectures at TUD. For one specific lecture a dedicated exercise course
was provided exclusively for the certificate participants including some refresh-
ments. For instance Bodo Möller was responsible for Johannes’ exercise course
in winter 2001, which we internally called Bodos Brötchenübungen. Additionally
the participants were allowed to take part in the CAST workshops during the
respective term. Once they successfully passed 8 modules (2 mandatory ones,
the rest are electives), they obtain their certificate.

To provide an offering for students, we simply adapted the I3L3 certificate to
the special needs of students, that is they had to pass a seminar and practical,
respectively. As a certificate there was no need to pass a faculty board or the
senate, we simply had to apply for the certificate at the presidium of TUD. In
March 2003 the presidium approved the student certificate IT security and we
could advertise it in summer term 2003.

And it worked fine. Already in its starting phase I got a number of requests.
And the certificate was a good pool to acquire highly motivated and skilled
students. Alexander von Bardeleben and Manuel Hartl, two student workers
of DZI, passed successfully the certificate and were valuable in installing the
technical infrastructure of DZI after its movement to the Piloty buildung in
March 2004.

You may consider this certificate as the predecessor of today’s master IT
security at TUD.

3.3 Staff and Premises

This section enumerates core people working at DZI itself, that is I do not aim
to mention the exciting large number of external persons who supported the DZI
in its life period. If I forgot somebody, I would be glad if he/she pardons me.

Fig. 7. DZI directors and managing directors
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I start with the DZI directors: Claudia Eckert and Johannes Buchmann as
shown in Figure 7. Their pictures were gathered in 2002 to be shown on the DZI
website. The evolvement of DZI within the faculty and the university was mainly
driven by them. Their creative spirit and the constructive atmosphere was very
impressing to me. And it is consequent that both were the driving force during
the CASED application.

In all the DZI had three managing directors: it started with me on July 01st
2002. I left DZI on August 31st 2004 due to my appointment at Fachhochschule
Bingen. Johannes and Claudia started their search for my successor in May 2004.
After an announcement and the subsequent selection procedure, it was clear that
Michael Kreutzer was the successful candidate. However, he was still in the final
period of his PhD work. The trade-off was that he would join DZI on January
01st 2005. As with Johannes and Claudia, Michael is one of the designers of
CASED.

Hence we had to fill a gap of 4 months. Fortunately Martin Döring, the SicAri
staff member at cdc, was willing to serve as interim managing director. I am still
very grateful for his support.

Due to the research focus funding we were able to install a secreteriat. How-
ever, before our relocation to the Piloty building the DZI premises had been
a one-office ’centre’ in Alexanderstraße 10. Hence we simply did not have an
office for a secretary. After the move Dörte Lührs became the first DZI secret-
ary on July 09th 2004. She supported the DZI until June 2006. Since then she
is involved in the public relations department of TUD. Cornelia Reitz followed
Dörte, and Cornelia is still serving in the CASED office.

I had valuable support of student workers. I would first like to mention Al-
exander von Bardeleben, Manuel Hartl and Jochen Becker, who organised and
installed the technical environment at Piloty (before the move I could make use
of the cdc environment). Manuel later worked for some years at FlexSecure,
Johannes’ spin off in Eberstadt. Hence he was devoted to his IT security activit-
ies. Additionally Golriz Chehrazi and Michele Boivin supported me in different
tasks, e.g., organising events or public relations.

As final person I would like to point to Vangelis Karatsiolis, who was the first
scientific staff member of the DZI itself in a project since June 2004. He was
involved in the TUD card project to deploy a smart card to members of TUD.

With respect to the DZI premises, the start was comparable to the famous
garage stories of HP, Apple or Microsoft. In the beginning the DZI worked in
exactly one room in Alexanderstr. 10 (S1|15) on the third floor. Then on March
24th 2004 the DZI moved jointly with the faculty of computer science to the
Piloty building, which previously was called Zintl. There we had 4 large offices
in track E. Amazingly March 24th 2004 was the day of my interview in Bingen.

4 Public Relations

The external presentation of the IT security activities at TUD was one key goal
of the DZI. It is not the aim of this section to present any detail of our concept,
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instead I highlight some activities. I start in Section 4.1 with the evolution of
the DZI logo. Then Section 4.2 gives us a feeling of the web layout back in 2002.
Finally I present in Section 4.3 some information on our first lecture series, which
addressed the broad public.

4.1 Logo

A logo is an important identifier of an institution and aims at being simple,
but somehow related to the working fields of the people. Although computer
scientists are far away from being experts in designing an appropriate logo, we
started in October 2002 to create drafts ourselves.

Fig. 8. Unsuccessful logo proposals of the DZI

The first logo proposal depicted on the left side in Figure 8 was due to Markus
Ruppert and myself. It is kept simple. The five dots represent the five depart-
ments supporting the DZI. Nevertheless Johannes declined to accept that pro-
posal. His objection was that the formation of the dots resembles too much the
symbol of blind people.

The second proposal in Figure 8 is based on the classical key-lock-principle. It
was due to Emre Karaca, a student worker of the DZI. Our key trouble with the
logo was its obvious self-made property. Besides please note that DZI is entitled
as Darmstädter Institut für IT-Sicherheit.

Finally, the third unscuccessful proposal is printed on the right in Figure 8. I
do not remember the name of its creator, but it is obviously too complicated to
be accepted as a logo. However, key aspects of the DZI like the departments of
law, mathematics and physics are visualised, encircled by different interaction
channels of different IT devices.

And the winner is ... At some point in time, Christoph Busch noticed our
internal logo competition and our inappropriate drafts. He acquired the support
of his wife Nana, who submitted the actual logo as shown in Figure 9 on January
07th 2003, that is about 3 months after the logo search started. In his mail
Christoph pointed to four aspects of the DZI visualised in the logo: Ich bin
gespannt, wer alle vier Themen "Was wollte die Kuenstlerin damit sagen....?"
herausfindet. I leave this task to the reader.

Finally I point to a quite interesting fact: like in the case of the SicAri logo
(see Page 6), the final DZI logo is due to a wife of a DZI related scientist.
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Fig. 9. The actual DZI logo, drafted by Nana Busch

4.2 Web Site and Newsletter

Important public relations instruments in the pre-Facebook and -Twitter age
had been a web page and newsletter, respectively. Therefore the DZI made use
of these information channels, too.

During the second half of 2002 we prepared the web presence of the DZI.
Honestly speaking I do not remember, who was involved, but I guess it was
mainly self-made. On St Nicholas’ Day in 2002 (i.e., December 06th 2002) I
announced per mail the launch of the web site to the members of the DZI. Its
URL was www.dzi.tu-darmstadt.de.

Fig. 10. The initial web site of DZI

www.dzi.tu-darmstadt.de
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The web site aimed at providing essential information on the activities of DZI,
hence its structure was straightforward. As one item the web site gave details on
the involved persons. Figure 10 shows parts of Johannes’ initial self-description.

From a today’s point of view its layout and choice of colours appear ’inter-
esting’. Nevertheless Johannes was enthusiastic and answered my announcement
late in the evening the same day as given in Figure 11.

Fig. 11. Johannes’ mail answer to the launch of the DZI web site

Besides a web site we started to inform about the DZI activities per newsletter
on April 15th, 2003. The first one was sent in text format per mail. Later, since
December 2004 (when I had already left the DZI), the newsletter was provided
in pdf. Figure 12 shows a part of this first pdf-newsletter, which outlines the
staff situation at DZI.

4.3 First Lecture Series ’Sind Sie Sicher?’

About 1 year after its establishment the DZI organised in the summer term 2003
for the first time a lecture series in the scope of IT security. The initial concept
was to present the different fields of activity of its members to the general public.
Therefore the presentations were given in German by 6 DZI representatives of
different departments.

The lecture series was held with respect to the slogan ’Sind Sie sicher?’. The
lectures were announced in the local press and highly accepted by the citizens
of Darmstadt. The agenda was as follows:
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– 23.04.03 Prof. Dr. C. Eckert (Informatik, Fraunhofer-Institut SIT):
Sind Sie sicher? Einführung in die IT-Sicherheit

– 07.05.03 Dr. Chr. Busch (Fraunhofer-IGD):
Biometrische Verfahren: Sicherheit durch Körpermerkmale

– 21.05.03 Prof. Dr. J. Buchmann (Mathematik, Informatik):
Digitale Signaturen: Grundlagen und Anwendungen

– 04.06.03 Prof. Dr. Th. Walther (Physik):
Quantencomputer - und was dann?

– 18.06.03 Prof. Dr. V. Schmid (Rechts- und Wirtschaftswissenschaften):
Cyper Space und Cyber Law als Herausforderung für das Recht

– 02.07.03 Prof. Dr. A. Schürr (Elektrotechnik und Informationstechnik):
Ausfallsicherheit und Fehlertoleranz sicherheitskritischer Systeme

In 2004 the DZI organised a subsequent lecture series. Since summer term
2009 CASED started with its distinguished lectures based on a different concept.
First organised by Helmut Veith (now at TU Wien) and Heiko Mantel, who were
supported by an organising committee, it is now up to Michael Waidner and
Ahmad Sadeghi to invite leading IT security experts from all over the world to
give insights into their respective scientific research. A current highlight is the
talk of Adi Shamir in September 2013.

5 From DZI to CASED

In this final section I sketch the steps from DZI to a large and recognised
centre of IT security, i.e., the Center for Advanced Security Research Darm-
stadt (CASED).

I start with a short review of the handover of the three managing directors
of DZI as already outlined in Section 3.3. The first pdf-formatted newsletter
of the DZI from December 2004 gave the key information on the handover of
the managing directors. Figure 12 shows the relevant part of this newsletter. It
announced that I had left the DZI on August 31st 2004 to work as a professor
of mathematics at Fachhochschule Bingen. Additionnally the start of Michael
Kreutzer on January 01st 2005 was declared as well as the intermediate activity
of Martin Döring. Once again I am very grateful for Martin’s willingness to serve
4 months as managing director of DZI.

An aphorism due to Carl Hilty says: Zum wirklichen Erfolge im Leben, d.h.
zur Erreichung der höchstmöglichen menschlichen Vollkommenheit und wahren,
nutzbringenden Tätigkeit gehört notwendig ein öfterer äußerer Mißerfolg. Before
the big success CASED was established Hilty’s statement became painful reality
in three prominent cases.

First as mentioned in Section 3.1 the long prepared Collaborative Research
Centre was declined. Although widely supported by TUD key persons like Claudia
Eckert, Johannes Buchmann, and Ralf Steinmetz it was rejected.
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Fig. 12. The first pdf newsletter of DZI

Second LOEWE is said to be an answer of our local state Hesse to the failure
of Hessian universities in the federal competition of the excellence of universities.
It is interesting to know if a comparable initiative like LOEWE would have been
established if Hessian universities were successful in the federal contest. But
without LOEWE the centre CASED probably would not have been founded.

Finally a very painful personal experience for Johannes, which from a today’s
perspective is very important for CASED: In July 2007 the election committee
of TUD voted for Hans Jürgen Prömel as president of TUD, not for Johannes.
If Johannes were elected as president, he would not have been an operational
driving force in the application of CASED and its director for more than three
years. Hence CASED would be quite different from its actual organisation, if it
existed at all.

Since 2007 the CASED proposal was written mainly by Claudia Eckert, Jo-
hannes Buchmann, Michael Kreutzer, Christoph Busch, and Max Mühlhäuser.
Fortunately, it was selected as a LOEWE research centre and started formally
on July 01st 2008.
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Fig. 13. The final newsletter of DZI

CASED announced different professorships at TUD and HDA (see Figure 13),
and for me the wheel has turned full circle. I applied for the Internet security
position at HDA and actually got the offer from HDA. As during my first period
in Darmstadt I collaborate with my academic father.

Since 2008/2009 CASED is growing significantly, and I am looking tensely to
the near future, what will happen in a possible third funding period of CASED
and later. To sum up the initial goals of DZI as formulated 11 years ago have
fully become reality through CASED. I am very glad to be part of it and for my
joint time with Johannes.
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Abstract. We discuss the complexity of MQ, or solving multivariate systems
of m equations in n variables over the finite field Fq of q elements. MQ is an
important hard problem in cryptography. In particular, the complexity to solve
overdetermined MQ systems with randomly chosen coefficients when m = cn
is related to the provable security of a number of cryptosystems.

In this context there are two basic approaches. One is to use XL (“eXtended
Linearization”) with the solving step tailored to sparse linear algebra; the other is
of the many variations of Jean-Charles Faugère’s F4/F5 algorithms.

Although F4/F5 has been the de facto standard in the cryptographic com-
munity, it was proposed (Yang-Chen, 2004) that XL with Sparse Solver may
be superior in some cases, particularly the generic overdetermined case with
m/n = c+ o(1).

At the Steering Committee Meeting of the Post-Quantum Cryptography work-
shop in 2008, Johannes Buchmann listed several key research questions to all
post-quantum cryptographers present. One problem in MQ-based cryptography,
he noted, is “if the difference between the operating degrees of XL(-with-Sparse-
Solver) and F4/F5 approaches can be accurately bounded for random systems.”

We answer in the affirmative when m/n = c + o(1), using Saddle Point
analysis:

1. For instances with randomly drawn coefficients, the degrees of operation
of XL and F4/F5 has the most pronounced differential in the large-field,
“barely overdetermined” (m−n = c) cases, where the discrepancy is∝ √

n.
2. In most other types of random systems with m/n = c+ o(1), the expected

difference in the operating degrees of XL and F4/F5 is constant which can
be evaluated mathematically via asymptotic analysis.

Our conclusions are partially backed up using tests with Maple, MAGMA, and
an XL implementation featuring Block Wiedemann as the sparse-matrix solver.

Keywords: sparse solver, Gröbner basis, XL, MQ, asymptotic analysis, F4, F5.

1 Introduction

MQ (Multivariate Quadratic), or finding variables x = (x1, x2, . . . , xn) ∈ (Fq)
n from

quadratic equations p1(x) = p2(x) = · · · = pm(x) = 0, is an important hard problem.
Instances of MQ appear in cryptographic situations such as a key step of many attacks
known collectively as algebraic cryptanalysis.

J.-C. Faugère’s F4/F5 algorithms are excellent system-solving algorithms both for
MQ and for even more generalized problems with higher-degree polynomials with
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general applicability — that is, they work well for a large variety of systems including
random ones — and are recognized as the de facto standard in the crypto community.
Good commercially available implementations of generic F5 being still sadly lacking,
the F4 implementation in MAGMA [21] is the usual yardstick against which equation-
solving is measured [18].

If we limit ourselves to a somewhat theoretic context, cryptographers would like
to find the best estimate of complexity of solving a random MQ when m/n = c +
o(1). It is generally believed [4] that the probability of any sub-exponential algorithm
solving such random systems becomes negligible as the pameters increase. Such an
algorithm would be the most important generic attack for what is known as multivariate
quadratic PKCs (cf. [5]), and (iii) it determines the security of several provably secure
constructions such as QUAD [4].

1.1 Questions

Despite a near monopoly of Faugère’s F4/F5 algorithms in the crypto community, other
algorithms has been proposed over F4/F5 in various contexts:

1. it has been noted that SAT solvers excel in specific cases;
2. other variants of Gröbner Basis methods, such as MutantXL [22, 23] or GGV [17],

have been claimed to have better general performance; and
3. it has was suggested that the complexity of MQ might be better estimated via XL

with sparse-matrix solvers whenm/n = c+ o(1).

While the superiority of “Sparse XL” variants has been suggested since 2004 [28, 30],
the issue of their merit has never been comprehensively settled.

In determining what circumstances favor Sparse XL over F4/F5, and vice versa, it
is clear that systems which have a smaller difference between operating degrees of XL
and F4/F5— smaller fields, generic (“semi-regular”) systems, and more rather than less
overdetermined — are better for XL. By late 2008, system-solving experts understood
that if this difference is small, then XL with Sparse matrices will dominate F4/F5 to
hold as the problem sizes get larger for generic MQ instances with nm/n = c+ o(1),
provided that that certain heuristic conditions continue to hold.

With the Second Post-Quantum Cryptography Workshop at the University of Cincin-
nati (Oct. 17-19, 2008, Cincinnati Ohio, USA), a meeting of the Steering Committee of
the workshop series was held during which Johannes Buchmann named some key re-
search questions in PQCrypto, one being whether the difference between the operating
degrees of XL and F4/F5 approaches can be accurately bounded for random systems.

1.2 Results

We are able to show, using saddle point asymptotic analysis that

1. in many cases of cryptographic interest, the difference in the degrees of operation
for XL and F4/F5 is bounded tightly by a constant;

2. as n increases, the expected value of the difference approach a constant which can
be rigorously determined;
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3. the difference is at most 1 for many types of generic systems withm/n = c+o(1),
which means that the degrees of operation are usually the same for XL and F4/F5;

4. a specific case where the difference is unbounded is the large-field case with f =
m− n =constant, which is mathematically expected and explainable.

Example: For most generic large-field systems with m/n = 2, the degree of operation
for XL and F4/F5 are equal — actually about 80% of the time — and in the remaining
cases the difference is 1.

Example: For direct attacks on QUAD-like ciphers (where provable security reduces to
anm/n = 2 generic MQ), the degree of operation for XL and F4/F5 also differs by 1
about half of the time, and are equal the rest of the time.

1.3 Prior and Related Work

Matrix Techniques in Gröbner-Basis Computations: Most modern system-solvers com-
pute Gröbner Bases. In the 1965 original Buchberger algorithm [8], we take equations
two at a time and eliminate around their lead terms by some ordering strategy. Lazard
[19] noted that since each successive step involves linear combinations of the original
equations, we save work by computing and storing a batch of monomial-equation prod-
ucts. Further, by making each equation a row in a matrix, we enable the use of efficient
and well-studied elimination algorithms in linear algebra. This is the initial appearance
of the algorithm now known as XL, and leaves open the use of sparse matrix algorithms.

Initial Appearances of XL with Sparse Solver: In 2004, Yang et al mentioned the pos-
sibility that despite a higher operating degree, XL with a sparse matrix solver would be
better than F4/F5 with a conventional solver (such as Strassen with ω ≈ 2.8) and can
when q = 2 it can potentially outdo a brute force search when m = n [28]. Later that
year, it was noted that in by adding the “F” (“fix”, or guessing) approach [29], FXL with
a sparse solver would be the method with the best time complexity and discusses how
to compute the optimal number of guesses. In 2006 we see an initial implementation of
such an algorithm in [31], now using standard Wiedemann as the solver.

Actual Use of Sparse XL for Cryptanalysis: 2006 marks the initial cryptanalytic paper
[30] where the sparsity of the matrices plays a role. In this work it was noted that using
Wiedemann allows an attack to be carried out with a practical computer in Sparse XL
but not in MAGMA [21] of the time, due to the smaller memory footprint.

Parallelization of Sparse XL: In [15], the authors use a tailored XL algorithm with a
parallelized standard (not block) Wiedemann using a large computer and OpenMP in
defeating a Rainbow/TTS scheme with a suboptimal structure.

In [24], the authors implement an XL algorithm using block Wiedemann for 32 equa-
tions and 32 variables using just 8GB of main memory (this runs out of memory in
MAGMA [21] at the time, and as late as 2012).

In [9] we find a block Wiedemann optimized for XL for a variety of different fields,
including F16, F2, and F31, using both contiguous and MPI pragmas.
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Legitimatization of Sparse XL: [3] introduces an algorithm termed BooleanSolve but
is effectively the same as XL using a sparse solver and guessing (fixing). The formula
for evaluating monomials is also one that would be used for FXL, not one corresponding
to “the Hybrid Approach” [6] which advocates guessing with F4/F5 instead of XL.

[3] after nearly a decade of denial of neglect against XL still does a poor job of
describing prior art, but it effectively vindicates Sparse XL and affirms the asymptotic
superiority of Sparse XL than F4/F5 for generic systems. While we cannot pretend to
read minds one practical reason for this late concession is precisely the fact pointed out
in this work, i.e., that the degree of operation for XL and F4/F5 are often the same and
has a bounded difference in most random cases.

1.4 Future Work

There are several issues identified by our study.

– Complexities previously evaluated with F4/F5 may need to be recomputed with
Sparse XL variants. [3] does this to some extent but is incomplete in this aspect.

– An obvious improvement to Sparse XL for many situations would be Sparse F4

(XL2). However, an straightforward implementation of that approach would be
wasteful in that it throws away previously performed work with each raised degree.
A better combination between a Wiedemann-like solver and F4 would instantly
lead to great advances.

– The number of columns that actually appear in the final F4/F5 matrix, a parameter
that would determine a cut-off size when XL with sparse matrices catches up to
F4/F5, is still yet to be determined conclusively.

2 History and the Status Quo of XL vs. F4/F5

Notations: We will denote by xb the monomial xb11 x
b2

2 · · ·xbnn , and its degree by |b| =∑n
i=1 bi. We will choose a degree of operationD, and let T = T (D) = {xb : |b| ≤ D}

be the set of degree-D-or-lower monomials. Multiply each equation pi by all monomi-
als xb ∈ T (D−deg pi) to form the set of relations R = R(D) = {xbpj(x) = 0 : 1 ≤
j ≤ m, |b| ≤ D−deg pi} at degree ≤ D. T := |T (D)| is the number of terms, and we
will use the combinatorial notation [tk]s(t) for the coefficient of tk in the Maclaurin se-
ries expansion of the function s(t) in t, so T = [tD]

(
(1 − tq)n/(1− t)n+1

)
. We denote

also by ω the exponent in the complexity of matrix multiplication/inversion. The infi-
mum of this complexity exponent has recently been shown to be as low as 2.3727 [26],
but for practical purposes is likely to be log2 7 ≈ 2.8.

Basic XL: Solve R(D) as a linear system in monomials xb ∈ T (D), with complexity
∝
(
T (D)

)ω
.

The original XL article [12] mentioned the possibility of the Macaulay matrix re-
ducing to a univariate equation. This happens when I = spanR ≥ T − D, then
brute force or Berlekamp’s algorithm will find the solution. However, in the over-
determined case we usually either see that T − I = 0 with a self-contradictory sys-
tem or 1 with exactly 1 solution. Indeed, XL’, or reducing to r equations in r variables
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when 1 < T − I <
(
r+D
D

)
, is not known to makes a difference in any practical case

known [27, 29].

XL with Sparse Matrices: The Macaulay matrix M(D) has total weight ∼ Rn2/2,
where R = |R(D)| = m|T (D−2)| is the number of equations. Hence, the linear
system may be solved via (Block) Wiedemann or some similar sparse matrix solver
[11, 25] in ∼ 3

2RTn
2 multiplications. A heuristic variant [30] discards rows randomly

to come down to only T rows and then solve using (Block) Wiedemann, using only
≈ 3

2T
2n2 multiplications. [30] notes that this produces a single solution for most “ran-

dom” overdetermined systems. If the nullity � > 1, then perhaps we dropped an essen-
tial equation, or if the system started with more than one solution. Here we must check
below at every vectors of a subspace with an entry of 1 in the slot correspond to the
monomial 1 (“normalized”), about q�−1 points.

Why would randomly tossing rows work? Heuristically,N random vectors in (Fq)
N

span the entire space with non-zero probability≈ 1− 1
q−1 even asN ↗ ∞. Empirically,

in many runs failures are even fewer and farther in between, and most singular matrices
are further only of small nullity (1 or 2).

XL2 (a.k.a. MutantXL [14]): Consider starting XL at degree D and performing some
kind of elimination on the equations R(D) to attempt eliminating all the highest-degree
monomials. If we fail, then raise the degree by multiplying each remaining row by every
variable and repeat; if we succeed, then we have found lower-degree equations (“mu-
tants”) which can be multiplied by monomials to form new equations without raising
the operating degree. In this case, with more elimination and degree-raising stages, we
will usually continue to termination [27] without the degree increasing again.

F4/F5: It suffices to know that these are “better” versions of XL2 where the matrix-
building and row-operation sequences are run according to certain rules to avoid redun-
dancy, but F4/F5/XL2 all run at the same degree [27], which is Dreg for semi-regular
systems. The time complexity will be bound by

(
T (=D)

)ω
, where T (=D) is the number

of degree-D terms, so
(
n
D

)
for q = 2,

(
n+D
D

)
for large q.

How Does Sparsity Matter? If the dimension of the matrix does not differ by a large
factor, then eventually the log-complexity of XL (with Sparse Matrix Solvers) would
be 2/ω that of F4/F5, but only if the latter cannot work with very sparse matrices. The
main determining factor for the dimension of the matrix would then be the degree of
operation, which is the subject of this study.

2.1 Degrees of Operation

Small Fields Even though the claimed “proof” of the formula is mistaken, most experts
expect XL to operate at the degree indicated by the heuristic formula [28, Theorem 2]:

D0 := min{d : [td]
(
(1− t)−n−1 (1− tq)n (1− t2)m (1− t2q)−m

)
≤ 0}.
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Analogously, we expect F4/F5 to operate at what is known as “degree of regularity”
(cf. [1] for q = 2):

Dreg := min{d : [td]
(
(1− t)−n (1− tq)n (1− t2)m (1− t2q)−m

)
< 0}.

Large Fields F4/F5/XL2 and XL operate [13, 28] at (respectively)

Dreg := min{d : [td]
(
(1− t)m−n(1 + t)m

)
< 0},

and
D0 := min{d : [td]

(
(1− t)m−n−1(1 + t)m

)
< 0}.

The former is assumed to be true from the definition of semiregularity; the latter is
proved assuming the Maximal Rank Conjecture.

As functions of n and m, it is obvious that almost always D0(n,m) = Dreg(n +
1,m). Exceptions occur when [tD0 ]

(
((1− t)m−n−1(1 + t)m

)
= 0, the most common

case beingm− n = 2 and n odd.

Operating Degree as a Root of a Function via Integrals: The degree d coeffi-
cient of the Maclaurin series of f(t) is given by a contour integral Sf (d) :=

(2πi)
−1 ∮ (

f(z) z−(d+1)
)
dz. The power of the first nonpositive (or resp. negative) co-

efficient of f(t) is then the smallest integer no less (resp. greater) than the smallest
positive real root of Sf . Here we will denote by D̂0 and D̂reg the smallest positive roots
of the corresponding integral functions, henceD0 = 
D̂0� andDreg = �D̂reg+ 1.

Known Asymptotic Results [1, 2, 29]: For m = (c + o(1))n where c is a constant
and for any Fq, we have D0 and Dreg also equal to (w + o(1))n, where w depends
only on c and q. lgT will also asymptotically proportional to n. For any q and ω (i.e.,
algorithm of elimination), one guesses up to a c ∼ m/n to optimize the number of field
multiplications one makes.

2.2 A Note on Why Is Not XL Better?

[27, 29] advocated XL with Sparse solvers as asymptotically better than F4/F5 in the
generic case, especially as the memory size gets larger. Indeed, one might imagine that
F4/F5 is no match for XL with sparse matrices if the former works with degree 3 or
log2 7 complexity in matrix size, and the latter degree 2 + o(1). Yet, the question is, if
XL is fundamentally better, why is there not such a report?

Linear Algebra Implementation: It is understandable that the per-multiplication cost in
a sparse matrix solver is larger than that in solving a dense linear system, because linear
algebra with dense systems is a well-known subject. Even linear algebra in finite fields
are optimized very well using tricks like [20] (often known erroneously as the Method
of 4 Russians, due to Lupanov-Kronrod).
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The Choice of Parameters. However, the difference in speed caused by implementation
issues is usually a constant or at most polynomial factor. We will show later that the
decisive factor was a different one: Typically such investigations examined a large-
field, m − n =constant case, which as we will see below is exactly the worse case for
XL among generic systems withm/n = c+ o(1).

2.3 Matrix Operations in XL vs. F4/F5 if Both D0

n
and Dreg

n
= w + o(1)

Difference in Operating Degree Means Difference in Size: If D0 > Dreg, then the
XL matrix dimension increases with respect to F4/F5/XL2 by an extra factor of

(n+Dreg)(n+Dreg + 1) · · · (n+D0 − 1)

(Dreg + 1)(Dreg + 2) · · ·D0
≈
(
1 +

1

w

)D0−Dreg

.

We could say each increment ofD0 −Dreg costs XL (versus F4) a factor of ≥ 3×.

Other Factors: The Sparsity and the structure of the extended Macaulay matrix works
in favor of XL with sparse solvers in terms of better memory footprint and lower com-
plexity. Everything else will be operating against XL. Here we list some differences of
XL vs. F4/F5.

Memory Use and Storage for Matrix: In F4/F5, recent lectures (ECC 2011 [16] and
earlier, Polynomial Equations Solving workshop at KTH, Stockholm, Sweden) gave
density of the non-zero entries involved in the matrix steps as about d−1

√
(6/πn) for

random systems, where d is the degree of the polynomials, so the matrix is fairly dense,
with total weight ∼ T 2/poly(n).

As for the XL Sparse version, each row in the Extended Macaulay Matrix has essen-
tially the same number of entries, which is ∼ n2/2. There are various ways to compress
a sparse system. To take it to the extremes, one could simply store the original equations
and generate all of the Macaulay matrix on the fly. In practice, one need to store col-
umn indices in each block of rows to avoid recomputation. The total Macaulay matrix
storage is thus Tn polylog(n).

However, there is one operational detail which sometimes offsets some of the ad-
vantages of XL which is that when parallelizing, memory needs to be handled in cache
lines and each core needs full vectors data each load in any parallelized solver like
Block Wiedemann, and storage is needed for source and destination. So the memory
footprint for Block Wiedemann vectors is 2Tνsv where ν is the number of cores and
sv is the vector length to fit cache lines. For small-to-medium cases this is often larger
than the matrix size.

Extra Columns: The number of terms in XL is larger by a factor of T (D)/T (=D) =(
n+D
D

)
/
(
n+D−1

D

)
= n+D

n ∼ (1 +w+ o(1)) even if the two degrees are equal – but the
constant is not far removed from 1.

A more important issue: some terms may be completely eliminated (and with it the
associated columns and pivots) during F4/F5 and never appear again. To give an ex-
ample, there are 221 monomials of degree 9 where F4/F5 solves MQ with (n,m) =
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(17, 19), but the MAGMA output indicates that the matrix is only about 234 bytes,
which indicates that the matrix is much emptier or smaller than the 242 bytes that a raw
extrapolation would indicate even taking into account the sparsity estimate given above.
This phenomenon was also described in [22, 23] (“the partial enlargement strategy”),
and noted in passing by F4/F5 investigators.

Extraneous Rows: In F4, there are some extraneous rows; in F5, there are no extrane-
ous rows (that will reduce to zero) generated at the cost of some restrictions on linear
algebra; in XL, there are many extra rows in the Macaulay matrix, but any random
row-tossing scheme would cut it down to a square matrix. We thus expect the matrix
dimensions to be relatively close at the same degree.

How and When XL Might be Better Than F4/F5. We expect that the ratio of the per-
multiplication cost in the linear algebra is going to be more or less constant with good
programming; it is also something that is harder for us to control. However, it is easier
to find cases that favor XL over F4/F5 if we choose cases where there is not a large
difference in the operating degrees.

The attacks in [30] dealt with random MQ where m = 2n, which is related to the
provable security of QUAD, is one such example. The XL-with-Block-Wiedemann im-
plementation of [9] on a 32-core Xeon E5620 2.4GHz mini-cluster, takes 577 seconds
with (n,m) = (24, 48) over F16. MAGMA-2.17 on a Xeon X7550 2.0GHz takes 68628
seconds when (n,m) = (24, 48). This is a good case for XL — the operating degrees
are the same; if we change to the parameters (n,m) = (23, 46), XL operates at a higher
degree (6 vs 5). This is consistent with the above impression that XL does better where
the differenceD0−Dreg is small, in particular zero. In the remainder of this article, we
try to find out which parameters tend to satisfy this property.

3 Degrees of Operation for F4/F5 vs. XL and Asymptotics

In this section, we examine the difference in the operating degree of F4/F5 vs XL.
Clearly 
D̂0 − D̂reg� ≥ D0 − Dreg ≥ �D̂0 − D̂reg ≥ 0. We show that D̂0 − D̂reg

is asymptotically large in large-field, almost-square systems only. We then discuss how
this reflects on the practical complexities of XL vs F4/F5. All the details would be
included in a future full version.

3.1 Large Fields (q > D), Barely Overdetermined (m/n = 1 + o(1)) Cases

We observe empirically that D0 −Dreg is seldom zero. If m,n → ∞ while m − n =
f > 1 fixed, then the degree of regularity Dreg for a system of m quadratic equations

in n variables is asymptotically given by D̂reg = m
2 −hf,1 ·

√
m
2 · (1+o(1)) [2], where

hf,1 =
√
2f + 1 + O(f−1/6) is the largest zero of the Hermite polynomial of order f .

Hence D̂0 − D̂reg = (hf,1 − hf−1,1)
√

m
2 (1 + o(1)).
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Practical Implication for XL vs. F4/F5: It is difficult for XL with Sparse solvers to
catch up to F4/F5, because D̂0 − D̂reg ≥ 1, and at some point (which form− n = 2 is
(20, 22)) becomes always 2 or more, which means that the number of monomials in XL
is > 10× or more that of F4/F5, without taking into account the pivots that disappear
from the later stages of F4/F5. In fact, the only practical way that XL would be better
might be because the matrix would be too large to handle in F4/F5.

3.2 Large Fields (q > D), QUAD-Like (m/n ∼ α > 1) Case

The asymptotic expansion for D̂reg for large q is given by [2]:

D̂reg = (α− 1

2
−

√
α(α− 1))n+

−a1

2(α(α− 1))
1
6

n
1
3 −

(

2− 2α− 1

4(α(α− 1))
1
2

)

+O(
1

n1/3
).

So in a typical case for QUAD,m = 2n (α = 2), and

D̂reg(n, 2n) ≈ 0.0858n+ 1.0415n1/3 − 1.4697 +O(n−1/3).

It is worth noting that in asymptotic analysis of the root of a function using coa-
lescent saddle points [10], due to the characteristics of the Airy integral expansions,
typically the expansion is a series in n−1/3 missing the second term, or f(n) :=
a0n

β+a2n
β−2/3+a3n

β−1+a4n
β−4/3+· · · , so, on first thought we would expect a dif-

ference in the next-to-leading term, or D̂0(n, 2n)−D̂reg(n, 2n) = a2n
1/3+O(1) ↗ ∞

as n→ ∞, except that it doesn’t but rather approaches a constant near 0.207.
Indeed, we can carry through the same Coalescent Saddles computations to find that

D̂0(n, 2n) ≈ 0.0858n+ 1.0415n1/3 − 1.2626 + o(1), (1)

or ≈ D̂reg(n, 2n) + 0.2071 + o(1). (2)

We verified the 0.207 asymptotic for semiregular systems over the range n =
10 · · ·120000. Practically, this number starts at around 1/4 in the practical range and
decreases toward 0.207. The upshot is that when m/n ≈ 2, more than three
quarters of the time XL and XL2/F4/F5 runs at the same degree.

Practical Implications for XL vs. F4/F5: D0(n, 2n)−Dreg(n, 2n) ≤ 1 for almost all
n. Furthermore, if we regard the linear and n1/3 terms as supplying a random fractional
part between 0 and 1, we can expect that exactly 20.7% among all n have operating
degreesD0(n, 2n) andDreg(n, 2n) differ by 1. This puts XL in a (relatively speaking)
good position compared to F4/F5. Degree increases (or drops) in XL/F4/F5 matter a lot
because the number of monomials increases by a factor that is often between 4× to 6×
but asymptotically a factor of ≈ (1 + 0.0858)/(0.0858)≈ 12.66.

If we fix q and increase n, the system ceases to be “large-field” in that eventually
Dreg > q. However, for practical attacks we expect the degree drop D0 − Dreg to be
limited to 1 (see following sections). Empirically size of the matrix in the MAGMA F4

is also somehow larger for the same T for m/n = 2 cases than for m/n ∼ 1 cases.
This is again understandable heuristically in the sense that n is larger but D is smaller
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if we compare an m/n = 2 instance with an equal-T instance wherem/n ≈ 1, which
means far fewer eliminated columns and pivots.

We conclude that in QUAD (m/n = 2) type instances, estimation of cryptographic
complexities must take into account attacks using XL as opposed to F4/F5, if not using
the former outright.

An Explanation of 0.207: Why does it happen here that the n1/3 term coefficient does
not change? There is a good reason for that. A heuristic “proof” is that we can write the
uniform asymptotic expansion as follows

D̂reg =

(
1 − α−1

2
−
√

(1 − α−1)

)
m +

−a1 · (α−1)2/3

2(1 − α−1))
1
6

m
1
3 −

(
2 − 2 − α−1

4(1 − α−1)
1
2

)
+ O(

1

m
1
3

).

Hence, if we write D̂reg(n, αn) = f(α
−1,m), then

D̂0(n, 2n)− D̂reg(n, 2n) = f

((
1

2
+

1

2n

)
, 2n

)
− f

(
1

2
, 2n

)
≈ 1

2n
· ∂f

∂(α−1)

∣∣∣∣
α−1= 1

2 ,m=2n

=

(√
2− 1

2

)
+ o(1),

which explains whyD0(n, 2n+k)−Dreg(n, 2n+k) is also on average 0.207 as soon as
n gets somewhat large. We verified this for integers from k = −10, . . . , 10. Similarly,
we can verify that for m/n ≈ 1.5 and 2.5, the degree drop converges to 0.367 and
0.145, respectively. This analysis can be made rigorous (and similarly for the heuristic
“proof” below) with some complex analysis.

The Distinctiveness of the m/n = 1 + o(1) case: The reason that the Large Fields
(q > D), Barely Overdetermined case is so different is that α = 1 is a singularity and
hence there is no way to take a differentiative at that point with respect to α.

3.3 Small-Field Cases

For F2, F3, and F4 and all α = m/n > 1,D0 −Dreg ≤ 1 for all practical cases.

F2, m = n case: this resembles the large-field,m/n = 2 case in behavior. In part this
is because we can think of the “field equations” x2i = xi as nmore equations. Note that
as the smallest field, the behavior of F2 is not truly representative of all small fields, but
F2 is so important in cryptography we simply have to use it as the example. If we carry
out the requisite coalescent saddle points computations, we find that

D̂0 − D̂reg = 0.2339 + o(1).

Just like for large q cases, this implies that (for all practical purposes)D0−Dreg ≤ 1 and
is only non-vanishing on less than a quarter of possible n’s on average. We verified that
this average is roughly correct by using Maple to compute the series up to n = 10000.
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Practical Implications: In the practical range, we expect that Sparse XL will do better
than F4/F5 as is first claimed in [28], verified by [24] and conceded in [3]. However,
this is not a good case for Sparse XL because XL will be comfortably outrun by brute
force searches. In the parallelized Block Wiedemann implementations of XL of [9],
it was seen that for 35 variables in 35 equations takes 45571s on a test machine with
64 2.3GHz AMD Bulldozer cores and 256GB of contiguous main memory. The same
machine would use < 1s on a brute-force search [7].

F2, m = 2n case: Similar to the previous case, we did Coalescent Saddle Point
analysis to find that

D̂0 − D̂reg = 0.1169 + o(1).

This implies that D0 −Dreg ≤ 1 in practice for all D0, and the proportion of n where
D0 −Dreg = 1 is a scant 15% within or less for n ≤ 10000.

This is a more interesting case to be talking about XL because of two reasons. One
is that this is the security assumption for QUAD stream ciphers and variants. The other
is that it is easier for XL to beat brute force. Unfortunately, it is not that easy. For an
example, at n = 96, m = 192, Sparse XL is projected to take 294.6 field multipli-
cations. Each field multiplication takes about 1/20 of a cycle. But if we consider the
memory footprint, XL still loses badly to a brute-force attack. If we take memory size
into account, to use XL in F2, we should continue to guess untilm/n is close to 3.

Other Small Fields. We can verify that for F3 and F4 n-variables-n-equation systems
haveD0 −Dreg ≤ 1, just like F2. In fact,

D̂0(n, n; 3)− D̂reg(n, n; 3) = 0.3660 + o(1)

D̂0(n, 2n; 3)− D̂reg(n, 2n; 3) = 0.1650 + o(1)

D̂0(n, n; 4)− D̂reg(n, n; 4) = 0.4940 + o(1)

D̂0(n, 2n; 4)− D̂reg(n, 2n; 4) = 0.1912 + o(1)

Using maple, one can check form = n that for roughly 38% and 53% of all n < 5000
thatD0 −Dreg = 1 for F3 and F4 respectively, and the other times the two degrees are
equal. What this means is that generic equations in smaller fields generally favor XL
over F4/F5. However (although a little surprising to begin with), when facing a system
withm = n in these small fields we need to check whether brute force is best also.

Heuristic Evaluation of D̂0 − D̂reg for Small Fields: Without entering into the
complex analysis required to prove all of the above rigorously, we will compute an
example the asymptotic behavior of D̂0(n, 2n; 2)−D̂reg(n, 2n; 2). Here D̂reg(n, 2n; 2)

and D̂0(n, 2n; 2) are respectively the smallest positive root of

S1(d) :=
1

2πi

∮
(1 + z)n dz

zd+1 (1 + z2)2n
, and S2(d) :=

1

2π

∮
(1 + z)n dz

(1− z) zd+1 (1 + z2)2n
.
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Let w = d/n and consider S1 and S2 as special cases of the following contour integral

S(n;w;α, β, γ) :=

∮
dz

2πiz

(
(1 + z)α

zw (1 + z2)β (1 − z)γ

)n

.

To evaluate this we need the following equation in z to have double roots:

−w
z

+
α

1 + z
− 2βz

1 + z2
+

γ

1− z = 0.

If we let w := F (α, β, γ) represent the smallest positive real w = d/n that allows
double roots for z, then we see that F (α, β, 0) is the coefficient of the Θ(n) term in
the asymptotic expansion of D̂reg(αn, βn; 2) and D̂0(αn, βn; 2), and if we skip all the
analysis, we eventually get to

D̂0(n, 2n; 2)−D̂reg(n, 2n; 2) =

(
F (1, 2,

1

n
)− F (1, 2, 0)

)
n =

∂F

∂γ

∣∣∣∣
α=1,γ=0

+o(1),

(3)
which we may evaluate with implicit differentiation to obtain the 0.1169 above.

3.4 Direct Attacks on QUAD

In a direct attack against QUAD we face this problem: take random polynomials P =
(P1, . . . , Pn) and Q = (Q1, . . . , Qn) in the variables x = (x1, . . . , xn). Solve �n
equations for x using vectors y1, . . . , y�:

y1 = P(x), y2 = P(Q(x)), y3 = P(Q(Q(x))), . . . .

This arises from studying the security of the stream cipher QUAD [4]. [30] suggested
this direct attack in the known-plaintext setting and verified empirically that this system
behaves like random systems (i.e., a system with n random quadratic equations, n ran-
dom quartic equations, and so on) if one tries to solve it with Gröbner basis methods,
including XL.

Our investigations and tests show that the systems created in direct algebraic at-
tacks on QUAD-like systems also have D0 − Dreg ≤ 1 if we assume semi-regularity,
and hence we expect XL to overtake F4/F5 as the best estimate of complexities for
moderately large n.

F2 cases: We compare the operating degrees of XL andF4/F5 as given by [30, Sec. 4.5]:

D0(QUAD(2, n, n)) = min

{
D : [tD] (1+t)n

(1−t)

(
(1 + t2)(1 + t4) · · · (1 + t2

�

)
)−n

≤ 0

}
,

Dreg(QUAD(2, n, n)) = min

{
D : [tD] (1+t)n(

(1+t2)(1+t4)···(1+t2
�
)
)n < 0

}
.
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As � ↗ ∞, we have
(
(1 + t2)(1 + t4) · · · (1 + t2�)

)
= (1 − t2)−1

(
1− t2�

)
−→

(1− t2)−1, hence

D0(QUAD(2, n, n)) = D0(n, 2n; large q), Dreg(QUAD(2, n, n)) = Dreg(n, 2n; large q).

So the operating-degree difference of XL and F4/F5 bounded by 1 and average 0.2071.

Large-Field Cases: As found by [30, Sec. 4.4], using more than the quartics does not
lead to substantial gains. We will hence restrict ourselves to the direct attack using only
quadratics and quartics:

D0(QUAD(large q, n, n)) = min
{
D : [tD]

(
(1− t)−(n+1)(1− t2)(1 − t4)

)n
< 0

}
,

Dreg(QUAD(large q, n, n)) = min
{
D : [tD]

(
(1− t)−n(1− t2)(1− t4)

)n
< 0

}
.

We discover that D0(QUAD(large q, n, n)) − Dreg(QUAD(large q, n, n)) is zero for
roughly half of all n and 1 for the other half. This might seem surprising but again this
can be explained as follows: LetR(α) be the smallest positivew that gives a double root
to d

dz (1 − z)α(1 + z)2(1 + z2)z−w = 0. Then as before D̂reg(QUAD(large q, n, n)) =

n(R(1) + o(1)) while D̂0(QUAD(large q, n, n)) = n(R(1 − 1
n ) + o(1)). The implicit

function theorem lets us findR′(1) and derive (heuristically, but can be made rigorous):

D̂0(QUAD(large q, n, n))− D̂reg(QUAD(large q, n, n)) = 0.4843 + o(1).

We note here that the asymptotic result is similar if we include higher-order equations.

4 Discussion and Concluding Remarks

In this paper, we discuss the difference in the degrees of operation of the XL and the
F4/F5 alforithms (and all similar algorithms such as MutantXL/XL2 [23], or the GGV
algorithm of [17]) for multivariate systems with randomly chosen coefficients, where
the ratio of the number of equations to the number of variables is nearly constant. We
show that usually the difference is small. In fact, for most cryptographically relevant
cases, it is at most one, and the expectation value over many possible set of parameters
can be evaluated precisely using asymptotic analysis.

The inevitable conclusion is that for generic/random and mildly overdetermined sys-
tems withm/n = c+ o(1), XL with sparse matrices may be a better way to find roots
than any of the more advanced methods. This vindicates the conjectures of [27, 29]
regarding XL with Sparse solvers, and is consistent with the recent article [3] which
implicitly assumes a sparse matrix method and XL rather than F4/F5.

Future work remains to determine the best way to implement similar methods using
Wiedemann type solvers. Here practical study is made difficult as so much details about
F5 and MAGMA-F4 are unknown, but we believe that we have shed some light on
the comparison of XL vs. F4/F5 in theory. We are preparing a full version for journal
publication.
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Abstract. In this paper, we try to clarify some of the questions related
to a key concept in multivariate polynomial solving algorithm over a finite
field: the degree of regularity. By the degree of regularity, here we refer
to a concept first presented by Dubois and Gama, namely the lowest de-
gree at which certain nontrivial degree drop of a polynomial system occurs.
Currently, it is somehow commonly accepted that we can use this degree
to estimate the complexity of solving a polynomial system, even though
we do not have systematic empirical data or a theory to support such a
claim. In this paper, we would like to clarify the situation with the help of
experiments. We first define a concept of solving degree for a polynomial
system. The key question we then need to clarify is the connection of solv-
ing degree and the degree of regularity with focus on quadratic systems.
To exclude the cases that do not represent the general situation, we need
to define when a system is degenerate and when it is irreducible. With ex-
tensive computer experiments, we show that the two concepts, the degree
of regularity and the solving degree, are related for irreducible systems in
the sense that the difference between the two degrees is indeed small, less
than 3. But due to the limitation of our experiments, we speculate that
this may not be the case for high degree cases.

Keywords: Solving degree, degree of regularity, HFE, HFEv, random
polynomial system, non-degenerate system.

1 Introduction

1.1 Motivations

One way of attacking a symmetric or asymmetric cryptosystem is by solving
a set of multivariate polynomial equations over a finite field. This is a rapidly
developing area in cryptography. The security analysis of many cryptosystems is
very much affected by the complexity to solve the related polynomial systems.
Such an attack is studied most intensively in the context of multivariate public
key cryptography, since here the public key is a set of multivariate polynomials.
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The security of such a system depends directly on the complexity of solving the
given polynomial equations. Therefore, understanding the complexity to solve
multivariate polynomial systems is a critical problem in cryptography. In addi-
tion, since polynomial solving is used in many other places, the answer to this
question has broad impact on other areas in theory and applications.

Since higher order polynomial equations can be transformed into a set of
quadratic polynomial equations, the later can be considered to have the most
general form in some sense. We thus focus on the quadratic polynomials

p1(x1, . . . , xn) = · · · = pm(x1, . . . , xn) = 0,

over a finite field Fq of order q. We will concentrate on the cases with m = n,
since these are the hard cases, which occur most frequently in applications.

To solve a multivariate polynomial system, the key method is the Gröbner
basis algorithm. In general, solving a set of generic multivariate polynomial
equations is a very hard problem. For instance, we know that to solve a set
of randomly selected quadratic equations over a finite field with n equations and
n variables is NP-complete. It is also known that the complexity of the Gröbner
basis algorithms for a generic system is doubly exponential in the number of
variables for a field of characteristic zero, as was shown in [15].

In the last two decades, polynomial solving algorithms have undergone a fast
development. People realized that computationally (not in terms of storage or
memory), the original Gröbner basis algorithm – Buchberger’s algorithm – is
very inefficient due to the need to perform multivariate polynomial reduction
independently on each new S-pairs. The new trend is to improve the algorithm
with a far better computational complexity but usually with a much larger stor-
age or memory usage, namely a trade-off between computation cost and storage
cost. This is achieved by transforming the polynomial solving process into sev-
eral steps of solving linear systems. Here the linear systems are derived from the
polynomial themselves directly by rewriting each polynomial as a row of a ma-
trix. The reduction of the polynomials is then achieved by Gaussian elimination.
The origin of the idea can be traced back to the original XL algorithm (later
rediscovered as the XL Method) and was proposed by Lazard [2, 14]. The XL
algorithm can be described in simplified terms as follows

1. multiply the equations with monomials to form a collection of relations up
to some degree d;

2. linearize (i.e., treat each individual monomial as a variable), and use ma-
trix algorithms (for example Gaussian elimination) over Fq on the resulting
matrix (the extended Macaulay matrix ).

In this paper, we assume that the Macauley matrix is in the form that rows rep-
resent monomials and columns represent polynomials, while the usual Macauley
matrix is the other way around.

The newly developed algorithms include F4, XL algorithm and Mutant XL
algorithms [2, 5, 12, 16, 17]. For these algorithms it is clear that the computa-
tional complexity is dominated by the step, where performing the linear algebra
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computation (Gaussian elimination) takes the longest time. On the other hand,
if one is more concerned with memory complexity then the step dealing with
the largest matrix will determine the space complexity. We call such a step the
solving step.

The complexity of the solving step is determined by the form of the multivari-
ate polynomials. The number of monomials determine the size of the rows of the
corresponding Macauley matrix and the number of polynomials determines the
number of columns of the matrix. The number of monomials is determined by
the degree of the polynomial. The corresponding matrices we need to deal with
for the solving step are in general almost square. Therefore, the complexity of
the solving step is determined by the highest degree of the polynomials involved.
We call this degree the solving degree.

The complexity analysis problem now becomes a problem of finding such a
degree. It is clear that the concept of solving degree is very vague, and what we
try to do is to find something more mathematically tangible. This leads us to
the degree of regularity introduced by Dubois and Gama [11].

We first define the graded ring B := Fq[x1, . . . , xn]/ 〈xq1, . . . , xqn〉 and Bd its
degree-d subspace. By Bm

d , we mean the vector space of direct product of m
copies of Bd.

Definition 1. For homogeneous quadratic polynomials (λ1, . . . , λm) ∈ Bm
2 , let

ψd : Bm
d → Bd+2 be the map defined as

ψ(b1, . . . , bm) =

m∑
i=1

biλi.

Then
Rd(λ1, . . . , λm) := kerψd

defines the subspace of relations

m∑
i=1

biλi = 0.

Further let Td(λ1, . . . , λn) be the subspace of trivial relations generated by the
elements

{b(λiej − λjei) | 1 ≤ i < j ≤ m, b ∈ Bd−2},

and
{b(λq−1

i )ei | 1 ≤ i ≤ m, b ∈ Bd−2(q−1)}.

Here ei means the i-th unit vector consisting of all zeros except 1 at the i-th
position.

ei = (0, . . . , 0, 1, 0, . . . , 0).

The degree of regularity of a homogeneous quadratic set is then

Dreg(λ1, . . . , λm) := min{d | Rd−2(λ1, . . . , λm)/Td−2(λ1, . . . , λm) �= {0}}.



Solving Degree and Degree of Regularity 37

For a generic polynomial (non-homogeneous) system p1 = · · · = pm = 0,

Dreg(p1, . . . , pm) := Dreg((p1)
h, . . . , (pm)h),

where (pi)
h is the highest degree homogeneous component of pi.

Clearly the degree of regularity is the lowest degree at which we have a linear
combination of multiples of pi that has a nontrivial cancellation of all of the
highest degree components, and therefore a nontrivial degree-drop.

In this definition, we can see that the subspace Td of trivial syzygies represents
a “known-to-be-useless” degree drop in the following sense:

Let
pi = c

(i) +
∑
k

b
(i)
k xk +

∑
k≤�

a
(i)
k� xkx�.

Let (p)h represent the homogeneous highest degree part of the polynomial p.
Clearly (pj)

h(pi)
h − (pi)

h(pj)
h = 0 is a trivial syzygy, which is equivalent to the

combination of degree-4 rows
(∑

k� a
(i)
k� (xkx�pj)

)
−
(∑

k� a
(j)
k� (xkx�pi)

)
being of

degree-3 (or fewer). Equally clearly this “degree-drop” will not give us anything
useful since (

c(i)(pj) +
∑
k

b
(i)
k (xkpj) +

∑
k�

a
(i)
k� (xkx�pj)

)

=

(
c(j)(pi) +

∑
k

b
(j)
k (xkpi) +

∑
k�

a
(j)
k� (xkx�pi)

)
,

given that both give (pipj). Thus we just “found” a linear combination of poly-
nomials we already have at degree 3. So a trivial or principal syzygy between
the top-degree parts (pi)

h leads to a trivial degree drop useless for generating
new equations. We must verify that a degree-drop is nontrivial before we can
claim that we have reached the degree of regularity.

This concept is very mathematical (not computational) in the sense that the
degree of regularity is invariant under invertible linear transformations in terms
of either the variables and the polynomials.

This critical concept, degree of regularity, is actually the lowest degree where
we find a nontrivial degree drop in terms of linear combinations of multiples of
the original polynomials that define the system. By now, it is commonly accepted
that this degree somehow in general matches the highest degree of polynomials
we need to deal with in a polynomial solving algorithm, or in an abused term,
the degree at which F4, Mutant XL, and similar algorithms usually terminate.
But we shall see later, this concept of termination degree is not really a good
concept that sometimes it can be misleading. Therefore, we will use the new
term the solving degree.

The mutant XL algorithm is an improved XL algorithm as follows: for a fixed
degree d, multiply each pi with all monomials of degree d − deg pi to create
a large collection of relations of degree d, order the monomials and linearize
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these equations to obtain the Macaulay matrix Mac(d)(p1, . . . , pm), then try to

eliminate the highest degree monomials from Mac(d)(p1, . . . , pm) to create new
relations of degree d−1 or lower, and once we find such polynomials with degree
drop, we try to use them fully before we move on to the next degree. These
new polynomial created from nontrivial degree drop are called mutants. This
idea allows us to greatly improve the XL algorithm to become one of the most
efficient polynomial solving algorithms.

1.2 Questions about the Terminology

There is some confusion about the term “the degree of regularity”. The rank of
Macaulay matrices at any given degree, which describes the dimension related
to the space of the XL algorithm can be computed with certain generating
functions and the strong assumption that there are no nontrivial syzygies. A
system where this assumption is valid for any degrees is called regular. However
this can not happen in the case of a finite field. To deal with such a problem,
there is a definition of “semi-regular” system [3]. The degree of regularity in such
a setting, is the degree at which the system ceases to behave as if it is regular.
The degree of regularity as described in Definition 1 is the degree at which the
first appearance of “nontrivial degree drop” is observed, that is the system ceases
to behave semi-regular.

A heuristic formula for the degree of regularity of most random systems (in-
cluding asymptotics) is given by Bardet et al [1, 18]. However, this formula is
not at all applicable to most systems with a structure that we are interested in.

Certain simple upper bounds to Dreg for the multivariate cryptosystems for
HFE, HFE-, HFEv and HFEv- [4,7,8,10] were found, and are shown to be good
bounds to find the computational complexity.

1.3 The Contribution of This Paper

The question, we would like to clarify: Is it indeed true that the degree of regu-
larity is a good concept to help us to determine the complexity to solve a given
polynomial system?

We would like to first point out that this is not true for just any system. We
will use an example of a triangular system to demonstrate this first. This leads
to new definitions of degenerate systems and partially degenerate systems, and
irreducible systems, and we would like to find out that if it is indeed true that
the degree of regularity is a good concept to help us to determine the complexity
to solve a given irreducible polynomial system.

We would like to show via experiments that the degree of regularity and the
solving degree are closely related. Since we were not able to perform experiments
on systems with a large number of variables, we are not sure what the relationship
will be. We will also discuss briefly the applicability of the two degrees for higher
degree systems.
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2 A Degenerate System and an Irreducible System

We will first study the concept of degenerate systems.

2.1 An Example of a Degenerate System

We would like to first show an example, where the degree of regularity and
solving degree have a big difference.

The constructions of this example is a type of triangular system. The example
is a polynomial system, which looks like the following:

p1(x1, . . . , xn) = f1(x1, x2)

p2(x1, . . . , xn) = f2(x1, x2)

p3(x1, . . . , xn) = f3(x1, . . . , xn)

· · ·
pn(x1, . . . , xn) = fn(x1, . . . , xn)

The first two equations involves only the first 2 variables, and the rest are
much more complicated polynomials. In this case, what a Gröbner basis solver
will actually do is to try to solve the subsystem formed by f1 and f2 first, where
a nontrivial degree drop will occur, and then try to solve the rest. Therefore
in this case, the degree of regularity comes from the f1 and f2 system, but the
solving degree actually comes from f3, . . . , fn. We can expect a big difference,
or as big a difference as we wish by manipulating the system.

Below we will give a concrete example for such a system. Before we present the
example, we would like to say a few words about how we present the experimen-
tal results. We used both mutant XL algorithms and Magma implementation of
the Gröbner basis algorithms for our experiments, but those mutant XL imple-
mentations are not yet publicly available. Therefore, to enable other researchers
to check on our results, we will use only the data from the Magma implemen-
tation of the Gröbner basis algorithms and will not publish the data from the
mutant XL algorithms, which matches well with the data from the Magma im-
plementation of the Gröbner basis algorithms. In the Magma implementation,
the algorithm goes through many steps of computations, and the key computa-
tion in each step is the Gaussian elimination which performs a reduction of the
polynomials at a fixed degree. We call this degree the step degree. The degree
of regularity is the first step degree at which the step degree starts to go either
flat or down. We will present a graph, where the horizontal direction is the step
number and the vertical direction is the step degree. Then we will add two ver-
tical line segments to represent the relative metrics of the matrix size (left line)
and the time (right line) to each step. In this way, we can read out easily the
solving degree and the step which dominates the whole computation process.

We will show via computer experiments that the degree of regularity and
solving degree can be far apart. We use an HFE system (whose definition is
given in the section below) and then replace the first two equations by quadratic
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Fig. 1. The degrees at each step. The (relative) size of the matrix is given by the length
of the left vertical line and the size of the line on the right gives the (relative) time for
each step.
a) A HFE system over GF (7) b) A system of same size but first two equations are
replaced by quadratic equations in x1 and x2.

equations involving only the first two variables x1, x2. From Figure 1, we see
that the degree of regularity for the HFE system is 7 and occurred in step 6.
Most of the time was spent in this step and the largest matrix was encountered
there, so that the solving degree is 7. When the first two equations were replaced
by quadratic equations in x1 and x2 the degrees encountered by the Gröbner
basis algorithm looks different. The degree of regularity is now 2 but the solving
degree remains 7 and was encountered in step 8. The reason in the second case
that the degree of regularity is low is exactly because the solver is actually first
working on solving the system made of the first two equations.

We can actually create systems where the difference between the degree of
regularity and the solving degree can be as large as we desire.

Also we know that for linear algebra based Gröbner basis algorithms the
change of basis or the mixing of polynomials through invertible linear transfor-
mations does not change the degree of regularity and the solving degree. This
leads to our definition of a degenerate system.

2.2 Definition of a Degenerate System

To simplify the exposition, we would like to deal with quadratic system where
m = n and where the solution space is of zero dimension.
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Let us assume that we are dealing with a set of polynomials:

p1(x1, . . . , xn) = · · · = pn(x1, . . . , xn) = 0.

We would like to first define a set of degenerate system.

Definition 2. A quadratic system p1(x1, . . . , xn) = · · · = pn(x1, . . . , xn) = 0 is
degenerate, if we can find m′ linearly independent polynomials hi(x1, . . . , xn′),
i = 1, . . . ,m′, n′ < n and m′ ≥ n′ such that

hi(x1, . . . , xn′) = (
∑
aij(pj)

h) ◦ L(x1, . . . , xn).

It is clear that the example above is an example of a degenerate system, where
m′ = n′ = 2, while n = 7.

Now the question is: Is it true that for all non-degenerate systems the degree
of regularity and the solving degree are close?

For this, we are actually not sure. The reason for this is that we are still not
at all sure what happens for a system that is partially degenerate, namely what
happens if we can find such a m′ polynomials such that m′ < n′. Since such a
case is very complicated, what we would like to do is to concentrate on what we
call an irreducible system.

Definition 3. A quadratic system p1(x1, . . . , xn) = · · · = pn(x1, . . . , xn) = 0 is
an irreducible system, if we can not find a non-zero polynomial

∑
aij(pj)

h, such
that the corresponding quadratic form is not of full rank (for the case, q=2, it
should be full rank-2, when n is even).

Here we would like to remark that for the case when n is odd and q = 2, the
full rank can only be n− 1 not n. Another remark is that we do not know what
happens in the case of the partially degenerate system and we speculate that
the differences between the solving degree and the degree of regularity can be
anything.

3 Solving Degree and Degree of Regularity

What we will do is to systematically perform testing on irreducible systems
to check on the connection of degree of regularity and the solving degree. An
easy way to construct an irreducible system is to use a random systems, whose
coefficient are generated independently and uniformly. But how can we generate
other type of irreducible systems? The trick here is that we will use HFE or
a related cryptosystem from multivariate public key cryptography to construct
irreducible systems that behave differently from random systems.
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3.1 The HFE, HFEv, and IPHFE Cryptosystems

In the standard formulation of a multivariate public-key cryptosystem over a
finite field F, the public-key P : Fn �→ Fm = T ◦ Q ◦ S is a composition of
two invertible affine maps S : Fn �→ Fn and T : Fm �→ Fm, and a quadratic
map (possibly with some parameters) Q : Fn �→ Fm which is easily invertible
when all parameters are given. The maps S and T are part of the secret key,
and properties of the central map Q determines most of the properties of the
cryptosystem.

Let F ∼= Fq be a finite field of order q and K a degree-n extension of F, with
a “canonical” isomorphism φ identifying K with the vector space Fn. That is,

Fn φ−→ K, K
φ−1

−→ Fn. Any function or map F from K to K can be expressed
uniquely as a polynomial function with coefficients in K and degree less than qn,
namely

F (X) =

qn−1∑
i=0

aiX
i, ai ∈ K.

Denote by degK(F ) the degree of F (X) for any map F . Using φ, we can build a
new map F ′ : Fn → Fn

P (x1, . . . , xn) = (p1(x1, . . . , xn), . . . , pn(x1, . . . , xn)) = φ
−1 ◦ F ◦ φ(x1, . . . , xn),

which is essentially F but viewed from the perspective of Fn. We will denote F ′

also by F unless there is a chance of confusion.
An F-degree-2 or F-quadratic function from K to K can in this framework

be seen to be a polynomial all of whose monomials have exponent qi + qj

or qi or 0 for some i and j. The general form of this F-quadratic function is
Q(X) =

∑n−1
i,j=0 aijX

qi+qj +
∑n−1

i=0 biX
qi + c., the extended Dembowski-Ostrom

polynomial map. Such a Q(X) with a fixed low K-degree is used to build the
HFE multivariate public key cryptosystems, as in the following

Q(X) =

qi+qj≤D∑
i,j=0,j≤i

aijX
qi+qj +

qi≤D∑
i=0

biX
qi + c;

Note that the coefficients are values in K, and all coefficients aii = 0 if q = 2,
since those are covered by the b-part of the coefficients.

For an overview of multivariate cryptosystems, including all the common mod-
ifiers such as “minus”, “internal perturbation”, and “vinegar” see [6,9]. It gives
this formulation of HFEv, which uses the vinegar modification [13], built from
the polynomial:

Q(X, X̄) =
∑
i,j

aijX
qi+qj+

∑
i,j

bijX
qiX̄qj+

∑
i,j

αijX̄
qi+qj+

∑
i

biX
qi+

∑
i

βiX̄
qi+c

(1)
where the auxiliary variable X̄ occupies only a subspace of small rank v in
K ∼= Fn. The function Q is quadratic in the components of X and X̄, and so is
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P = T ◦Q ◦ S for affine bijections T and S in Fn and Fn+v. We hope that P is
hard to invert to the adversary, while the legitimate user, with the knowledge of
(S, T ) can compute X by substituting a random X̄ , then solving for X via root-
finding algorithms such as Berlekamp (or Cantor-Zassenhaus, if q �= 2). To limit
the effort of Berlekamp, we restrict the maximum degree D of the polynomial.

Another closely related scheme to HFEv is IPHFE (internally perturbed
HFE). Suppose in Eq. 1, X̄ is not a free variable, but is instead the image
of �, a map from Fn onto Fv. So the central map is really Q′(X) := Q(X, �(X)).

For our experiments, we will use a more generalized version of HFE, namely
we allow the maximum degree of the quadratic part (the terms in the form of

Xqi+qj ) to be different from the linear part (the terms in the form of Xqi). We
call the highest degree of the quadratic part the quadratic degree and the highest
degree of the linear part the linear degree of the HFE polynomial.

Here we would like to make one remark that we only look at systems with
relative large n, since when n is small, special combinatorial identity could occur.

3.2 The Experimental Results

We will first present a few graphs of systems from many experiments we have
done to give the reader a basic idea of what happens in the solving process. All
computations were performed on a PC with the 64 bit version of Magma for
Unix. The first example (Fig. 2) is an example, where the differences between
the corresponding two degrees, the degree of regularity and the solving degree,
are the same and occur at the same step.
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n=17, q=5, maxlin=52, maxquad=2*50, cputime=  19.800
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Fig. 2. This is an example of HFE with q=5, n=17, the quadratic degree is 2 and the
linear degree 25. This is a case where both degrees are 5 and both occur at the step 4.
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Fig. 3. This is an example of HFE with q=5, n=17, the quadratic degree is 2 and the
linear degree to be 625. This is a case where the two degrees have the same value 5
but they occur at different steps.

But the degree of regularity and the solving degree can occur at very different
steps despite the fact that they have the same values. Fig. 3 is such an example.

The degree of regularity and the solving degree can occur at very different
steps and the difference now is 1. Fig. 4 is an example.

We have seen cases where the degree of regularity and the solving degree
differ by 2, but we could not reproduce it for this paper. We are not sure if it
was caused by the choice of the coefficients, which are selected at random, or by
a programming or another error from our side.

Below are some of the tables from many we made for the degree of regularity
and the solving degree. In the tables ‘deg-reg’ stands for the degree of regularity,
‘deg-size’ is the solving degree where the largest matrix size was encountered,
and ‘deg-time’ the solving degree where the longest time was spent. The entry
‘at step’ gives the step where each occurred. In all cases displayed the difference
is at most 1.

Table 1 was created by an HFE system with different values of n. The degree
of regularity and the solving degree are always the same, but sometimes the
largest matrix is encountered at a different step.

In Tables 2 and 3 the degree of the quadratic terms is fixed, but the degree
of the linear terms are allowed to increase. Whereas the degree of regularity
remains the same, the solving degree increases by 1 when the linear degree
reaches a certain threshold. Table 4 shows that internal perturbation of an HFE
system has no effect on the difference of the degrees.

For a quadratic system with the coefficients selected at random there will be
some difference between the degrees as seen in Table 5 and it also occurs for
other finite fields.
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Fig. 4. This is an example of HFE with q=5, n=17 the quadratic degree is degree 10
and the linear degree is 78125. This is a case where the two degrees differ by 1 and are
6 and 7 respectively.

Table 1. HFE systems over GF (3) with quadratic degree 6 and linear degree 9 for
different values of n

n 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

deg-reg 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
at step 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

deg-size 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
at step 3 3 3 3 3 3 3 7 3 8 8 3 8 8 7 3 7 3 8 3 8 7 8

deg-time 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
at step 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

Table 2. HFE systems of size n = 17 over GF (5) with quadratic degree 2 and the
linear degree 5r1

r1 0 1 2 3 4 5 6 7 8 9 10 11 12

deg-reg 5 5 5 5 5 5 5 5 5 5 5 5 5
at step 4 4 4 4 4 4 4 4 4 4 4 4 4

deg-size 5 5 5 5 5 5 5 5 6 6 6 6 6
at step 4 11 4 4 12 4 4 4 9 8 8 8 8

deg-time 5 5 5 5 5 5 5 5 6 6 6 6 6
at step 4 4 4 4 9 8 8 9 9 8 8 8 8
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Table 3. HFE systems of size n = 17 over GF (3) with quadratic degree 6 and the
linear degree 3r1

r1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

deg-reg 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
at step 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

deg-size 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5
at step 8 3 7 8 5 6 6 7 6 6 6 6 6 6 6 6

deg-time 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5
at step 3 3 3 4 5 5 6 7 6 6 6 6 6 6 6 6

Table 4. IPHFE system of size n = 17 over GF (3) with v internal perturbation
variables. The linear degree is 9 and the quadratic degree is 6.

v 0 1 2 3 4 5 6 7 8 9 10 11 12

deg-reg 4 5 6 6 7 7 7 7 7 7 7 7 7
at step 3 4 5 5 6 6 6 6 6 6 6 6 6

deg-size 4 5 6 6 7 7 7 7 7 7 7 7 7
at step 3 4 5 5 6 6 6 6 6 6 6 6 6

deg-time 4 5 6 6 7 7 7 7 7 7 7 7 7
at step 3 4 5 5 6 6 6 6 6 6 6 6 6

Table 5. Random quadratic system of size n over GF (2)

n 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

deg-reg 3 3 3 3 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 6 6 6 6 6 6
at step 2 2 2 2 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 5 5 5 5 5 5

deg-size 3 3 3 3 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 6 6 6 6 6 6
at step 2 2 4 3 3 3 3 3 3 3 4 4 4 4 4 4 4 5 4 5 5 5 5 5 5

deg-time 3 3 3 3 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 6 6 6 6 6 6
at step 2 2 4 2 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 5 5 5 5 5 5

From all the experiments, we conclude that it seems that it is indeed true
that the differences between the degree of regularity and the solving degree for
irreducible systems are small. But again, we like to emphasize that the exper-
iments we have done is relatively small in terms of number of variables, and
therefore our experiments, though very systematic but are limited by our com-
puting capacity. Some experiments indicate that the situation may not be true
for large n. The reason is due to the experiments listed in Table 3 and illustrated
in Figure 5.

In the two cases of Figure 5, the quadratic parts are exactly the same (there-
fore the degree of regularities remains the same), and only the linear parts are
different. But in the second case, the linear part is more complicated. This shows
that the linear part has a substantial impact. It increases the solving degree by
1 and not just for the case shown in the figure, but in all cases when the lin-
ear part had a degree ≥ 37, see Table 3. Therefore, we believe we need more
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Fig. 5. This is an example of HFE with q=3, n=17, the quadratic degree is at most 6.
On the left the linear terms have only degree 1, whereas on the right they are limited
by 37. This a case where the solving degree can be increased by 1 due to additional
linear terms.

experiments with larger n. It will not be a surprise if we find the differences
to be bigger than 1 when n is large enough. Therefore we speculate the differ-
ences of the two degrees could be dependent on n. For this, we need much more
powerful computers to do the experiments, which are now beyond our reach.

3.3 Higher Degree Cases

We performed some examples with higher degree polynomials, in particular,
degree 3 polynomials with random coefficients in GF (2) or in GF (3). The overall
impression is that in these cases the degree of regularity and the solving degree
are the same and occur at the same step. Modifying the equations we have seen
examples where the difference was greater than 1. For this case, we need more
studies to come to a reasonable conclusion.

4 Conclusion and Discussion

From the experiments, we conclude that indeed for an irreducible quadratic
system the difference between the degree of regularity and the solving degree
is small. But our experiments are preliminary so far and are limited since they
were run on a personal computer with a 64 bit Unix system. The results in Fig.
5 however force us to suspect that maybe the difference between the two degrees
can become bigger due to the influence of the linear part. The next step would
require to find some way to prove the claim, but for this we need to set up
reasonable additional assumptions. This would be a big breakthrough in terms
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of understanding what really is going on with the complexity to solve polynomial
systems.

Overall, we believe that the speculation about the connection between the
solving degree and the degree of regularity works in the case of degree 2 irre-
ducible polynomial systems with rather limited number of variables, but for high
degree cases, it could be different. Therefore, much more work is still needed to
be done to understand the complexity of polynomial solving algorithms.
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Abstract. Compact representations are explicit representations of al-
gebraic numbers with size polynomial in the logarithm of their height.
These representations enable much easier manipulations with larger al-
gebraic numbers than would be possible using a standard representation
and are necessary, for example, in short certificates for the unit group
and ideal class group. In this paper, we present two improvements that
can be used together to reduce significantly the sizes of compact rep-
resentations in real quadratic fields. We provide analytic and numerical
evidence demonstrating the performance of our methods, and suggest-
ing that further improvements using obvious extensions are likely not
possible.

Keywords: compact representation, real quadratic field, fundamental
unit, infrastructure.

1 Introduction

Let α (> 1) be an algebraic integer in the quadratic order O of discriminant
Δ (> 0). If we put α = (x + y

√
Δ)/2, where the coefficients x and y are ra-

tional integers, it is often the case that even when the absolute norm of α,
|N(α)|, is small, the values of x and y can be very large. Consider the case
where |N(α)| = 1. In this case α is a unit of O and therefore a power of the fun-
damental unit ηΔ ofO, but we know (see, for example, Chapter 9 of [16]) that the
coefficients in ηΔ can be very large, so much so, that even if Δ is only moderately
large it is difficult to impossible to write them down, using conventional decimal
representation. For example, when we attempt to solve the famous Cattle Prob-
lem of Archimedes we encounter an order of discriminant Δ = 410286423278424
and the coefficients in ηΔ contain about 103,200 decimal digits each. Further-
more, if Δ = 990676090995853870156271607886, a number of 30 decimal digits,
then each of the coefficients in ηΔ contains more than 2 × 1015 decimal digits,
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see [16, pp. 62,285]. As the average paperback novel contains about one million
symbols, this means that it would take over two billion such volumes to record
only one of the coefficients. Thus, it is necessary to find a much more compact
representation for α other than simply recording the decimal representation of
each of the coefficients.

Although a technique for doing this was anticipated in work of Lagarias
[17,18], it was Cohen in [4, pp 274, 280-282], who first described in print a
method that could be applied to this problem. Somewhat before Cohen’s idea
had appeared, I (Hugh Williams) had been approached by my graduate student,
Gilbert Fung, with the question of how the units in a cubic field with negative
discriminant could be represented without recourse to the voluminous decimal
representation. This discussion led, in 1991, to our writing a paper [9] on this
topic, which we submitted to Mathematics of Computation. Unfortunately, the
editor, Dan Shanks, did not seem to know what to do with the paper, and it lan-
guished in his care for many months, without being accepted or rejected. At this
point, I must confess that I had rather lost interest in this idea, but fortunately
I was invited to present a paper at a meeting on Computational Algebra and
Number Theory to be held at the University of Sydney in November of 1992.
During a previous visit to Saarbrücken, I had explained my ideas to Johannes
Buchmann, and he suggested that we work jointly on an account of the tech-
nique for application to real quadratic fields. I wrote up a preliminary version
of the paper and sent it to Johannes for comments and revisions. This was the
paper that I presented at the Sydney meeting. Johannes enlisted the aid of one of
his graduate students, Christoph Thiel, and they produced a completely revised
version of the paper, with Christoph being added as a third author. Ultimately,
this revised paper [2] appeared in the proceedings of the Sydney meeting.

This paper essentially elaborated upon the idea of Cohen, but both extended
and formalized it. An improved, but much briefer version appears in Buchmann
and Vollmer [3, pp.251-256]. In [16, Chapter 12], we presented another variant
which allows us to avoid trying to approximate logarithms and produces some-
what better results than those in [3]. The basic idea of all these techniques is
to represent the algebraic number α in terms of a power product which satisfies
a number of conditions. In doing this one can drastically reduce the number of
digits needed to record the coefficients in α. Furthermore, it can be shown how
arithmetic operations can be performed on such representations, leading to more
efficient calculations than those required for the standard decimal representation.
It must be emphasized that in order to produce a compact representation of α,
we usually need an approximate value, within about 1, say, of logα.

The purpose of this paper is to provide an adjustment to our previous defini-
tion of a compact representation, which allows us to compute it in fewer iterations
than those required for the earlier definition. We also provide an analysis which
suggests that these new compact representations are quite likely as small as we
can expect to achieve with these methods. These analytical results are backed
up by various numerical computations.
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2 Background on Quadratic Fields

For more details about quadratic fields, the reader is referred to [16], upon which
the following material is based.

Let D ∈ Z be an integer, not a perfect square, and greater than 1. The
elements of the real quadratic field K = Q(

√
D) have the form α = (a+ b

√
D)/c

for integers a, b, and c. The conjugate α of a α ∈ K is given by α = (a− b
√
D)/c.

The quadratic integers of K have the form α = a+ bω where

r =

{
1 if D �≡ 1 (mod 4) ,
2 otherwise

and ω =
r − 1 +

√
D

r
, (1)

The height of a quadratic integer measures its size.

Definition 1. The height of a quadratic integer α is H(α) = max{|α|, |α|}.

Recalling that |N(α)| = |αα| ≥ 1, we see that H(α) ≥ 1 and so an element’s
height cannot be arbitrarily small.

The set of all quadratic integers of K is called the maximal order, denoted
OK. The field discriminant ΔOK

is the discriminant of the order OK, and can be
explicitly determined as ΔOK

= 4D/r2. Suborders OΔ of OK have discriminant
Δ = f2ΔOK

, f > 1.
The smallest unit of OΔ greater than 1 is called the fundamental unit and

is denoted ηΔ. If η ∈ O∗
Δ is a unit then η = ±ηnΔ for some integer n, i.e., the

unit group of a quadratic order OΔ is given by O∗
Δ = 〈−1, ηΔ〉. As the size of

ηΔ grows exponentially as Δ increases, we often work with a more manageable
quantity called the regulator, denoted R = log ηΔ.

2.1 Ideals

The non-zero ideals of OΔ can be represented as

a = S

[
Q

r
,
P +

√
D

r

]
, (2)

where S,Q, P ∈ Z, r ∈ {1, 2}, r | Q, and rQ | D−P 2. We will refer to an ideal as
“S[Q,P ]” where it is understood that S,Q, and P satisfy the conditions listed
here. Given two ideals in S[Q,P ] representation, well-known formulas originally
due to Gauss can compute their product in S[Q,P ] representation [16, Ch.5].

A principal ideal a is an OΔ-ideal which can be written as a = (θ) for some
θ ∈ OΔ, in other words it has only a single generator. Two ideals are said to
be equivalent if there exist non-zero α, β ∈ OΔ such that (α)a = (β)b and we
denote this by a ∼ b. We remark that we will frequently abuse this notation
by writing a = (γ)b, where it is understood that (γ) = (β/α) is a fractional
OΔ-ideal, i.e., there exists a non-zero α ∈ OΔ such that α(γ) ⊆ OΔ.

Our algorithms for compact representations rely on arithmetic with principal
ideals that are reduced. An OΔ-ideal a is primitive if it cannot be written as
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an integer multiple of another ideal b, i.e., if a �= (m)b for any m ∈ Z, where
|m| > 1. Using the notation of (2), we say an ideal a is primitive if S = 1,
denoted as a = [Q,P ]. The norm N(a) of an OΔ-ideal a is the index |OΔ/a| and
when the ideal a is written in the form of (2), we have

N(a) = S2Q/r . (3)

Finally, an OΔ-ideal a is reduced if it is primitive and there does not exist
α ∈ a, α �= 0, such that both |α| < N(a) and |α| < N(a). A useful property
of reduced OΔ-ideals, when written in the form of (2), is that 0 < P <

√
D

and 0 < Q < 2
√
D [16, Cor. 5.8.1, p. 101]. That is, if a is a reduced ideal, then

N(a) <
√
Δ.

A primitive ideal a given by [Q,P ] can be reduced by expanding the con-
tinued fraction of α = (P +

√
D)/Q as described in [16, Ch.5]. If we start the

reduction procedure with the reduced ideal a = a1 = OΔ, we obtain a sequence
of reduced principal ideals ai+1 = (θi)a1. Since the coefficients of a reduced ideal
are bounded, there are only finitely many, and consequently this sequence must
be periodic. Hence, we can find some minimal p > 0 such that ap+1 = a1. These
ideals can be arranged into a cycle C = {a1, a2, . . . , ap} with

1 = θ1 < θ2 < θ3 < · · · < θp < · · · .

called the cycle of reduced principal ideals . A well-known fact—derived, for in-
stance, from [16, (5.33), p. 113]—is that if the fundamental unit ηΔ = θp+1. It
can be shown that p ≈ O(R) = O(Δ1/2+ε).

2.2 Infrastructure

The infrastructure, discovered by Daniel Shanks [20], refers to the group-like
structure existing within each equivalence class of ideals in OΔ. For our purposes,
we focus on the principal class, in particular the set of reduced principal ideals
C. The arithmetic properties of this set are key to algorithms for computing
compact representations.

Let a1 = [1, ω] be the first ideal in C. The distance of ai = (θi) is defined as
δi = δ(ai) = log2 θi (mod R). Let ai and aj be two reduced principal ideals in C.
Since they are principal, their product a = aiaj = (θiθj) will also be principal.
However, amay no longer be reduced, but is equivalent to some reduced principal
ideal al ∈ C. Thus,

al =

(
θ′kθiθj
m

)

δl = δ(al) = log2

(
θ′kθiθj
m

)
≡ δi + δj + log2

θ′k
m

(mod R) . (4)

We denote by ai � aj the computation of the reduced ideal equivalent to the
product ideal aiaj and refer to this process as a giant step. The key observation
is that C is almost a group under this operation — only associativity fails,
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because instead of having δl = δi + δj in (4), we are stuck with the additional
error term log2(θ

′
k/m) and so δl is only close to δi + δj . However, this error

term can be bounded in absolute value, say by μ. This bound depends on the
particular reduction algorithm selected, but for the method described above, it
can be shown [16, p. 175] that μ < O(logΔ) which is quite small compared to
δi, δj ≈ O(R).

In the rest of this paper, we will refer to one application of the continued
fraction algorithm to the ideal ai as a (forward) baby step, denoted ai+1 = ρ(ai).
Although we will not derive formulas here, given a reduced principal ideal ai ∈ C,
we can also compute the backward baby step ai−1 = ρ−1(ai) [16, §3.4, p. 64].

2.3 Approximating Distances

While performing computations in the infrastructure, we need to keep track of
distances while maintaining accurate approximations in the face of round-off
and truncation errors. The method of (f, p) representations [14], adapted from
ideas of Hühnlein and Paulus [12], was devised to provide provable bounds on
the round-off and truncation errors accumulated during computations. This idea
was later refined by the authors of [15] and we will use the method of w-near
(f, p) representations, as described in [16, Ch. 11, p. 265].

Let p ∈ N and f ∈ R be such that 1 ≤ f < 2p. If a is a primitive OΔ-ideal,
then an (f, p) representation of a is a triple (b, d, k) where b ∼ a, d ∈ N with
2p < d ≤ 2p+1, and k ∈ Z. In addition, there exists θ ∈ K such that b = (θ)a
with ∣∣∣∣ θ

2k−pd
− 1

∣∣∣∣ < f

2p
.

In essence, an (f, p) representation stores both an approximation to the relative
generator θ and an approximation of its distance, both with precision p. The
parameter f is a measure of the approximation error, though it is rarely if ever
explicitly computed. If b is a reduced OΔ-ideal, then (b, d, k) is a reduced (f, p)
representation of a.

A w-near (f, p) representation is a a reduced (f, p) representation (b, d, k) of
an OΔ-ideal a with the following two additional conditions:

1. k < w for some w ∈ Z+ and
2. if ρ(b) = (ψ)b then there exist integers d′ and k′ such that k′ ≥ w, 2p < d′ ≤

2p+1 and ∣∣∣∣ ψθ

2k′−pd′
− 1

∣∣∣∣ < f

2p
.

Such representations have the useful property that θ ≈ 2w and k ≈ w. Since this
property will be used repeatedly in later material, particularly with respect to
compact representations, we will state it more formally.

Lemma 1 ([16, Lem. 11.3, p. 270]). Let (b, d, k) be a w-near (f, p) repre-
sentation of some OΔ-ideal a with p > 4 and f < 2p−4. If θ and ψ are defined
as above, then
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15N(b)

16
√
Δ
<

15

16ψ
<
θ

2w
<

17

16
and − log2

34ψ

15
< k − w < 0 .

2.4 Algorithms

We define here the basic algorithms we require for performing various compu-
tations with (f, p) representations. The majority of these algorithms will not be
explicitly presented, rather references to the appropriate sections of [16] will be
given.

1. Given μ, ν ∈ OΔ, Algorithm IMULT [16, Alg. 12.2, p. 286] computes λ = μν.
2. Given an (f, p) representation (b, d, k) of a, we can determine a w-near repre-

sentation (c, g, h) of a along with the corresponding relative generator using
EWNEAR [16, Alg. 12.1, pp. 286 and 457] provided that k < w. In order to
implement our improved algorithms, we require a version that also works in
the case k > w. A modified version of EWNEAR that takes care of this is
presented in Appendix A.

3. If (a[x], dx, kx) and (a[y], dy, ky) are respectively, x- and y-near (f ′, p) and
(f ′′, p) representations of a = (1), we can employ EADDXY [16, Alg. 12.3,
p. 286] to produce an x + y-near (f, p) representation (a[x + y], d, k) of a
where f = 13/4 + f ′ + f ′′ + f ′f ′′/2p, as well as a relative generator λ ∈ O
such that

a[x+ y] =

(
λ

N(a[x])N(a[y])

)
a[x]a[y] .

4. If (a[x], d′, k′) is an x-near (f ′, p) representation of the OΔ-ideal a = (1),
algorithm ETRIPLEX (described in Appendix B) computes a 3x-near (f, p)
representation (a[3x], d, k) of a with f = 13/4+ 3f ′ + 3f ′2/2p + f ′3/22p and

λ =
a+ b

√
D

r
such that a[3x] =

(
λθ3

N(a[x])3

)
a,

where a[x] = (θ)a.

3 Compact Representations

In this section, we describe how to compute a compact representation. Our
presentation follows that of [16]; for a more detailed description, see [16, §§12.2–
3, pp. 290–304].

The algorithm AX [16, Alg. 11.6, pp. 279–80] computes a reduced principal
ideal a at distance approximately x from a1 = (1). At the heart of AX is a square-
and-multiply routine that uses the binary expansion of x to make a series of giant
steps in the infrastructure. For each bit in the binary expansion, we compute
the giant step aj � aj—the squaring step—which results in an ideal with roughly
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double the distance from where we started. If the current bit is 1, then we also
adjust the resulting ideal via ρ to correct the distance—the multiplying step.

At each stage of AX, suppose we were to keep track of the relative gen-
erator that appears. For the giant steps we would have μj such that a′j+1 =

(μj/N(aj)
2)a2j from EADDXY, and for the adjustment steps we would have

νj such that aj+1 = (νj)a
′
j+1 from EWNEAR. Then aj+1 = (λj/L

2
j+1)a

2
j with

λj = μjνj (computed with IMULT) and Lj+1 = N(aj) <
√
Δ Note that the νj

values will be small compared to the μj .
At the end of AX, we will not only have an ideal an = a[x] = (θ) at distance

approximately x, but also a list of quadratic integers {λ1, λ2, . . . , λn}, and a list of
ideal norms {L1, L2, . . . , Ln}. At this point it should be clear that if we combine
the relative generators λj and ideal norms Lj by an appropriate combination of
multiplications, divisions, and exponentiations, we will get the generator θ. This
leads to the definition of a compact representation.

Definition 2. For any θ such that (θ) = a[x] ∈ OΔ, a compact representation
of θ is

θ =
l∏

i=0

(
λi
L2
i

)2l−i

where the following properties are satisfied:

1. l = O(log log θ) for large θ.
2. λi ∈ OΔ and Li is an integer (0 ≤ i ≤ l).
3. 0 < Li ≤ Δ1/2 and H(λi) = O(Δ) (0 ≤ i ≤ l).
4. πj ∈ OΔ, Lj+1 = |N(πj)|,

πj =

j∏
i=0

(
λi
L2
i

)2j−i

,

πj generates a reduced ideal bj, where b0 = a[1], and

L2
i+1bi+1 = λi+1b

2
i (0 ≤ i ≤ l − 1) .

We remark that this definition is slightly different from that given in [16].
Notice that upon substituting di := Li+1, λ := dl, L0 = N

(
(1)
)
= 1 and shifting

the denominators, we get the same presentation as in [16, (12.8), p. 290].
Returning to the Cattle Problem, a compact representation of η410286423278424

requires only 1,212 bits, whereas writing out its coefficients explicitly would re-
quire 206,400 bits. In general, in order to write down θ using standard decimal
representation, we require O(log2 θ) bits. However, using a compact representa-
tion, we require only O((log2 log2 θ) log2Δ) bits to express θ.

4 Reducing the Size of the Terms

The overall size of a compact representation is determined by two factors: the
size of the individual terms and the total number of terms. In this section, we
describe a method to reduce the size of the terms.
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Consider the sequence of si values computed as AX executes, corresponding
to the intermediate results produced by applying a square-and-multiply process
according to the binary representation of x. Let x =

∑l
i=0 2

l−ibi be such a
representation and set s0 = b0 (= 1). As we progress through AX computing
giant steps, ideally we wish to compute

a[si+1]
′ = a[si]

2 .

However because of the way giant steps in the infrastructure work, when we
compute a[si]

2 we actually “fall short” of this ideal, computing instead

a[si+1]
′ = (μi)a[si]

2

for a correction factor μi corresponding to the error term in (4). We then take
the ideal a[si+1]

′ and, depending on the value of bi, either set a[si+1] = a[si+1]
′

or compute a baby-step a[si+1] = ρ(a[si+1]
′) = (νi)a[si+1]

′ so that

a[si+1] = (λi)a[si]
2 .

As we also mentioned in Section 3, the μi values constitute the bulk of the
λi terms that we wish to store as a compact representation. With some careful
reasoning [16, pp. 445–6], one can show that when using EADDXY as in [16,
Alg. 12.3, p. 286] we have

O(Δ1/4) < μi < O(Δ3/4) . (5)

In other words, while the relative generator μi is bounded and cannot become
too large, it also cannot become very small.

In the following, we will describe a method to adjust the si values to exploit
the short-fall we experience and so reduce the upper bound in (5). If we increase
the si values at each step, we will compute ideals a[si+1]

′ further along the
infrastructure than we want. As before, we still experience a short-fall, but will
be closer to our goal of a[si+1] than before. By using a larger and backwards
EWNEAR step, we use the relative generator νi to cancel out, in a sense, a
substantial portion of μi.

Let h ∈ Z+ and let n be the largest integer such that x ≥ (2n − 1)h. Set

y = x + (2n − 1)h and compute the binary representation of y =
∑l

i=0 2
l−ibi.

We iterate the while-loop over 0 ≤ i < l − n as usual (si+1 = 2si + bi), and use
si+1 = 2si + bi − h for l − n ≤ i < l. This yields

si =

{∑i
j=0 2

i−jbj for 0 ≤ i ≤ l − n∑i
j=0 2

i−jbj − (2n−l+i − 1)h for l − n < i ≤ l.

Note that sl = y − (2n − 1)h = x; thus at the end of the algorithm, we have
a[sl] = a[x] as desired. Furthermore, we clearly have si > 0 for 0 ≤ i ≤ l − n.
now, if si ≤ 0 for some i such that l − n < i < l, then

si+1 = 2si + bi − h ≤ 0
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because h ≥ 1. By induction, we get x = sl ≤ 0, a contradiction. Thus, si > 0
for all i such that 0 ≤ i ≤ l.

All that remains is to determine an appropriate value for h and from that,
determine how much the height of λi can be reduced.

Recalling (5), we see that h = 
(1/4) log2Δ� is a good choice. In order
to determine how much λi is reduced, we must compute a revised bound for
H(λi). As the algorithm executes, it finds a series of reduced principal OΔ-
ideals a[si] = ai = (πi)a1. By Lemma 1, we can conclude that for an si−1-near
(f, p)-representation of a[si−1] and an si-near (f, p)-representation of a[si] where
l − n < i ≤ l,

15Li

16
√
Δ
2si−1 < πi−1 <

17

16
2si−1 and

15Li+1

16
√
Δ

2si < πi <
17

16
2si . (6)

From the definition of a compact representation, we also know that

πi =

(
λi
L2
i

)
π2i−1 =⇒ λi =

L2
iπi
π2i−1

, (7)

and so combining (6) and (7), we get

λi < L
2
i

(
17

16
2si

)(
16

√
Δ

15Li
2−si−1

)2

=
16 · 17
152

2si−2si−1Δ .

Since si − 2si−1 = bi − h and bi ∈ {0, 1} we have

0 < λi <
5

2
2−�(1/4) log2 Δ�Δ ≤ 5

2
Δ−1/4Δ =

5

2
Δ3/4.

We can also show that |λi| < 5/2Δ3/4 by using the reasoning of [16, p.289].
Hence, our modified algorithm reduces the height of λi for l − n < i ≤ l from
O(Δ) to O(Δ3/4). The λi values for 0 ≤ i ≤ l − n will have height O(Δ), but
there are only a small number of these as l−n < 2+ log2 h. Thus, they will have
little impact on the amount of space needed to record θ.

We refer to a compact representation computed using the ideas above as an
h-compact representation.

Theorem 1. Let θ ∈ OΔ such that a[x] = (θ) for some x ∈ Z+. The number of
bits in an h-compact representation of θ is O((log2 log2 θ) log2Δ

3/4).

Proof. From the preceding discussion, we know H(λi) < (5/2)Δ3/4. As l =

log2 x� and 2x < (16

√
Δ/15)θ, we also have l = O(log2 log2 θ). Thus, we require

O(l log2Δ
3/4) = O((log2 log2 θ) log2Δ

3/4)

bits to express θ as an h-compact representation. ��
Although our improvement does not change the asymptotic running time, the

improvement to the O-constant does yield a significant improvement in practice.
Returning to our running example, an h-compact representation of the funda-
mental unit η410286423278424 uses only 974 bits, a substantial size reduction of
19.6% as compared to the standard compact representation.
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5 Reducing the Number of Terms

In the following, we describe a method to reduce the number of terms in a com-
pact representation, in an effort to further reduce the overall size. Recall that for
each step of the algorithm we compute an ideal (a[si+1]) at double the distance
of the ideal we are currently at (a[si]). In order to store fewer terms, we have to
progress further from ideal to ideal, for example, by computing an ideal at triple
the distance we are at currently. In other words, instead of computing the binary
expansion of x and applying a square-and-multiply routine, we could compute
a ternary expansion and use a cube-and-multiply routine, using ETRIPLEX
in place of EADDXY. We refer to a compact representation produced in this
manner as a 3-compact representation.

To see that this method computes a correct compact representation, note that
it produces a series of reduced principal OΔ-ideals a[si] = bi = (πi)a1 (a1 = (1))
where ∣∣∣∣ 2pπi2kidi

− 1

∣∣∣∣ < f

2p
.

Moreover, πi ∈ OΔ, |N(πi)| = N(a[si]) = N(bi) = Li+1 and if p is sufficiently
large, we can appeal to a result analogous to Theorem 11.9 of [16, p. 280] to
ensure that f < 2p−4. If we set λi = (mi + ni

√
D)/r, then

πi+1 =

(
λi+1

L3
i+1

)
π3i (8)

where π0 = λ0. If we define L0 = 1, then we get

πj =

j∏
i=0

(
λi
L3
i

)3j−i

for j = 0, 1, . . . , l. When j = l, we have sl = x, a[x] = bl = (πl), and hence
a[x] = (θ) where

θ =

l∏
i=0

(
λi
L3
i

)3j−i

.

One simple improvement on this idea that will slightly reduce the sizes of
the terms is to use a signed ternary representation of x. Instead of digits 0, 1, 2,
in the ternary representation of x, we use digits −1, 0, 1, thereby reducing the
average size of terms obtained when bi �= 0.

Notice that we can also combine the ideas behind the h-compact and 3-
compact representations to reduce both the sizes and number of terms. Work-
ing through the details of adding “−h” to the 3-compact representation, we
find we must let n be the largest integer such that x ≥ ((3n − 1)/2)h and set
y = x+ ((3n − 1)/2)h. Furthermore, using ETRIPLEX, we compute

a[si+1]
′ = (μi)a[si]

3 = ((μ′i)a[si])
(
(μ′′i )a[si]

2
)
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for each iteration of the main while-loop. Thus, we have O(Δ1/4) < μ′i, μ
′′
i <

O(Δ3/4), and since μi = μ
′
iμ

′′
i , we see O(Δ1/2) < μi < O(Δ3/2). So our choice

of h needs to be increased to h = 
(1/2) log2Δ�.
Let y =

∑l
i=0 3

l−ibi. We now derive bounds on the heights of the λi defined
above. From (8) we have λi = (L3

iπi)/π
3
i−1, which, when combined with (6) gives

λi < L
3
i

(
17

16
2si

)(
16

√
Δ

15Li
2−si−1

)3

<
162 · 17
153

2si−3si−1Δ3/2 .

Since si − 3si = bi − h and bi ∈ {0,±1} we have

λi <
162 · 17 · 2

153
· 2−hΔ3/2 <

11

4
Δ .

Now, since λi = (L3
iπi)/π

3
i−1 and |πiπi| = Li+1, we find

|λi| =
∣∣∣∣L3

iπi

π3i−1

∣∣∣∣ = L3
i (Li+1/πi)

(Li/πi−1)3
=
L3
iLi+1π

3
i−1

L3
iπi

=
Li+1π

3
i−1

πi

and thus

|λi| < Li+1

(
17

16
2si−1

)3(
16

√
Δ

15Li+1
2−si

)
≤ 173 · 2

15 · 162 · 2hΔ1/2 <
11

4
Δ . (9)

since 3si−1−si = h− bi and bi ∈ {0,±1}. Thus, we find for a signed 3h-compact
representation that

H(λi) <
11

4
Δ (10)

for l − n < i ≤ l. Considering λ0, we see

15L1

16
√
Δ
< λ0 <

17

16
2s0 =

17

8
,

as s0 = 1, and so (10) holds for i = 0 as well. For 0 < i ≤ l − n we have
H(λi) ∈ O(Δ3/2), but only for l− n < 2 + log3 h terms.

We can now state the definition of a signed 3h-compact representation. An
algorithm to compute such representations is presented in Appendix C.

Definition 3. For any θ such that (θ) = a[x] ∈ O, a signed 3h-compact repre-
sentation of θ is

θ =

l∏
i=0

(
λi
L3
i

)bl−i

where the following properties are satisfied:

1. l = 
log3 log2 θ�.
2. λi ∈ OΔ and Li is an integer (0 ≤ i ≤ l).



Shorter Compact Representations in Real Quadratic Fields 61

3. 0 < Li ≤ Δ1/2 and H(λi) = O(Δ) (0 ≤ i ≤ l).
4. πj ∈ OΔ, Lj+1 = |N(πj)|,

πj =

j∏
i=0

(
λi
L3
i

)3j−i

,

πj generates a reduced ideal bj, where b0 = a[1] and

L3
i+1bi+1 = λi+1b

3
i (0 ≤ i ≤ l − 1) .

Theorem 2. Let θ ∈ OΔ such that a[x] = (θ) for some x ∈ Z+. The number of
bits in a signed 3h-compact representation of θ is O((log3 log2 θ) log2Δ).

The proof is analogous to that of Theorem 1.
Going back to our running example, we find that a signed 3h-compact repre-

sentation of the fundamental unit η410286423278424 requires 843 bits. Compared to
the compact and h-compact representations respectively, the signed 3h-compact
representation saves us 30.7% and 13.7%. Again, note that the asymptotic size
is not changed, but having log3 terms instead of log2, combined with the size
reduction in terms, further improves the O-constant and the size in practice.

6 Using Larger Bases

Can we extend this idea further? What about a 4-compact, 5-compact, or higher
representation?

For the time being, we will occupy ourselves with only signed 4- and 5-compact
representations. We can compute a signed quaternary representation of an in-
teger x using digit set {−1, 0, 1, 2} or {−2,−1, 0, 1}. For the signed quinary
representation we use {−2,−1, 0, 1, 2}. When using base 4, we require an al-
gorithm which computes an ideal a[4x] from an ideal a[x] using w-near (f, p)-
representations. An analogous algorithm is also required for base 5.

As with base 3, we consider signed 4h-compact representations as follows. As
in the base-3 case, we need to increase h by a further factor of (1/4) log2Δ to
h = 
(3/4) log2Δ�. We also must compute the maximal n such that

x

(4n − 1)/3
≥ h,

and put y = x+ ((4n − 1)/3)h. We find that for most of the λi in the resulting
algorithm

H(λi) <
45

8
Δ5/4

for a signed 4h-compact representation. Furthermore, for θ ∈ OΔ such that
a[x] = (θ) (x ∈ Z+), the total number of bits required to express θ as a signed
4h-compact representation is O((log4 log2 θ) log2Δ

5/4).
The signed 4h-compact representation of η410286423278424 using digits bi ∈

{−1, 0, 1, 2} requires only 832 bits to store. Compared to the signed 3h-compact
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representation, this represents an additional savings of 1.3%. The signed 4h-
compact representation using bi ∈ {−2,−1, 0, 1} requires 843 bits. In general, it
seems hard to predict a priori which signed base will produce a shorter signed
compact representation.

If we set h = 
log2Δ�, compute the maximal n such that

x

(5n − 1)/4
≥ h,

and put y = x + ((5n − 1)/4)h, we can compute a signed 5h-compact represen-
tation. Looking at the heights of the λi, we see that for most of the λi

H(λi) <
47

4
Δ3/2

and O((log5 log2 θ) log2Δ
3/2) bits are needed to store the total representation.

The signed 5h-compact representation of η410286423278424 requires 875 bits, which
is larger than the storage needed for the signed 4h-compact representations.

At this point, we find the first indications that pursuing this idea to higher
powers (i.e., 6-compact and higher representations) may not result in further
memory savings. Unfortunately, the increase in size of the individual terms of
the compact representations begins to dominate the savings from a decreased
overall number of terms. In the remainder of this section, we look at an analytical
argument to justify this claim. In the following section, we will present some
calculations that confirm, numerically at least, that this analysis is valid.

To determine the overall expected size Sx of the signed base-x h-compact
representation in bits, we multiply the base-2 logarithm of the H(λi) bounds by
the corresponding number of terms l. For most of these λi (i ≥ 2 + logx h) the
H(λi) bounds are given by some constant Bx multiplied by Δ(x+1)/4. Expanding
and converting the logarithms to base 2, we see that

Sx = log2

(
BxΔ

(x+1)/4
)
· logx log2 θ

=

(
log2Bx

log2 x

)
log2 log2 θ +

(
x+ 1

4 log2 x

)
log2Δ log2 log2 θ . (11)

The Bx values are given by

Bx = max

{
16x−1 · 17

15x
,

17x

15 · 16x−1

}
2�x/2	 =

17

15
max

{
16

15
,
17

16

}x−1

2�x/2	

as 17/15, 16/15, and 17/16 are all greater than 1. Thus,

Bx <
17

15

(
16

15

)x−1

2�x/2	 <
17

15

(
16

15

)x−1

2x−1 =
17

15

(
32

15

)x−1

and log2Bx is of size O(x). Asymptotically then, the (x+1)/(4 log2 x) coefficient
will dominate this expression as the discriminant increases. Looking at Figure 1,
we see this coefficient has a minimum between x = 3 and x = 4.
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Fig. 1. Plot of (x+ 1)/(4 log2 x) coefficients

In this paper, we are most interested in computing compact representations
where θ = ηΔ, the fundamental unit. As such, we can write

logx log2 θ = logx log2 ηΔ = logxR,

where x ∈ {2, 3, . . . , 6}. Recall that we can loosely bound the regulator by
√
Δ

and, after substitution, we are left with

l < logx
√
Δ (12)

as an upper bound on the number of terms in our various compact representa-
tions. Specializing (11) using (12), we find

Sx =

(
log2Bx

2 log2 x

)
log2Δ+

(
x+ 1

8 log2 x

)
(log2Δ)

2
.

Again, asymptotically, the (x+1)/(8 log2 x) coefficient will dominate this expres-
sion as the discriminant increases and the minimum still occurs between x = 3
and x = 4. In fact, if we compare the two functions S3 and S4, we find that
S4 < S3 for discriminants greater than 1016.5. In other words, for discriminants
larger than about 16 decimal digits, the signed 4h-compact representation is the
most efficient one.
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This conclusion supports our initial impression that base-5 and higher repre-
sentations are not likely to produce shorter compact representations. From an
analytic viewpoint, the trade-off between increasing the heights of the individual
terms and gaining a representation with a fewer number of terms is no longer
working in our favor. Because of this, we will not provide numerical results for
the base-5 or higher compact representations in the next section.

7 Numerical Results

Since the preceding discussion only shows the savings in one particular case, we
turn to some empirical results to further support our memory-saving claims. We
calculated an approximation of the associated regulator for a random sampling
of 28,000 discriminants evenly spread from decimal length 5 through 18, and
for each discriminant used this to compute various compact representations of
the fundamental unit. For each of the regular, h-, signed 3h-, signed 4h-, and
signed 5h-compact representations, we computed a best-fit regression line for
the data, as well as provided distribution box plots,1 a 95% confidence interval
for our regression line, and a 95% prediction interval for further data points.
Figure 2 shows a summary comparison of the average representation length for
each discriminant length, along with the associated best-fit curves.

In the previous section, our analysis concluded that the signed 4h-compact
representation should be the most efficient for large enough discriminants. How-
ever, the numerical results that follow seems to show that the signed 4h-compact
representation is more efficient all the time. We initially speculated that this
discrepancy is caused by our conservative bound on H(λi). However, this only
provides a piece of the answer. In our analysis, we assumed that each digit in the
base-3 representation is a 1 and each digit in the base-4 representation is a 2 (or
−2). Turning to a probabilistic argument, for a randomly selected number we
would expect the proportions of the digits in its representation to approximately
be equal. For example, for a signed base-3 representation, we would expect to
see 0, 1, and −1 each roughly 33% of the time. If we take this into account, can
we derive the following bound on H(λi) for the signed base-3 case:

H(λi) = max

{
162 · 17
153

,
173

15 · 162

}(
2−1

3
+

20

3
+

21

3

)
Δ <

43

20
Δ .

Similarly for the signed base-4 case, we have

H(λi) = max

{
163 · 17
154

,
174

15 · 163

}(
2−1

4
+

20

4
+

21

4
+

22

4

)
Δ5/4 <

13

5
Δ5/4 .

Using these probabilistic bounds in S3 and S4, we find that S4 is now strictly
less than S3 for discriminants larger than roughly 1014.

We extended these empirical results further by using the series of discriminants
from [10, Tbl. 7.8, p. 101], as well as the regulator approximations given there, to

1 For each box plot, potential outliers have been marked with a “×” symbol.
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Fig. 2. Comparison of the sizes of some various compact representations for random
discriminants (1,000 discriminant values for each length from 5–18)

produce the same variety of compact representations as above for the associated
fundamental units. A comparison of the sizes of these representations is shown
in Figure 3.

We must be cautious with these extended results. Because of the limited
sampling, it is difficult to make a definitive claim on the relative efficiencies of
the various h-compact representations at this point. For the majority of these
larger discriminants, the signed 4h-compact representation is the most efficient.
However, for a given discriminant, the signed 3h-compact representation may be
just as, or even slightly more, efficient. With further measurements, we expect
to find that the signed 4h-compact representation is most efficient on average.

8 Future Directions

In this paper, we presented two substantial improvements that can be used to-
gether to reduce the sizes of a compact representations for certain quadratic
integers. The first was noticing that the size of the individual compact represen-
tation terms could be reduced by a substantial factor. The second refinement
was to notice that the overall number of terms could be reduced by comput-
ing larger giant steps on each iteration of the algorithm using bases larger than
two. Asymptotically, the signed 4h-compact representation results in the most
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Fig. 3. Comparison of the sizes of some various compact representations for the series
of discriminants presented in [10, Tbl. 7.8, p. 101]

efficient balance between larger individual compact representation terms and a
reduced overall number of terms. Numerical testing supports this conclusion. In
the large-discriminant tests we performed, we found overall memory savings of
around 37% as compared to the standard compact representation.

There are other types of number representations we did not investigate which
may lead to further memory savings for compact representations. For example,
we could consider using a non-adjacent form (NAF ) representation [19], a signed
base-2 representation for which the average density of non-zero digits among all
NAFs of a given length is approximately 1/3 [11, Thm. 3.29] as opposed to 1/2 for
the regular binary representation. A width-w NAF (wNAF) uses odd digits less
than 2w−1 in absolute value and has average density of non-zero digits 1/(w+1),
so that NAF is a wNAF with w = 2. In terms of an overall length the NAF and
wNAF representation of an integer is at most one more than the length of its
binary representation.

Another example is the double-base representation of the integer x, given by

x =
∑
i,j

bi,j2
i3j ,
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where bi,j ∈ {0, 1}. These representations only require O(logn/ log logn) dig-
its to store and near-canonic representations can be computed via a number
of methods [1,5,6,8]. The advantage to this representation over a standard bi-
nary or ternary representation is that we require fewer terms. It could be quite
beneficial if this numeric representation could be applied to create a double-
base compact representation. First, by reducing the overall number of terms of
the representation, we would reduce the overall storage requirements by moving
from a compact to a 3-compact to a 4-compact representation. Furthermore, by
restricting ourselves to the bases 2 and 3, we have the potential of avoiding the
per-term expansion we encountered due to the increasing bound on H(λi).
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A EWNEAR

We present a version of EWNEAR [16, Alg. 12.1, pp. 286 and 457] that also
works when k > w. As the new version merely adds some key values which allow
the determination of a relative generator, the proof of correctness of EWNEAR
will remain unchanged.

Algorithm 3: EWNEAR

Input: (b, d, k), w, p, where (b, d, k) is a reduced (f, p) representation of someO-
ideal a. Here b[Q/r, (P+

√
D)/r], where P+�

√
D ≥ Q, 0 ≤ �

√
D−P ≤ Q.

Output: (c, g, h) a w-near (f + 9/8, p) representation of a and a, b, where κ =
(a+ b

√
D)/Q and c = κb.

1: case 1: k < w
2: Put B−2 = 1, B−1 = 0.
3: Find s ∈ Z≥0 such that 2sQ ≥ 2p+4. Put Q0 = Q, P0 = P , M =


2p+s−k+wQ0/d�, Q−1 = (D − P 2)/Q, T−2 = −2sP0 + �2s
√
D, T−1 =

2sQ0, i = 1.
4: while Ti−2 ≤M do

5: qi−1 = �(Pi−1 + �
√
D)/Qi−1

6: Pi = qi−1Qi−1 − Pi−1

7: Qi = Qi−2 − qi−1(Pi − Pi−1)
8: Ti−1 = qi−1Ti−2 + Ti−3

9: Bi−1 = qi−1Bi−2 +Bi−3

10: i← i+ 1
11: end while
12: Put ei−1 = 
2p−s+3Ti−3/Q0�
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13: if dei−1 ≤ 22p−k+w+3 then
14: Put c = [Qi−2/r, (Pi−2 +

√
D)/r], e = ei−1,

a = (Ti−3 − �2s
√
D)/2s, b = Bi−3.

15: else
16: Put c = [Qi−3/r, (Pi−3 +

√
D)/r], e = 
2p−s+3Ti−4/Q0�,

a = (Ti−4 − �2s
√
D)/2s, b = Bi−4.

17: end if
18: Find t such that

2t <
ed

22p+3
≤ 2t+1 .

19: Put

g =

⌈
ed

2p+t+3

⌉
, h = k + t .

20: end case
21: case 2: k > w

22: Put B∗−2 = 1, B∗−1 = 0.
23: Put s = p+ 4, Q∗

0 = Q, P ∗
0 = P , M∗ = d2k−w+4, Q∗

1 = (D − P 2)/Q,
T ∗−2 = 2sQ∗

0, T
∗−1 = 2sP ∗

0 + �2s
√
D, and i = 1.

24: while T ∗
i−2 < Q

∗
iM

∗ do

25: q∗i = �(P ∗
i−1 + �

√
D)/Q∗

i 
26: P ∗

i = q∗iQ
∗
i − P ∗

i−1

27: Q∗
i+1 = Q∗

i−1 − q∗i (P ∗
i − P ∗

i−1)
28: T ∗

i−1 = q∗i T
∗
i−2 + T

∗
i−3

29: B∗
i−1 = q∗iB

∗
i−2 +B

∗
i−3

30: i← i+ 1
31: end while
32: Put q∗i = �(P ∗

i−1 + �
√
D)/Q∗

i , P ∗
i = q∗iQ

∗
i − P ∗

i−1,
e = 
T ∗

i−2/2Q
∗
i �, e′ = 
T ∗

i−3/2Q
∗
i−1�, j = 3.

33: while e′ ≥ d2k−w+3 do
34: e← e′

35: e′ ← 
Ti−2−j/2Q
∗
i−j�

36: j ← j + 1
37: end while
38: Find t (t′) such that

2t−1 ≤ e

8d
< 2t .

(
2t

′−1 ≤ e′

8d
< 2t

′
.

)

39: Put c = [Q∗
i−j+3/r, (P

∗
i−j+3 +

√
D)/r], g = 
2p+3+td/e�, h = k − t,

a = (T ∗
i−2 −B∗

i−2�2s
√
Δ)/2s, b = B∗

i−j+2.
40: end case
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B ETRIPLEX

In order to implement a triple-and-add algorithm to use compact representations,
a precision analysis for cubing an (f, p)-representation is required. To this end,
we include the following theorem.

Theorem 4 ([16, Thm. 11.2, p. 268]). Let (b, d′, k′) be an (f ′, p) represen-
tation of an OΔ-ideal a. If d′3 ≤ 23p+1, put d = 
d′3/22p� and k = 3k′. If
23p+1 < d′3 ≤ 23p+2, put d = 
d′3/22p+1� and k = 3k′ + 1. If d′3 > 23p+2, put
d = 
d′3/22p+2� and k = 3k′ + 2. Then (b3, d, k) is an (f, p) representation of
the product ideal a3, where f = 1 + 3f ′ + 3f ′2/2p + f ′3/22p.

Proof. Let b = θa for θ ∈ K. By the definition of d in the theorem, it is easy to
see that 2p < d ≤ 2p+1. From the definition of an (f, p) representation, we know∣∣∣∣∣2p−k′

θ

d′
− 1

∣∣∣∣∣ < f ′2p ,
and rearranging this inequality gives

d′

2p

(
1− f ′

2p

)
<
θ

2k′ <
d′

2p

(
1 +

f ′

2p

)
.

As 2p < d′ ≤ 2p+1 and f ′/2p < 1/16, we have

d′

2p

(
1− f

′

2p

)
> 1 ·

(
1− 1

16

)
> 0 and

d′

2p

(
1 +

f ′

2p

)
< 2 ·

(
1 +

1

16

)
< 4,

and thus (
1− f ′

2p

)3

<
23(p−k′)θ3

d′3
<

(
1 +

f ′

2p

)3

.

If we set f∗ = 3f ′ + 3f ′2/2p + f ′3/22p then

1− f
∗

2p
= 1− 3f ′

2p
− 3f ′2

22p
− f

′3

23p
< 1− 3f ′

2p
+

3f ′2

22p
− f

′3

23p
=

(
1− f

′

2p

)3

and(
1 +

f ′

2p

)3

= 1 +
3f ′

2p
+

3f ′2

22p
+
f ′3

23p
= 1 +

3f ′ + 3f ′2/2p + f ′3/22p

2p
= 1 +

f∗

2p
.

Hence

1− f
∗

2p
<

23p−3k′
θ3

d′3
< 1 +

f∗

2p
. (13)

Now suppose that d′3 ≤ 23p+1. Since d = d′3/22p+ ε for 0 ≤ ε < 1, (13) becomes

1− f
∗

2p
<

2p−kθ3

d− ε < 1 +
f∗

2p
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and as d− ε = d(1 − ε/d),(
1− ε

d

)(
1− f

∗

2p

)
<

2p−kθ3

d
<
(
1− ε

d

)(
1 +

f∗

2p

)
.

Looking at the right-hand side of this inequality, (1 − ε/d) < 1 so(
1− ε

d

)(
1 +

f∗

2p

)
< 1 +

f∗

2p
< 1 +

1

2p
+
f∗

2p
= 1 +

f

2p
;

considering the left-hand side, ε < 1 and 2p < d so 2pε < d. Rearranging this
inequality gives 1− 1/2p < 1− ε/d and thus

1− f

2p
= 1− 1

2p
− f

∗

2p
<

(
1− 1

2p

)(
1− f

∗

2p

)
<
(
1− ε

d

)(
1− f

∗

2p

)
.

It follows that ∣∣∣∣2p−kθ3

d
− 1

∣∣∣∣ < f

2p

and (b3, d, k) is an (f, p) representation of a3, where b3 = θ3a3. The theorem
follows by applying similar arguments when 23p+1 < d′3 ≤ 23p+2 and when
d′3 > 23p+2. ��

In practice, ideal cubing could be accomplished by a square and a multipli-
cation. Another option is to use the dedicated ideal cubing algorithm NUCUBE
[13, Alg. 4] described by Imbert, Jacobson, and Schmidt. An extended version of
this algorithm for w-near representations is presented in [7]. Finally, ETRIPLEX
is obtained by extending the algorithm further to also produce the corresponding
relative generator. For a complete description, see [21, §§ 5.3].

C Algorithm to Compute Signed 3h-Compact
Representations

We present here an algorithm to compute a signed 3h-compact representation,
based on the ideas of Section 5.

Algorithm 5: 3HCRAX

Input: x, p, where x ∈ Z+ and 2p > 11.2xmax{16 log2 x}.
Output: (a[x], d, k), (mi, ni), and Li, where (a[x], d, k) is an x-near (f, p) rep-

resentation of a = (1) with f < 2p−4, (mi, ni) are pairs of integers, and

Li ∈ Z+ for i = 0, 1, . . . , l where l is such that x =
∑l

j=0 3
l−jbj and b0 �= 0,

bj ∈ {0, 1, 2}.
1: Put h = 
(1/2) log2Δ� and compute the maximal n such that

x

(3n − 1)/2
≥ h,

and put y = x+ ((3n − 1)/2)h.



72 A.K. Silvester, M.J. Jacobson, and H.C. Williams

2: Compute the signed ternary representation of y with

y =
l∑

i=0

3l−ibi and b0 �= 0, bi ∈ {−1, 0, 1} (1 ≤ i ≤ l).

3: Put

Q = r, P = r

⌊
�
√
Δ − r + 1

r

⌋
+ r − 1, (b, d, k) = ([Q,P ], 2p + 1, 0),

s = b0, L0 = 1, and i = 0.
4: Put ((b0, d0, k0),m0, n0) = EWNEAR((b, d, k), s, p).
5: while i < l − n do

6: Put Li+1 = N(bi) and

((bi+1, di+1, ki+1),mi+1, ni+1) = ETRIPLEX((bi, di, ki), s, p).

7: Set s← 3s+ bi+1.
8: if bi+1 �= 0 then

9: Put N = N(bi+1) and set

((bi+1, di+1, ki+1),m
′
i+1, n

′
i+1)←EWNEAR((bi+1, di+1, ki+1), s, p).

10: Set (mi+1, ni+1) ← IMULT(mi+1, ni+1,m
′
i+1, n

′
i+1, N).

11: end if
12: Set i← i+ 1.

13: end while
14: while i < l do

15: Put Li+1 = N(bi) and

((bi+1, di+1, ki+1),mi+1, ni+1) = ETRIPLEX((bi, di, ki), s, p).

16: Set s← 3s+ bi+1 − h.
17: Put N = N(bi+1) and set

((bi+1, di+1, ki+1),m
′
i+1, n

′
i+1) ← EWNEAR((bi+1, di+1, ki+1), s, p).

18: Set (mi+1, ni+1) ← IMULT(mi+1, ni+1,m
′
i+1, n

′
i+1, N).

19: Set i← i+ 1.
20: end while
21: Put Ll+1 = N(bl) and (a[x], d, k) = (bl, dl, kl).
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that factorize a given integer N . The algorithm New Enum performs
the stages of exhaustive enumeration of close lattice vectors in order of
decreasing success rate. For example an integer N ≈ 1014 can be factored
by about 90 prime number relations modulo N for the 90 smallest primes.
Our randomized algorithm generated for example 139 such relations in
15 minutes. This algorithm can be further optimized. The optimization
for larger integers N is still open.
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1 Introduction and Surview

The algorithm Enum of [SE94, SH95] locally performs stages in order of decreas-
ing success rate and often finds short / close vectors much faster than previous
SVP and CVP algorithms of Kannan [Ka87] and Fincke, Pohst [FP85]
that disregard the success rate of stages. The New Enum algorithm for SVP
/ CVP presented in section 3 performs all stages in order of decreasing suc-
cess rate, stages with high success rate are done first. This greatly reduces the
number of stages that precede the finding of a shortest / closest lattice vector.

Section 4 summarizes results on time bounds of New Enum for SVP / CVP
for a basis B = [b1, ...,bn] that satisfies GSA (meaning that the local reduction
strength of the reduced basis is ”uniform” for all 2-dimensional basis blocks).
Prop. 1 shows that New Enum finds under ”linear” pruning a shortest lattice
vector b under the volume heuristics in polynomial time (without proving that

b is shortest) if the relative density rd(L) of L satisfies rd(L) ≤
(√

eπ
2n

λ1

‖b1‖
)1/2

.

Here λ1 is the first successive minimum of L and rd(L) is defined by λ1 =

rd(L) γ1/2n (detL)1/n and the Hermite constant γn. Theorem 1 upper bounds
the SVP-time of New Enum without the volume heuristics. Cor. 1 translates
Theorem 1 from SVP to CVP and shows that the CVP for L and the target
vector t ∈ span(L) is solved in time 2O(n) and linear space if rd(L) = O(n−1/2),
‖L − t‖ = O(λ1) and b1 is a nearly shortest vector of L. Cor. 3 shows under
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the volume heuristics that, given a target vector t, a closest lattice vector can
be found, without proving optimal closeness, in polynomial time if rd(L) ≤(√

e π
2n

λ1

‖b1‖
)1/2

, ‖L−t‖ = O(λ1) and if the found closest vector behaves randomly

(CA). The latter situation comes close to the one occurring in factoring large
integers.

Sections 5 and 6 study factoring integers N from CVP solutions for the prime
number lattice and a target vector N that represents N . These CVP solutions
provide smooth integers u, v, |u− vN | that factorize over the smallest n primes,
however the smoothness of |u − vN |, required for the factorization of N , only
holds under conditions. It helps to use a prime number lattice of relative density
rd(L) = o(n−1/4). A main problem is to prune the enumeration of lattice vectors
close to N toward small values v and |u − vN |. In each round this algorithm
randomly scales the lattice basis such that distinct pairs (u, v) are found in case
of success. We explain as example the factorization of some N ≈ 1014 using the
n = 90 smallest primes and clever pruning of New Enum within 10 minutes
time. This algorithm can be further optimized, in particular for large n,N .

2 Lattices

Let B = [b1, ...,bn] ∈ Rm×n be a basis matrix consisting of n linearly indepen-
dent column vectors b1, ...,bn ∈ Rm. They generate the lattice L(B) = {Bx |x ∈
Zn} consisting of all integer linear combinations of b1, ...,bn, the dimension of
L is n. The determinant of L is detL = (detBtB)1/2 for any basis matrix B
and the transpose Bt of B. The length of b ∈ Rm is ‖b‖ = (btb)1/2.

Let λ1, . . . , λn denote the successive minima of L and λ1 = λ1(L) is the length
of the shortest nonzero vector of L. The Hermite constant γn is the minimal γ
such that λ21 ≤ γ(detL)2/n holds for all lattices of dimension n.

Let B = QR ∈ Rm×n, R = [ri,j ]1≤i,j≤n ∈ Rn×n the unique QR-factorization:
Q ∈ Rm×n is isometric (with pairwise orthogonal column vectors of length
1) and R ∈ Rn×n is upper-triangular with positive diagonal entries ri,i. The
QR-factorization also provides the Gram-Schmidt coefficients μj,i = ri,j/ri,i
which are rational for integer matrices B. The orthogonal projection b∗

i of bi in
span(b1, ...,bi−1)

⊥ has length ri,i = ‖b∗
i ‖.

LLL-Bases. A basis B = QR is LLL-reduced or an LLL-basis for δ ∈ (14 , 1] if

1. |ri,j |/ri,i ≤ 1
2 for all j > i, 2. δr2i,i ≤ r2i,i+1+r

2
i+1,i+1 for i = 1, ..., n−1.

Obviously, LLL-bases satisfy r2i,i ≤ α r2i+1,i+1 for α := 1/(δ − 1
4 ). [LLL82] in-

troduced LLL-bases focusing on δ = 3/4 and α = 2. A famous result of [LLL82]
shows that LLL-bases for δ < 1 can be computed in polynomial time and that
they nicely approximate the successive minima:

3. α−i+1 ≤ ‖bi‖2λ−2
i ≤ αn−1 for i = 1, ..., n, 4. ‖b1‖2 ≤ α

n−1
2 (detL)2/n.

A basis B = QR ∈ Rm×n is an HKZ-basis (Hermite, Korkine, Zolotareff)
if |ri,j |/ri,i ≤ 1

2 for all j > i, and if each diagonal entry ri,i of R = [ri,j ] ∈
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Rn×n is minimal under all transforms of B to BT, T ∈ GLn(Z) that preserve
b1, ...,bi−1.

A basis B = QR ∈ Rm×n. R = [ri,j ] is a BKZ-basis for block size k, i.e.,
a BKZ-k basis if the matrices [ri,j ]h≤i,j<h+k ∈ Rk×k form HKZ-bases for h =
1, ..., n− k + 1, see [SE94].

A famous problem is the shortest vector problem (SVP): Given a basis of L
find a shortest nonzero vector of L, i.e., a vector of length λ1.

Closest vector problem (CVP): Given a basis ofL and a target t ∈ span(L) find
a closest vector b′ ∈ L such that ‖t−b′‖ = ‖t−L‖ =def min{ ‖t−b‖ | b ∈ L}.

The efficiency of our algorithms depends on the lattice invariant rd(L) :=

λ1γ
−1/2
n (detL)−1/n which we call the relative density of L. Note that

rd(L) = λ1(L)/maxλ1(L′) holds for the maximum of λ1(L′) over all lattices
L′ of dimL = dimL′ and detL = detL′.

Clearly 0 < rd(L) ≤ 1 holds for all L, and rd(L) = 1 if and only if L has
maximal density. Lattices of maximal density and γn are known for n = 1, ..., 8
and n = 24.

3 A Novel Enumeration of Short Lattice Vectors

We first outline the novel SVP-algorithm based on the success rate of stages.
New Enum improves the algorithm Enum of [SE94, SH95]. We recall Enum
and present New Enum as a modification that essentially performs all stages
of Enum in decreasing order of success rates. Previous SVP-algorithms solve
SVP by a full exhaustive search, disregard the success rate of stages, and prove
to have found a shortest nonzero lattice vector. Our novel SVP-algorithm New

Enum finds a shortest lattice vector b rather fast by performing the stages in
order of decreasing success rate.

Let B = [b1, ...,bn] = QR ∈ Zm×n, R = [ri,j ]1≤i,j≤n ∈ Rn×n be the
given basis of L = L(B). Let πt : span(b1, ...,bn) → span(b1, ...,bt−1)

⊥ =
span(b∗

t , ...,b
∗
n) for t = 1, ..., n denote the orthogonal projections and let Lt =

L(b1, ...,bt−1).

The Success Rate of Stages. The vector b =
∑n

i=t uibi ∈ L and A ≥
λ21 are given at stage (ut, ..., un) of ENUM [SH95]. That stage calls the
substages (ut−1, ..., un) such that ‖πt−1(

∑n
i=t−1 uibi)‖2 ≤ A. Note that

‖
∑n

i=1 uibi‖2 = ‖ζt +
∑t−1

i=1 uibi‖2 + ‖πt(b)‖2, where ζt := b − πt(b) ∈
spanLt is b’s orthogonal projection in spanLt. Stage (ut, ..., un) and its
substages exhaustively enumerate the intersection Bt−1(ζt, ρt) ∩ Lt for the
sphere Bt−1(ζt, ρt) ⊂ spanLt with radius ρt := (A − ‖πt(b)‖2)1/2 and
center ζt.

The Gaussian volume heuristics estimates |Bt−1(ζt, ρt) ∩ Lt| for t > 1 to

βt =def volBt−1(ζt, ρt) / detLt.
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Here volBt−1(ζt, ρt) = Vt−1ρ
t−1
t , Vt−1 = π

t−1
2 /( t−1

2 )! ≈ ( 2eπt−1 )
t−1
2 /

√
π(t− 1) is

the volume of the unit sphere of dimension t− 1, and detLt = r1,1 · · · rt−1,t−1.
If ζt mod Lt is uniformly distributed the expected size of this intersection
satisfies Eζt [ #

(
|Bt−1(ζt, ρt) ∩ Lt

)
] = βt. This holds because 1/ detLt is the

number of lattice points of Lt per volume in spanLt.
The success rate βt has been used in [SH95] to speed up Enum by cutting

stages of very small success rate. New Enum proceeds differently, it first per-
forms all stages with βt ≥ 2−st and collects during this process the stages with
βt < 2−st in the list L. Thereafter New Enum performs the stages of L with
βt ≥ 2−s−1t. The test βt ≥ 2−st gives priority to stages of small t, stages of large
t require a higher success rate. The analysis in section 4 is independent of the
factor t in βt < 2−st.

We will use that A := n
4 (detBtB)1/n > λ21 holds for n ≥ 10 since γn <

n
4 for

n ≥ 10.

Optimal Value of A. If λ1 is known it is best to set the input A to A = λ21.

Outline of New Enum

INPUT BKZ-basis B = QR ∈ Zm×n, R = [ri,j ] ∈ Rn×n for block size 32,
OUTPUT a sequence of b ∈ L(B) of decreasing length terminating with ‖b‖ = λ1.
1. s := 10, L := ∅, A := n

4
(detBtB)1/n (we call s the level)

2. Perform via algorithm Enum of [SE94, SH95], all stages with βt ≥ 2−st:
Upon entry of stage (ut, ..., un) compute βt. If βt < 2−st store information
about (ut, ..., un) in the list L of delayed stages. Otherwise perform stage
(ut, ..., un) on level s, and as soon as some b ∈ L − 0 of length ‖b‖2 ≤ A has
been found, give out b and set A := ‖b‖2 − 1.

3. s := s+ 1, IF L �= ∅ THEN GO TO 2 ( to perform all stages

(ut, ..., un) of L with βt ≥ 2−st. )
ELSE terminate .

Running in Linear Space. If instead of storing the list L we restart New Enum

in step 3 on the level s+1 then New Enum runs in linear space and its running
time increases at most by a factor n.

Practical Optimization. New Enum computes R, βt, Vt, ρt, ct in floating point
and b, ‖b‖2 in exact arithmetic. The final output b has length ‖b‖ = λ1, but
this is only known when the more expensive final search does not find a vector
shorter than b.

Reason of Efficiency. For short vectors b =
∑n

i=1 uibi ∈ L the stages (ut, ..., un)
have large success rate βt. If b is short then so are the projections πt(b). (On
average ‖πt(b)‖2 ≈ n−t+1

n ‖b‖2 holds for a random b ∈R Bn(0, λ) of length λ.)
Therefore ρ2t = A− ‖πt(b)‖2 and βt are large. New Enum tends to output very
short lattice vectors b first.

Consider the case A = λ21. Prior to finding the shortest lattice vector b′ =∑n
i=1 u

′
ibi New Enum essentially performs only stages (ut, ..., un) of success

rate βt = Vt−1ρ
t−1
t / detLt where on average ρ2t = λ21 − ‖πt(b′

t)‖2 ≈ t−1
n λ

2
1 since
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on average ‖πt(b′)‖2 ≈ n−t+1
n λ21. While Enum calls nearly all stages (ut, ..., un)

of βt > 0 New Enum only calls about a (n−t+1
n )

n−t+1
2 fraction of them prior to

finding b′ and delays the rest to be performed later than (u′t, ..., u
′
n).

New Enum is particularly fast for small λ1. The size of its search space
is proportional to λn1 , and is by Prop. 1 heuristically polynomial if rd(L) =
o(n−1/4). Having found b′

New Enum proves ‖b′‖ = λ1 in exponential time by
a complete exhaustive enumeration.

Notation. We use the following function ct : Zn−t+1 → R :

ct(ut, ..., un) = ‖πt(
∑n

i=t uibi)‖2 =
∑n

i=t(
∑n

j=i ujri,j)
2.

Clearly ct(ut, ..., un) = (
∑n

j=t ujrt,j)
2 + ct+1(ut+1, ..., un).

Given ut+1, ..., un Enum tries the ut ∈ Z close to −yt := −
∑n

i=t+1 uirt,i/rt,t
in order of increasing distance |ut + yt|, recursively as ut := 
−yt, ut :=
next(ut,−yt) :


−yt, 
−yt − σt, 
−yt+ σt, 
−yt − 2σt, 
−yt+ 2σt, · · ·
for σt := sign(
−yt + yt) ∈ {±1}, sign(0) := 1, where 
r =def 
r − 0.5�
denotes the nearest integer to r ∈ R. The iteration ut := next(ut,−yt) in-
creases or preserves |ut + yt| and ct(ut, ..., un), decreases or preserves ρt and βt
so that Enum performs the stages (ut, ..., un) for fixed ut+1, ..., un in order of
increasing ct(ut, ..., un) and decreasing success rate βt. Note that next(ut,−yt) =
nextσt,νt(ut,−yt) is a simple function of the number νt of iterations of next and
the initial sign σt. The center ζt = b−πt(b) =

∑n
i=t ui(bi−πt(bi)) ∈ span(Lt)

changes continously within New Enum.

Algorithm Enum [SH95]

INPUT BKZ-basis B = QR ∈ Zm×n, R = [ri,j ] ∈ Rn×n for block size 20,
OUTPUT b ∈ L(B) such that b �= 0 has minimal length.

1. FOR i = 1, ..., n DO ci := ui := yi := 0

u1 := 1, t := tmax := 1, c̄1 := c1 := ‖b1‖2. (ct = ct(ut, ..., un)
always holds for the current t, c̄1 is the current minimum of c1)

2. WHILE t ≤ n #perform stage (ut, ..., un):
ct := ct+1 + (ut + yt)

2r2t,t
IF ct < c̄1
THEN IF t = 1 THEN c̄1 := c1, b :=

∑n
i=1 uibi

ELSE t := t− 1, yt :=
∑tmax

i=t+1 uirt,i/rt,t, ut := 
−yt
ELSE [ t := t+ 1, tmax := max(t, tmax)

IF t = tmax THEN ut := ut + 1 ELSE ut := next(ut,−yt) ].
3. output b
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New Enum for SVP
INPUT BKZ-basis B = QR ∈ Zm×n, R = [ri,j ] ∈ Rn×n for block length 32,

OUTPUT a sequence of b ∈ L(B) such that ‖b‖ decreases to λ1.

1. L := ∅, t := tmax := 1, s := 10, FOR i = 1, ..., n DO ci := ui := yi := 0, u1 := 1,
c1 := r21,1, A := n

4
(detBtB)1/n (ct = ct(ut, ..., un) always holds for the current t)

2. WHILE t ≤ n #perform stage (ut, ..., un):
ct := ct+1 + (ut + yt)

2r2t,t,
IF ct > A THEN GO TO 2.1,
ρt := (A− ct)

1/2, βt := Vt−1ρ
t−1
t /(r1,1 · · · rt−1,t−1),

IF t = 1 THEN [ b :=
∑n

i=1 uibi,
IF ‖b‖2 < A THEN output b, A := ‖b‖2 − 1, GO TO 2 ],

IF βt ≥ 2−st THEN [ t := t− 1, yt :=
∑tmax

i=t+1 uirt,i/rt,t, ut := −yt�,
σt := sign(ut + yt), νt := 1, GO TO 2 ]

ELSE store (ut, ...un, yt, ct, σt, νt) in L.
2.1. t := t+ 1, tmax := max(t, tmax),

IF t = tmax THEN ut := ut + 1, νt := 1, yt := 0
ELSE ut := nextσt,νt(ut,−yt), νt := νt + 1.

3. s := s+ 1, perform all delayed stages (ut, ..., un, yt, ct, σt, νt) of L on level
s and delete them. Delay new stages with βt′ < 2−st′, t′ ≤ t and store
(ut′ , ..., νt′) in L.

4. IF L �= ∅ THEN GO TO 3 ELSE terminate.

Performing in step 3 a delayed stage (ut, ..., un, yt, ct, σt, νt) means to restart
the algorithm in step 2 with that information. The recursion initiated by this
restart does not perform any stages (ut”, ..., un) with t” > t. These stages have
already been performed. Therefore, within step 2.1 the running t-value t′ must
be restricted not to surpass by the t-value at the restart.

Pruned New Enum for CVP. Given a target vector t =
∑n

i=1 τibi ∈
span(L) ⊂ Rm we minimize ‖t − b‖ for b ∈ L(B). [Ba86] solves ‖t − b‖2 ≤
1
4

∑n
i=1 r

2
i,i in polynomial time for an LLL-basis B = QR, R = [ri,j ].

Adaption of New Enum to CVP. We adapt New Enum to solve ‖t−b‖2 < Ä.
Initially we set Ä := 0.01+ 1

4

∑n
i=1 r

2
i,i so that ‖t−L‖2 < Ä. Having found some

b ∈ L such that ‖t − b‖2 < Ä New Enum gives out b and decreases Ä to
‖t− b‖2.
Optimal Value of Ä. If the distance ‖t − L‖ or a close upper bound of it is
known then we initially choose Ä to be that close upper bound. This prunes
away many irrelevant stages.

At stage (ut, ..., un)New Enum searches to extend the current b=
∑n

i=t uibi∈
L to some b′ =

∑n
i=1 uibi ∈ L such that ‖t− b′‖2 < Ä. The expected number

of such b′ is for random t:

β̈t = Vt−1ρ̈
t−1
t / detL(b1, ...,bt−1) for ρ̈t := (Ä−‖πt(t−b)‖2)1/2.

Previously, stage (ut+1, ..., un) determines ut to yield the next integer
minimum of
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ct(τt − ut, ..., τn − un) := ‖πt(t− b)‖2

= (
∑n

i=t(τi − ui)rt,i)2 + ct+1(τt+1 − ut+1, ..., τn − un).
Given ut+1, ..., un, ‖πt(t−b)‖2 is minimal for ut = 
−τt−

∑n
i=t+1(τi−ui)rt,i/rt,t.

New Enum solves CVP for
(
L, t

)
by solving CVP for

(
πt(L), πt(t)

)
for t =

n, ..., 1.

New Enum for CVP
INPUT BKZ-basis B = QR ∈ Zm×n for block size 32, R = [ri,j ] ∈ Rn×n,

t =
∑n

i=1 τibi ∈ span(L), τ1, ..., τn ∈ Qn, Ä ∈ Q such that ‖t−L(B)‖2 < Ä.
OUTPUT A sequence of b =

∑n
i=1 uibi ∈ L(B) such that ‖t−b‖ decreases to ‖t−L‖.

1. s := 10, t := n, L := ∅, yn := τn, un := yn�, c̈n+1 := 0, (We call s the level)
(c̈t = ct(τt − ut, ..., τn − un) always holds for the current t, ut, ..., un)

2. WHILE t ≤ n #perform stage (ut, ..., un):
c̈t := c̈t+1 + (ut − yt)

2r2t,t,

IF c̈t ≥ Ä THEN GO TO 2.1,
ρ̈t := (Ä− c̈t)

1/2, β̈t := Vt−1ρ̈
t−1
t /(r1,1 · · · rt−1,t−1),

IF t = 1 THEN [ output b :=
∑n

i=1 uibi, Ä := ‖t− b‖2, GO TO 1 ]

IF β̈t ≥ 2−st THEN [ t := t− 1, yt := τt +
∑n

i=t+1(τi − ui)rt,i/rt,t,
ut := yt�, σt := sign(ut + yt), νt := 1, GO TO 2 ]

ELSE store (ut, ..., un, yt, c̈t, σt, νt) in L,
2.1. t := t+ 1, ut := nextσt,νt(ut, yt), νt := νt + 1.
3. s := s+ 1, perform all delayed stages (ut, ..., un, yt, c̈t, σt, νt) of L on level s

and delete them from L. Delay all new stages with β̈t′ < 2−st′, t′ ≤ t and store
(ut′ , ..., un, yt′ , c̈t′ , σt′ , νt′) in L.

4. IF L �= ∅ THEN GO TO 3 ELSE terminate.

4 Performance of Pruned New Enum for SVP and CVP

We present results that are proven in the full version of the paper [S10]. Proposi-
tion 1 bounds, for a different type of pruning, the time to find an SVP-solution
b′ without proving λ1 = ‖b′‖. Finding an unproved shortest vector b′ is easier
than proving ‖b′‖ = λ1. New Enum finds an unproved shortest lattice vector
b′ in polynomial time under the following assumptions:

• the given lattice basis B = [b1, ...,bn] and the relative density rd(L) of
L(B) satisfy

rd(L) ≤
(√

eπ
2n

λ1

‖b1‖
) 1

2 , i.e., both b1 and rd(L) are sufficiently small.

SA: New Enum finds a shortest lattice vector b′ of L such that ‖πt(b′)‖2 �
n−t+1

n λ21 for all t.

• the vol. heur. is close: Mρ
t := |Bn−t+1(0, ρt) ∩ πt(L)| ≈ Vn−t+1ρ

n−t+1
t

detπt(L) for

ρ2t = n−t+1
n λ21.

GSA: The basis B = QR = Q[ri,j ] satisfies r
2
i,i/r

2
i−1,i−1 = q for i = 2, ..., n for

some q < 0
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Remarks. 1. If GSA holds with q ≥ 1 the basis B satisfies ‖bi‖ ≤ 1
2

√
i+ 3λi

for all i and ‖b1‖ = λ1. Therefore, q < 1 unless ‖b1‖ = λ1. GSA means that the
reduction of the basis is ”locally uniform”. It is easier to work with the idealized
property that all ri,i/ri−1,i−1 are equal. [BL05] studies ”nearly equality”. B.

Lange [L13] shows that GSA can be replaced by the weaker property that the
reduction potential of B is sufficiently small. GSA has been used in [S03, NS06,
GN08, S07, N10] and in the security analysis of NTRU in [H07, HHHW09].

2. The assumption SA is supported by a fact proven in the full paper of [GNR10]:

Pr[ ‖πt(b′)‖2 ≤ n−t+1
n λ21 for t = 1, ..., n ] = 1

n

holds for random b′ ∈ Bn(0, λ1).The probability 1/n increases by iterating the
search for a shortest lattice vector by statistical independent trials via permuted
bases.

3. Failings of the volume heuristics. For the lattice Zn we have for any a = Θ(1)
and n ≥ n0(a):

#{x ∈ Zn | ||x‖2 ≤ an} ≥
(
2e
√
n/a

)√an
= nΘ(

√
n),

whereas the volume heuristics estimates this cardinality to O(1) for a ≤ 1
2eπ ,

also see Figure 1 of [MO90]. [GN08] reports that extensive experiments on high
density random lattices show only negligible errors of the volume heuristics. The
situation for low density lattices as L = Zn and small radius ρt �

√
nλ1 is less

clear.

4. A trade-off between ‖b1‖/λ1 and rd(L) under GSA. B. Lange observed
that

‖b1‖/λ1 = ‖b1‖/(rd(L)γ1/2n det(L) 1
n ) = q

1−n
4 /(rd(L)γ1/2n ).

Therefore rd(L) γ1/2n ‖b1‖/λ1 ≤ 1 implies under GSA that q ≥ 1 and thus

‖b1‖ = λ1. Hence the trade-off implies rd(L)γ1/2n ‖b1‖/λ1 > 1 unless ‖b1‖ = λ1.

Moreover, solving SVP with approximation factor 1/(rd(L) γ1/2n ) and a basis
satisfying GSA already solves SVP exactly.

Also this trade-off implies n
1
2+brd(L) > ‖b1‖/(det L)

1
n = q

1−n
4 > 1 for q < 1

and n ≥ n0 due to γn <
n
eπ [KL78]. This shows that the time bound of Theorem

1 is at best exponential 2O(n).
All our time bounds must be multiplied by the work load per stage, a mod-

est polynomial factor covering the steps performed at stage (ut, ..., un) of New

Enum before going to a subsequent stage.

Proposition 1. Let the given lattice basis B ∈ Zm×n satisfy rd(L) ≤(√
e π
2n

λ1

‖b1‖
) 1

2 and GSA. If a shortest lattice vector b′ satisfies SA then Enum

and New Enum, pruned to stages satisfying c(ut, ..., un) ≤ n−t+1
n λ21, find such

b′ under the volume heuristics in polynomial time.

Proof. (included for completeness) For simplicity we assume that λ1 is known. If
we prune all stages (ut, ..., un) ofNew Enum that satisfy c(ut, ..., un) >

n−t+1
n λ21

this does not cut off any shortest lattice vector b′ satisfiyng SA. The volume
heuristics and SA show for ρ2t = n−t+1

n λ21:
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Mρ
t := #Bn−t+1(0, ρt)∩πt(L) ≤ (

√
n−t+1

n λ1)
n−t+1Vn−t+1/(rt,t · · · rn,n)

<
(√

2 e πλ1√
n

)n−t+1
/(rt,t · · · rn,n).

We used Stirling’s approximation of (n− t+ 1)! in approximating Vn−t+1. (at-
tention: the volume heuristics underestimates #Bn−t+1(0, ρt) ∩ πt(L) for the
center 0 and small radius ρt.)

Moreover GSA and ‖b∗
i ‖ = ‖b1‖q

i−1
2 yield

(rt,t · · · rn,n) = detπt(L) = ‖b1‖n−t+1q
∑n−1

i=t−1 i/2.

We see from q
n−1
2 = (detL)

2
n

‖b1‖2 =
λ2
1

γnrd(L)2
1

‖b1‖2 and γn ≤ n
eπ for n ≥ n0 [KL78]

that

Mρ
t ≤

(
λ1

‖b1‖
√

2eπ
n

)n−t+1(√ n
eπ rd(L)

‖b1‖
λ1

)n− (t−1)(t−2)
n−1 .

Evaluating this upper bound at rd(L) =
(√

e π
2n

λ1

‖b1‖
) 1

2 yields

Mρ
t ≤

(√
n

2 e π
‖b1‖
λ1

)−n+t−1(√ n
2 e π

‖b1‖
λ1

)+n
2 − 1

2
(t−1)(t−2)

n−1

- The latter upper bound on Mρ
t has for t ≤ n the maximum 1 at t = n. This

proves that max1≤t≤n Mρ
t ≤ 1 and thus proves Proposition 1. �

Finding a vector b ∈ L(B) such that 0 < ‖b‖/λ1 ≤
√

e π
2n /rd(L(B)) can still be

hard in worst case.

The translation of Prop. 1 in Cor. 1, Cor. 2 from SVP to CVP for a random
target t gets rid of the volume heuristics. The volume heuristics provably holds
on the average for the CVP of minimizing ‖b− t‖ for b ∈ L(B) given a random
t ∈ span(L). On the average ‖t− L‖ may be large for random t.

Theorem 1. Given a lattice basis B ∈ Zm×nsatisfying GSA and ‖b1‖ ≤√
eπ nb λ1 for some b ≥ 0, New Enum solves SVP and proves to have found a

solution in time 2O(n)(n
1
2+brd(L))

n+1+o(1)
4 .

Recall from remark 4 that n
1
2+brd(L) ≥ 1 holds under GSA for ‖b1‖ ≤

√
eπ nb λ1

or else ‖b1‖ = λ1. Interestingly Cor. 1, the translation of Theorem 1 from SVP
to CVP, shows that the corresponding CVP-algorithm solves many important
CVP-problems in simple exponential time 2O(n) and linear space.

[HS07] proves the time bound nn/2+o(n) for solvingCVP byKannan’sCVP-
algorithm [Ka87]. Minimizing ‖b‖ for b ∈ L − {0} and minimizing ‖t− b‖ for
b ∈ L require nearly the same work if ‖t−L‖ ≈ λ1. In fact the proof of Theorem
1 yields:

Corollary 1. [S10] Given a basis B = [b1, ...,bn] satisfying GSA, ‖b1‖ ≤√
eπ nbλ1 with b ≥ 0 and t ∈ span(L) with ‖L − t‖ ≤ λ1, New Enum solves

this CVP in time 2O(n)(n
1
2+brd(L))n

4 .

Corollary 1 proves under GSA, rd(L) = O(n−
1
2−b) and ‖L − t‖ ≤ λ1 the

CVP time bound 2O(n) even using linear space (by iterating New Enum for
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s = 1, ..., O(n) without storing delayed stages). Moreover it proves under GSA

and ‖b1‖ = O(λ1) and ‖L − t‖ ≤ λ1 the time bound n
n+o(n)

n However subexpo-
nential time remains unprovable due remark 4 of section 4.

CA translates the assumption SA from SVP to CVP:

CA: ‖πt(t − b̈)‖2 � n−t+1
n ‖t − L‖2 holds for t = 1, ..., n and New Enum’s

CVP-solution b̈.

CA holds with probability 1/n for random b̈ ∈ span(L) that is statistically
independent of the given basis of L [GNR10]. B. Lange [La13] proves that this
probability 1/n increases to 1 for the increased bound ‖πt(t− b̈)‖2 � n−t+1

n ‖t−
L‖2(1 + 1/

√
n).

Corollary 2. [S10] Given a basis B = [b1, ...,bn] ∈ Zm×n of L that satisfies

GSA, ‖b1‖ = O(λ1) and rd(L) ≤
(√

e π
2n

λ1

‖b1‖
) 1

2 . Let the target vector t and its

closest lattice vector b̈ found by New Enum satisfy CA then New Enum finds
b̈ for random t in average time nO(1)Et[ (‖t− L‖/λ1)n].

Cor. 1 and Cor. 2 do not use the questionable volume heuristics. Cor. 2 elim-
inates the volume heuristics by randomizing the target vector t. Without this
randomization Cor. 3 proves a polynomial time bound under the volume heuris-
tics if in addition ‖t − L‖ � λ1 holds. It remains to analyze the error of the
polynomial time bound of Cor. 3 resulting from the volume heuristics. Prop. 1
translates into

Corollary 3. Let a basis B = [b1, ...,bn] ∈ Zm×nof L be given satisfying GSA,

‖b1‖ = O(λ1) and rd(L) ≤
(√

eπ
2n

λ1

‖b1‖
) 1

2 . If the target vector t and its closest

lattice vector b̈ found by New Enum satisfies CA and ‖t−L‖ � λ1 New Enum

finds b̈ under the volume heuristics in polynomial time.

B. Lange [La13] shows that GSA for B can be replaced by a less rigid condi-
tion, namely that the ”reduction potential”

∏
�i≥1 �i for �i = ‖b∗

i ‖/(detL)1/n of
the basis B is sufficiently small. This is important since even well-reduced bases
of the prime number lattice L(Bn,c) do not well approximate GSA.

5 Factoring via CVP Solutions for the Prime Number
Lattice

Let N be a positive integer that is not a prime power. Let p1 < · · · < pn denote
the smallest n primes. Let the prime factors of N be larger than pn. A classi-

cal method factors N via n + O(1) modular equations
∏n

i=1 p
ei
i = ±

∏n
i=1 p

e′i
i

mod N . We construct such modular equations fromCVP solutions for the prime
number lattice L(Bn,c) with basis Bn,c = [b1, . . . ,bn] ∈ R(n+1)×n and target
vector N ∈ Rn+1 for some constant c > 0 :
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Bn,c =

⎡⎢⎢⎢⎢⎣
√
ln p1 0 0

0
. . . 0

0 0
√
ln pn

N c ln p1 · · · N c ln pn

⎤⎥⎥⎥⎥⎦, N =

⎡⎢⎢⎢⎢⎣
0

...

0

N c lnN

⎤⎥⎥⎥⎥⎦, (5.1)

(
detL(Bn,c)

)2
=
(∏n

i=1 ln pi
)
(1 +N2c

∑n
i=1 ln pi),(

detL(Bn,c)
)2/n

= ln pn · (1± o(1)) ·N2c/n

as the prime number theorem implies
∏n

i−1 ln p
1/n
i / ln pn = 1− o(1) for n→ ∞.

We identify the vector b =
∑n

i=1 eibi ∈ L(Bn,c) with the pair (u, v) of
relative prime integers

u =
∏

ei>0 p
ei
i , v =

∏
ei<0 p

−ei
i ∈ N.

Clearly e1, ..., en ∈ {0,±1} if and only if uv is square-free. Let ẑ = N c ln u
vN

denote the last coordinate of b−N.

Outline of the Factoring Method. We compute vectors b =
∑n

i=1 eibi ∈
L(Bn,c) close to N such that |u−vN | ≤ pO(1)

n factorizes as |u−vN | =
∏n

i=1 p
e′i
i .

This yields a non-trivial relation

u =
∏

ei>0 p
ei
i = ±

∏n
i=1 p

e′i
i mod N . (5.2)

We write n+ 1 such relations with p0 = −1 as
∏n

i=0 p
ei,j−e′i,j
i = 1 mod N for

j = 1, ..., n+ 1. Any solution t1, ..., tn+1 ∈ {0, 1} of the equations∑n+1
j=1 tj(ei,j − e′i,j) = 0 mod 2 for i = 0, ..., n (5.3)

solves X2 = 1 mod N by X =
∏n

i=0 p
1
2

∑n+1
j=1 tj(ei,j−e′i,j)

i mod N . In case that
X �= ±1 mod N

this yields two non-trivial factors gcd(X ± 1, N) /∈ {1, N} of N .
The linear system of equations (5.3) can be solved within O(n3) bit operations.

We neglect this minor part of the work load of factoringN . This reduces factoring
N to finding about n vectors b ∈ L(Bn,c) for which |u − vN | factorizes over
p1, ..., pn.

Lemma 1. 1. Let the uv of b ∈ L(Bn,c) be square-free, |ẑ|2 ≤ ‖b−N‖2/n and
|u− vN | = o(vN) then ‖b−N‖2 ≤ (1 + 1/n) ln(v2N) + o(1).

2. If ‖b − N‖2 = O(lnN) and v ≤ N c−1(lnN)k then |u − vN |
= O

(
(lnN)k+1/2

)
.

Proof. 1. A factor peii of uv contributes ei ln pi to lnuv and e2i ln pi to ‖b−N‖2.
As ei = e

2
i we

have ‖b−N‖2 = lnuv +N2c| ln u
vN |2 = lnuv + |ẑ|2,
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where lnuv is the contribution of the
√
ln pi entries of Bn,c. We have u =

vN±|u−vN | = vN±o(vN) = vN(1+±o(1)), hence lnuv ≤ ln(v2N(1+o(1)) ≤
ln v2N + o(1). This proves 1.
We conclude that most likely ‖L(Bn,c)−N‖2 = O(lnN).

2. Applying ‖b−N‖2 = O(lnN) to the last coordinate ẑ = N c ln( u
vN ) of b−N

we see that

N−c|ẑ| =
∣∣ ln u

vN

∣∣ = | ln(1 + u−vN
vN ) | = O(N−c(lnN)1/2) = o(1)

due to c > 0. As ln(1 + x) = x − x2

2 + x3

3 · · · this proves for x = u−vN
vN =

O((N−c(lnN)1/2), and thus |u − vN | ≤ O(vN1−c(lnN)1/2) ≤ O((lnN)k+1/2)
due to v ≤ N c−1(lnN)k+1/2. This proves 2.
We conclude for c > 1, pn > (lnN)k+1/2 that most likely any b close to N
having a small v yields a relation (5.2). �

An integer is called y-smooth, if it has no prime factor larger than y. Let
Ψ(X, y) denote the number of integers in [1, X ] that are y-smooth. Dickman

[1930] has shown for constant z ≥ 1 that

Ψ(X.y) ∼ Xρ(z) as X → ∞ where X = yz. (5.4)

ρ(z) is known as Dickman’s de Bruijn ρ-function, see [G08] for a recent surview.
[G08] proves

ρ(z) = 1− ln z for 1 ≤ z ≤ 2

ρ(z) =
( e+o(1)

z ln z

)z
= 1/zz+o(z) for z → ∞ (5.5)

Hildebrand [H84] proved for X = yz under the Riemann Hypothesis that

Ψ(X, y) = Xρ(z)
(
1 +O

( ln(z+1)
ln y

))
(5.6)

uniformly holds for 1 ≤ z ≤ y1/2−ε, y ≥ 2 and any fixed ε > 0 and
Let Φ(N, pn, σ) denote the number of triples (u, v, |u − vN |) ∈ N3 that are

pn–smooth and bounded as v, |u− vN | ≤ pσn. We conclude from (5.6) that

Φ(N, pn, σ) = O(2p
2σ
n ρ

( ln(Npσ
n

ln pn

)
ρ2(σ)) (5.7)

uniformly holds for lnN
ln pn

+ σ ≤ p1/2−ε
n if the pn-smoothness events of u, v, |u −

vN | are nearly statistically independent. We will apply (5.7) in a range where
lnN
ln pn

+ σ � p
1/2
n and we will neglect the O(1)-factor of (5.7).

Proof of (5.7). There are 2p2σn pairs of integers u, v such that 0 < v, |u−vN | ≤
pσn. Clearly u ≤ Npσn + pσn ≤ pzn holds for z = ln(N+1)

ln pn
+ σ. Then (5.6) for

X = (N + 1)pσn and y = pn shows that the fraction of u that are pn-smooth is

ρ(z)
(
1 +O

( ln(z+1)
ln pn

))
if lnN

ln pn
+ σ ≤ p1/2−ε

n .
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Moreover (5.6) for X = pσn, y = pn, z = σ shows that the fraction of 0 <

v ≤ pσn that are pn-smooth is ρ(σ)
(
1 +O

( ln(σ+1)
ln pn

))
if σ ≤ p1/2−ε

n . Therefore the

statistical independence of the pn-smoothness events of u, v, |u−vN | implies (5,7)
if ln(z + 1) = O(ln pn) holds in both cases. The latter holds due to lnN

ln pn
+ σ ≤

p
1/2−ε
n .

Example Factoring. LetN = 100000980001501≈ 1014 and n = 90, p90 = 463.
(5.7) shows that there are Θ(6.4 ·105) relations (5.2) such that v, |u−vN | ≤ 4633

are pn-smooth. M. Charlet has constructed several hundreds such relations (5.2)
for the above N . For this N the following program is particular efficient for
N c = 1010, c ≈ 5/7 and pruned to stages with success rate β̈t ≥ 2−14. For the
first time this recommends to use c < 1 as well as relatively small prime bases
and to use extreme pruning.

A Program for Finding Relations (5.2) Efficiently. Initially the given
basis Bn,c gets strongly BKZ-reduced with block size 32 and the target vector
N is shifted modulo lattice vectors into the ground mesh of the reduced basis.
The initial value Ä, the upper bound on ‖N− L(Bn,c)‖2 is set to 1

5
1
4

∑n
i=1 r

2
i,i.

LOOP. In each round the vectors of the reduced basis of L(Bn,c) and the
shifted N are randomly scaled as follows. For i = 1, ..., n with probabiliy 1/2 all
i-th coordinates of the basis vectors and the shifted target vector are multiplied
by 2. (This nearly excludes the ”scaled” primes pi to appear as factors of uv
in relations (5.2) resulting from CVP-solutions.) The scaled basis gets slightly
reduced by BKZ-reduction of block size 20. Then New Enum for CVP is called
to search for lattice vectors that are close to the shifted target vector N. New

Enum always decreases Ä to the square distance to N of the closest found lattice
vector. But whenever a relation (5.2) has been found New Enum stops further
decreasing Ä for this round. Whenever a new closer lattice vector is found it is
checked whether it yields a relation (5.2). The scaling per rround makes sure
that the algorithm produces distinct relations (5.2).

Previously B. Lange had implemented New Enum for SVP and by hand
picking various prime bases Bn,c for various c and subsets of the smallest 125
primes he found 45 relations (5.2) for the above N . M. Charlet has adjusted that
program from SVP to CVP. He generated several hundred of relations (5.2).
We report on his experiments.

Performance. The algorithm found in one run of 15 minutes and 350 rounds
139 relations. On average it found a relation every 6.5 seconds. This amounts
to a factoring time of 10 minutes for N ≈ 1014. The majority of rounds does
not find a relation. But 74 of the 139 found relations have been found in rounds
with multiple successes. Here are the first 30 of the 139 example relations, they
mostly satisfy |u− vN | ≤ p390.
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4. 2 · 5 · 47 · 83 · 157 · 179 · 307 · 331 · 421 469 19 · 43 · 373
5. 72 · 13 · 41 · 43 · 107 · 109 · 113 · 131 · 409 · 461 365571 24 · 5 · 112 · 197 · 433
6. 2 · 7 · 13 · 31 · 107 · 127 · 149 · 179 · 383 · 397 · 439 1364937 3 · 5 · 11 · 61 · 337 · 419
7. 43 · 131 · 139 · 193 · 307 · 353 · 401 · 439 28829 2 · 32 · 52 · 13 · 41 · 109
8. 19 · 31 · 53 · 61 · 67 · 131 · 163 · 241 · 313 2055 22 · 59 · 71 · 89
9. 132 · 17 · 101 · 137 · 199 · 229 · 277 · 331 1661 26 · 3 · 19 · 233
10. 19 · 101 · 107 · 127 · 131 · 179 · 191 · 211 · 370 93398 33 · 13 · 29 · 109 · 167
11, 2 · 72 · 31 · 37 · 163 · 181 · 257 · 281 · 433 1037 32 · 251 · 421
12. 22 · 7 · 17 · 101 · 131 · 157 · 167 · 239 · 347 · 349 47793 5 · 13 · 29 · 83 · 151
13. 3 · 79 · 83 · 131 · 167 · 263 · 3312 124 72 · 13 · 139
14. 11 · 13 · 151 · 181 · 251 · 271 · 419 · 439 489 24 · 139 · 199
15. 22 · 11 · 19 · 41 · 79 · 199 · 281 · 331 · 421 211 5 · 149 · 397
16. 2 · 3 · 5 · 7 · 11 · 59 · 73 · 167 · 173 · 257 · 421 311 53 · 457
17. 2 · 3 · 13 · 29 · 67 · 103 · 109 · 193 · 331 25 7 · 732

18. 32 · 17 · 47 · 532 · 67 · 113 · 1792 49 23 · 5 · 331
19. 11 · 47 · 53 · 107 · 179 · 241 · 271 · 283 97 26 · 7 · 13 · 17
20. 2 · 11 · 47 · 53 · 131 · 149 · 151 · 241 · 353 · 439 60323 3 · 7 · 41 · 89 · 347
21. 2 · 11 · 59 · 67 · 197 · 263 · 337 · 461 7 3 · 52 · 179
22. 53 · 59 · 792 · 137 · 149 · 223 · 421 374 7 · 151 · 347
23. 11 · 17 · 53 · 73 · 97 · 137 · 191 · 223 · 307 · 337 423677 22 · 3 · 72 · 13 · 19 · 193
24. 72 · 53 · 79 · 137 · 149 · 223 · 271 · 367 · 443 411477 2 · 5 · 211 · 263 · 283
25. 5 · 7 · 59 · 732 · 89 · 131 · 173 · 419 93 22 · 107 · 179
26. 7 · 17 · 47 · 53 · 67 · 131 · 179 · 179 · 199 · 307 · 401 114091 22 · 32 · 112 · 13 · 292

27. 2 · 32 · 23 · 47 · 67 · 139 · 239 · 331 · 383 · 419 23005 17 · 53 · 71 · 173
28. 2 · 33 · 5 · 11 · 31 · 47 · 73 · 191 · 293 · 397 67 281 · 283
29. 2 · 5 · 47 · 83 · 157 · 179 · 307 · 331 · 421 469 19 · 43 · 373
30. 7 · 41 · 103 · 127 · 173 · 197 · 251 · 337 · 419 45347 24 · 3 · 192 · 283

u v |u− vN |
1. 19 · 292 · 31 · 73 · 109 · 139 · 211 · 259 415 22 · 11 · 37 · 437
2. 29 · 37 · 83 · 139 · 191 · 269 · 307 · 443 865 2 · 11 · 239 · 383
3. 2 · 3 · 172 · 103 · 263 · 317 · 379 · 443 25 13 · 173

Most example relations have square factors. Relations 18-26 have all been found
in one round of 10 seconds. For most examples v and |u− vN | are of about the
same order.

In the above list of relations (5.2) the u, v, |u − vN | have between 12 - 23
distinct prime factors ≤ 463. Since each such prime has been nearly eliminated
with probability 1/2 the number of possible remaining relations per round is
Θ(6.4 · 105), by (5.7), divided by 212 to 223. Therefore only 83 out of the 350
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rounds found a relation. This also indicates that by decreasing the probability
1/2 of ”scaling” the primes we can speed up the finding of relations.

Future Optimizations. 1. Restrict the scaling of the first n/2 coordinates
of the reduced basis vectors of L(Bn,c), e.g. scale them only with probability
≤ 1/4. Then the first n/2 primes can more freely occur as factors of uv.
2. We can increase c to c+0.2 by multiplying the last coordinates of the vectors
of the BKZ-basis of L(Bn,c) by N

0.2, then again BKZ-reduce the basis. Such an
iterative increase of c gives access to larger c-values at low costs for the BKZ-
reduction. Theorem 3 shows that there are exponentially many relations (5.2)
for c > 1.
3. For large N,N c it is crucial to prune New Enum towards small v, and small
|u− vN | because large |u− vN | are rarely pn-smooth. We can eliminate large v
by pruning all stages (ut, ..., un) for which the v of b =

∑n
i=t uibi is ”to large”.

If v ≤ N c−1(lnN)α holds for b ∈ L(Bn,c) then |u− vN | ≤ (lnN)α+1/2 holds by
Lemma 1. part 2, and thus b most likely provides a relation (5.2).
4. Before calling in a round New Enum for CVP it makes sense to first approx-
imate a closest lattice vector to N by Babai’s nearest plane method [Ba86]. The
LLL-version of this method is very fast and even a BKZ-version with block size
20 is very efficient and should already find many relations (5.2). In particular
this should work well for large dimension n.

Factoring Large Integers N = Θ(22000). We extend the search of relations
(5.2) to large, non smooth v. This greatly increases the number of relations (5.2)
that are accessible by pruned CVP computations. We represent v by modifying
the last coordinate of the target vector N from N c ln(N) to N c ln(vN) and
let Nv denote the modified target vector. Nv yields the same last coordinate
z̈ = N c(ln(u/v)− lnN) of b−Nv as our previous representation of v via N =
N1 and b =

∑n
i=1 uibi with some negative ui. Now a stage of New Enum

is of the form (ut, ..., un, v) ∈ N0
n−t+2, v ≥ 1. New Enum must enumerate

all vectors b =
∑n

i=1 uibi together with all v such that 1 ≤ v ≤ N c−1 and
|u− vN | ≤ pn for u =

∏n
i=1 p

ui

i . Stages are performed in the order of decreasing

success rate β̈t. The Gaussian volume heuristics shows that β̈t is proportional
to (Ä − ||πt(b − Nv)||2)(n−t+1)/2. We can direct the enumerated v via clever
pruning into any direction v = Θ(N c−12−j) for 1 ≤ 2j ≤ N c−1. We hope that
the pruned enumeration can be done in polynomial time for each j.

Recall that v ≤ N c−1 and ||b−N||2 = O(lnN)1/2 implies by Lemma 1, part
2 that |u − vN | = O(lnN). Note that this also holds for arbitrary non smooth
v and the modified target vector Nv.

Let Υ (N,n, c) denote the number of relations (5.2) corresponding to some u, v
such that |u− vN | ≤ pn, u is pn-smooth and 1 ≤ v ≤ N c−1. (5.5) shows that

Υ (N,n, c) ≥ N c−1
( e+o(1)

z̄ ln z̄

)z̄
2 pn for z̄ = c lnN

ln pn

provided that the pn-smoothness of 1 ≤ u ≤ N c is nearly statistically indepen-
dent of the event that 1 ≤ v ≤ N c−1 and |u− vN | ≤ pn.
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We get for 22000 ≤ N ≤ 2 · 22000, n = 2500, pn = 24281 that

Υ (N,n, 3.5) ≥ e115, Υ (N,n, 4) ≥ e200, Υ (N,n, 5) ≥ e470,
Υ (N,n, 6) ≥ e666, Υ (N,n, 7) ≥ e834, Υ (N,n, 8) ≥ e985.

If most of these (u, v) get enumerated by New Enum with clever pruning we
should find by randomly scaling primes about pn relations (5.2) and factor N in
polynomial time. The pruning into the most important directions v = Θ(N c−1)
and the parameters c, Ä have still to be optimized.

Comparison with [S93]. Our new results show an enormous progress com-
pared to the previous approach of [S93]. [S93] reports on experiments for N =
2131438662079≈ 2.1 · 1012, N c = 1025, c ≈ 2.0278 and the prime number basis
of dimension n = 125 with diagonal entries ln pi for i = 1, ..., n instead of

√
ln pi.

The larger diagonal entries ln pi require a larger c and this increases the time for
the construction of relations (5.2). The latter took 10 hours per found relation
on a PC of 1993. Adleman [Ad95] introdused the diagonal elements

√
ln pi of

Bn,c in translating the method of [S93] from the ‖ ‖1-norm used in [S93] to the
square norm.

6 Factoring N via the Prime Number Lattice with c > 1

Let pn = (lnN)α and c = (lnN)β > 1. Theorem 3 shows that there are expo-
nentially many vectors b ∈ L(Bn,c) that are sufficiently close to N and provide
a relation (5.2). In fact Lemma 1. part 2. shows for c > 1− k ln lnN

lnN that vectors
b close to N with small v yield small |u− vN | providing a relation (5.2). But an
efficient construction of relations (5.2) via CVP-solutions requires clever prun-
ing towards small v because complete enumeration can be expensive for large c,
see Theorem 4.

The Number of Lattice Vectors b ∈ L(Bn,c) Such That |u− vN|= 1. We
denote

Mn,c =
{
(u, v) ∈ N2 |u− vN | = 1, N c−1/2 ≤ v ≤ N c−1

u, v are pn−smooth

}
.

The v of (u, v) ∈ Mn,c is quite large for c � 1 but due to Lemma 1 part 2
we can efficiently prune New Enum for CVP towards bounded values v and

|u− vN | = pO(1)
n . Theorem 2 shows that there are exponentially many relations

(5.2) for sufficiently large c, α.

Theorem 2. Assuming that the equation |u − 
u/NN | = 1 is for random
u = Θ(N c) nearly statistically independent from the event that u, 
u/N are
pn-smooth then #Mn,c ≥ Nε+o(ε) holds for ε > 0 if α > 2β + 2 > 2 and
α+αε−1−β
α−2β−2 < c = (lnN)β.



Factoring Integers by CVP Algorithms 89

Proof. (5.5) shows for X = N , pn = (lnN)α = N1/z, z = lnN/α ln lnN that

Ψ(N, pn) =
( e+o(1)

z ln z

)z
= z−z+o(z) holds for z → ∞.

The assumption of the theorem and the lower bound on Ψ(N c, pn) yields for
z,N → ∞ :

#Mn,c ≥ N c−1(zc− z)−zc+z(zc)−zc+o(z),

ln#Mn,c ≥ (c− 1) lnN − z
(
(c− 1) ln(zc− z) + c ln zc

)
(1 + o(1)).

Here N c−1 counts twice the number of v, 1
2N

c−1 ≤ v ≤ N c−1. For every such

v there are two u = vN ± 1, and (zc− z)−zc+z+o(z), (zc)−zc+o(z) lower bound
the portions of those v and u that are pn-smooth. We assume again that the
pn-smoothness events for the u and v are nearly statistical independent. Hence
we get for α+αε−1−β

α−2β−2 < c = (lnN)β and α > 2β + 2 that

ln#Mn,c > (c− 1) lnN − (2c−1) lnN ln(zc)
α ln lnN (1 + o(1)) as z = lnN/α ln lnN

> (c−1) lnN− (2c−1) lnN(1+β) ln lnN
α ln lnN (1+o(1)) as ln z < ln lnN and ln c = β ln lnN

= lnN(−1+ αc−(2c−1)(1+β)(1+o(1))
α ) = lnN(−1+ c(α−2β−2)+1+β

α(1+o(1)) ) ≥ (ε−o(ε) lnN

since −1 + c(α−2β−2)+1+β
α > ε holds due to α+αε−1−β

α−2β−2 < c. Hence #Mn,c ≥
Nε+o(ε). �

Theorem 3. The vector b =
∑n

i=1 eibi ∈ L(Bn,c) that is closest to N yields
a non-trivial relation (5.2) provided that Mn,c �= ∅ and v ≤ O(N c−1 lnN) and
pn > (lnN)3/2.

Proof. Let b′ =
∑n

i=1 e
′
ibi ∈ L(Bn,c) be the vector corresponding to some

(u′, v′) ∈Mn,c, u
′ =

∏
e′i>0 p

e′i
i , v′ =

∏
e′i<0 p

−e′i
i such that |u′ − v′N | = 1.

We have N c−1/2 < v′ < N c−1 and thus v′ = ηN c−1 with 1
2 < η < 1. Lemma

1 part 1 shows

‖b′ −N‖2 ≤ (2c− 1) lnN + η−2 +O(1) + |ẑ|2 = O(lnN).

This bound holds a fortiori for the lattice vector b ∈ L(Bn,c) that is closest to
N. Consider the (u, v) ∈ N2 corresponding to b. Lemma 1 part 2 shows that
|u − vN | = O( (lnN)1+1/2) holds for c ≥ 1, k = 1 due to the small v. Hence b
provides a relation (5.2) since pn > (lnN)3/2. �

Theorem 4. Let α > 2β + 2 and α+αε−1−β
α−2β−2 < c = (lnN)β for some ε > 0. Let

a reduced version of the basis Bn,c of L be given that satisfies GSA, ‖b1‖2 =
2c lnN +O(1). Then ‖b1‖2 = λ21 +O(1), ‖L −N‖ < λ1 and rd(L) = o(n−1/4).
Let Nr ∈R span(L) be a random version of N. If New Enum finds a vector
b̈ ∈ L closest to Nr that satisfies CA it finds b̈ in average time nO(1)ENr [(‖Nr−
L‖/λ1)n] and under the volume heuristics for the specific N of (5.1) in pol. time.
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Proof. We first prove that λ21 = 2c lnN + O(1). Mn,c �= ∅ holds by Theorem
2, moreover we see from that proof argument that there exist u =

∏
i≤n p

ei
i and

v =
∏

i≤n p
e′i
i with ei, e

′
i ∈ {0, 1} such that u = Θ(N c), |u−v| ≤ 2, gcd(u, v) = 1.

In particular, let

M̃n,c =
{
(u, v) ∈ N2 |u− v| = 1, N c/2 ≤ v ≤ N c

u, v are pn-smooth

}
.

Then #M̃n,c ≥ N c(zc)−2zc+o(z) holds for z = lnN/(α ln lnN), and thus

ln#M̃n,c ≥ lnN(α−2−2β−o(1)
α c) = Θ(c lnN).

Similar to the proof of Lemma 1 part 2. we have

‖
∑

i≤n(ei − e′i)bi‖2 = 2c lnN + O(1) + N2c ln(u/v)2 = 2c lnN +

O(|u − v|)2,
where ln(u/v) = ln(1 + u−v

v ) = Θ(|u − v|N−c). Hence λ21 ≤ 2c lnN + O(1).
On the other hand Lemma 5.3 of [MG02] proves that λ21 > 2c lnN if the prime
p1 = 2 is neglected. Hence the claim.

Lemma 1 part 1 shows for (u, v) ∈Mn,c and n ≥ lnN that

‖L −N‖2 ≤ ‖b−N‖2 ≤ (2c− 1) lnN + O(1), and thus ‖L −N‖2/λ21 ≤
1− 1/2c+ o(1).

For c ≥ 1 we minimize ‖b −N‖ for b ∈ L by solving SVP for the lattice with
basis [N,Bn,c]. In particular, ‖L(Bn,1) −N‖ ≤ λ1 and thus rd(L(N,Bn,1)) ≤
rd(L(Bn,1)).

Next we bound rd(L) for L = L(Bn,c)). For n = (lnN)α/(α ln lnN)(1+ o(1))
we have

γn(detL)
2
n ≥ n

2eπ (ln pn ± o(1)) ·N2c/n = n
2eπN

2c/n(1± o(1)).

Hence rd(L) = λ1/(
√
γn(detL)

1
n ) =

(
2eπ 2c lnN

n

) 1
2 /N c/n(1 ± o(1)).

We have for β < α/2 − 1 that c = (lnN)β < (lnN)α/2−1 and c lnN
(lnN)α ≤

1
(lnN)α/2 = o(n−1/2).

We see from c/n ≤ (lnN)β−αα ln lnN (1 + o(1)) and β − α+ 1 < −α/2 that

N c/n = N
1

lnN (lnN)β−α+1α ln lnN (1+o(1))

≤ e(lnN)−α/2 α ln lnN (1+o(1)) = eo(1) = 1 + o(1).

Hence rd(L) = O
(
( c lnN α ln lnN

(lnN)α )1/2
)
= o(n−1/4) since 2 + 2β < α.

By Corollary 2 New Enum minimizes ‖b − Nr‖ for b ∈ L for random Nr ∈
span(L) under GSA and CA in average time nO(1)ENr [(‖Nr − L‖/λ1)n]. This
proves the first claim.

Now assume the volume heuristics and consider the N of (5.1). Then following
the proof of Prop. 1 and Cor. 3 New Enum finds for the α of (lnN)α = pn
and c = (lnN)β some b ∈ L(Bn,c) that minimizes ‖b−N‖ in polynomial time,
without proving correctness of the minimization. This proves the claim. However,
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the volume heuristics can underestimate by far the number of b ∈ L such that
‖b−N‖ ≤ λ1 if N is very close to the lattice. �

Without the volume heuristics the time bound of Theorem 5 for the N of
(5.1) increases to nO(1)(RL/λ1)n where RL = maxu∈span(L) ‖L−u‖ is the cover-
ing radius of L. The factor (RL/λ1)n overestimates New Enum’s running time
because ‖L−N‖ < λ1 New Enum enumerates lattice points in a ball of radius
‖L −N‖ < λ1 � RL = maxu∈span(L) ‖L − u‖.

Constructing a nearly shortest vector of L(B̄n,c) for an extended basis B̄n,c.
In order to factor N heuristically in polynomial time via Theorem 5 we may
need a very short vector of the prime number lattice. For this we extend the
basis Bn,c = [b1, ...,bn] ∈ R(n+1)×n by a suitable prime p̄n+1 and the corre-

sponding vector b̄n+1 = [0, ....0,
√
ln(p̄n+1), N

c ln(p̄n+1)]
t ∈ Rn+2 to B̄n,c =

[b̄1, ..., b̄n, b̄n+1] ∈ R(n+2)×(n+1) and construct such a short vector of the ex-
tended lattice. We construct the prime p̄n+1 such that p̄n+1 = Θ(N c) and
|u − p̄n+1| = O(1) holds for a square-free (lnN)α-smooth integer u =

∏n
i=1 p

ei
i .

From the initial part of the proof of Theorem 6 and that of Lemma 2 we see that
‖b̄‖2 = 2c lnN + O(1) = λ21(L(B̄n,c) + O(1) holds for b̄ :=

∑n
i=1 eib̄i − b̄n+1.

This construction is efficient, we generate u =
∏

i pi = Θ(N
c) at random and

test the p̄ near to u for primality. If the density of primes near the u is not
exceptionally small we find a prime p̄n+1 = u+O(1) within O(c lnN) primality
tests on such p̄. Therefore B̄n,c and a nearly shortest vector b̄ of L(B̄n,c) can be
found in probabilistic polynomial time. A single (B̄n,c, b̄) can be used to solve
all CVP’s for the factorization of all integers of the order of N .

Corollary 4. Integers N can be factored under the vol. heuristics, GSA and
CA in polynomial time by solving (lnN)α CVP’s for the prime number lattice
of dimension n < (lnN)α and c = (lnN)β such that 0 < α−β−1

α−2β−2 < c and

‖b1‖2 = 2c lnN +O(1). This lattice satisfies rd(L) = o(n−1/4).

Proof. We apply Theorems 3, 4 and 5 to c = (lnN)β . Then the condition
0 < α−1−β

α−2β−2 < c required for Theorem 4 holds for arbitrary 0 < β < α/2 − 1

and sufficiently large N . The proof of Theorem 5 shows that rd(L) = o(n−1/4)
is clearly smaller than required for Prop. 1 and Cor. 3. Therefore the errors of
the volume heuristics should not be extreme. �

Acknowledgment. I am indebted B. Lange and M. Charlet (U. Frankfurt) for
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Abstract. At ASIACRYPT 2012, Petit and Quisquater suggested that
there may be a subexponential-time index-calculus type algorithm for the
Elliptic Curve Discrete Logarithm Problem (ECDLP) in characteristic
two fields. This algorithm uses Semaev polynomials and Weil Descent to
create a system of polynomial equations that subsequently is to be solved
with Gröbner basis methods. Its analysis is based on heuristic assump-
tions on the performance of Gröbner basis methods in this particular
setting. While the subexponential behaviour would manifest itself only
far beyond the cryptographically interesting range, this result, if correct,
would still be extremely remarkable. We examined some aspects of the
work by Petit and Quisquater experimentally.

1 Introduction

Throughout this paper, let E be an elliptic curve over F2n ,

E/F2n : y2 + xy = x3 + a2x
2 + a6

where a2, a6 ∈ F2n
∗ and such that the trace TrF2n/F2

(a2) = 1. (In particular,
if n is odd, then we can set a2 = 1.) For such an elliptic curve, and an integer
m ≥ 2, the m-th Semaev polynomial Sm [10] is the unique polynomial in m
variables with the following property: Sm(x1, . . . , xm) = 0 for x1, . . . , xm ∈ F2n

if and only if there exist y1, . . . , ym ∈ F2n with (xi, yi) ∈ E(F2n) and such
that

∑m
i=1(xi, yi) = ∞ ∈ E(F2n). Here,

∑m
i=1(xi, yi) denotes the addition of m

points on the elliptic curve E, and ∞ denotes the point at infinity. For example,
S2(x1, x2) = x1+x2 since (x1, y1)+(x2, y2) = ∞ in E(F2n) if and only if x1 = x2.
For a fixed integer m, Semaev polynomials can be used to find relations on the
set of points in E(F2n). This is done by combining Weil descent and Gröbner
basis techniques to find certain zeroes of Sm. This yields an index-calculus type
algorithm to solve the elliptic curve discrete logarithm problem (ECDLP): given
P ∈ E(F2n) and Q ∈ 〈P 〉, find � such that Q = �P . Variants of this algorithm

M. Fischlin and S. Katzenbeisser (Eds.): Buchmann Festschrift, LNCS 8260, pp. 94–107, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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are due to Gaudry [7] and Diem [3]. We will refer to it as Diem’s algorithm for
the remainder of this paper.

This paper is motivated by the works of Faugère, Perret, Petit and Renault
[6], and Petit and Quisquater [9] who both emphasize the special form of the
multivariate polynomial equations arising in Diem’s algorithm, thereby suggest-
ing a significant speed-up in the running time of special-purpose Gröbner basis
techniques. While Diem [3] gives a runtime complexity of exp(O(n(log n)1/2)),
Faugère, Perret, Petit and Renault [6] derive complexity bounds for solving
Sm = 0 based on the so-called Linearization Method and suggest a runtime
complexity of O(2ωt) with 2.376 ≤ ω ≤ 3 (ω = the linear algebra constant)
and t ≈ n/2. (Compare this with the running time of the parallelized Pollard
Rho method of O(2n/2)). This running time is under the unproven yet plausible
heuristic assumption that a certain set of equations arising in the algorithm is
linearly independent. Petit and Quisquater [9] conduct a more aggressive analysis
of Diem’s algorithm, and claim a running time complexity that is subexponen-
tial in the input size. More specifically, under the assumption on bounds on
the so-called degree of regularity of a the system of equations that arises in the

computation, the ECDLP over F2n is said to be solved in time O(2cn
2/3 logn),

where c = 2ω/3. Petit and Quisquater also give estimated running times for
specific values of the extension degree n, which indicate that Diem’s algorithm
outperforms the Pollard rho method for n > 2000. On the other hand, both
papers [6,9] suggest that for large enough n (and m), the use of the so-called
hybrid method (for computing a Gröbner basis) should produce even further
speed-up. While these results seem to be no threat for current ECDLP-based
cryptographic systems, they do require further study. The purpose of this paper
is to do exactly this.

In particular, the contributions of this paper are the following:

– We confirm and extend the Petit-Quisquater experimental data [9] on the
degree of regularity, up to n = 29. (Petit-Quisquater give data for n = 11, 17
only.)

– We suggest the Delta Method to achieve speed-up.
– We study the effect of various realizations of the hybrid method.
– Lastly, for the case n even only, we report on experiments with subfield-based

factor-bases.

2 Preliminaries

2.1 Semaev’s Summation Polynomials

For an integer m ≥ 2, the m-th Semaev polynomial has been defined in the
introduction. Further,

S3(x1, x2, x3) = x
2
1x

2
2 + x

2
1x

2
3 + x

2
2x

2
3 + x1x2x3 + a6

([3, Lemma 3.4]), and recursively, for m ≥ 4:

Sm(x1, . . . , xm) = ResX(Sm−k(x1, . . . , xm−k−1, X), Sk+2(xm−k, . . . , xm, X)),
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where 1 ≤ k ≤ m−3. By definition Sm is symmetric, and Sm has degree 2m−2 in
each xi for m ≥ 2. For Semaev polynomials to solve the ECDLP, we think of m
to be small. For example, in the running time analysis by Petit and Quisquater,
best running times are achieved with m ≤ 4 if n ≤ 2000, and with m ≤ 14 for
n ≤ 100, 000. Petit and Quisquater argue that using a method by Collin’s [2],
the calculation of Sm can be done in time O(2m(m+1)).

2.2 An Index Calculus for the ECDLP

In our description of Diem’s algorithm for the ECDLP, using Semaev’s summa-
tion polynomials, we follow Petit and Quisquater [9].

Input:

– F2n = F2[z]/(f(z)), where deg f = n and f irreducible/F2.
We view F2n as a vector space over F2 of dimension n.

– Elliptic curve E/F2n , P ∈ E(F2n), Q ∈< P >.

Output:

– The least positive integer � such that Q = �P .

Algorithm:

– Find a Factor Basis FV :
- Fix n′ ∈ [1, n] ∩ Z.
- Choose a subspace V ⊆ F2n/F2 of dimV = n′.
- Set FV = {(x, y) ∈ E(F2n);x ∈ V }
(among pairs (x, y), (x, y′) with y �= y′, take only those (x, y) with lexico-
graphically smaller y).

– Compute Relations:
- Fix m.
- Do about 2n

′
times:

• REPEAT
- Take a, b ∈R [0, 2n] ∩ Z.
- Set R = aP + bQ =: (xR, yR).
- Look for (x1, . . . , xm) ∈ V m with Sm+1(x1, . . . , xm, xR) = 0.
UNTIL such x1, . . . , xm are found.

• For j = 1, . . . ,m, compute y1, . . . , ym such that Rj := (xj , yj) ∈ FV .
• Find ej ∈ {±1} such that R+

∑m
j=1 ejRj = ∞.

- Result: about 2n
′
Relations:

#FV∑
i=1

εikRi + akP + bkQ = ∞

where εik = {0, 1,−1}.
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– Linear Algebra Step:
Use sparse matrix Linear Algebra to find a linear dependency among the
relations.
Then easily obtain a solution � to the ECDLP Q = �P .
Return �.

Notes:

– According to Faugère et al. [6], one should choose m,n′ such that mn′ ≈ n.
– If dimV = n′, then Diem [3] shows that #FV ≈ 2n

′
.

– If dim V = n′, the probability that Sm+1(x1, . . . , xm, xR) = 0 with

(x1, . . . , xm) ∈ V is, on average, ≈ 2mn′−n

m! .

Weil Descent. It remains to discuss how to solve Sm+1(x1, . . . , xm, xR) = 0
with the added constraint that x1, . . . , xm ∈ V . This is achieved via Weil descent,
followed by Gröbner basis techniques. More specifically, one does the following:

– Choose a basis {Θ1, . . . , Θn} of F2n/F2.
– Choose a basis {v1, . . . , vn′} of V/F2.
– Introduce mn′ new variables xij , 1 ≤ i ≤ m, 1 ≤ j ≤ n′:

Write

xi =

n′∑
j=1

xijvj , i = 1, . . . ,m.

– Substitute the xi into Sm+1.
Decompose each vj , j = 1, . . . , n′, and xR, into the Θs, s ∈ {1, . . . , n}.
Reduce any x2ij − xij = 0.

– Obtain equation:

0 = Sm+1(x1, . . . , xm, xR)

= Sm+1(

n′∑
j=1

x1jvj , . . . ,

n′∑
j=1

xmjvj , xR)

= [f ]1Θ1 + · · ·+ [f ]nΘn

where [f ]s ∈ F2[x11, . . . , xmn′ ] for s = 1, . . . , n.

Thus, and after adding the field equations, one has to solve the set of polynomial
equations in mn′ variables

[f ]s = 0, s = 1, . . . , n,

x2ij − xij = 0, i = 1, . . . ,m; j = 1, . . . , n′,
(2.1)

for which one can use Gröbner basis techniques such as F4 [4] or F5 [5]. See [6]
and [9] for details.
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2.3 The Hybrid Method

Reconsider the system (2.1). The hybrid method [1] (see also [8]) works as follows:

– Choose k variables among the xij , label them y1, . . . , yk. There are 2k pos-
sible choices to assign values to the k-tuple (y1, . . . , yk).

– For each such assignment, try to solve the new system in mn′ − k variables
via a Gröbner basis calculation.

– With probability ≈ 2mn′−n

m! , one of these new systems yields a solution to
(2.1).

Using the hybrid method will require doing more Gröbner basis calculations, but
since we are fixing k variables each time, the number of variables in the system
is reduced. This produces an over-determined system which causes the Gröbner
basis algorithms to run much faster.

Fixing k variables could require doing up to 2k times as many Gröbner basis
calculations. Thus we require a speed up of at least 2 each time k goes up by 1.
Consequently, setting k too high causes the solution time for a single polynomial
system to start increasing, since the decrease in running time for each of the 2k

required Gröbner basis calculations is not sufficient to make up for the increased
number of calculations.

Note that setting k = n corresponds to an exhaustive search. This approach
is only efficient for very small n.

Faugère et al. [6] observed in experiments that with a suitable choice of k and
some tweaking, the hybrid method is faster than solving (2.1) directly. They
speculate that the hybrid method gives speedup by a factor m in the exponent.

3 Supporting the Petit-Quisquater Analysis, and More
Experimental Evidence

In their Table 3, Petit and Quisquater [9] give running time estimates for Diem’s
algorithm for the ECDLP in E(F2n) for various extension degrees 50 ≤ n ≤
100, 000. These data illustrate the claimed subexponential behaviour, and sug-
gest that for large enough n (n ≥ 2000), Diem’s algorithm outperforms the
Pollard rho method. We reproduce their table in Table 3.1.

The Petit-Quisquater analysis is based on the assumption that for the Semaev
polynomial equations (2.1),

degree of regularity = first fall degree + o(1). (3.1)

Here, the degree of regularity Dreg is the degree of the largest Macaulay matrix
appearing in a Gröbner basis computation with the algorithm F5 (cf. [9]), while
the first fall degree Dfirstfall is the degree at which a non-trivial degree fall occurs
during a Gröbner basis computation (see [9, Definition 2]).

We have the following facts ([9]):

– In general: Dreg ≥ Dfirstfall.
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Table 3.1. Petit-Quisquater complexity estimates for the ECDLP in E(F2n). Here,

tS = time to compute the mth Semaev polynomial, tR = time to generate 2n
′
relations,

tLA = time for the linear algebra step, and T = max{tS, tR, tLA}.

n m n′ tS tR tLA T

50 2 25 6 97 57 97
100 2 50 6 137 108 137
160 2 80 6 177 168 177
200 2 100 6 202 209 209
500 3 167 12 393 344 393

1000 3 250 20 664 512 664
2000 4 500 20 965 1013 1013
5000 6 833 42 1926 1682 1926

10000 7 1429 56 3020 2873 3020
20000 9 2222 90 4986 4462 4986
50000 11 4545 132 9030 9110 9110
100000 14 7143 210 14762 14306 14762

– (3.1) is true for many systems analyzed in the context of multivariate
cryptosystems.

– Dfirstfall ≤ m2 + 1.
– The running time to solve (2.1) with F4 or F5 is O(nωDreg ). Memory

requirements: O(n2Dreg ).

In their Table 2, Petit and Quisquater support (3.1) with experimental evidence
for the Semaev polynomial equations, for n = 11, 17, m = 2, 3.

3.1 Extending the Petit-Quisquater Data

Mimicking the Petit-Quisquater experiments [9], we reproduced and expanded
their Table 2. For this, we did the following;We fixed n, n′ andm. We constructed
F2n = F2[z]/(f(z)) with f a Conway polynomial of degree n. We chose a random
elliptic curve over F2n of order twice a prime. We chose the vector space V
of dimension n′ with basis {1, z, . . . , zn′−1}. We picked a random point R =
(xR, yR) of prime order on the elliptic curve and used Magma on an AMD
Opteron Processor 6168 to solve the (m + 1)-st Semaev polynomial associated
with R, that is, to solve Sm+1(x1, . . . , xm, xR) = 0. This was done for 20 random
curves. We measured the average degrees of regularity, the average time for
solving Sm+1 = 0, and the maximum memory requirement for that computation.
Selected results are shown in Table 3.2 (for m = 2), and in Table 3.3 (for
m = 3). They agree with the Petit-Quisquater data (given for n = 11, 17) and
also confirm that the average degrees of regularity are lower than the assumed
upper bound m2 + 1. Further, for 10 ≤ n ≤ 21 and m = 3, we observed
Dreg = 7, 8 most often, and always Dreg ≤ 9.

We repeated the computations for 20 random points R on the Koblitz curves
y2 + xy = x3 + x2 + 1 for various values of n, and m = 2, 3. Results are given in
Table 3.4.
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Table 3.2. Solving S3(x1, x2, xR) = 0. Random curves: a6 ∈R F2n . Average degrees of
regularity, average running times and maximum memory use.

n n′ m m2 + 1 Dreg Time (s) Max Mem (MB)

11 6 2 5 3.0 0 11
11 5 2 5 2.7 0 11

13 7 2 5 3.0 0 11
13 6 2 5 3.2 0 11

15 8 2 5 3.1 0 11
15 7 2 5 3.2 0 11

17 9 2 5 3.1 0 11
17 8 2 5 2.8 0 11

23 12 2 5 4.0 0 29
23 11 2 5 3.0 0 12

29 15 2 5 4.0 3 97
29 13 2 5 3.0 0 13

Table 3.3. Solving S4(x1, x2, x3, xR) = 0. Random curves: a6 ∈R F2n . Average degrees
of regularity, average running times and maximum memory use.

n n′ m m2 + 1 Dreg Time (s) Max Mem (MB)

11 4 3 10 7.0 1 24
11 3 3 10 6.4 0 11

13 4 3 10 7.0 1 23
13 3 3 10 6.0 0 11

15 5 3 10 7.0 15 188
15 3 3 10 6.0 0 11

17 6 3 10 7.2 220 2143
17 3 3 10 6.0 0 11

21 7 3 10 7.0 6910 27235
21 3 3 10 6.0 0 11

4 The Delta Method

So far, we always worked with parameters m and n′ such that mn′ ≈ n. In fact,
previous work [9,6] used work with n′ = 
n/m�. A closer look at the data in
Tables 3.2 and 3.3 however suggests that choosing n′ < n/m is favourable: for
each value of n, the first row gives the data for n′ = 
n/m� while the second
row gives the data for an optimized n′ < n/m. We notice lower average degrees
of regularity, running times and memory requirements almost throughout. This
gives rise to the Delta method. Let

Δ := n−mn′ > 0.
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Table 3.4. Solving S3(x1, x2, xR) = 0 and S4(x1, x2, x3, xR) = 0. Koblitz curves y2 +
xy = x3 + x2 + 1. Average degrees of regularity, average running times and maximum
memory use.

n n′ m m2 + 1 Dreg Time (s) Max Mem (MB)

11 6 2 5 3.0 0 11

11 4 3 10 7.1 1 24

13 7 2 5 3.1 0 11

13 4 3 10 7.0 1 23

15 8 2 5 3.1 0 11

15 5 3 10 7.0 16 189

17 9 2 5 3.0 0 11

17 6 3 10 7.1 211 2139

23 12 2 5 4.0 0 28

29 15 2 5 4.0 2 95

There is a tradeoff to consider when picking the value of n′, as a lower n′ value
will reduce the chances of finding a decomposition of R into m points in the
factor base, but will also reduce the factor base and therefore the number of
relations needed in Diem’s algorithm. The important experimental observation
is that lowering n′ causes the complexity of the Gröbner basis calculation (using
the F4 algorithm) to decrease dramatically.

More precisely, decreasing n′ by 1 decreases the chance of a decomposition
being found by a factor of 2m. It also decreases the number of relations needed
by a factor of 2, since 2n

′
+ c relations are needed to solve the ECDLP (for

some small constant c). Thus we require a speedup of 2m−1 in Gröbner basis
calculation times in order for the Delta method to offer an improvement.

Also note that we expect that for the majority of polynomial systems for which
we are trying to calculate a Gröbner basis, the system will have no solution. This
follows from that an elliptic curve point R can be decomposed into m points of
the factor basis if and only if the m+1-st Semaev polynomial associated with R
has a solution. Thus the Delta method with Δ > 0 is useful as long as the time
required to calculate a Gröbner basis for systems with no solution decreases by
a factor of slightly over 2 each time n′ is reduced by 1 (and the time required for
systems with a solution does not increase by too much). For n = 26, we do in
fact get this required decrease for n′ ≥ 11. For n = 34, we get the decrease for
n′ ≥ 14. Table 4.1 shows some selected average degrees of regularity and Gröbner
basis running times (using Magma on an AMD Opteron 6168); to obtain these
data, we used the same experiment as in Section 3.1, but separated the data
into the cases that the system S3(x1, x2, xR) = 0 had a solution or not. We took
averages over 5 calculations in each case. Observe that looking at solvable and
unsolvable systems separately, we can see that solvable systems have a degree of
regularity between 3 and 5, while unsolvable systems are between 2 and 4.
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Table 4.1. Average degree of regularity and Gröbner basis running time, for Semaev
polynomial systems with, or without solution

Degree of Regularity Gröbner Basis Running Time
n m n′ No Sol Sol No Sol Sol

26 2 13 2.8 4.0 0.39 0.99
26 2 12 2.4 3.0 0.06 0.14
26 2 11 2.4 3.0 0.01 0.03
26 2 10 2.6 4.0 0.01 0.02

34 2 17 2.8 4.0 12.31 55.20
34 2 16 3.2 4.0 1.42 3.14
34 2 15 2.8 3.0 0.21 0.47
34 2 14 2.6 3.0 0.03 0.07
34 2 13 2.0 4.0 0.02 0.04

Obviously and unfortunately, we cannot increase Δ arbitrarily in order to
decrease the ECDLP running time. As we continue to increase Δ the Gröbner
basis times stop decreasing as rapidly, and the overall running time starts going
back up. Our experimental data suggests that for the case m = 2, the optimal
value of Δ is given by

Δ =

{
2�n−15

6  if n is even

2�n−15
6 − 1 if n is odd

At present, our best explanation for the remarkable decrease in Gröbner basis
calculation time offered by the Delta method is that decreasing n′ gives a system
with the same number of equations, but in fewer variables. This creates a more
over-determined system which can be solved more efficiently by F4. Why the
F4 algorithm works so remarkably well needs more investigation. Decreasing
n′ often results in the polynomial systems having a lower degree of regularity.
However, this is not always the case. In fact, there are cases where a decrease
in n′ results in both faster F4 times and a higher average degree of regularity.
Clearly, a more detailed theoretic explanation for the Delta method’s success is
still needed.

The above optimal Δ values are based on experimental results for m = 2 and
values of n from 25 to 40. For each n value, we decreased n′ from 
 n

m� until the
overall ECDLP running time started going up. For each choice of n and n′, we
solved Semaev polynomials until we found five systems with a solution. Data for
n = 42 and n = 48 was also generated, and our formula remains valid at these
higher n values.

There are also some results available for m = 3 and values of n from 10 to 20.
Using a value of m = 3 is much slower than using m = 2, as is expected based
on the complexity analysis in [9]. We do however expect that for higher values
of n, a choice of m = 3 will be preferable. Interestingly, the total ECDLP times
for m = 3 increase faster than the times for m = 2, so our experimental results
suggest that using m = 2 will always remain the better option. This result is
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actually to be expected, as the theoretical running time determined by Petit
and Quisquater increases at a faster rate for m = 2 than it does for m = 3 until
we reach n > 200. The relation gathering stage is in fact faster for m = 2 than
m = 3 until n > 600. Note that the theoretical switch to m = 3 occurs earlier,
around n = 290, but that this is due to the complexity of the linear algebra
stage, not the relation gathering stage.

5 Experiments with the Hybrid Method

Recall the hybrid method from Section 2.3, in which we fix k variables y1, . . . , yk ∈
F2 among themn′ variables and perform a Gröbner basis computation for each of
the 2k possible assignments for (y1, . . . , yk) ∈ Fk

2 (or until a solution to Sm+1 = 0
has been found). We experimentally determined optimal values of k for various n
(as we could not make sensible use of existing Magma code for the hybrid method
that allegedly determines such k). We worked with m = 2 and 21 ≤ n ≤ 40, and
used the same set-up for our experiments as before, with the exception that we
used a Magma implementation of the hybrid method by Bettale [8] instead of the
built-in Magma function GröbnerBasis. For each value of n, we used n′ = � n

m
(corresponding to Δ = 0 or 1) and incremented k from 0 until the average run-
ning time to solve S3(x1, x2, xR) = 0 stopped improving. Optimal values for k
are given in Table 5.1.

Table 5.1. Optimal k-values in the hybrid method

n 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

n′ 11 12 12 13 13 14 14 15 15 16 16 17 17 18 18 19 19 20

k 0 1 0 3 1 3 2 3 2 5 3 5 4 5 4 6 5 7

We confirmed some speed-up for optimal k over k = 0, but the observed
speed-up for the overall ECDLP running time was not always as much as with
the Delta method. Specifically, for n > 28, an optimal choice of Δ produced
better results with the Delta method than the hybrid method with an optimal
choice of k.

5.1 Block Hybrid Method versus Standard Hybrid Method

When using the hybrid method, we can choose which of the mn′ variables occur-
ring in the final system to fix. Let X1, X2, . . . , Xm be the m variables occurring
in the original Semaev polynomial. Let x1, x2, . . . , xmn′ be the mn′ variables we
get after doing the Weil descent, where Xi is a function of the block of variables
x(i−1)n′+1, . . . , xin′ , for i = 1, . . . ,m.

The above results are based on fixing the first k variables, x1 to xk. Thus
we fix all the variables corresponding to Xi before starting to fix the variables
corresponding to Xi+1.
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Other approaches are certainly possible however. For example, in the block
hybrid method, the order in which we fix the variables is to fix the first variables
x(i−1)n′+1 occurring in each Xi, then to fix the second variables x(i−1)n′+2, and
so on. So for n′ = 3, m = 2 and k = 3 we would fix the variables x1, x2, x4.

We ran the same tests for the block hybrid method as we ran for the standard
hybrid method, although only for n from 21 to 28. For optimal k values, the
block hybrid method performed worse than the standard hybrid method for
every value of n. The optimal block hybrid times were always within a factor of
2 of the optimal standard hybrid times, however. Even for non-optimal k values,
the block hybrid method was normally slower. In particular, if we take k = m
so that we fix the first variable in each block, then the block hybrid method was
slower than the standard hybrid method by a factor of over 10 times.

In conclusion, simply fixing the first k variables is preferable to the block
hybrid method.

5.2 Combining the Hybrid and Delta Methods

Since the hybrid and Delta methods both give rise to faster ECDLP algorithms,
we asked whether combining the two methods could give an additional speed-up?

We tried combining the two methods for n-values of 27, 36 and 40 (using
m = 2). We used values of k from 0 to one more than the optimal k-value in the
hybrid method, and values of n′ from 
 n

m� to one less than the optimal value
for the n′ in the Delta method. Our data were generated in the same way as
before. For n = 27, the best combination of k and Δ was simply to take k = 0
and n′ optimal as determined in Section 4. For n = 36 and 40, the best times
were obtained with k = 1 and n′ one higher than optimal. However, these times
were very similar to those for k = 0 and n′ optimal.

In conclusion, combining the hybrid and Delta methods doesn’t seem to offer
any significant speedup compared to just using the Delta method.

6 Exploiting the Existence of Subfields

Another choice that we have when implementing Diem’s algorithm is how to
choose the factor basis. Recall that the factor basis FV is the set of points on
the elliptic curve whose x-coordinate lies in an n′-dimensional subspace V of
the underlying finite field. So we can change the factor basis by changing the
basis for V . The standard basis we used to generate our data so far is given by
{1, z, . . . , zn′−1}, where z is a generator for F2n . However if m|n, then one can
choose a basis of the form {1, a, . . . , an′−1}, where a is a generator for F2n/m ,
so that V is an n′-dimensional subfield of F2n and FV contains only points
(x, y) ∈ V × V . We do not expect that using this alternate basis will affect the
probability that a random elliptic curve point can be written as a sum of m
points in FV . Hence we will still need to do the same number of Gröbner basis
calculations.
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In this section we report on experiments for the case that m = 2 and n is
even, so n′ = n/2. Using a subfield-based basis for V , we performed the same
experiments outlined in Section 4, but repeated our experiment until we had
data for 50 solvable systems and 50 unsolvable systems. The reason that we
used a greater number of systems was that the calculations required less time
than they did for the Delta method. For even n values between 26 and 40, we set
m = 2, n′ = n/2 and calculated the average time required to do a Gröbner basis
calculation. From theses calculations we estimated the expected time required
to solve an ECDLP instance.

Gröbner basis calculations went much faster both for both systems with a
solution and systems without a solution. For n = 40, the calculation took 0.02
seconds for systems with no solution and 0.08 seconds for systems with a solution.
In comparison, similar calculations using the standard basis take 374.77 seconds
and 388.09 seconds, respectively. Significant speedups were also observed for all
lower n values.

We noted that using a subfield-based basis produced systems of polynomials
with a much lower degree of regularity. For each n-value tested, every single
solvable systems had a degree of regularity of 3. This is lower than the average
degree of regularity observed when using the standard basis. Similar results
hold for systems with no solution, where the average degree of regularity ranged
between 2.1 and 2.3, depending on the value of n.

See Table 6.1 for a complete comparison of average degrees of regularity. Here
the data for the standard basis are taken from our Delta method results.

Table 6.1. Average degrees of regularity for subfield-based basis and standard basis

Average Degree of Regularity
Standard Basis Subfield Basis

n m n′ No Sol Sol No Sol Sol

26 2 13 2.5 4.0 2.2 3.0
28 2 14 2.6 4.0 2.1 3.0
30 2 15 4.0 4.0 2.2 3.0
32 2 16 2.7 4.0 2.3 3.0
34 2 17 2.6 4.0 2.1 3.0
36 2 18 4.0 4.0 2.3 3.0
38 2 19 3.0 4.0 2.3 3.0
40 2 20 4.0 4.0 2.2 3.0

At present we do not have a good explanation for why the degree of regularity
is so much lower. The decrease is not the result of any cancellation during the
Weil descent, as the systems of polynomials produced have the same number of
terms and same total degrees no matter which basis we chose. Nonetheless, the F4
algorithm is much better at finding low degree combinations of the polynomials
when a subfield is used. It is normally able to determine if a system is solvable
or not after only one iteration.
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7 Bonus Track: Using the Magma “PairsLimit”
Parameter

When using values of m > 2, the default Magma implementation of the F4 algo-
rithm tends to start using massive amounts of memory if n is increased as high as
even 19 or 20. Looking at the detailed output from the Magma implementation
reveals a way to decrease the memory usage.

Let I be the ideal for which we are trying to find a Gröbner basis. The F4
algorithm goes through a sequence of steps in which it takes linear combinations
of polynomials in the current basis for I, and adds some of them to the basis.
Magma’s default behaviour is to add all new polynomials having minimal degree
among the new polynomials. In large systems, this can result in thousands of
polynomials being added in a single step. However, it may turn out that only
a fraction of these systems needed to be added to the basis in order to find a
Gröbner basis. Thus by limiting the number of new polynomials that are added
each steps, we can make sure that Magma’s memory usage never increases by
too much at once.

The Magma function “Gröbner Basis” takes an optional parameter
“PairsLimit” that can be used to include at most k new pairs at each step.
Experimental results show that setting an appropriate value for this parameter
can significantly improve the running time. See Table 7.1 for running time data
based on n = 19, n′ = 6, m = 3 which uses a single system for each value of
“PairsLimit”.

Table 7.1. Effect of PairsLimit

n m n′ PairsLimit Running Time (s) Memory (MB)

19 3 6 500 305.5 2091
19 3 6 1000 238.8 2483
19 3 6 1750 197.1 2468
19 3 6 2500 234.4 3009

Unfortunately, there is no known formula for determining optimum values to
use for “PairsLimit”. Using too high of a value can result in high memory usage
and can also cause the final F4 step to take a very long time. However, using too
low of a value can result in needing a large number of steps before a Gröbner
basis is found.

Some experimentally determined values that give low running times have been
chosen as defaults when working with m > 2. The benefits described above are
also present when using m = 2, although not to as large of an extent. Note that
using the “PairsLimit” parameter is primarily helpful when using n′ values that
require working with systems that take lots of time and memory to solve. As
such, using this parameter likely can’t help improve times for the Delta method,
since the systems that result from optimal Δ values can be solved very quickly
and with very little memory.
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8 Conclusion

Further research, both experimentally and theoretically is needed to determine
the true complexity of the ECDLP index calculus method based on Semaev
polynomials, Weil descent and Gröbner basis methods!
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Abstract. The security of pairing-based cryptography is based on the
hardness of the discrete logarithm problem (DLP) over finite field GF(pn).
For example, the security of the optimal Ate pairing using BN curves,
which is one of the most efficient algorithms for computing paring, is
based on the hardness of DLP over GF(p12). Joux et al. proposed the
number field sieve over GF(pn) as an extension of the number field sieve
that can efficiently solve the DLP over prime field GF(p). Two imple-
mentations of the number field sieve over GF(p3) and GF(p6) have been
proposed, but there is no report on that over GF(p12) of extension de-
gree 12. In the sieving step of the number field sieve over GF(p) we
perform the sieving of two dimensions, but we have to deal with more
than two dimensions in the case of number field sieves over GF(p12). In
this paper we construct a lattice sieve of more than two dimensions, and
discuss its parameter sizes such as the dimension of sieving and the size
of sieving region from some experiments of the multi-dimensional sieving.
Using the parameters suitable for efficient implementation of the number
field sieve, we have solved the DLP over GF(p12) of 203 bits in about 43
hours using a PC of 16 CPU cores.

Keywords: pairing, discrete logarithm problem, number field sieve, ex-
tension field, lattice sieve.

1 Introduction

Pairing-based cryptography has been attracted due to the novel cryptographic
protocols such as ID-based encryption, functional encryption, etc. Many efficient
implementations of pairing have been reported, and one of the most efficient algo-
rithms for computing pairing is the optimal Ate pairing [21] using BN curves [4].
The security of pairing-based cryptography using BN curves is based on the
hardness of the discrete logarithm problem (DLP) over finite field GF(p12).

The asymptotically fastest algorithm for solving the DLP over prime field
GF(p) is the number field sieve [19,7]. At CRYPTO 2006, Joux et al. extended
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the number field sieve to the case of extension field GF(pn) of degree n and
characteristic p [8]. The complexity of solving the DLP over finite field GF(p12)
of 3072 bits by the number field sieve is estimated approximately as 2128 [4].
There are two experimental reports on the implementation of the number field
sieve over extension degree GF(pn) of n = 3 [8] and n = 6 [22,23]. However, to
the best of our knowledge, there is no experimental report on the hardness
of the DLP over finite field GF(p12) by the number field sieve. In order to
correctly estimate the security of the pairing-based cryptography we need some
experimental evaluations of number field sieve over finite field GF(p12).

The number field sieve over extension field GF(pn) has a substantially different
sieving step from that over prime field GF(p). There are two sieving algorithms,
called the line sieve and lattice sieve [17]. The large-scale implementation of the
number field sieve over prime field GF(p) deploys the lattice sieve of two dimen-
sions, but we have to construct the lattice sieve of more than two dimensions
for the number field sieve over extension field GF(p12). The currently known
reports on the multi-dimensional sieving have discussed only the case of three
dimensions [22,23].

In this paper, we propose the lattice sieving of more than 2 dimensions for the
number field sieve over extension fields GF(p) by naturally extending the lattice
sieve of two dimensions. We implemented the proposed multi-dimensional lattice
sieve over extension field GF(p12) of 203 bits, and we show some experimental
data for accelerating the number field sieve by choosing the suitable dimensions
and sizes of the sieving region. Consequently we have solved the DLP over ex-
tension field GF(p12) of 203 bits by the number field sieve using a PC of 16 CPU
cores in about 43 hours.

2 Number Field Sieve over GF(pn) [8]

In this section we give an overview of the number field sieve over extension
field GF(pn) proposed by Joux et al. at CRYPTO 2006 [8]. The number field
sieve consists of three steps: polynomial selection, searching relations, and linear
algebra. We explain each step of the number field sieve in the following.

2.1 Discrete Logarithm Problem over GF(pn)

We denote by GF(pn)∗ the multiplicative group of finite field of cardinality pn,
where p is a prime number and n is an extension degree. Let γ be a generator
of GF(pn)∗. The discrete logarithm problem (DLP) over finite field GF(pn) tries
to find the non-negative smallest integer x that satisfies γx = δ for a given δ in
GF(pn)∗. This discrete logarithm x is written as logγ δ in this paper.

2.2 Polynomial Selection

In the polynomial selection of the number field sieve proposed by Joux et al., we
generate two polynomials f1, f2 ∈ Z[X ]\{0} that satisfy the following conditions.
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1. f1 �= f2,
2. deg f1 = n,

3. f1 is irreducible in GF(p),

4. f1 | f2 mod p.

From the conditions there exists v ∈ GF(pn) such that f1(v) = f2(v) = 0
in GF(pn). Let α1 and α2 ∈ C be the root of f1(X) = 0 and f2(X) = 0,
respectively. Let O1 and O2 be the ring of integers of the number field Q(α1)
and Q(α2), respectively. There are homormophism maps

φ1 : Z[α1] → GF(pn), α1 �→ v,

φ2 : Z[α2] → GF(pn), α2 �→ v.
(1)

2.3 Searching Relations

In the step of searching relations, we try to find many relations of certain poly-
nomials of degree t ≥ 1. Let B1, B2 ∈ R>0 be the smoothness bound associated
with polynomials f1, f2 in Section 2.2. We define the factor base B1,B2 as follows.

Bi = {(q, g) | q : prime, q ≤ Bi, and irreducible monic g ∈ Z[X ] : g|fi mod q}

In this paper we represent polynomial ha(X) = a0+a1X+· · ·+atXt ∈ Z[X ] as
a vector a = (a0, a1, . . . , at)

T ∈ Zt+1. For a given H = (H0, H1, . . . , Ht) ∈ Rt+1
>0 ,

we define the (t+ 1)-dimensional region Ha(H) as

Ha(H) = {(a0, a1, . . . , at)T ∈ Zt+1 | |ai| ≤ Hi (0 ≤ i ≤ t), at ≥ 0}.

HereH andHa are called as the sieving interval and the sieving region, respec-
tively. Next, the norm of ha(αi) is defined by N(ha(αi)) = |Res(ha, fi)|, where
Res(ha, fi) is the resultant of ha(X) and fi(X) for i = 1, 2. In the step of search-
ing relations, for given sieving interval H and smoothness bound B1, B2, we try
to find a ∈ Zt+1 (called the hit tuple) that satisfies the following conditions.

1. N(ha(α1)) is B1-smooth,

2. N(ha(α2)) is B2-smooth,

3. gcd(a0, a1, ..., at) = 1,

where B-smooth is the integer whose prime factors are at most B. Denote by
S the set of all hit tuples gathered in searching relations. In order to solve the
correct discrete logarithm, the size of S is chosen as

�S ≥ �B1 + �B2 + 2n. (2)

Next a hit tuple a ∈ S has relationship (ha(αi))Oi =
∏

q∈Bi
qεq for i =

1, 2. We can compute εq from the prime decomposition of norm N(ha(αi)) =∏
q:prime,q≤Bi

qeq for q � [Oi : Z[αi]]. Let ri be the torsion-free rank of Oi for
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Fig. 1. Line sieve and lattice sieve in two dimensions

i = 1, 2. From φ1(ha(α1)) = φ2(ha(α2)) using homomorphism map (1), we
obtain the following relation of the discrete logarithm

∑
q∈B1

εq logφ1(q) +

r1∑
j=1

λj(ha(α1)) logΛ1,j ≡

∑
q∈B2

εq logφ2(q) +

r2∑
j=1

λj(ha(α2)) logΛ2,j (mod pn − 1),

where logφi(q) and logΛi,j are called the virtual logarithms [7,20] and λj(ha(αi))
is the character map proposed by Schirokauer [19]. Consequently, we can com-
pute logφi(q), logΛi,j (mod pn − 1) by solving the linear algorithm obtained
from the relations.

3 Searching Relations by Sieving in Multi Dimensions

In this section we discuss how to search the hit tuple in the sieving region of
t+ 1 dimensions from Section 2.3.

Sieving methods try to find elements (a0, a1, . . . , at) in the sieving region Ha

whose norm is divisible by prime number q smaller than the smoothness bound.
There are two different sieving methods, called the line sieve and lattice sieve
[17,6]. The line sieve searches elements (a0, a1, . . . , at) by repeatedly adding a0
to q for fixed (a1, . . . , at). The lattice sieve generates a lattice of elements whose
norm is divisible by q, and then finds elements a ∈ Ha whose norm is divisible
by prime r in the lattice.

The number field sieve for solving the DLP over prime field GF(p) [19,7] or
for factoring integers [13] utilizes the lattice sieve of two dimensions, namely
t = 1. Fig. 1 shows a figure of the line sieve and lattice sieve in two dimensions.
Currently the lattice sieve is often used for solving the DLP or factorization
problem by the number field sieve of the size of more than 500 bits.

On the other hands, the lattice sieve of two dimensions can not efficiently
accumulate sufficient number of smooth elements for the number field sieve for
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solving the DLP over extension field GF(p12), and thus we have to extend the
sieving region to more than two dimensions. Zajac presented an implementa-
tion of the line sieve of three dimensions [22,23], but there is no report on the
implementation of the lattice sieve of more than dimension two.

3.1 Line Sieve in Multi Dimensions [23]

In the following we describe the line sieve presented by Zajac [23]. If q | N(ha(αi))
holds for a prime q < Bi and i = 1, 2, then q | N(h(αi)) satisfies for polynomials
h(X) = ha(X) + kq where k is any integer. From this fact, we can search a hit
tuple a divisible by q in the sieving region without performing the division of
integers. Similarly, for q = (q, g) ∈ Bi (i = 1, 2), we have relationship

g | ha mod q ⇒ qdeg g | N(ha(αi)). (3)

Then we can find a candidate of hit tuple a ∈ Ha whose norm N(ha(αi))
is Bi-smooth by repeatedly adding L[a] to deg g log q for the elements which
satisfy the left-hand side of equation (3) for ∀q ∈ Bi (i = 1, 2). The candidate
a is confirmed by checking that N(ha(αi)) is Bi-smooth using the trial division
(or other advanced methods), and then we obtain a hit tuple a ∈ Ha.

Let Id be an identity matrix of size d×d. The set of all polynomials in Z[X ] of
degree less than t+ 1 that satisfy the left-hand size of equation (3) is generated
by the integer linear combination of the columns of the following matrix:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g0 0

qIdeg g g1
. . .

...
. . . g0

gdeg g g1

0
. . .

...
0 gdeg g

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4)

where g0, g1, . . . , gdeg g is the coefficient of the polynomial g =
∑deg g

j=0 gjX
j ,

respectively.
From gdeg g = 1, we can convert the (deg g+1)-th column to (t+1)-th column

of this matrix (4) by the integer linear combination of columns as follows:

Mq =

⎛⎜⎜⎜⎜⎜⎜⎝
qIdeg g Tq

0 It−deg g+1

⎞⎟⎟⎟⎟⎟⎟⎠ , (5)

where Tq is a g×g integer matrix. Conversely, for any c = (c0, c1, . . . , ct)
T ∈ Zt+1

the relation a = Mq c satisfies the left-hand side of equation (3). Therefore, for
deg g × (t− deg g + 1) matrix Tq and c ∈ Zt+1, we can represent Mq as follows.
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⎛⎜⎜⎜⎝
a0
a1
...

adeg g−1

⎞⎟⎟⎟⎠ = q

⎛⎜⎜⎜⎝
c0
c1
...

cdeg g−1

⎞⎟⎟⎟⎠+ Tq

⎛⎜⎜⎜⎝
adeg g

adeg g+1

...
at

⎞⎟⎟⎟⎠ . (6)

Here set (u0, . . . , udeg g−1) = Tq (adeg g, . . . , at)
T for the input adeg g, . . . , at.

Then we can search a that satisfies the left-hand size of equation (3) by re-
peatedly adding u0, . . . , udeg g−1 to q in sieving region Ha for (u0, . . . , udeg g−1,
adeg g, . . . , at).

4 Proposed Lattice Sieve in Multi Dimensions

In this section we propose a lattice sieve in the sieving region of multi dimensions
by extending the lattice sieve of two dimensions used for the number field sieve
over prime field GF(p) [17,2].

The lattice sieve tries to find a candidate of hit tuples in the lattice whose
elements are divisible by q ∈ Bi (called the special-Q). For q = (q, g) ∈ Bi, let
Mq be the matrix of equation (5), and let MLLL

q be the matrix generated by
LLL reduction algorithm [14] from Mq.

In this paper we call the search space of t+1 dimensions for hit tuple a ∈ Ha

as the a-space. On the other hand, the (t+ 1)-dimensional lattice MLLL
q , which

is generated by MLLL
q c for c ∈ Zt+1, is called as the c-space. Moreover, for the

sieving interval Hc ∈ R>0, we define the sieving region over the c-space by

Hc(Hc) = {(c0, c1, . . . , ct)T ∈ Zt+1 | |ci| ≤ Hc (0 ≤ i ≤ t), ct ≥ 0}.

The lattice sieve for the special-Q searches the candidates of the hit tuple in the
sieving region Hc in the c-space.

Next we construct the matrix Mr from the element r = (r, h) ∈ Bi that
is different from q in the factor base. By the same method for generating Mq

from q, we can obtain equation (6) corresponding to Mr, and by reducing vector
r(c0, . . . , cdegh−1)

T modulo r the next equation yields⎛⎜⎜⎜⎝
a0
a1
...

adeg h−1

⎞⎟⎟⎟⎠ ≡ Tr

⎛⎜⎜⎜⎝
adeg h

adeg h+1

...
at

⎞⎟⎟⎟⎠ (mod r). (7)

Here we decompose the (t+1)× (t+1) matrix MLLL
q into the deg h× (t+1)

matrix MLLL
q ,1 and the (t− deg h+ 1)× (t+ 1) matrix MLLL

q ,2 as follows.

MLLL
q =

(
MLLL

q ,1

MLLL
q ,2

)
. (8)
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Algorithm 1. Proposed Lattice Sieve in Multi Dimensions

Require: special-Q where Q ⊂ Bj , factor base B1,B2, sieving region Hc(Hc).
Ensure: S is the set of candidates of hit tuples.
1: k ← (j mod 2) + 1.
2: for all q = (q, g) ∈ Q do
3: Compute matrix MLLL

q from q using LLL.
4: L[c] ← 0 for ∀c ∈ Hc.
5: D[c] ← logN(ha(αj)) where a = MLLL

q c for ∀c ∈ Hc.
6: for all r = (r, h) ∈ Bj s.t. r < q do
7: Compute lattice Mq ,r of r over the c-space from q.
8: L[c] ← L[c] + deg h log r s.t. c ∈ Hc, c ∈ Mq ,r.
9: end for
10: for all c ∈ Hc do
11: if L[c] + deg g log q −D[c] is small then
12: L[c] ← 0
13: else
14: L[c] ← −∞
15: end if
16: end for
17: D[c] ← logN(ha(αk)) where a = MLLL

q c for ∀c ∈ Hc.
18: for all r = (r, h) ∈ Bk do
19: Compute lattice Mq ,r of r over the c-space from q.
20: L[c] ← L[c] + deg h log r s.t. c ∈ Hc, c ∈ Mq ,r.
21: end for
22: for all c ∈ Hc s.t. L[c]−D[c] is small do
23: S ← S ∪MLLL

q c
24: end for
25: end for
26: return S

The set of all elements a divisible by q is represented by a = MLLL
q c for

c ∈ Zt+1, namely⎛⎜⎜⎜⎝
a0
a1
...

adeg h−1

⎞⎟⎟⎟⎠ =MLLL
q ,1 c,

⎛⎜⎜⎜⎝
adegh

adegh+1

...
at

⎞⎟⎟⎟⎠ =MLLL
q ,2 c. (9)

Therefore, from equations (7) and (9) we obtain

(MLLL
q ,1 − Tr MLLL

q ,2 ) c ≡ 0 (mod r). (10)

Next let Mq ,r be the lattice generated by c from equation (10), namely Mq ,r

is the kernel of linear map (MLLL
q ,1 − Tr MLLL

q ,2 ). Note that a = MLLL
q Mq ,r e for

any e = (e0, e1, . . . , et) ∈ Zt+1 satisfies the left-hand size of equation (3) for both
q and r. We can computeMq ,r from the matrix MLLL

q ,1 −Tr MLLL
q ,2 corresponding

to equation (10).
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From the above observations, we present the proposed lattice sieve for the
special-Q as Algorithm 1.

5 How to Select Parameters t,H,B1, B2

In this section we explain how to select the parameters of the lattice sieve in
Section 2.3 for given two polynomials f1, f2 in the polynomial selection in Sec-
tion 2.2. In particular, we discuss the suitable size of dimension t + 1, sieving
interval H , and the smoothness bound B1, B2 that satisfy the equation (2) for
the number field sieve over extension degree GF(p12). If we select the parame-
ters that accelerate both the searching relation step and the linear algebra step
simultaneously, then the total running time of the number field sieve becomes
faster.

5.1 Selection of t

Denote by VH the size of sieving region Ha(H), namely VH = 2t
∏t

j=0Hj. We
extend the estimation of the average norm in the two-dimensional lattice sieve
[15,1] to our multi-dimensional case. The average norm Nave(ha(αi)) of poly-
nomial fi (i = 1, 2) in the lattice sieve of t + 1 dimensions is evaluated by the
following equation.

Nave(ha(αi)) =

√∫Ht

0

∫ Ht−1

−Ht−1
. . .
∫ H0

−H0
(Res(ha, fi))2 da0 . . . dat

VH

Moreover, we approximate the probability ρ(x, y) that the integers smaller
than x are y-smooth as (logy x)

− logy x, and we assume that the total size of
factor bases B1,B2 is VB = π(B1) + π(B2) where π(Bi) is the number of primes
smaller than or equal to Bi (i = 1, 2). Let R be the number of relations in the
sieving region Ha(H), and then R is calculated by

R = ρ(Nave(ha(α1)), B1)ρ(Nave(ha(α2)), B2)VH . (11)

Here we have to find the parameters that satisfy (2), i.e., R ≥ VB +2n. Fig. 2
shows the minimal VB that satisfies R > VB (we neglect 2n due to VB >> n) for
VH in the lattice sieve of t+ 1 dimensions in the extension field GF(p12) of 203,
514 and 3075 bits, respectively. In order to reduce the time of searching such
bound VB we set H0 = H1 = · · · = Ht and B1 = B2. From Fig. 2, we can select
smaller sizes of sieving region VH and factor base VB that satisfy equation (2)
using 8 dimension (6 or 4 dimensions) for extension field GF(p12) of 203 bits
(514 or 3075 bits), respectively.

5.2 Selection of H and B1, B2

In the following we discuss the choice of the sieving interval H and the smooth-
ness bound B1, B2 so that the running time of the number field sieve becomes
faster.
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Fig. 2. VH and VB are the size of sieving region and the factor base of multi-dimensional
lattice sieve for the number field sieve over extension field GF(p12) of 203 bits (top),
514 bits (middle) and 3075 bits (bottom), respectively
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Table 1. Comparison of known experiments of the number field sieve over extension
field GF(pn)

Finite Field GF(p3) GF(p6) GF(p12)

Authors Joux et al. [8] Zajac [22] Ours

Year 2006 2008 2012

CPU Alpha (1.15GHz) × 8 Sempron (2.01GHz) × 8 Xeon (2.93GHz) × 4

Days 19 days 5 days 2 days

Bit Length 394 242 203

Sieving 2-dim. lattice sieve 3-dim. line sieve 7-dim. lattice sieve

For the fixed size of sieving interval VH and factor base VB, we first select the
sieving intervalH and then the smoothness bound B1, B2. The sieving intervalH
is chosen that the probability of ρ(Nave(ha(α1)), B1)ρ(Nave(ha(α2)), B2) arisen
from the hit tuple of equation (11) is maximum for fixed B1, B2 with B1 = B2.
For the aboveH , we then select the smoothness bound B1, B2 so that the number
of relations in equation (11) become maximum.

6 Our Experiment on Number Field Sieve over GF(p12)

In this section, we report our experiment on solving the discrete logarithm prob-
lem over extension field GF(p12) of 203 bits using the number field sieve in Sec-
tion 2. We chose the characteristic p = 122663 of 17 bits, namely the cardinality
of the extension field GF(p12) is

p12 = 11602804790149348991289364161245260072909585140266491307794081.

The computational environment in our experiment is as follows. We used one
PC equipped with four CPUs (Intel Xeon X7350 2.93 GHz; Core2 micro archi-
tecture; 16 cores in total) and 64 GBytes of RAM. We utilize gmp-5.0.5 for the
arithmetic of multi-precision integers, openmpi-1.6 for parallel implementation
between processes, pari-2.5.1 [16] for the decomposition of ideals in the number
field, and ntl-5.5.2 for the computation of lattice reduction using LLL. We use
C++ with compiler gcc-4.7.1 on Linux OS (64 bits).

Table 1 presents the experimental data in our implementation and the previ-
ous ones of the number field sieve over extension field GF(pn).

6.1 Polynomial Selection

In order to select two polynomials f1, f2 in Section 2.2, we use the polynomial
selection similar to the previous experiments [8] and [22]. At first an irreducible
polynomial f1 ∈ Z[X ] of degree 12 with small coefficients is chosen, and then we
set f2 = f1 + p or f2 = f1 − p.

In this paper, Murphy’s α function [15,3] is used for selecting a more suitable
pair of polynomials f1, f2. If the Murphy’s α function of polynomial fi (i = 1, 2)
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is smaller, then the norm of hit pair N(ha(αi)) (i = 1, 2) is expected to become
smoother, namely it is divisible by small prime divisors with higher probability.
The coefficient of polynomial f1 is searched in the range of ±10, and then the
sum of the Murphy’s α of the following polynomials f1, f2 is smallest among the
range of our search.

f1(X) = X12 − 3X4 + 9X3 − 9X2 − 9X + 2,

f2(X) = X12 − 3X4 + 9X3 − 9X2 − 9X − 122661.

6.2 Searching Relations

We used the method in Section 5 to select the dimension t+ 1, sieving interval
H and smoothness bound B1, B2 for our implementation of the lattice sieve.

In the estimation of Section 5.1, the suitable dimension of the lattice sieve
for extension field GF(p12) of 203 bits was estimated as eight. We perform some
experiments of the lattice sieve of 6, 7 and 8 dimensions for random special-Q
with fixed VH and VB. From this experiments, the lattice sieve of 7 dimensions
yields the largest number of relations for one special-Q, and then we select H =
(443, 427, 304, 140, 70, 24, 9) and smoothness bounds B1 = 114547, B2 = 148859.

We run the lattice sieve using the above polynomials f1, f2 and parameters
t,H,B1, B2. Our experiment has generated 32,241 hit pairs in about 42 hours
using only 6 cores in our computational environment. This is about 1.3 times
larger than the sufficient number of relations �B1 + �B2 + 2n.

6.3 Linear Algebra

From the hit pairs in the searching relations we construct a matrix of linear
equations modulo � = 6118607636866573789 (63 bits) that is the maximum
prime divisor of p12−1. The size of the matrix is 32241×24463, and it is shrunk
to 16579×15073 by the filtering process such as eliminating duplicated relations.
Then we solve it by Lanczos method [12,11].

We found the solutions of the linear equations in about 25 minutes using the
16 cores in our computational environment, and the virtual logarithms logφi(q)
and logΛi,j were obtained.

Finally we present an example of solving the DLP in extension field GF(p12) ∼=
GF(p)[X ]/f1(X) of p = 122663. Let γ = X2 + X − 7 be a generator of the
multiplicative group GF(p12)∗. Let δ = X2 − 5X + 7 be a target element of
computing the discrete logarithm logγ δ in GF(p12)∗. Note that both γ and δ
areB1-smooth. From the above virtual logarithms of the B1-smooth elements, we
can compute log δ = 3540036734608022534 and log γ = 3897708711757659596,
and thus the discrete logarithm logγ δ mod � can be obtained by log δ/ log γ ≡
3161374319443177763 mod �.

7 Conclusion

In this paper we presented an implementation of the number field sieve for
solving the DLP over extension field GF(pn) that underpins the security of
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pairing-based cryptography. Especially we proposed the implementation of the
lattice sieve of more than two dimensions. In our experiment, we discussed the
size of dimension, sieve region and smoothness bound suitable for the number
field sieve over extension field GF(p12). Finally we have solved the DLP over
extension field GF(p12) of 203 bits using a PC of 16 CPU core in about 43
hours.

In the future, we discuss how to select the sieve region for the DLP over
extension field GF(p12) of larger bits. We also extend the efficient lattice sieve
of two dimensions proposed by Franke et al. [6,10] to the lattice sieve of more
than two dimensions.
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Abstract. The relation between cryptographic key lengths and secu-
rity depends on the cryptosystem used. This leads to confusion and to
insecure parameter choices. In this note a universal security measure
is proposed that puts all cryptographic primitives on the same footing,
thereby making it easier to get comparable security across the board.

Current Security Levels

The security of a cryptographic primitive is measured by the effort to break it. If
that effort is 2k, measured in some agreed upon unit, then it offers k-bit security
and it is said to have security level k. Although this looks easy, it turns out to be
impractical. For symmetric cryptosystems it is indeed easy: with a k-bit key they
are supposed to offer k-bit security, measured in the most basic application of the
cryptosystem, else they are no good. Cryptographic hash functions are harder: if
the hash length is h they should offer and cannot offer more than h/2-bit security,
measured in basic applications of the hash function. Given comparable speeds
of the systems in similar environments – both in software or both in hardware –
their security levels can easily be compared in a meaningful manner.

With public key primitives it gets confusing. For RSA the runtimes to fac-
tor an RSA modulus can be measured using experiments on small numbers.
The results are then extrapolated to derive estimates for larger moduli: if fac-
toring an n-bit modulus takes time T , then the time to factor an m-bit mod-

ulus (for m not much bigger than n) is estimated as N(m)
N(n) T , where N(k) =

exp(1.923(ln2k)1/3(ln ln 2k)2/3). In 1988 the first factorization of a 100-digit
modulus required “100 MIPS years”: equivalent to a century of computing time
on a computer that performs a million “instructions” per second. In 1999, using
a better factoring method, a 512-bit challenge modulus took about 40 years of
computing time on a then current core (running at several hundred MHz, in four
months in parallel on many cores), which was, somewhat questionably, estimated
as 8400 MIPS years. The 2009 factorization of a 768-bit modulus took roughly a
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year on 2000 cores running at 2GHz. With N(1024)
N(768) ≈ 1200, a 1024-bit modulus

can be factored within two million 2GHz core-years. Further extrapolation is
trickier, but it is reasonable to estimate that 2048-bit RSA moduli are a billion
times harder to factor than 1024-bit ones. Using generic figures for the speed
of software implementations, it follows that 768-, 1024-, and 2048-bit RSA have
approximate security levels 66, 76, and 106, respectively.

For discrete logarithm public key cryptosystems additional parameters further
confuse the picture. Let G be a well-chosen prime order q group for which the
group operation is 2c times slower than a basic application of a symmetric cryp-
tosystem (or cryptographic hash function). It may be assumed that 0 ≤ c ≤ 10.
Discrete logarithms in G offer c+ log2

√
q-bit security, assuming a large enough

finite field F if G ⊂ F ∗, the size of which is estimated in the same way as the
security of RSA, with a small and uncertain twist τ > 0 and with the potential of
all kinds of trouble if an extension field is used. Thus, if q is a 160-bit prime andG
an elliptic curve group, the security level is c+80. If, for a similar q-value, G ⊂ F ∗

for a cardinality p finite field F , then the security offered by F ∗ needs to be taken
into account as well: the security level is min(c+80, 76+ τ) = 76+min(c+4, τ)
if p is a 1024-bit prime, and min(c+ 80, 106 + τ) = c+ 80 for 2048-bit p.

Lattice-based public key cryptosystems still escape proper analysis. Despite
enthusiastically riding post-quantum waves and fully homomorphic hot air bal-
loons, they have not found wide-spread application and are not further discussed.

Summarizing the above, for symmetric cryptosystems the key length and the
security level are the same, for cryptographic hash functions the security level
is half the hash length, for RSA the security level is an obscure but small and
quickly decreasing fraction of the modulus length, and for discrete logarithms it
is half the size of the largest prime dividing the group order, unless one works in
a multiplicative group of a finite field in which case extra care needs to be taken.
This is easy enough for those in the know, but incomprehensible to most: it is not
uncommon for people to proudly declare that they are using 128-bit RSA moduli
for their 128-bit security cryptosystems – or indeed for crypto-practitioners to
use 256-bit AES, SHA-512, and 512-bit RSA thinking they get an overall security
level of min(256, 5122 ,

512
2 ) = 256.

Intuitive Security Levels

The problem is that for all these cryptosystems key length and security level
are measured in bits, but that the relationship between the two varies wildly –
from trivial, to simple, to rather contrived. If this is not well understood, it is
tempting to use just the trivial and simple relationships and to forget about the
complicated ones, with potentially disastrous consequences. This has occurred
in practice, on multiple occasions and involving major corporations.

To address this problem the relationships between key length and security level
must be put on the same footing for all cryptosystems. Because the complicated
relationships cannot be simplified, all must be made equally complicated. Below a
new definition of security level is proposed that does away with “k-bit security”
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for “security level k”. It has the additional advantage that it allows a more
intuitive interpretation of what security actually means.

The new approach was inspired by a remark made by the third author dur-
ing his presentation of the factorization of the 768-bit RSA challenge at Crypto
2010: We estimate that the energy required for the factorization would have suf-
ficed to bring two 20◦C Olympic size swimming pools to a boil. This amount of
energy was estimated as half a million kWh. Thus, a cryptosystem is said to
offer pool security if breaking it requires as much energy as it takes to boil a
single Olympic size swimming pool (i.e., 2500 cubic meters of water). It follows
that 65-bit symmetric cryptosystems, 130-bit cryptographic hash functions, and
745-bit RSA currently all offer pool security.

Larger quantities of water need to be considered to fully appreciate the secu-
rity offered by practically relevant cryptosystems. On average, The Netherlands
enjoys a healthy daily average of 82 million cubic meters of rain (i.e., 215 pools);

with 65 + 15 = 80 and N(1130)
N(768) ≈ 214 it is found that 80-bit symmetric cryp-

tosystems, 160-bit cryptographic hash functions, and 1130-bit RSA offer rain
security or dagelijkse neerslagverdampingsenergiebehoeftezekerheid. Equivalently,
with each German citizen boiling a cubic meter of water, one may refer to rain
security as German security or JedeRtausendliterbierverdampfungssicherheit1.

Slightly more than 225 pools suffice to fill the lake of Geneva (89 cubic kilome-
ters of water), so 90-bit symmetric cryptosystems, 180-bit cryptographic hashes,
and 1440-bit RSA all offer lake security or sécurité lémanique. Boiling all water
on the planet (including all starfish) amounts to about 224 lakes of Geneva and
leads to global security: 114-bit symmetric cryptosystems, 228-bit cryptographic
hashes, and 2380-bit RSA. This needs to be done 16 thousand times to break
AES-128, SHA-256, or 3064-bit RSA.

With all water evaporated and no bodies of water left to fire the imagination,
the above new security levels have run out of steam. Solar security can still be
defined as offered by cryptosystems that can be broken in a year requiring that
year’s total solar energy: 140-bit symmetric cryptosystems, 280-bit cryptographic
hash functions, and 3730-bit RSA. Reaching further in an intuitively appealing
manner requires a different approach.

To Infinity – and Beyond

There is a big gap between the energy required to bring a gram of water to a boil
(as usual starting at 20◦C), namely 93 · 10−6 kWh, and the mass-energy of that

same gram of water, namely 25 million kWh. With 25·106
93·10−6 ≈ 238, cryptanalysis

suddenly looks a lot easier – maybe a bit too easy. Breaking AES-128, SHA-
256, or 3064-bit RSA using the mass-energy of the lake of Geneva (where 90 +
38 = 128) still looks more or less reasonable, but that is mostly because it is

1 The “2+”-bit difference between bringing to a boil and Verdampfung (which Alexan-
der Kruppa kindly reminded us of) easily falls within the margin of Moore’s eternal
law which ensures that keys requiring evaporation a few years ago can now be boiled.
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inconceivable. What about a 0.02 gram scrap of paper having the mass-energy
(namely 0.02 · 25 · 106 kWh = 500 000 kWh) needed to break 768-bit RSA? It
implies paper-thin security for 1024-bit RSA: five A4 sheets of 80g/m2 paper

together weigh 25 grams, 25/0.02 ≈ N(1024)
N(768) , and therefore have enough mass-

energy to break 1024-bit RSA. This could have been cooked up by Certicom’s
PR department, but does not feel intuitively right.

Finally, with the estimated mass-energy of the observable universe 2190 times
what is required to boil two pools, 190+66 = 256-bit symmetric cryptosystems,
512-bit cryptographic hash functions, and 14954-bit RSA offer universal security.

Summary

Determining the newly proposed security levels requires a trained professional.
This considerably raises the bar for uneducated guesswork and thereby signifi-
cantly diminishes the risk of insecure parameter choices. Worldwide adoption of
these intuitive security levels will have a beneficial effect on Internet security.

The table lists the new2 security levels3, with “sea” referring to the Mediter-
ranean Sea. For metrically-challenged prism-enabled readers it is noted that
using the same numbers of gallons or cubic miles as the table’s liters or cubic
kilometers, respectively, requires adding two to the figures in the “symmetric”
column, adding four to the figures in the “hash” column, and replacing n in the

“RSA” column by the m for which N(m)
N(n) ≈ 4. Note, however, that this requires

longer showers, a larger lake, etc., which is only appropriate.

Table 1. Intuitive security levels

bit-lengths

security level
volume of water symmetric cryptographic

RSA modulus
to bring to a boil key hash

teaspoon security 0.0025 liter 35 70 242
shower security 80 liter 50 100 453
pool security 2 500 000 liter 65 130 745
rain security 0.082 km3 80 160 1130
lake security 89 km3 90 180 1440
sea security 3 750 000 km3 105 210 1990

global security 1 400 000 000 km3 114 228 2380
solar security - 140 280 3730

Acknowledgements.We gratefully acknowledge usage of Wikipedia and gladly
blame its contributors for any errors in our data.

2 Unfortunately, but not surprisingly, cloud security is not well-defined.
3 Going further down the scale than in Table 1 would lead tomeat security, the amount
of computing humans can be expected to do, but we rather see computers as meat’s
next step on the evolutionary ladder
(instruct.westvalley.edu/lafave/meat_in_space.html)
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Abstract. Embedded systems, such as automotive control units, indus-
trial automation systems, RFID tags or mobile devices are dominated by
integrated circuits implementing their functionality. Since these systems
operate in increasingly networked or untrusted environments, their pro-
tection against attacks and malicious manipulations becomes a critical
security issue. Physical Unclonable Functions (PUFs) represent an inter-
esting solution to enable security on embedded systems, since they allow
identification and authentication of CMOS devices without non-volatile
memory. In this paper, we explain benefits and applications of PUFs
and give an overview of popular implementations. Further, we show that
PUFs face hardware as well as modeling attacks. Therefore, specific anal-
yses and hardening has to be performed, in order to establish PUFs as
a reliable security primitive for embedded systems.

Keywords: Physical Unclonable Functions, Applications, Implementa-
tions, Attacks, Countermeasures.

1 Introduction

Today, embedded systems are present in a large number of products used in a
variety of applications and areas. Beginning from lightweight RFID tags serving
in logistic applications, to mobile devices enabling personalized payment and
multimedia services, to industrial and transportation systems. One example is
the in-vehicle network of a modern automobile, which connects tens of control
units by automotive bus systems or wireless connections as, e.g., for tire pres-
sure monitoring systems or maintenance devices. Further, industrial automation
systems consist of hundreds of sensors and actuators, which are connected by to
control systems, corporate IT systems and more and more also to the Internet.

During the last years, time after time, several attacks against embedded sys-
tems were discovered threatening people and cooperations. Attackers were able
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to impersonate automotive bus participants, gain access to secure vehicle infor-
mation, and control critical functions like braking or accelerating [15]. Also, the
sophisticated Stuxnet malware demonstrated how to exploited several security
weaknesses in order to take control of an industrial automation system [7].

Security solutions to protect the integrity of embedded systems require unique
identification and authentication of system components. If these requirements
can be met, unauthorized communications can be detected and eliminated be-
fore the manipulations can take effect. One way to achieve secure identities for
electronic components, is the usage of Non-Volatile Memory (NVM), which is
programmed by the component manufacturer with a unique identification num-
ber, i.e. a secret key. However, on-chip NVM is expensive in production costs,
because special processes are necessary. One-Time Programmables (OTPs), e.g.,
fuses burned by a laser during manufacturing, can also be used to embed a device-
unique bit string, but these structures can easily be identified and read-out by
optical inspection.

Physical Unclonable Functions (PUFs) are physical structures, which deliver
a device-specific response based on physical properties when stimulated by a
challenge. They are cheaper in production than costly secure non-volatile mem-
ory and put a higher barrier to attackers trying to extract the secret bits by
optical/physical analyses than OTPs do. During the last decade, several im-
plementations of PUFs have been introduced [9,26,10,4] and analyzed, which
can be implemented in standard CMOS technology. Components, such as, ring
oscillators [26], SRAM cells [10], delay paths [9] and bistable rings [4] can be
used to derive a chip-unique bit pattern, because the electrical properties of
these structures are prone to uncontrollable random process variations during
manufacturing. Because these unique component properties are similar to hu-
man features in biometric systems, PUFs are also referred to as ’fingerprints of
microchips’ or ’biometrics of material’.

Further, PUFs can offer tamper protection, if more expensive structures are
exploited, e.g., special chip coatings [27] or integrated optical sensors [6], evalu-
ating light effects with a smartcard.

Besides replacing an NVM by a combination of a PUF and a key genera-
tion module, it is also possible to achieve challenge-response authentication of
hardware modules integrating a PUF. Even authentication of devices containing
absolutely no secret information can be accomplished by PUFs.

This paper is organized as follows. In Section 2, we show scenarios in which
PUFs can be exploited to either gain in cost effectiveness or security. We describe
popular CMOS implementations of PUFs in Section 3, followed by an explana-
tion which approaches have been introduced to achieve tamper resistance by
PUFs, in Section 4. Further, we demonstrate possible attack scenarios in Sec-
tion 5 and stress the necessity to specifically analyze and harden PUFs against
these threats. We conclude in Section 6.
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2 Applications of PUFs

PUFs are mainly targeted for secret key generation or challenge-response au-
thentication in Applications Specific Integrated Circuits (ASICs) and Field Pro-
grammable Gate Arrays (FPGAs).

2.1 Key Generation

One of the most important use cases for PUFs is the extraction or the embedding
of secret keys. In the first case, PUF bits are directly used to generate a device-
unique secret key. For asymmetric cryptography, this can be exploited in a way
that the private key will never leave the device and will thus be only known
to the device. In the embedding case, an externally generated key is bound to
PUF bits enabling the storage of a master key based on chip-unique physical
properties.

Since PUFs perform physical measurements, which always contain a certain
amount of measurement noise, and since their properties slightly change over
temperature, voltage and other environmental influences, error-tolerant algo-
rithms are necessary to derive a stable and reliable electronic fingerprint. Some
PUFs already implement a first step of compensation, e.g., the Ring Oscillator
PUF [26] utilizes relative frequency comparison to mitigate frequency devia-
tions caused by temperature or voltage variations. However, usually, additional
mechanism based on error-correcting codes are necessary. During an enrollment
phase, these algorithms generate helper data containing redundancy in order to
be able to restore the enrolled key at any later point in time.

Fig. 1. Key reconstruction process

Dodis et al. [5] introduced Code-Offset Fuzzy Extractors (COFEs) in 2004,
which have since been regarded as the standard architecture to reliably extract
secret bits from PUF responses. Its helper data consists of an XOR code-offset
between a random codeword of an error-correcting code and the secret PUF bits.
As shown in Figure 1, a conventional COFE PUF key extraction system consists
of error correction module able to correct noisy bits and a subsequent extractor
module which ensures a uniformly distributed key output.
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A popular method for key embedding into noisy data is Index-Based Syndrome
coding (IBS) [28], which was proposed by Yu and Devadas in 2010. There, the
helper data stores the indices of the most reliable PUF bits corresponding to
the key bits to embed. Thereby, the error probability is reduced, but usually
an additional (classic) error correction step is necessary to achieve high reliabil-
ity. Hiller et al. were able to increase the efficiency of IBS by storing not only
indices of corresponding bits, but also of complementary bits, improving its per-
formance when no stable corresponding bits are available. The new method is
called Complementary IBS (C-IBS) [11].

2.2 Hardware Authentication

The challenge-response behavior of PUFs is unique for each instance. Therefore,
it can be exploited to authenticate a specific PUF device [9]. First, one collects
a list of random Challenge-Response-Pairs (CRPs) from each device and saves
the list to a secure database, as shown in Figure 2. Later, if the authenticity
of a device has to be verified, one can apply randomly chosen challenges from
the database to the PUF and verify the correctness of its responses. In contrast
to key generation scenarios no on-chip error-correction is necessary, because the
response verification process might also include error tolerance mechanisms.

Fig. 2. PUF-based hardware authentication

The security of this scheme relies on the unclonability, in terms of physical
cloning as well as software modeling, of the PUF device, but it has been shown,
that it is a challenging task to construct a PUF, which is resistant against ma-
chine learning attacks [24].

This problem is circumvented in the approach of public PUFs [2], also called
SIMPL systems [23]. There, the model of the PUF is publicly known and an effi-
cient simulation algorithm is provided. To perform the authentication, a verifier
chooses a random challenge and applies it to the PUF and the public simula-
tion model. Afterwards, he not only checks if the result is the same, but also if
the PUF responded within a specified time, in which only the correct hardware
device is able to generate this response. In this case, attackers do not face the
challenge of modeling a PUF, but of reproducing it physically.
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3 CMOS Implementations

Since PUFs have gained interest in academia and industry, a main focus was
set on physical structures implementable by standard CMOS circuits or even by
logic cells within FPGAs. The most popular architectures are explained in the
following sections.

3.1 Ring Oscillator PUF

The Ring Oscillator PUF (RO PUF), as shown in Figure 3, was introduced
by Suh and Devadas in 2007 [26]. There, a set of ring oscillators with unique
frequencies is used to generate a device-specific fingerprint. In the original pro-
posal, the frequencies of two oscillators are measured and compared. Depending
on their relation, i.e. which oscillator is faster, the PUF’s output bit is set to
0 or 1. The relative comparison allows to partly compensate environmental in-
fluences like temperature variations. This architecture is mainly targeted for
secret key generator and does not provide a large number of CRPs for hardware
authentication.

Fig. 3. Ring Oscillator PUF architecture

3.2 SRAM PUF

In 2007, Guajardo et al. presented a PUF idea [10] based on the start-up behav-
ior of SRAM cells. When these memory cells, as shown in Figure 4, are powered
up, they settle in a state depending on their physical characteristics, e.g., the
threshold voltage of the implemented transistors. Assuming a balanced cell, min-
imal manufacturing variations define the start-up state, which can be exploited
as a PUF. Capturing the initial values of several cells, it is possible to extract a
device unique bit string, which can be used for key generation.
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3.3 Arbiter PUF

The Arbiter PUF was the first PUF architecture based on CMOS gates. It was
developed by Gassend et al. and published in 2002 [9]. It measures the propa-
gation delay difference between two paths of delay elements and depending on
which path is faster, a 0 or 1 is output. As shown in Figure 5, The input bits,
namely the challenge, combine different delay elements to form several different
combinations of paths. It was intensionally targeted for challenge-response hard-
ware authentication. However, machine learning attacks have shown that Arbiter
PUFs can be modeled in software with an rather small amount of CRPs [24].

Fig. 4. SRAM cell architecture

Fig. 5. Arbiter PUF architecture
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3.4 Bistable Ring PUF

The architecture of a Bistable Ring PUF (BR PUF) [4] was introduced by Chen
et al. in 2011. The basic principle is a bistable ring circuit consisting of an even
number of inverters. This ring can take two possible stable states: [01...01] and
[10...10]. If the inverters are replaced by a cell consisting of a demultiplexer, two
NOR gates and a multiplexer, the ring circuit is turned into a PUF structure
as shown in Figure 6. Each challenge bit controls the demultiplexer and the
multiplexer of a cell and thereby defines the signal path to take. A reset signal
connected to each NOR gate enables to reset the ring into an unstable all-zeros
state. After releasing the reset signal, the ring oscillates until it falls into a stable
state, defining its output bit as 0 or 1. This challenge-response behavior can be
exploited for hardware authentication, but resistance against machine learning
attacks still has to be demonstrated.

Fig. 6. Bistable Ring PUF architecture

4 Tamper Resistant Implementations

It is often argued that PUFs naturally achieve tamper resistance.While this might
be true for the PUF itself, it does not cover the system it is embedded in. However,
PUFs have the potential to provide tamper protection mechanism for microchips.
Approaches aiming for that target are explained in the following sections.

4.1 Coating PUF

Tuyls et al. propose to built read-proof hardware modules by using a Coating
PUF [27]. This tamper-sensitive PUF is established by covering an integrated
circuit by a protective coating, which consists of a matrix material containing
randomly distributed dielectric particles. The described prototype is build with
an aluminophosphate matrix material and a mixture of particles made of TiO2
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and TiN. These materials make the coating intransparent, hard and protective
against chemical tampering. In order to measure the unique dielectric prop-
erties of the added particle layer, the top metal layer of the chip implements
comb-shaped capacitive sensors. The measured capacitance values can be used
to obtain a unique and robust secret key.

4.2 Optical Smartcard PUF

A recent idea, published by Esbach et al. [6] generates a PUF by the combi-
nation of security chip and plastic body of a smartcard. There, light sources
and sensors, located on the top-side of the microchip, are used to measure mini-
mal material variations of the smartcard body. This approach achieves a similar
tamper resistance as the Coating PUF based on optical effects.

5 Attacks on PUFs

Implementations of cryptographic algorithms in embedded systems face a vari-
ety of attacks. During the last years, these methods have been continuously im-
proved. They range from invasive attacks [1,14], to semi-invasive techniques [25],
to side-channel analysis [12]. PUFs do not constitute an exception when it comes
to vulnerability to these attacks. Additionally, PUFs targeted for challenge-
response authentication are prone to modeling attacks trying to built an equal
software model of a PUF instance. In the following sections, we detail threat
to PUFs, which have to be considered seriously, when using PUFs as security
primitives.

5.1 Invasive and Semi-invasive Attacks

Invasive and semi-invasive attacks are one of strongest attacks on cryptographic
devices. In order to be able to perform these attacks, the chip package has to be

Fig. 7. Comparison of ring oscillator frequencies before (left) and after (right) decap-
sulation of the FPGA



Identities for Embedded Systems Enabled by PUFs 133

removed mechanically or by means of etching. Afterwards, ultra-fine needles can
be placed at the die surface to observe distinct signals, faults can be injected at
specific locations by laser bolts, and optical structure analyses can be performed.
As for the latter, PUFs are naturally more resistant than OTPs, because there
secrets are hidden in sub-micron variations.

Sometimes, PUFs are per se considered to be tamper resistant, i.e., decapsula-
tion of a chip would alter PUF characteristics and thereby implicitly destroy the
original secret. However, this assumption is, if ever realistic, only true for PUF
architectures described in Section 4. In order to verify our doubts about tamper
resistance of PUFs solely implemented in CMOS technology, we measured the
frequencies of 256 ring oscillators implemented on a Xilinx Spartan-3 FPGA in
its original state and after removing the chip package and the backside leadframe
copper plate. Figure 7 shows the matrices of ring oscillator frequencies before
and after decapsulation. Thereby, we were able to show, that this strong manip-
ulation of the chip’s environment does not significantly influence frequencies of
FPGA ring oscillators [19]. Therefore, we conclude, that PUFs based on CMOS
circuits, as proposed to date, cannot be regarded as tamper resistant, because
they do not enough involve their environment into their characteristic behavior.
As a consequence, invasive and semi-invasive attacks are a threat for PUFs as
for any other cryptographic device, except for the case of public PUFs, where
there is no secret present in hardware at all.

5.2 Side-Channel Attacks on Key Generation

Since several years, side-channel analysis is a central topic for the security of
cryptographic implementations in embedded systems. Attacks on device-internal
secrets can be achieved by observation of the power consumption [13], the run-
time behavior [12], and the electro-magnetic emission of a device [8,22]. Side-
channel attacks also pose a threat to PUFs, even for tamper resistant PUFs,
since these attacks do not require any device manipulation. One target can be
post-processing algorithms like fuzzy extractors, which can be attacked by well-
known methods like Simple Power Analysis (SPA) or Differential Power Analysis
(DPA), but in addition, side-channels can also be exploited to directly charac-
terize PUF properties or to analyze their intermediate signals.

We were able to show that the Toeplitz hashing [16] function, which is pop-
ular for efficient COFE implementations [3,17], can be attacked by SPA [20].
Depending on its input data, operations may be performed or not. Since the
corrected PUF response bits constitute the input data for the Toeplitz hashing
in fuzzy extractors, this attack enables the extraction of all PUF response bits
and enableds the reconstruction of the key extracted from it. Further, we dis-
covered that differential attacks on error correction modules or extractors are
possible based on helper data manipulation [21].

To protect PUF-based key generation systems from first-order side-channel
attacks, we proposed a codeword masking scheme [21], which enables the ran-
domization of the key generation process while preserving the essential error
correction capabilities. This masking scheme can also be continued throughout
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Fig. 8. Masked COFE implementation

Fig. 9. Setup for localized EM measurements

the Toeplitz hashing module, because of the linearity property of this extractor.
Figure 8 shows how a masked COFE implementation can look like.

5.3 Localized Electromagnetic Analysis of RO PUFs

In PUF-enabled systems, not only key generation modules represent a target
of attacks, but also the PUF measurement circuits themselves. We performed
an attack on an RO PUF [19], exploiting its spatially limited electro-magnetic
emission. Figure 9 shows our measurement setup, consisting of an EM probe
with a 150m coil, an Xilinx Spartan-3 FPGA decapsulated from the backside
and an automated X-Y-table. This enabled us to record EM traces over whole
surface of the FPGA in 100m steps. A map indicating the localized EM emission
corresponding to the RO PUF is shown in Figure 10.
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Fig. 10. Map indicating where ring oscillator frequencies can be observed

In an efficient RO PUF implementation, pairs of oscillators are compared
step by step and always the second oscillator of the preceding comparison is
the first oscillator in the subsequent comparison. Therefore, all frequencies of
the RO PUF are observable, one after the other, within the indicated area of
Figure 10. After this analysis, an attacker is in possession of a complete PUF
model. We also proposed an enhanced RO PUF architecture [19] resisting these
attacks by avoiding multiple usage of ring oscillators.

In a second, more advanced EM analysis of RO PUFs [18], we discovered that
it is possible to separate RO PUF measurement components like counters and
multiplexers by localized EM measurements. Figure 11 shows a floorplan of an
RO PUF implementation with three multiplexers and three counters. Next to the
floorplan, one can see the localized EM emission of the FPGA implementation.
We were able to separate the emissions caused by the different multiplexers
and counters, which allowed us to separately observe all measured RO PUF
frequencies. With this information, an attacker can built a complete RO PUF
model, which breaks its security.

In order to protect RO PUFs from the found vulnerabilities, we proposed two
countermeasures. The first one aims at randomizing the RO PUF measurement
process, i.e., the mapping of measurement components (multiplexers and coun-
ters) and the measured ROs is broken. Although this is an effective protection
approach, it also requires a large area and resource overhead. The second coun-
termeasure considers interleaved placement and routing of RO PUF implemen-
tations. Interleaving the basic digital building blocks of counters, multiplexers
and ROs is a practical way of mixing the EM emission of all components in order
to render the separation of these components impossible in practice.
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5.4 Modeling Attacks

Attacking PUFs used for challenge-response authentication, mainly consists of
the attempt to model a PUF’s behavior with only a relatively small set of CRPs.
If an attack succeeds in cloning a PUF, even if only in software, he is able to
impersonate this PUF instance. Only for the case of public PUFs, an attackers
needs to physically clone a PUF.

(a) Floorplan of our three-
counter RO PUF design

(b) EM emission map of our three-counter
RO PUF implementation

Fig. 11. Localized EM measurements allow for separation of RO PUF measurement
components

In 2010, Rührmair et al. showed that several common PUF architectures
including the Arbiter PUF and some of its more complex variants are susceptible
to machine learning attacks [24]. Until now, no PUF construction was proposed
which was shown to be resistant against machine learning attacks.

6 Conclusion

In conclusion, PUFs enable secure identities for microchips without requiring
on-chip NVM. We explained how CMOS structures like ring oscillators, delay
paths and memory cells can be exploited to generate cryptographic keys with
the help of fuzzy extractors and key embedding algorithms. Additionally, if fu-
ture PUF research leads to more complex and modeling-resistant architectures,
challenge-response authentication based on PUFs can be achieved. We have also
shown that tamper resistant PUF approaches have the potential to protect in-
tegrated circuits from physical attacks. However, PUFs are also exposed to a
wide range of attacks, which have to be considered in detail when designing
PUF-based systems. As shown by our presented experimental results, targeted
analyses can reveal individual weaknesses of PUFs and constitute the basis for
effective countermeasures.
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Abstract. In this paper we address the problem when a side-channel
attack or a fault attack should be counted successful in case the at-
tack does not reveal all bits of the secret key but provides only partial
information. Many interesting questions arise in this context, which de-
mand advanced mathematical methods. The topic is illustrated by three
well-known examples. The credo of this paper is that there is broad room
and the need for fruitful collaboration between researchers dealing with
implementation attacks and researchers from mathematical (algorithm-
oriented) cryptography.

Keywords: Side-channel analysis, fault analysis, algebraic side-channel
analysis, exponent blinding, lattice-based cryptography.

1 Introduction

In 1996 and in 1999 Paul Kocher introduced timing analysis [16] and power
analysis [17]. Both were pioneering papers in the field of side-channel analysis,
which excited the community since it had become clear that the security analysis
of cryptographic devices and systems should not be divided into several pieces,
which are treated separately and independently by mathematicians, computer
scientists and engineers. Nearly at the same time Boneh, DeMillo and Lipton
published a recognized paper in fault analysis [4].

Very soon after Kocher’s publications side-channel analysis became an im-
portant research topic in both academia and industry. Some years later fault
analysis moved into their focus, too. In the first years side-channel analysis, and
there in particular power analysis, was almost exclusively a research domain for
engineers. This seemed to be natural because electrical engineers have expertise
in hardware and were able to perform experiments while this was usually not
the case for mathematicians or computer scientists. Similar was true for fault
attacks.

M. Fischlin and S. Katzenbeisser (Eds.): Buchmann Festschrift, LNCS 8260, pp. 139–150, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



140 W. Schindler

A drawback of this development was the effect that the side-channel leakage
often was not exploited efficiently but large parts of the information were wasted.
In the course of the years more and more mathematicians and computer scien-
tists have worked on this field and have become involved in interdisciplinary
research projects. The applied mathematical methods have become more ad-
vanced and sophisticated, which did not only lead to more efficient attacks and
effective countermeasures but also to deeper insight into the nature of leakage
and theoretical considerations, c.f. [1, 2, 5–8, 12, 14, 15, 18, 24–28, 30, 31] and
many more. For many years side-channel analysis and fault analysis have been
important components of security evaluations of high-security devices.

Of course, security implementations shall be immune against side-channel
attacks and fault attacks. In scientific papers the secret key is usually discov-
ered completely, possibly after a (feasible) brute force search. No doubts remain
whether the attack has been successful or not. In real-world security evaluations
the situation may be quite different: By a side-channel attack or a by fault at-
tack the evaluator might gain partial information on the targeted key, e.g. the
Hamming weight of some key bytes. The fundamental question is whether this
information is more or less useless or can be exploited efficiently to recover the
whole secret key. From a purely academic point of view, of course, an implemen-
tation should not leak any information at all. The evaluator, however, has to
decide whether the target of evaluation may yet be viewed as secure or whether
it should be counted as broken. Usually, he has to make his decision within a
short period.

In the Sections 3 to 5 three well-known examples are discussed where partial
information could successfully be exploited by non-obvious mathematical meth-
ods. All-in-all we will see that implementation attacks raise many interesting
questions, which narrows the ’gap’ to mathematical cryptography. In particular,
closer cooperation between research groups from both fields is certainly fruitful.
It might be noted that the author has already addressed this topic in a presen-
tation held at CryptArchi 2013. The feedback further encouraged him to write
this paper.

Johannes Buchmann’s scientific work mainly belongs to mathematical cryp-
tography. We’d like to point out that the jubilar is co-author of [19], which is
the subject of our third example.

2 Implementation Attacks with Partial Information

Ideally, side-channel attacks and fault attacks on secure devices should not reveal
any information on the secret key at all. Unfortunately, this goal cannot always
be achieved.

Consider, for example, the case where the attacker learns the Hamming weights
of all key bytes of the final AES round. This knowledge obviously reduces the
workload for exhaustive search. The advantage can be quantified, and the opti-
mal guessing strategy is nearly straight-forward. In contrast, consider an imple-
mentation attack, which reveals the Hamming weight of all key bytes of an RSA
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prime. Is this information really helpful? Exhaustive search remains infeasible
anyway, and it is not clear whether this information can be used to speed up the
factorization of the RSA module. Or would the Hamming weight of some bytes
of an RSA exponent be helpful? We leave it to the reader to extend this list of
natural (open) questions, which raise challenging and important research topics.

To illustrate the topic in the following we briefly sketch three well-known
examples where the gained information could successfully be exploited.

3 A Fault Attack on DSA

The first example summarizes [20]. It describes a fault attack on chip, which
computes DSA signatures [10]. Recall that a DSA signature is a pair (r, s) with

r ≡
(
gk(mod p)

)
(mod q) (1)

s ≡ k−1(h(m) + xr)(mod q) . (2)

As usually, x denotes the secret (long-term) key, p (1024 bit) and q (160 bit) are
primes such that q devides p− 1. Further, 1 < g < p has multiplicative order q
modulo p, and h := SHA-1 is the hash function. The public key is given by the
quadruple (p, q, g, y := gx(mod p)). The ephemeral key k is a 160-bit number.
As is well-known N signatures (r1, s1), . . . , (rN , sN ) give an underdetermined
system of N linear equations over GF(q) in (N + 1) unknowns (x, k1, . . . , kN ).
The corresponding ephemeral keys k1, . . . , kN must be kept secret, and it shall
not be able to guess them with non-negligible probabability or even to compute
them. This demands a strong random number generator (RNG). The quality of
the used RNG will yet not be considered in the following.

In [20] the generation of an ephemeral key ki demands 20 calls of the function
ReadRandomByte(), which returns one random byte.

For (i=0; i<20; i++) k[i] := ReadRandomByte();

Note that k = (k[0], . . . , k[19]). The attacker tries to terminate the loop ahead
of time by a power glitch. In case of success (at least) the least significant byte
k[19] of the ephemeral key k keeps its pre-defined integer value a, in [20] a = 0.
By an SPA the attacker can easily check whether the loop has indeed been
terminated early (← shorter execution time).

We now assume that the attacker was able to generate N signatures (r1, s1),
. . . , (rN , sN ) for which the least significant byte of the ephemeral key ki equals
a = 0. From an information-theoretical point of view this clearly allows to solve
the system of linear equations if N is sufficiently large. However, this property
might not trouble an evaluator since all practical cryptographic algorithms are
not secure in terms of information theory. In fact, still (152N + 160) unkonwn
bits remain. The decisive question yet is whether the gained information can be
practically exploited. As explained below the answer on this question is yes.
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Let (r, s) be a DSA signature, for which the least significant l = 8 bits of k
are known, i.e. k = 2l · b + a with known a and unknown b. Since k < q clearly
b < q

2l . Elementary transformations yield

s ≡ k−1(h(m) + xr)(mod q)

s · k ≡ h(m) + xr(mod q)

xr ≡ s · k − h(m)(mod q)

x · rs−1(2l)−1 ≡ −s−1(2l)−1h(m) + b+ (2l)−1a(mod q)

xt ≡ v′ + b(mod q) (3)

with known t := rs−1(2l)−1( mod q) and v′ := (a−s−1h(m))(2l)−1( mod q). (As
usual z(modq) is the smallest nonnegative number with the same remainder
(mod q) as z.) Equation (3) implies 0 ≤ (xt − v′) + cq = b < q

2l
for a suitable

integer c, and − q
2l+1 ≤ xt − v′ − q

2l+1 + cq < q
2l+1 . For v := v

′ + q
2l+1 we finally

obtain

| xt− v |q:= min
w∈Z

{| xt− v + wq |} ≤ q

2l+1
(4)

In other words: v(modq) may be viewed as an ’approximator’ of xt(modq).
Consequently,

| xtj − vj |q≤
q

2l+1
for 1 ≤ j ≤ N (5)

for all signatures (r1, s1), . . . , (rN , sN ) with interrupted loop. Equation (5) is
equivalent to

| (xtj + cjq)− vj |≤
q

2l+1
for 1 ≤ j ≤ N and suitable cj ∈ Z. (6)

The key observation is that the left-hand sides (6) is small compared to q. The
remaing task is to recover the secret key x from these information. It has already
been well-known for many years how to tackle this problem: One transforms
the search for the long-term key x into a closest vector problem of an (N + 1)-
dimensional lattice. (The terms xtj+cjq are elements of this lattice.) The closest
vector problem can be solved with well-known methods. Indeed, 27 signatures
with known last bytes of the ephemeneral keys suffice to recover the long-term
key x [20].

Altogether, [20] provides an example where partial information on the ephem-
eral keys could successfully be exploited in a non-trivial way. However, the trans-
fer to a lattice problem was already well-known when [20] was written, c.f. e.g.
[21]. The attack may be viewed as a nice interplay between mathematical cryp-
tography and implementation attacks.

However, an interesting question remains: Would the authors have detected
their attack without that prior knowledge? Or alternatively: Assume that a
security evaluation in 1999 would have detected that it was possible to interrupt
the generation of the ephemeral keys by a glitch attack. What would have been
the security assessment of this target of evaluation?
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4 RSA: Exponent Blinding as a Countermeasure against
Side-Channel Analysis

Our second example summarizes the main aspects of [29]. It considers an RSA
implementation (CRT, square & always multiply), which is assumed to be secure
against SPA and single trace template attacks (i.e., template attacks with sample
size 1 in the attack phase). Additionally, exponent blinding [16], Sect. 10, shall
prevent even stronger power attacks (DPA, CPA, template attacks with > 1
power traces in the attack phase etc.). More precisely, the exponentiation modulo
p does not apply the exponent dp :≡ d(modp) itself but dp + r(p − 1) with
random blinding factor r where 0 ≤ r < 2R. In particular, for bases y1, . . . , yN
random (secret) R-bit blinding factors r1, . . . , rN are used, which yield different
exponents v1 := dp + r1(p− 1), . . . , vN := dp + rN (p− 1) for the exponentiation
modulo p. If the attacker knows dp or any vj he can easily factorize the modulus
n = pq, c.f. [29], Remark 1.

It is absolutely clear that exponent blinding increases the resistance of an
RSA implementation against side-channel attacks. A more difficult question is,
however, to which degree. Problems of this type are interesting by themselves
but also relevant in the context of security evaluations. It should be noted that
in security evaluations with regard to the Common Criteria (CC), for instance,
the hardware is often evaluated first while software countermeasures (e.g. expo-
nent blinding) are considered later in a so-called composite evaluation. In those
cases it would be desirable to be able to quantify (e.g.) the impact of exponent
blinding in order to ’extend’ the security assessment of the hardware evaluation.
A reasonable argumentation might be the following: Since the blinding factors
are unknown it is not possible to combine the side-channel information from the
particular power traces, which finally implies the security against (all types of)
power attacks.

This argumentation yet is false. Reference [11], e.g. describes a successful
power attack if some parts of the secret exponents are known with certainty.
This is a strong assumption indeed, which is typical for fault attacks but is
usually not fulfilled for power attacks. A more realistic assumption for power
attacks and for side-channel attacks in general is that all exponent bits are only
known with some probability. Reference [29] tackles this problem.

The vector (vj;k+R−1 , . . . , vj;0)2 denotes the binary representation of the
blinded exponent vj where leading zero digits are allowed (k-bit prime p with
R-bit blinding factors). On basis of an SPA or a single trace template attack
the attacker (resp., the evaluator) guesses the particular exponent bits. Each bit
guess is false with probability εb (’error rate’). That is, instead of vj the attacker
guesses

ṽj = (ṽj;k+R−1, . . . , ṽj;0)2 = vj ⊕ ej for j = 1, 2, . . . , N . (7)

The term ’⊕’ denotes the bitwise XOR addition, and the integer ej expresses the
guessing error for exponent vj . The attacker may commit two types of guessing
errors: He may decide for ṽj;i = 1 although vj;i = 0 is correct, or he may
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decide for ṽj;i = 0 although vj;i = 1 is true. For simplicity we assume that
both error probabilities are equal (= εb) and that all guesses are independent.
In the Subsections 4.1 and 4.2 we describe two different attack variants (c.f. [29]
for details). We mention that these attacks can easily be transferred to RSA
without CRT and to ECC (point multiplication with constant scalar) [29].

4.1 The Basic Attack

For 1 ≤ j < m ≤ N we consider the hamming weight of

ṽj ⊕ ṽm = (vj ⊕ vm)⊕ (ej ⊕ em). (8)

Then

ham(ṽj ⊕ ṽm) =

{
ham(ej ⊕ em) if rj = rm
ham(vj ⊕ vm ⊕ ej ⊕ em) if rj �= rm

(9)

For rj �= rm we may assume that the term ham(vj⊕vm⊕ej⊕em) is a realization
of a normally distributed random variable with mean (k + R)/2 and variance
(k + R)/4 (as for ham(z) for a (k + R)-bit random number z). In contrast, if
rj = rm the mean equals 2εb(1− εb) < 2εb. (Numerical example: For (k,R, εb) =
(1024, 16, 0.20) both means are 520 and 332.8, respectively.) This means that
from (9) a distinguisher between the cases rj �= rm and rj = rm can be derived,
namely

Decide for (rj = rm) iff ham(ṽj ⊕ ṽm) < γ for suitable boundary γ. (10)

The attacker applies decison rule (10) to divide the exponent guesses ṽ1, . . . , ṽN
into classes so that within each class all elements have identical (yet unknown)
blinding factors (provided, of course, that all decisions (10) have been correct;
otherwise some classes may be ’spoiled’ by exponents with different blinding
factors). More precisely, the attacker decides whether ṽj belongs to any of the
classes, which already exist. (Their union equals {ṽ1, . . . , ṽj−1}.) If this is not the
case a new class is opened, which contains ṽj . The first phase of the basic attack
ends as soon as one class (’winning class’) contains t elements (’t-birthday’). Of
course, all t elements of the winning class (should) belong to the same blinding
factor. In the second phase of the basic attack all exponent bits are treated
independently. One decides for that value, which has been guessed more often
for the t power traces of the winning class (majority decision rule; usually t is
odd). Remaining bit errors (at most a very small number) are corrected later by
exhaustive search. Of course, the larger εb the larger t has to be selected, which
increases the sample size N and in particular the number of decisions (10).
Simulation experiments in [29] verify the exemplary sets of suitable parameters
(k,R, εb, t) = (1024, 10, 0.1, 7) and (k,R, εb, t) = (1024, 10, 0.2, 17), for instance.
The (admittedly artificially small) parameter R = 10 allows to tackle an error
rate of εb = 0.28. For increasing R the tolerable error rate decreases since Phase 1
requires more correct decisions. Heuristic arguments indicate that for R = 16
still εb = 0.25 can be tolerated.
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For medium-sized or even large blinding parameter R a sample size N in the
order of 2R (very coarse estimate) is needed before a t-birthday occurs. (If many
false decisions occur this number further increases.) The second bottleneck is the
number of decisions (10). Note that for ṽj in average more decisions (10) than
half of the number of already existing classes are required. Both the number of
power traces and the number of decisions make the attack impractical for large
R [29], Subsect. 2.3.

An effective countermeasure against the basic attack is to limit the maximum
number of applications of the RSA key (e.g., for digital signatures) clearly below
2R/2, which even prevents 2-birthdays. This countermeasure prevents the basic
attack rigorously. But does it indeed solve all problems?

4.2 The Enhanced Attack

The enhanced attack gets by with significantly less power traces and less com-
putations than the basic attack. On the negative side the tolerable error rate
εb decreases. Again, N denotes the number of power traces. Further, u > 1 de-
notes a small integer (let’s say, u ≤ 4) and Mu := {(j1, . . . , ju) | 1 ≤ j1 ≤
· · · ≤ ju ≤ N}. For each u-tuple (j1, . . . , ju) ∈ Mu we define the ’u-sum’
Su(j1, . . . , ju) := rj1 + · · · + rju . For (j1, . . . , ju), (i1, . . . , iu) ∈ Mu we write
(j1, . . . , ju) ∼ (i1, . . . , iu) iff Su(j1, . . . , ju) = Su(i1, . . . , iu). In analogy to the ba-
sic attack we need to distinguish between the two cases (j1, . . . , ju) ∼ (i1, . . . , iu)
and (j1, . . . , ju) �∼ (i1, . . . , iu), Therefore, we apply the following decision rule:

Decide for (j1, . . . , ju) ∼ (i1, . . . , iu) iff (11)

ham(NAF(ṽj1 + · · ·+ ṽju − (ṽi1 + · · ·+ ṽiu))) < b0
for some suitable boundary b0.

The term NAF(z) denotes the NAF representation of the integer z. The justi-
fication of (11) is analogous to the basic attack. More precisely, for �∼ the term
ham(NAF(ṽj1 + · · ·+ ṽju − (ṽi1 + · · ·+ ṽiu))) may be viewed as a realization of
a normally distributed random variable with mean (k+R)/3 and (rather small)
variance 0.334 ∗ (k +R) [29], Lemma 1(ii). In case of ’∼’ we have

ham(NAF(ṽj1 + · · ·+ ṽju − ṽi1 − · · · − ṽiu)) ≤ (12)

ham(NAF(ej1)) + · · ·+ ham(NAF(eju)) + · · ·+ ham(NAF(eiu)) ≤
total number of guessing errors for vj1 , . . . , vju , vi1 , . . . , viu .

Consequently, the corresponding normal distribution has small mean (depending
on εb, of course). Each decision for (j1, . . . , ju) ∼ (i1, . . . , iu) gives a linear equa-
tion Su(j1, . . . , ju) = Su(i1, . . . , iu) in the blinding factors. The goal of Step 1 of
the enhanced attack is to obtain a system of homogeneous linear equations over
Z with co-rank 2, i.e. rank(kernel) = 2.

Example 1. The quintuples (k,R, u,N, εb) below constitute sets of parameters,
which yield a system of linear equations with co-rank 2 with high probability (if
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not, additional power traces are needed): (1024, 16, 2, 128, 0.13), (1024, 16, 3, 30,
0.08), (1024, 16, 4, 20, 0.06), (1024, 32, 2, 4700, 0.10) etc.

If the kernel has rank 2 it is spanned by the vectors (1, . . . , 1)t and (r1, . . . , rN )t.
In Step 2 the attacker solves the system of linear equations, and finally in
Step 3 an error-correcting algorithm reveals φ(p) = p − 1. The by far most
time-consuming part is Step 1.

The enhanced attack scales much better than the basic attack but due to the
number of decisions sufficiently large R prevents the enhanced attack, too. For
example, (R, u) = (64, 4) requires about 277 decisions while (64, 2) and (64, 3) are
even more costly. This is an extremely large workload for a side-channel attack.
Since the tolerable error rate εb is small [29] and since one may not be sure
in advance whether the power attack yields sufficiently good guesses ṽ1, . . . , ṽN
one might view an attack against R = 64 as not practical. However, when using
R > 64 (e.g., R = 96) one is on the safe side, anyway. Of course, strong hardware
(enforcing large error rates εb) prevents both the basic and the enhanced attack,
regardless of the parameter R.

5 Algebraic Side-Channel Analysis

The key of a block cipher can be expressed as the solution of a system of non-
linear equations over GF(2). From the AES encryption function and the key
schedule together 1696 linear equations and 4600 quadratic equations in 3296
variables over GF(2) can be derived [3], and the searched AES key is a subvec-
tor of its solution. Due to the simple algebraic structure of the AES cipher at
the beginning of this millenium a lot of researchers tried to solve such systems
of nonlinear equations, or more precisely to estimate the required workload.
Often linearization techniques (XL, XSL) were used [3, 9] etc. Reference [22]
describes an alternate interesting approach, which considers nonlinear equations
over GF(28). These approaches seemed to promising at that time but turned out
to be ineffective later.

In fact, no efficient algorithm is known so far. Of course, the situation should
become more favourable if additional equations are known, and in fact this is
the central idea of algebraic side-channel analysis. These additional equations
stem from a side-channel attack, e.g. from a cache attack or from a power attack
[19, 32] etc.

Reference [19] applies power analysis against an unprotected (non-masked)
AES implementation. In the first step single trace template attacks were applied,
which allow to guess the Hamming weights of 84 bytes within each AES round (16
bytes before and 16 bytes after the S-Box layer, 52 bytes during the MixColumn
operation). This approach assumes that the Hamming weight model describes
the leakage of the targeted device sufficiently well. In [19] only the AES cipher
but not the key schedule algorithm was targeted.

Applying the template attacks to two consecutive rounds i and i + 1, for in-
stance, gives 2 · 84 = 168 Hamming weights, which results in 168 equations.
In the first part of the paper the optimal case was treated where all guessed
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Hamming weights are correct. Only these 168 equations were considered, aim-
ing at the round key ki. Applying the key schedule algorithm finally yields the
searched AES key. (If the guess for ki is not unique the knowledge of a (plaintext
/ ciphertext) pair allows to identify the correct key candidate.) To solve the equa-
tions J. Buchmann et al. in [19] - the lead author may excuse the unconventional
citation due to the special circumstances of a festschrift - applied a combination
of Gröbner basis techniques with SAT solvers, meaningfully denoted by IASCA
(improved algebraic side-channel analysis). Experiments verified a success rate
of > 90% (cf. [19], Subsect. III.B, Table IV). The experiments were conducted
on a Sun X4440 server with four CPUs (Quad-Core AMD OpteronTM Processor
8356), each CPU running at 2.3 MHz, and 128 GB main memory were available.
The upper time limit per trial was 100 sec.

Remark 1. Masking a block cipher is rather costly as it requires re-masking in
each round. On the other hand usually power attacks target only the first or
the last round(s). Hence the following approach might be reasonable: To save
computation time and / or space the designer masks only the Rounds 1-4 and
7-10 (or maybe only Rounds 1-3 and 8-10) while Round 5 and Round 6 (resp.,
Round 4 to 7) remain unprotected. However, as we have just learnt applying the
attack from [19] to the unmasked Rounds 5 and 6 reveals the key with high prob-
ability. In other words: One should definitely forget this idea! We point out that
this scenario reminds of [13] where a partially masked DES implementation was
targeted. Instead of the solution of nonlinear equations there differential crypt-
analysis was supported. Of course, [13] could also have served as an adequate
example for this section.

So far we have assumed that all Hamming weight guesses have been correct,
which is an optimistic (and usually non-realistic) assumption in the context of
single trace template attacks. In its second part [19] also allows wrong guesses,
which of course increases the necessary number of Hamming weight guesses.
The template attack was performed on an ATMega256-1 microcontroller, c.f.
[19], Sect. IV for details.

In the first scenario (all guesses correct) IASCA was compared with two other
methods, which had been proposed before, and also in the second scenario (false
guesses allowed) IASCA was compared with a prior technique. The authors point
out that IASCA is most efficient in both scenarios [19].

6 Conclusion

In Sections 3 to 5 three examples were discussed where non-obvious mathemat-
ical methods were successfully used to exploit information gained by an imple-
mentation attack. While the problems in first two scenarios might seem to be
’occasional’ algebraic side-channel analysis has become a field of research for
its own.
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Besides their practical relevance, which was worked out in the introduction
and in Section 2, problems arising from implementation attacks with partial
information are interesting and challenging. They offer a broad area for research
work that connects implementation attacks with mathematical (algorithm-
oriented) cryptography.
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Abstract. Over the last decades computer aided engineering (CAE) tools
have been developed and improved in order to ensure a short time-to-
market in the chip design business. Up to now, these design tools do not
yet support a design strategy for the development of side-channel resis-
tant hardware implementations. In this chapter we introduce a novel en-
gineering framework named AMASIVE (Adaptable Modular Autonomous
SIde-Channel Vulnerability Evaluator), which supports the designer in
implementing side-channel hardened devices. An attacker model is intro-
duced for the analysis and the evaluation of a given cryptographic de-
sign in regard to application-specific vulnerabilities and exploitations. We
demonstrate its application to a hardware implementation of the block
cipher PRESENT.

1 Introduction

Nowadays, embedded devices find application in an increasing part of everyday
life. Due to the on-going progress of the fabrication technology integrated devices
get more and more powerful in terms of computational throughput as well as
complexity. However, the increasing number of embedded devices also gives rise
to potential unintended exploitations. In order to secure the devices against
misuse and to create a secure communication environment, various protocols
and cryptographic schemes have been developed.

In the last two decades another attack type emerged, targeting directly at
implementations that process sensitive data. This kind of assaults is called side-
channel analysis attacks and exploit physical observables that depend upon the
processed data. Side-channel attacks are especially dangerous due to their gen-
eral applicability to cryptographic schemes and to their non-invasive nature.
Thus, a side-channel attack can be mounted on various implementations and a
compromised secret is very difficult to be detected.
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During a side-channel evaluation, the hardware designer provides all neces-
sary information to the security engineer. For the evaluation phase, the security
analyst has to select an appropriate attack method that depends on the threat
scenario of the circuit’s application scenario. Additionally, he or she has to con-
struct a physical model of the device that is as precise as possible and describes
the expected exploitable information leakage. Both the model and the prototype
are then taken to the evaluation phase. This phase aims at identifying exploitable
side-channel leakage and, if possible, also its origin. If a successful attack is iden-
tified, this information can then be used to restart the design cycle in order to
improve, i. e., harden, the hardware module. Such a design flow requires at least
a designer, who is skilled in both in side-channel analysis and hardware design.
However, professionals who have expertise in both areas are hard to find.

In this chapter we investigate the question how to add an automated and
supportive side-channel evaluation to the conventional CAE toolset. We thereby
propose a framework that supports both roles in the design process, the security
engineer as well as the hardware engineer, in performing side-channel analysis
and evaluation. The proposed design framework is able to automatically analyze
a given HDL design description of a cryptographic module in terms of infor-
mation and data flow. This chapter is structured as follows: In Section 2 we
provide some background information to side-channel analysis and to related
work followed by Section 3, which introduces the core idea of AMASIVE. The
main focus of this chapter is to focus on the analysis section of the AMASIVE
framework. After detailing of the model building and the automative analysis
of the data we provide as a comprehensive application example a FPGA-based
hardware implementation of the PRESENT block cipher.

2 Background and Related Work

In the academic cryptographic community, implementation attacks were first in-
troduced in the nineties. Such attacks use weaknesses in the implementation of a
cryptographic algorithm or application that handles security-sensitive informa-
tion. One class of implementation attacks are the so-called side-channel attacks,
which we further detail in this section.

2.1 Side-Channel Attacks

Side-channel attacks (SCA) are a class of non-invasive implementation attacks,
which exploit physical observables of an implementation of a cryptographic al-
gorithm in order to extract secret information, for instance the secret key of an
encryption scheme. They are especially threatening since it is hard to notice a
successful side-channel attack. These kinds of attacks are mounted during the
operation of a device, i. e., runtime, while the cryptographic module is running
in normal operation mode without any violation to its operational specification.
The most commonly exploited observables are run-time of execution, dynamic
power consumption, and electromagnetic emission. We refer to [4] for a more
detailed introduction to the basic side-channel analysis methods.
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Power analysis attacks exploit the data-dependent switching activity of a cryp-
tographic implementation in order to extract information of intermediate values
of internal operations or of the current internal state of the algorithm. The hy-
potheses base on the expected values of the observed physical quantity caused
by the adversary’s focussed intermediate value changes or state transitions. The
construction of theses hypotheses does not require detailed information about
the implementation in general and targets only parts of the complete secret key1

following the divide and conquer principle.

2.2 State of the Art

The reasons for a rather late consideration of side-channel vulnerabilities are
manifold such as the short time to market, unpredictability of side-channel prop-
erties during the design process, or an yet unidentified side-channel information
leakage of the algorithm. Side-channel vulnerabilities are often detected too late
to be taken into account when deciding on the architecture of the cryptographic
module. This situation is rather unfortunate, because the designer has access to
an enormous amount of knowledge about the device properties. So, she or he
is in the position to perform a much more accurate side-channel analysis than
an outside attacker ever could. However, identifying, combining, and utilizing
this comprehensive knowledge is a difficult task and requires experience in side-
channel analysis next to hardware design skills. Recently, there have been a few
contributions that aim at a timely support of securing software and hardware
implementations of cryptographic algorithms against side-channel attacks.

In [7] Standaert et al. proposed an unified framework to cope with side-channel
issues of algorithm implementations. These authors introduce various formalisms
and methods to identify side-channel leakage in order to compare the vulnerabil-
ity of several design variants. Countermeasures for side-channel attacks to soft-
ware implementations is tackled by two approaches, which provide automated
code analysis and countermeasure integration, cf. [1,5,6]. The work in [1] applies
a side-channel attack to the assembled code and utilizes an estimation of the
mutual information [7] to evaluate and to highlight vulnerabilities of a code sec-
tion. The second approach, proposed by Moss et al. [5,6], features an automatic
insertion of masks by evaluating the secrecy requirements of an intermediate
value in the program code.

In this contribution we introduce a novel approach, which supports the de-
signer in a comprehensive way when developing side-channel resistant hardware
devices. The AMASIVE framework is aimed to automatically identify side-
channel vulnerabilities at different stages in the design flow of embedded sys-
tems, to suggest countermeasures, and to quantify the effectivity of the proposed
countermeasures. Thereby, the designer is notified early about potential vulner-
abilities and can thus assess the costs of implementing various countermeasures
in the design. To the best of our knowledge, the AMASIVE framework is the
first approach to automatically identifying vulnerabilities early in the hardware

1 So-called subkeys.
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design process without requiring a detailed knowledge about the implemented
cryptographic algorithm. The strengths of this design tool set are its modular-
ized structure and the adaptability to various implementations by exploiting
several attacking procedures, leakage models, and side-channel distinguishers.
Similar to [7], we consider an attacker model for our analysis in order to secure
an implementation especially with respect to its threat scenario.

3 The AMASIVE Concept

The core idea of the AMASIVE framework relies on a multistage approach of
security analysis and dedicated user-controlled, automatic countermeasure inser-
tions, cf. Figure 1. The security analysis process can further be subdivided into
information collection, graph representation, and vulnerability analysis phase,
respectively. In summary, the information collection phase combines all relevant
design information that are then used to construct an intermediate graph repre-
sentation, which in turn forms the basis for the vulnerability analysis. Its output
is then forwarded to the designer and the countermeasure generation module.

Depending on the state of the design process, more detailed information about
the design can be included in the graph representation and considered in the
subsequent security analysis. Thus, while potential side-channel vulnerabilities
can be vague at the beginning of the design process, they can become more
concrete at later stages.The designer is informed about potential vulnerabilities
and can thus take them into account at an early stage in the design process.

In the following we first detail the security analysis and then present how
AMASIVE autonomously formulate hypothesis for detecting side-channel flaws.
Since the advocated concept is general and can be applied in the context of
both different architectures and design tools, we first discuss it from a high-level
point of view as depicted in Fig. 1 and then discuss a detailed instantiation of a
cryptographic module using VHDL code as the information source.

3.1 Automated Side-Channel Analysis

AMASIVE identifies side-channel vulnerabilities from three steps as depicted in
Figure 2. First, various information is collected from an arbitrary set of sources,
such as the given implementation of a crypto-system or directly from its designer
(cf. Figure 2a). Secondly, this information is combined into a graph, which rep-
resents both the design and an attacker model, which specifies the attacker’s
capabilities (cf. Figure 2b). Third, both the graph and the attacker model are
used as the foundation to identify and to then highlight side-channel vulnerabil-
ities directly in the design (cf. Figure 2c). The results from this analysis phase
can directly be used either for an actual side-channel attack or harden support
of the designer in considering and selecting countermeasure in order to harden
the design.
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The graph and the attacker model are the basic parts of the security anal-
ysis and represent the relation between the device and the attacker in the real
world. In the following, we start with a general overview on the information
collection, the graph and the attacker model, and the concept of the security
analysis. A more detailed presentation on the realization of these phases is given
in Section 3.5.

3.2 Information Collection

In the information collection phase the basic data that are required for the
vulnerability analysis are collected from various sources. These sources depend
on the type of the implementation and on the design tools being used. For
example, for a VHDL design the required information can be obtained directly
from the VHDL-based source code, the related simulation results, and finally the
synthesized net list. Additionally, we require the designer to specify the envisaged
capabilities of the attacker, such as his available side-channel attack methods,
the maximum number of traces that can be measured, and the computational
power at hand.

We structure the type of information that we require for the subsequent analy-
sis into two categories: structural and functional information. Structural informa-
tion describes the information flow of the algorithm as well as the interconnection
of the related modules in a hardware design. This type of information is aimed
to construct the graph representation of the algorithm during the graph rep-
resentation phase. In contrast, functional information describes the operations
that are performed when processing the data. This type of information is used
to evaluate the complexity and to generate an adequate side-channel hypothesis
during the vulnerability analysis. Note that both types of information can be
provided at a different granularity, thus allowing the vulnerability analysis to
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vary in precision. For instance, if the VHDL code is already written but not di-
rectly synthesizable in full detail, at least the interconnection of the components
can already be extracted and potential information leaks can be highlighted.
When the design is synthesizable and a target platform is available, the design
extraction can be implemented physically and a complete side-channel analysis,
using the pre-determined information leaks, may be performed.

3.3 Models

In order to make the security analysis independent of a specific implementation,
we rely on the collected information to construct two abstract models. The first
model is a graph representation of the design that models the control and data-
flow of the implementation at hand. The second model specifies the capabilities
of the attacker and can be adjusted without any relation to the envisaged im-
plementation. Both models interact during the subsequent security analysis in
order to determine potential side-channel vulnerabilities.

Graph Representation Model. The AMASIVE graph as outlined in Figure
2b) models the device in terms of its architectural and algorithmic features and
forms the basis for both the security analysis and the communication with the
designer. We define the graph G as a relation between a set of nodes V , which
represent execution modules, and a set of edges E, which connect nodes. Nodes
can have input edges that specify the origin of the processed data and output
edges that specify the resulting values. Since the AMASIVE graph is used as
the foundation for a later side-channel evaluation, we define it such that it may
contain all relevant information for the analysis. That is, we model how the values
are processed, at which steps in the algorithm a secret is being accessed, and by
which instructions during the execution secret values are stored. Accordingly,
we distinguish between three kinds of nodes: operations, entropy sources, and
registers. Operations describe modules, which modify the processed data, such as
an SBox module or an XOR gate. Entropy sources model secret values, inserted
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during the execution of the algorithm, i.e., keys or random numbers. Lastly,
registers are elements in an architecture that store data and thus pose a potential
point of data leakage. Additionally, both the start and end nodes of the graph
are marked in order to identify both the input to and the output of an algorithm
implemented in hardware.

Attacker Model. The attacker model is used to model attack scenarios in
which the attacker aims at recovering security sensitive information under the
assumption of various properties. This model is then taken into consideration
to evaluate the security strength of the design. Figure 3 depicts an example for
the attacker model as well as its assignable properties. We assign, similar to the
notation in [8], a local view V ⊆ (V ×R) to the attacker model that sets all nodes
of the previously introduced graph G = (V,E) in relation to an entropy level,
which in turn specifies the uncertainty of the attacker regarding the value of the
node. Furthermore, we create a set S ⊆ P(V ) consisting of subsets of security
sensitive nodes, which may lead to a key recovery when they are known to the
attacker. With the known and security sensitive nodes marked, the attacker
model is aware of both the starting and the target points in the graph. However,
the attacker model still requires a set of actions A for traversing the graph. These
actions represent the performable assaults of the attacker model. An action a ∈ A
is defined as a function a : V �→ V. A requirement function RG : (V,A) �→ {0, 1}
checks if the requirements for performing any action a ∈ A in the attacker view
V are satisfied. RG is defined as

RG(V, a) =

{
1 , if requirements hold for V
0 , else.

(1)

The strength of the attacker can be increased or decreased by adding or removing
known nodes and actions, or by changing the complexity boundaries. Note that
the attacker model is independent of the constructed graph and can thus be
varied without requiring any change in the graph.
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Algorithm 1. AMASIVE Security Analysis

Require: all nodes n ∈ V of the AMASIVE graph G = (V,E) are contained in the
view V

Require: set of security sensitive nodes S ⊆ P(V )
Require: ordered list of N actions to traverse the graph A = {aG

1 , a
G
2 , ..., a

G
N} with

corresponding requirement function RG : (V,A) �→ {0, 1}
Require: computational complexity boundary C
1: i = 1
2: repeat
3: if R(V, aG

i ) = 1 then
4: V = aG

i (V)
5: i = 1
6: else
7: i = i+ 1
8: end if
9: until i > N
10: Attacker wins if ∃ {s1, s2, ..., sp} ∈ S with (sj , εj) ∈ V such that (

∑p
j=1 εj) < C

3.4 Security Analysis

We express the security analysis as a game where the goal of the attacker is to
recover a set of security sensitive nodes from the graph G = (V,E). The attacker
is given a set of initially known nodes I by adding these nodes with an entropy
of zero to his view V:

V =
⋃

∀n∈I

{(n, 0)}. (2)

Every node n, contained in the set (V \I), is added to V+ together with its
respective number of bits nb, as entropy:

V+ = V ∪
⋃

∀n∈(V \I)
{(n, nb)}. (3)

Subsequently, the attacker tries to apply actions to recover information about
more nodes. Algorithm 1 details the security analysis game. The attacker wins
the game if the complexity for guessing a group of security sensitive nodes is
lower than his pre-defined computational complexity bound. If the attacker wins
the game, then the designer is notified by highlighting the recovered nodes and by
visualizing the corresponding sequence of actions that led to the node’s recovery.

3.5 Diagnosis Component

In the following we detail an implementation of AMASIVE, which analyzes
FPGA designs represented in VHDL code. First, we describe the sources from
which we collect the required information for the analysis. Then we outline the
construction of the graph. Lastly, we detail the attacker model and the subse-
quent steps performed during the security analysis.
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Information Collection. First, we need information about the hardware de-
sign, which is the structure of the algorithm mapped to the hardware device and
a functional description of the operations. Second, we need information about
the attacker capabilities to create the attacker model. All the needed informa-
tion is obtainable from the following sources: VHDL source code, its simulation
results, and the designer. The VHDL source code is parsed in order to extract
the structure information of the algorithm. Additionally defined constrains and
added flags in the VHDL source code increases the readability of the code to
generate the graph. For instance, each VHDL instance is modeled as a node
element in the graph. In this scheme the graph can contain the four different
node elements introduced above.

The AMASIVE framework is able to map the complete functionality of the
investigated algorithm to the graph model. Therefore, simulation procedures
and the tools from the Xilinx, Inc. design suite ISE aimed to related SRAM-
based FPGA implementations are exercised to generate a functional lookup ta-
ble. Hence, the complete functionality of the VHDL code can then be mimicked
by the graph due to simulation procedures and automated learning. We only
query the designer if information can not be obtained autonomously from the
given code and related simulation results. In the current version of AMASIVE,
we ask the designer to specify the attacker model by only stating the public and
security sensitive values and by defining the security constraints.

Constructing the Models. In order to construct the models, we first need
to instantiate all elements of the envisaged XML description of the graph as
nodes. The instantiation ensures that each implemented module is also repre-
sented in the graph. When each entity is instantiated, loops in the VHDL code
are unrolled. From the instantiation of the entities we obtain a node for every
execution of a module on the FPGA.

In the next step the nodes are connected using the channel elements. The
connected nodes result in a graph that represents the steps in the execution of
the algorithm. Subsequently, permutations are dissolved, since on an FPGA they
are represented as a permutation of wires. The dissolving is done by using the
permutation lookup table, gained from the simulation of the VHDL design, and
connecting the outputs of the previous and the inputs of the next elements of
the permutation. The last step in the process of constructing the graph is the
assignment of non-trivial properties to the nodes. These attributes address fea-
tures that have to be computed from a combination of directly readable features.
Non-trivial properties are, for instance, the invertibility of functions, the map-
ping properties of functions (e.g., bijectivity), and the vulnerability of a function
with respect to side-channel attacks.

Graph Analysis. After the construction of the graph, the security analysis
starts. As the first member from the set of distinguishers to be used in for the
security analysis we provide the Correlation Power Analysis (CPA) distinguisher.
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Algorithm 2. Hypothesis function identification for HW model

Require: view V for the graph G = (V,E)
Require: computational complexity boundary C
1: Identify operation node op, where node i and entropy node e are input nodes, o is

the output node, {(i, εi), (e, εe), (o, εe)} ⊆ V holds, and εe > 0
2: if εi = 0 and εo > 0 then
3: hypothesis function h = HW (op (i, e))
4: else if εi > 0 and εo = 0 and op is invertible then
5: hypothesis function h = HW (op−1(o, e))
6: else
7: return error: no suitable hypothesis found
8: end if
9: if εe < C then
10: return hypothesis function h
11: else
12: return error: no suitable hypothesis found
13: end if

An essential step of the CPA is to make appropriate leakage predictions by for-
mulating hypotheses about exploitable intermediate values or register transitions
in the algorithm, cf. [3]. The identification of a suitable hypothesis function can
currently be performed for the Hamming weight (HW) model and for distance-
based leakage models such as the Hamming distance (HD) model. Note that
additional side-channel attacks, such as the template attack, can easily be inte-
grated into the analysis phase of AMASIVE.

The attacker model has then to be defined using the specifications of the
information collection phase in order to start the security analysis of the graph.
The view of the attacker is initialized by assigning to all public nodes the entropy
value zero and to all non-public nodes their corresponding bit-size as entropy
values. These security sensitive nodes are assembled into groups and are then
added to the set of security sensitive nodes. Subsequently, the actions for the
attacker model are assigned. Currently, we have defined four actions: deduction,
reduction, HW-leakage exploitation (using the Hamming weight model), and
HD-leakage exploitation (using the Hamming distance model). The framework
exercises these actions in order to automatically analyze the resulting graph.

The simplest action, the deduction, evaluates an operation or propagates a
value and sets the entropy value of the corresponding node in the attacker view
to zero. The deduction requires either the input or the output of a node to be
known and the node to be invertible. The reduction infers information about a
node and reduces its entropy. A reduction currently requires an associated node
to have a reduced complexity or an operation to have certain features such as
being non-surjective.
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Algorithm 3. Hypothesis function identification for HD model

Require: view V for the graph G = (V,E)
Require: computational complexity boundary C
1: Identify register transition from register node (p, 0) ∈ V to register node (r, εr) ∈ V

with entropy source (e, εe) ∈ V along the path and εr, εe > 0
2: if a suitable register transition is identified then
3: for all edges i from/to r do
4: traverse graph along i until node (n, 0) ∈ V is reached
5: add path from i to n to hypothesis function ht
6: end for
7: hypothesis function h = HD(p, ht)
8: compute total entropy E of h by summing up all entropy source nodes in h
9: if E < C then
10: return h
11: end if
12: end if
13: return error: no suitable hypothesis found

A successful power attack sets the entropy of the corresponding node in the
attacker view to zero. The requirement of a power attack based on the Ham-
ming weight model seems to be a suitable hypothesis function according to the
literature. The process of finding such a function is denoted in Algorithm 2.

A power attack based on the Hamming distance model sets the entropy values
of all nodes, included in the hypothesis function, to zero too. However, finding
the required hypothesis function for the Hamming distance model is somewhat
more complex due to the requirement of a register transition. Algorithm 3 depicts
the procedure of finding a hypothesis function for the Hamming distance model.

The security analysis of the graph is then performed as stated in Algorithm
1 using the all available actions. If the attacker wins the game of security anal-
ysis, then the actions and nodes, which led to the recovery of the secret, are
presented to the designer. Furthermore, in order to determine the practical fea-
sibility of the attack, a CPA is performed for each identified hypothesis function.
Every such function is written into a C source file to be subsequently executed
by a MATLAB script that implements the CPA. The feasibility of each hy-
pothesis function is then verified by checking whether the required number of
measurements is within the complexity boundary. If the CPA succeeds within
the pre-defined complexity boundary, then the node is deemed recoverable and
its entropy is updated according to the results of the CPA. Otherwise, the node
is deemed not recoverable, and all consecutive actions have to be re-evaluated.

When all side-channel attacks have been performed and their feasibility has
been evaluated, the designer is notified whether the mounted attack was suc-
cessful and how high the complexity for recovering each node was. The designer
can then decide for which nodes he or she should consider to implement coun-
termeasures. Afterwards, he or she can then rerun the security analysis in order
to quantify the achieved security improvement.
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Fig. 4. PRESENT block cipher represented as an AMASIVE graph

4 Evaluation Results for the Block Cipher PRESENT

In this section we demonstrate the analysis of the block cipher PRESENT [2]
by exercising the advocated AMASIVE framework. We focus on the analysis of
just the first and the last round, because only at these rounds a side-channel
analysis can be applied. Figure 4 a) depicts the block diagram of a PRESENT
implementation.

Information Collection. At first, the workflow starts with the analysis of
PRESENT block cipher by parsing its VHDL representation and by producing
an XML description, which contains the instantiated modules AddRoundKey,
S-box, P-layer, and their communication channels. We obtain the following el-
ements in the XML description: two operations (AddRoundKey (ARK) and
S-box), a permutation (P-layer), a register (Reg), an entropy source (Entropy),
and the channels, which connect these elements. Next, we simulate the VHDL
code of the design in order to obtain a functional description of the operations.
Thus, we obtain a 16×16 lookup table for the S-box and a 256×16 lookup table
for the ARK operation. The permutation P-layer is stored in an 64 × 2 lookup
table. Finally, we define our attacker model. We assume the input and output
of the algorithm to be known, since this is a common scenario in side-channel
analysis. Subsequently, we mark all entropy elements as security sensitive and
assume that the knowledge of all entropy elements of each round leads to the
recovery of the secret key. We allow our attacker to be able to run a brute-force
attack up to a complexity, which equals to a 232 problem, and to perform up
to 10.000 measurements. Then, we grant the attacker the ability to execute a
deduction, a reduction, and a CPA using the Hamming distance model.
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Security Analysis of the Unprotected Implementation. After generating
the graph, we perform the security analysis utilizing the pre-defined attacker
model. Figure 4 b) depicts the first and last round of the resulting graph and
may be used for visualization during the security analysis. Since we have multiple
nodes of one type in each round, we denote the i-th node n of round d as ndi .
In the following, we denote the addroundkey nodes as x, the S-box nodes as s,
the register nodes as r, the entropy nodes as e, the Input nodes as i, and the
Output nodes as o, respectively. Also, we use their corresponding capital letters,
together with a round index, to denote the set of all associated nodes of a round.

We begin the analysis by initializing the view V of the attacker using the
input nodes Input and output nodes Output:

V =
⋃

∀n∈(Input∪Output){(n, 0)}.

The remaining nodes are added to V taking their corresponding bit-size as the
entropy values. Then we add the Entropy nodes to the security sensitive nodes
by grouping all nodes ed ∈ V of one round into:

S =
⋃

0≤d<32{{ed0, ed1, ..., ed15}}.

Finally, we determine and prioritize the available actions. The priority of the ac-
tions is as follows: deduction dedG, reduction redG, and CPA using the Hamming
distance leakage model HDG.

After the initialization we start the security analysis of the AMASIVE graph.
The first deduction dedG on V yields

V+ = dedG(V) = {(n, ε) ∈ V|n �∈ R31} ∪ (R31 × 0).

In other words, we can simply recover the value of the last round’s register nodes
R31 = {r310 , r311 , ..., r3115} by propagating the value of the output. We set V = V+

and since dedG successfully recovered some nodes, we can again perform this
action on the updated V resulting in:

V+ = dedG(V) = {(n, ε) ∈ V|n �∈ X31} ∪ (X31 × 0).

Thus, the second dedG operation yields the value of the ARK nodes of the
last round X31 = {x310 , x311 , ..., x3115} by simply propagating the value from the
recovered Reg nodes R31.

We set V = V+ again and observe that we can not apply dedG to V, since
no value can be propagated and no operation may be evaluated. Thus, we verify
the requirements for the reduction and also observe that it can not be applied
to V. Thus, we verify the requirement for the CPA using the Hamming distance
model HDG. Indeed, by applying Algorithm 3 to V, we obtain hypotheses for
all nodes in E0 and E31, which are visualized in Figure 4 c). In the following we
use the short hand notation nj,b to refer to the b-th most significant bit of nj .

The hypothesis function he00 for element e00 ∈ E0 is given by:

he00 = HD(r00 , r
1
0) = HD(S(i0 ⊕ e00), (x10,0||x11,0||x12,0||x13,0)), (4)
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where x1j,b = S(ij ⊕ e0j)b ⊕ e1j,b for 0 ≤ j < 16 holds. Analyzing the hypothesis

function of e00 shows that we also have to make hypotheses for e01, e
0
2, e

0
3, and

e10 too. This raises the complexity of a CPA to (24)5 = 220, which still lies
with in the predefined complexity boundary of 232. Thus, we obtain a successful
Hamming distance hypothesis and are now able to set the entropy values for the
nodes e00, e

0
1, e

0
2, e

0
3, and e

1
0 to zero.

The hypothesis function he310 for e310 ∈ E31 is given by:

he310 = HD(r300 , r
31
0 ) = HD(S−1(s310,0||s314,0||s318,0||s3112,0), r310 )), (5)

where s31j,b = oj,b⊕e31j,b holds. In contrast to the hypothesis he00 , he310 only requires
a complexity of 4 bit, making an attack more likely to succeed with a smaller
number of measurements.

Since we found a hypothesis for HDG, we can update V:

E = E0 ∪ E1 ∪ E31

V+ = HDG(V) = {(n, ε) ∈ V|n �∈ E} ∪ (E× 0). (6)

We apply dedG again on the updated V, which may result in the recovery of X0

and X31. However, we stop the analysis at this point, since we have collected
sufficient information. The current set of V contains the round keys of the first,
second, and last round, respectively. Due to the key-schedule of PRESENT,
using one round key, we can already recover the actual key by guessing the 216

remaining bits.

Power Analysis Attack on the Unprotected Implementation. In order
to verify the feasibility of the attack, we mounted a complete CPA using the
hypotheses he31i on a block cipher implementation on top of a SASEBO-II FPGA,
which executes the described PRESENT algorithm. We performed 10.000 power
measurements and used the Pearson correlation coefficient as the comparison
method between the hypotheses and power traces. The resulting correlation of
the attack on the last round of PRESENT using he310 is depicted in Figure 5 and
confirms the correctness of the generated hypothesis (hypothesis of the correct
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Fig. 5. CPA of an unprotected PRESENT implementation with hypothesis he310
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subkey is drawn in black). After only 3400 captured traces the complete round
key may be recovered and thus the secret key of the block cipher was revealed
at a computational effort of just 216.

5 Conclusion

In this paper we presented an adaptable framework for side-channel security
analysis called AMASIVE. This framework represents the cryptographic algo-
rithm as a dedicated graph and exploits a sophisticated and adaptable attacker
model in order to determine side-channel vulnerabilities of an implementation
denoted in VHDL code. In contrast to existing side-channel security tool sets,
we focus on adaptability and extensibility in order to support the analysis of a
wide range of crypto-systems. In addition, AMASIVE autonomously analyzes a
given HDL description of the design under analysis and also generates attacking
vectors in form of side-channel hypotheses We evaluated the feasibility of the
presented framework by analyzing a PRESENT hardware implementation in or-
der to demonstrate that this framework can handle complex circuit structures
instead of just some operation components of cryptographic algorithm s such as
an SBox.
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Abstract. Digital signatures have become a key component of many
embedded system solutions and are facing strong security and efficiency
requirements. In this work, algorithmic improvements for the authenti-
cation path computation decrease the average signature computation
time by close to 50% when compared to state-of-the-art algorithms.
The proposed scheme is implemented on an Intel Core i7 CPU and an
AVR ATxmega microcontroller with optimized versions for the respective
target platform. The theoretical algorithmic improvements are verified
and cryptographic hardware accelerators are used to achieve competitive
performance.

Keywords: hash-based cryptography, signatures, software, microcon-
troller, post-quantum cryptography, embedded security.

1 Motivation

Today, digital signatures have become important for many embedded systems.
Examples include firmware updates (a usage which is applicable to virtually ev-
ery networked embedded system), identification (e.g., with smart cards),
electronic payment (e.g., with smart phones via the NFC interface), or protec-
tion against product counterfeiting. Unfortunately, conventional digital signa-
ture schemes are very computational intensive and are a challenge on embedded
microprocessors. Exploring signature schemes that are efficient on embedded
platforms is thus of great interest and can offer advantage over the prevailing
choices of (EC-)DSA and RSA.

Prior work by Rohde et al. [19] as well as by Hülsing et al. [11] suggest that
the Merkle Signature Scheme (MSS) in combination with Winternitz One-Time
Signatures (W-OTS) is a possible choice for a time-limited signature scheme and
can be efficiently implemented in embedded systems. We analyze and extend
the proposal by Rohde et al. and propose several modifications that lead to
significant performance improvements.

Contribution. We implement the proposed signature scheme on two wide-
spread platforms (Intel Core i7 CPU and a low-cost AVR 8-bit microcontroller)
and make use of available cryptographic hardware accelerators to gain maximum
efficiency. Furthermore, we propose an improved algorithm for the authentication

M. Fischlin and S. Katzenbeisser (Eds.): Buchmann Festschrift, LNCS 8260, pp. 166–182, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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path computation of a Merkle tree. At the same time we decrease the average
computation time by close to 50% compared to the most efficient authentication
path computation algorithm at the price of a slightly increased memory con-
sumption. Explicit formulas are developed to quantify the number of times each
leaf of the Merkle tree is computed during the authentication path computation.
The drawback of current authentication path computation algorithms is the un-
balanced number of computations per leaf. Our improved algorithm mitigates
this issue by reducing the number of computations for often used leaves and
allows for more efficient computation of the authentication path.

2 Hash-Based Signatures

In the following we describe the foundations of the Merkle signature scheme. It
was introduced in [18] and a detailed description of MSS can be found in [7].
Details about the implementation inspiring our work are given in [19]. We use
Winternitz one-time signatures [8] for message signing. The one-time keys are
generated using a PRNG to minimize storage requirements as proposed in [19].

The following components use an at least second preimage resistant, unde-
tectable n-bit one-way function f and a cryptographic m-bit hash function g:

f : {0, 1}n → {0, 1}n , g : {0, 1}∗ → {0, 1}m

2.1 The Merkle Signature Scheme

Given a One-Time Signature Scheme (OTSS) a tree height H is chosen to allow
for the creation of 2H signatures that are verifiable with the same verification
key. Let the nodes of the Merkle tree be denoted as νh [s] with h ∈ {0, . . . , H}
being the height of the node and s ∈

{
0, . . . , 2H−h − 1

}
being the node index

on height h.

Key Generation. The 2H leaves of the Merkle tree are defined to be digests
g (Yi) of one-time verification keys Yi. Starting from the leaves, the MSS verifi-
cation key which is the root node of the Merkle tree νH [0] is generated following

νh+1 [i] = g (νh [2i] || νh [2i+ 1]) , 0 ≤ h < H, 0 ≤ i < 2H−h−1,

meaning that a parent node is generated by hashing the concatenation of its two
child nodes.

Signature Generation. A Merkle signature σs (d) of a digest d = g (M) of a
message M consists of a signature index s, a one-time signature σOTS, a one-
time verification key Ys, and an authentication path (Auth0, . . . ,AuthH−1)
that allows the verification of the one-time signature with respect to the public
MSS verification key, hence

σs (d) = (s, σOTS, Ys, (Auth0, . . . ,AuthH−1)) .
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The signature index s ∈
{
0, . . . , 2H − 1

}
is incremented with every issued sig-

nature. The OTSS is applied using signature key Xs to generate the signature
σOTS = SignOTS(d,Xs) of the message digest d. The authentication path for the
sth leaf are all sibling nodes Authh, h ∈ {0, . . . , H − 1} on the path from leaf
ν0 [s] to the root node νH [0]. It enables the verifier to recompute the root node
of the Merkle tree and authenticates the current one-time signature.

We would like to stress that the signature generation reflects the structure of
an online/offline signature scheme. The authentication path only depends on the
OTSS verification key Ys which is known prior to the message and hence can be
precomputed.

Signature Verification. Given a message digest d = g (M) and a signature
σs (d) the verifier checks the one-time signature σOTS with the underlying one-
time signature verification algorithm VerifyOTS (d, σs(d)). In addition, the root
node is reconstructed using the provided authentication path

φh+1 =

{
g (φh ||Authh) , if �s/2h ≡ 0mod 2

g (Authh ||φh) , if �s/2h ≡ 1mod 2
, φ0 = ν0 [s] , h = 0, . . . , H − 1.

If the one-time signature σOTS is successfully verified and φH is equal to νH [0]
the MSS signature is accepted.

2.2 Winternitz One-Time Signatures

Winternitz OTS [8] are a convenient choice for the one-time signature scheme,
as they reduce the overall signature length. The Winternitz parameter w ≥ 2
determines how many bits are signed simultaneously and t determines of how
many random n-bit strings xi the Winternitz signature keys consist.

t = t1 + t2, t1 =
⌈ n
w

⌉
, t2 =

⌈
�log2 t1+ 1 + w

w

⌉

Key Generation. A W-OTS signature key X = (x0, . . . , xt−1) is generated by
selecting t random bit strings xi ∈ {0, 1}n , 0 ≤ i < t. The W-OTS verification
key Y = g (y0 || . . . || yt−1) is computed from the signature key by applying f
2w − 1 times to each xi giving yi = f

2w−1 (xi) , 0 ≤ i < t and computing the
hash of the concatenated yi’s. Note, the superscript denotes multiple executions
of f , e.g., f2 (xi) = f (f (xi)) and f

0 (xi) = xi.

Signature Generation. A signature for a messageM is created by signing its
digest d = g (M) under key X . Digest d is divided into t1 blocks b0, . . . , bt1−1

of length w and a checksum c =
∑t1−1

i=0 (2w − bi) is computed. Checksum c is
divided into t2 blocks bt1 , . . . , bt−1 of length w (zero-padding to the left is applied
if c or d are no multiples of w). The W-OTS signature σW-OTS = (σ0, . . . , σt−1)
is computed with σi = f

bi (xi) , 0 ≤ i < t.
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Signature Verification. Given a message digest d = g (M), a signature σW-OTS

and a verification key Ys the verifier generates blocks b0, . . . , bt−1 from d as in
signature generation and reconstructs

Y ′
s = g

(
f2

w−1−b0 (σ0) || . . . || f2
w−1−bt−1 (σt−1)

)
.

If Y ′
s equals Ys the signature is valid, otherwise it has to be rejected. When

using W-OTS signatures in MSS, transmitting Ys and comparing Ys to Y ′
s can

be omitted. Y ′
s can simply be used together with the nodes of the authentication

path to recompute the root of the Merkle tree. If the recomputed root equals
the MSS public key, then Y ′

s is a valid OTS verification key.

2.3 Private Key Generation

Storing 2H one-time signature or verification keys can be an infeasible task,
especially on constrained implementation platforms. Generating keys on-the-fly
by using a PRNG significantly reduces the required storage space (cf. [19]).

Each W-OTS signature key Xi = (x0, . . . , xt−1) , 0 ≤ i < 2H is generated by
the PRNG from a seed SeedW-OTSi

. These seeds in turn are also generated by
the PRNG from a initial randomly selected seed Seed0 ∈R {0, 1}n which serves
as the MSS signature key. On input of ki the PRNG outputs a random string
ri+1 and an updated seed ki+1.

Prng : {0, 1}n → {0, 1}n × {0, 1}n , ki → (ki+1, ri+1) (1)

Starting from the initial Seed0 the seeds for the signature keys SeedW-OTSi are
created by

(Seedi+1,SeedW-OTSi
) ← Prng (Seedi) , 0 ≤ i < 2H .

The t n-bit strings of the i-th W-OTS signature key Xi = (x0, . . . , xt−1) , 0 ≤
i < 2H are then generated by

(SeedW-OTSi , xj) ← Prng (SeedW-OTSi) , 0 ≤ j < t.

2.4 Authentication Path Computation

Creating an authentication path for a specific leaf s can be accomplished by stor-
ing all tree nodes in memory and looking up the required nodes when needed.
However, because of the exponential growth of nodes in tree height H this
approach becomes infeasible for reasonable practical applications. Hence, algo-
rithms for efficient on-the-fly authentication path computation during signature
generation are required.

The currently best known algorithm for on-the-fly computation of authenti-
cation nodes is the BDS algorithm [7] (Algo. 3, cf. Appendix). It makes use of
several treehash algorithm instances Treehashh for heights 0 ≤ h ≤ H−K−1.
The treehash algorithm was introduced in [18] and modified in [21]. It allows
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to efficiently create (parts of) Merkle trees. In the BDS algorithm each instance
is initialized with a leaf index s to which it computes the corresponding node
value. Each instance is updated until the required authentication node is com-
puted. During a treehash update the next leaf is created and parent nodes are
computed if possible.

The generation of the authentication path is split up into two parts that go
alongside with the key and signature generation of MSS. During key genera-
tion all treehash instances Treehashh are initialized with νh [3] and the first
authentication path stored is Authh = νh [1] , 0 ≤ h ≤ H − 1.

The BDS algorithm generates left authentication nodes either by computing
the leaf value or by one hash-function evaluation of the concatenation of two pre-
viously computed nodes that are held in memory. Right authentication nodes
in contrast are computed from the leaf up, which is computationally more ex-
pensive. Since right nodes close to the top are expensive to compute a positive
integer K ≥ 2, (H − K even) decides how many of these nodes are stored in
Retainh, H −K ≤ h ≤ H − 2 during key generation.

Authentication nodes change every 2h steps for height h. During signature
generation the treehash instances are updated and if a authentication node from
a treehash instance is used, the instance is re-initialized to compute the next
authentication node for that height.

2.5 Security of MSS

The security properties of the signature scheme described above is discussed
in [7]. Specifically, the work shows that the Lamport-Diffie one-time signa-
tures [14] are existentially unforgeable under an adaptive chosen message attack
(i.e., CMA-secure), if the chosen one-way function is preimage resistant. The
employed Merkle signature scheme is also CMA-secure if the underlying OTS
is CMA-secure and if the underlying hash function is collision resistant. For in-
creased efficiency (and shorter signatures) we chose Winternitz OTS rather than
the classic Lamport-Diffie OTS. The security of the Winternitz one-time signa-
tures is discussed in [5,8,10]. The findings in [5] and [10] show that Winternitz
OTS are CMA-secure if used with pseudo-random functions or collision-resistant,
undetectable one-way functions, respectively. The level of bit security lost by us-
ing a small Winternitz-parameter is in both cases rather small. In our case, the
biggest Winternitz parameter is w = 4, hence we still provide a security level
of approx. 95 bits for a 128-bit PRF or 116 bits for W-OTS+ [10]. Related
discussions for a similar MSS scheme can also be found in [6].

3 Optimized Authentication Path Computation

Since the Merkle-tree is not stored, the parts of the Merkle tree needed for
the authentication path must be generated. One optimized algorithm for this
purpose is the BDS algorithm [7]. Its design goal was to minimize costly leaf
computations. In the following we describe further optimizations that, at the
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expense of a slightly higher memory consumption, reduce the number of com-
putations for the leaves that are computed most often in the BDS algorithm.
We thereby reduce the overall number of leaf calculations and hence the overall
computation time by close to 50%.

3.1 Authentication Path Computation

The authentication path consists of nodes of the Merkle tree. For the com-
putation of upcoming authentication nodes we use several stacks of nodes for
different heights of the tree. Treehash instances Treehashh are used for heights
0 ≤ h ≤ H−K−1. Each instance is initialized with a leaf index s and is updated
in Algo. 3 until the required authentication node is computed. During a tree-
hash update the next leaf is created and parent nodes are computed by hashing
previously created nodes if possible. Authentication nodes change every 2h steps
for height h and if an authentication node is used from a treehash instance, this
instance is re-initialized to compute the following authentication node for that
height.

Preliminaries. The total number of leaf computations that occur during exe-
cution of Algo. 3 can be calculated by counting all invocations of Leafcalc, a
function that on input s outputs leaf ν0 [s]. As mentioned in [7] it is possible to
omit Leafcalc in Step 3 of Algo. 3 since the sth W-OTS key pair is used to
sign the current message, hence the verification key can be computed from the
signature and one additional hash computation yields leaf ν0 [s]. If a different
OTSS is used the verification key is part of the OTS and can be hashed to create
ν0 [s]. This saves 2

H−1
Leafcalc invocations. Careful analysis of Algo. 3 leads

to the total number of leaf computations in the BDS algorithm

NH,Ktotal
=

H−K−1∑
h=0

(
2H−1 − 2h+1

)
= (H −K) 2H−1 − 2H−K+1 + 2.

In order to count the necessary computations for a specific leaf s during ex-
ecution of Algo. 3 we have to consider all occurrences of s as parameter of
Leafcalc, except for when s is a left leaf (Step 3 of Algo. 3), as explained
above. To determine if leaf s is computed in treehash instance Treehashh we
make the following observation: Treehash0 computes leaves (5), (7), (9), . . . ,
Treehash1 computes leaves (10, 11), (14, 15), . . . , Treehash2 computes leaves
(20, 21, 22, 23), (28, 29, 30, 31), . . . and so forth. Hence, the total number of com-
putations for leaf s is given by

NH,K (s) =

H−K−1∑
h=0

⌊
s mod2h+1

2h

⌋
·
⌈⌊

s
5·2h

⌋
2H

⌉
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Drawbacks. A drawback of the BDS algorithm (Algo. 3) is that it does not
balance the computation of leaf nodes. There are leaves that are calculated var-
ious times, while others are barely touched. On average each leaf of the Merkle
tree is computed NH,K = NH,Ktotal

/2H ≈ 1
2 (H −K) times. However, the com-

putations per leaf deviate from the average as shown in Fig. 1 for a Merkle tree
(H = 10,K = 2) with 1024 leaves.

3.2 Balanced Authentication Path Computation

Since the rightmost nodes of each treehash instance are calculated most fre-
quently, we propose to cache and reuse them for balancing the leaf computa-
tions. We use an array Rightnodes to store those nodes. Note, the root of
each treehash instance and the complete treehash instance Treehash0 are not
stored since lower treehash instances do not require those nodes. This leads to
a significantly reduced computation time, at the cost of an increased memory
consumption.

From Treehash1 we store node ν0 [7], from Treehash2 we store nodes ν1 [7]
and ν0 [15] and so on. More generally, we store h nodes νj

[
22+h−j − 1

]
, j =

0, . . . , h − 1 for each instance Treehashh, 1 ≤ h ≤ H − K − 1. The required
storage space is

SRightNodes (H,K) =

H−K−1∑
h=1

h =

(
H −K

2

)
= %H−K−1.

Table 1 lists the storage requirements for common H −K values. The initial-
ization of the Rightnodes array is done during the computation of the public
key of the Merkle tree. The updated initial setup is formalized in Algo. 2.

Table 1. Storage space required by the Rightnodes array where the rightmost nodes
of each treehash instance Treehashh, h = 1, . . . ,H −K − 1 are stored for reusage by
lower treehash instances

H −K �H−K−1 128-bit digest 160-bit digest 256-bit digest

6 15 240 byte 300 byte 480 byte
8 28 448 byte 560 byte 896 byte
10 45 720 byte 900 byte 1440 byte
12 66 1056 byte 1320 byte 2112 byte
14 91 1456 byte 1820 byte 2912 byte
16 120 1920 byte 2400 byte 3840 byte
18 153 2448 byte 3060 byte 4896 byte

In Step 5 of Algo. 3 the treehash instances receive updates if they are ini-
tialized and not finished. In every update one leaf is computed and higher
nodes are generated if possible by hashing concatenated nodes from the stack.
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During the last update before the treehash instance is finished, the rightmost
leaf of this treehash instance is computed and all other rightmost nodes of this
treehash instance are consecutively generated. If the leaf index s ≡ 2h−1 mod 2h

in instance Treehashh, we store the following nodes in the Rightnodes ar-
ray starting from offset h (h− 1) /2. An adapted version of the treehash update
algorithm is given in Algo. 1.

In every second re-initialization of treehash instances Treehashh, h = 0, . . . ,
H − K − 2 the authentication node can be copied from the Rightnodes ar-
ray because it has been computed before by treehash instance Treehashh+1. If
s + 1 ≡ 0 mod 2h+2 the authentication node can be copied from the Rightn-

odes array and if s + 1 ≡ 2h+1 mod 2h+2 the authentication node has to be
computed. If we can reuse nodes, we not only copy the authentication node
(root of Treehashh) but also its rightmost child nodes from Rightnodes, so
they can be reused for instances Treehashj , j < h. This improvement can be
easily integrated into the BDS algorithm by modifying Step 4c) accordingly.

Comparison. In order to quantify our improvements, we give the total amount
of leaf computations and show how to determine the leaf computations for a
specific leaf s. As before, each instance Treehashh computes 2h leaves until
they are finished. The re-initializations however are halved for treehash instances
Treehashh, h = 0, . . . , H −K − 2, to 2H−h−2 − 1 re-initializations because in
half of all cases previously computed nodes can be copied from the Rightn-

odes array and the Leafcalc computations are skipped. Hence, the number
of calls to Leafcalc from each Treehashh instance is 2H−2 − 2h. The tree-
hash instance TreehashH−K−1 cannot copy nodes from higher instances since
it is the topmost treehash instance. It calls Leafcalc as before, resulting in
2H−1 − 2H−K computations. The total number of leaf computations is

N ′
H,Ktotal

=

H−K−2∑
h=0

(
2H−2 − 2h

)
+ 2H−1 − 2H−K

= (H −K + 1) 2H−2 − 3 · 2H−K−1 + 1.

When compared toNH,Ktotal
of the BDS algorithm this is nearly a 50% reduction.

To retrieve the number of leaf computations in the improved version for a
specific leaf s we have to check whether s is a left or a right leaf. If s is even,
it is a left leaf and can be computed from the current one-time signature or
verification key as mentioned in Section 3.1 for Step 3 of Algo. 3. If s is odd,
it is a right leaf thus Leafcalc is not executed directly. To determine if s is
computed in treehash instance Treehashh, h = 0, . . . , H − K − 2, we have
to consider that in half of all cases it is copied and not computed. For this
purpose we construct function δ′H,K (s) that returns the number of times leaf s
is computed in treehash instances Treehashh, h = 0, . . . , H −K − 2.

δ′H,K (s) =

H−K−2∑
h=0

⌊
s mod 2h+1

2h

⌋
·
⌈⌊

s
5·2h

⌋
2H

⌉
·
(
1−

⌊
s mod 2h+2

2h+1

⌋)
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The topmost treehash instance TreehashH−K−1 cannot copy nodes from the
Rightnodes array because the required nodes have not been computed so far.
Thus, we have to count the number of computations for this instance as in the
unoptimized version. The total number of times leaf s is generated during the
computation of all authentication nodes can now be summed up to

N ′
H,K (s) =

⌊
s mod 2H−K

2H−K−1

⌋
·
⌈⌊

s
5·2H−K−1

⌋
2H

⌉
+ δ′H,K (s) .

On average each leaf is now computed N ′
H,K = N ′

H,Ktotal
/2H ≈ 1

4 (H −K + 1)
times. The reduced number of computations for each leaf is shown in Fig. 2.
Visual comparison between Fig. 1 and Fig. 2 already gives an intuition of the
reduction and balancing of leaf computations. For further comparison see Fig. 3.
Table 2 compares the total number of leaf computations, how often a leaf has
to be computed in the worst-case, and the average number of leaf computations
for common heights H = {10, 16, 20} and K = {2, 4}. The total number of
leaf computations as well as the average computations per leaf are decreased
by about 38 − 48% for the chosen parameters of H and K. Both the worst-
case computation time as well as the average signature computation time are
decreased. This means that, for example, battery-powered devices greatly profit
from the reduced overall computation time which directly relates to the overall
power consumption.

Since all but the topmost treehash instance only need to be computed every
second time, the number of updates per signature (Algo.3, Step 5) can be reduced
from 
(H −K)/2� to 
(H −K + 1)/4�. As a result, the average update time is
much better balanced than in Algo. 3 and the worst case computation time is
also improved. The BDS algorithm needs to store 3H + �H/2 − 3K + 2K − 2
tree nodes and 2 (H −K) + 1 PRNG seeds as signature key. Due to storing the
rightmost nodes our improved algorithm increases the number of tree nodes that
have to be stored by

(
H−K

2

)
. Even if the additional memory is used to increaseK

for the original BDS algorithm, the speedup is still significant. E.g., comparing
our (H,K) = (16, 4) to BDS(16, 6) gives comparable storage requirements, but

Fig. 1. Number of times each leaf is com-
puted by the original BDS algorithm for a
Merkle tree of height H = 10 and K = 2

Fig. 2. Number of times each leaf is com-
puted by our variation for a Merkle tree of
height H = 10 and K = 2
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Fig. 3. Comparison of NH,K (s) and N ′
H,K (s) for H = {10, 16, 20} and K = {2, 4} for

all leaves s of the respective tree
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Table 2. Overview of the necessary computations for a Merkle tree with parameters
H and K when executing Algo. 3. Furthermore, the worst-case computations for a
leaf is listed together with the average computations NH,K and N ′

H,K . The variance of

NH,K (s) and N ′
H,K (s) is denoted by σ2

H,K and σ′2
H,K .

max. max.

H K NH,Ktot
N ′

H,Ktot
NH,K N ′

H,K % σ2
H,K σ′2

H,K % NH,K (s) N ′
H,K (s) %

10 2 3586 1921 3.50 1.88 46.4 2.24 0.73 67.3 8 4 50.0
10 4 2946 1697 2.88 1.66 42.4 1.60 0.50 68.5 6 3 50.0
10 6 2018 1257 1.97 1.23 37.7 1.02 0.33 67.9 4 2 50.0

16 2 425986 221185 6.50 3.38 48.1 3.75 1.11 70.4 14 7 50.0
16 4 385026 206849 5.88 3.16 46.3 3.11 0.88 71.6 12 6 50.0
16 6 325634 178689 4.97 2.73 45.1 2.53 0.71 72.1 10 5 50.0

20 2 8912898 4587521 8.50 4.38 48.5 4.75 1.36 71.4 18 9 50.0
20 4 8257538 4358145 7.88 4.16 47.2 4.11 1.13 72.5 16 8 50.0
20 6 7307266 3907585 6.97 3.73 46.5 3.53 0.96 72.9 14 7 50.0

still a speedup of 36%. The verification key and signature sizes remain unaffected:
the verification key size is m and the signature size remains at t · n+H ·m.

4 Implementation and Results

In the following we describe our choices for the cryptographic primitives which
we use to implement the proposed signature scheme described in Sections 2
and 3. We then detail on the target platforms and give performance figures for
key and signature generation as well as signature verification.

4.1 A High Performance Merkle Signature Engine

We implemented two versions with different hash functions g for the Merkle
tree. Both versions use AES-128 in an MJH construction [15]. Using AES-128
as block cipher is favorable from a performance perspective as existing AES co-

processors can be used. MJH is collision resistant for up to O
(
2

2n
3 −logn

)
queries

when instantiated with a n-bit ideal block cipher. With AES-128 as an ideal
cipher1, this results in 80 bits collision resistance [15]. On the downside, MJH
produces 256-bit hash outputs which in the MSS setting leads to an increased
key and signature size. Hence, we also implement a version that shortens the
256-bit output of MJH to 160-bit, resulting in smaller key and signature sizes.
This also reduces the number of times the AES-engine needs to be called when
creating nodes in the Merkle tree. One-way function f is implemented based on
AES-128 in an MMO [16,17] construction: f(xi) := AESIV(xi)⊕ xi. The PRNG
1 Please note that with recent cryptanalytic breakthroughs against the AES family
of ciphers [4], it is doubtful that AES-128 is indistinguishable from an ideal block
cipher.
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defined in (1) is implemented based on the leakage-2-limiting PRNG proposed
in [20]. In particular, PRNG(ki) := (AESki(0

128), AESki(0
127||1)), where AESki

denotes the AES-128 with a 128-bit key ki. A discussion of the leakage properties
of this implementation can be found in [9].

4.2 Implementation Platforms

We implement the signature scheme on two different platforms. On the one side
we choose a lightweight and low-cost 8-bit Atmel ATxmega microcontroller and
on the other side a powerful Intel Core i7 notebook CPU.

Intel Core i7-2620M 64-bit CPU. Intel’s off-the-shelf Core i7-2620M 64-
bit Sandy Bridge notebook CPU [12] features two cores running at 2.70GHz
(with Turbo Boost technology up to 3.40GHz). For accurate measurement, we
disabled Turbo Boost and hyper-threading during our benchmarks. The CPU
incorporates the recent extensions to the x86 instruction set that improve the
performance when en-/decrypting data using AES. The extension is called AES-
NI and consists of six additional instructions [13]. All standardized key lengths
(128 bit, 192bit, 256 bit) are supported for a block size of 128 bit.

Atmel AVR ATxmega128A1 8-bit Microcontroller. We are using the
Atmel evaluation board AVR XPLAIN [3] that features an ATxmega128A1 mi-
crocontroller [1,2], as it is a typical example for a low-power embedded platform..
The ATxmega offers hardware accelerators for DES and AES and is clocked at
32MHz. The hardware acceleration is limited to AES with 128-bit key and block
size.

4.3 Performance Results

In the following we give performance figures of the signature scheme for selected
Merkle tree heights H and parameters K and w on both platforms.

CPU Performance. On the Intel CPU we measure the time it takes to create
the root node of the Merkle tree, i.e., the verification key generation. We iterate
over all leaves and sign random messages to measure the average computation
time that is needed to create a valid MSS signature. Additionally, we measure
the time it takes to verify an MSS signature. Signature computation includes
creating the signing key, performing a one-time signature with the created signing
key, and generating the next authentication path (the last step can be removed,
as it can be precomputed at any time between two signing operations). The
measurement is done for tree height H = 16 with K = 2 and w = 2. Note,
due to the binary tree structure the root node computation can be parallelized
if more than one CPU core is available, which would bring down the required
computation time by roughly the factor of cores used. We compare our results
against the originally proposed signature scheme [19] in Table 3.
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Table 3. Performance figures of a Merkle tree with parameters H = 16, K = 2, w = 2
on an Intel i7 CPU and H = 10, K = 2, w = 2 on an ATxmega microcontroller. f is
implemented using a hardware-accelerated AES-128 (AES-NI instructions, ATxmega
crypto accelerator) in MMO construction. g is implemented using AES-128 in an MJH-
256 construction and with the output truncated to 160 bit. The Intel CPU was clocked
at 2.7GHz and the ATxmega at 32MHz.

Hash g MJH-256 w/ AES-128 MJH-160 w/ AES-128

Target [19] our impr. [19] our impr.

Core i7 KeyGen 6546.9ms 6037.5ms 8% 4218.7ms 3886.3ms 8%
Core i7 Sign 743.9 us 401.3 us 46% 487.1 us 256.2 us 47%
Core i7 Verify 76.1 us 78.1 us -3% 50.8 us 49.3 us 3%

AVR Sign 110.0ms 64.9ms 41% 70.7ms 41.7ms 41%
AVR Verify 18.4ms 18.4ms 0% 11.0ms 11.0ms 0%

Compared to the previous results of [19] our improved algorithm in combina-
tion with the exchanged PRNG yields on average a performance gain of 46-47%
for signature generation. The new PRNG improves the computation time on
average by 8%, the algorithmic changes to the authentication path computation
algorithm yield 38-39% points.

When generating verification keys an 8% improvement can be observed. This
is due to the exchanged PRNG which uses a hardware-accelerated AES-engine
since our algorithmic improvements do not affect key generation. Signature ver-
ification is more or less stable, regardless of cipher/algorithm combinations and
is about a factor of 5 faster than signature generation.

Microcontroller Performance. On the microcontroller we measure the av-
erage computation time that is needed to create a valid MSS signature (includ-
ing next authentication path computation) and the time it takes to verify an
MSS signature. We omit the verification key generation since for reasonable tree
heights it is an infeasible task for the microcontroller. Verification keys have to
be computed once on a computer platform when initializing the microcontroller.
The code was compiled using avr-gcc version 3.3.0. We found optimization stage
-O2 to provide the best tradeoff between runtime and code size.

The results on the microcontroller are in accordance with the results observed
on the Intel CPU. The average signature generation time improves by 41% when
using our proposed changes. Signature verification remains stable and is four
times faster than signature generation. The memory consumption is listed in
Table 4. Compared to the setting of [19] we need more flash and SRAM memory
due to the additional storage for the Rightnodes array.

Table 5 compares key and signature sizes for different MSS implementations.
Note that the increased signature sizes for [11] enable on-card key generation.
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Table 4. Required memory on the ATxmega128A1 microcontroller. In total 128 kByte
flash memory and 8 kByte SRAM are available on this device. Memory consumption
is reported in bytes and includes the verification and signature keys.

MJH-256 w/ AES-128 MJH-160 w/ AES-128
[19] our [19] our

H K Flash SRAM Flash SRAM Flash SRAM Flash SRAM

10 2 10,608 1,486 12,070 2,382 10,204 1,066 11,352 1,626
10 4 10,726 1,604 11,768 2,084 10,250 1,112 11,138 1,412
10 6 11,994 2,874 12,752 3,066 11,018 1,878 11,726 1,998

Table 5. Comparison of signing key (sk), verification key (vk), and signature size (sig)
between [19], our improvement, and XMSS+ [11] for common (H,K,w) parameter sets.
All sizes are reported in bytes.

MJH-256 MJH-160 [19] (MJH-256) [19] (MJH-160) XMSS+ [11]

H K w sk vk sig sk vk sig sk vk sig sk vk sig sk vk sig

16 2 2 5,335 32 2,640 3,547 20 1,680 2,423 32 2,640 1,727 20 1,680 3,760 544 3,476
16 2 4 5,335 32 1,584 3,547 20 1,008 2,423 32 1,584 1,727 20 1,008 3,200 512 1,892
20 4 2 7,049 32 2,768 4,649 20 1,760 3,209 32 2,768 2,249 20 1,760 4,303 608 3,540
20 4 4 7,049 32 1,712 4,649 20 1,088 3,209 32 1,712 2,249 20 1,088 3,744 576 1,956

5 Conclusion

We presented a novel algorithmic improvement for authentication path computa-
tion in MSS that balances leaf computations. The proposed improvements have
been implemented on two platforms and were compared to previous proposed
algorithms showing significant improvements. Furthermore, we gave explicit for-
mulas to quantify the number of leaf computations when using MSS.

We stated theoretically achievable performance gains and verified them prac-
tically. The algorithmic improvement decreases the required computation time
for signature creation in theory as well as in practice. The performance figures
show that Merkle signatures are not only practical, but also resource-friendly
and fast. As such they are an advantageous choice for, e.g., digital signature
smart cards.
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A Appendix

Algorithm 1. Improved treehash update
Input: Height h, current index s, Rightnodes array
Output: updated Rightnodes array, updated Treehash instance Treehashh

Compute the sth leaf: Node1 ←Leafcalc(s)

if s ≡ 2h − 1
(
mod 2h

)
and Node1.height() < h then

offset = h (h − 1) /2
Rightnodes[offset] ←Node1

end if
while Node1 has the same height as the top node on Treehashh do

Pop the top node from the stack: Node2 ←Treehashh.pop()
Computer their parent node: Node1 ← g(Node2‖Node1)

if s ≡ 2h − 1
(
mod 2h

)
then

offset = offset + 1
Rightnodes[offset] ←Node1

end if
end while

Push the parent node on the stack: Treehashh.push(Node1)

Algorithm 2. Key generation and initial setup for the improved traversal algo-
rithm.
Input: H,K
Output: Public key νH [0], Authentication path, Rightnodes array, Treehash stacks, Retain stacks

1: Public Key
Calculate and publish tree root, νH [0].

2: Initial Right Nodes
i = 0
for h = 1 to H − K − 1 do

for j = 0 to h − 1 do

Set Rightnodes[i] = νj
[
22+h−j − 1

]
.

i = i+ 1
3: Initial Authentication Nodes

for each h ∈ {0, 1, . . . , H − 1} do
Set Authh = νh [1].

4: Initial Treehash Stacks
for each h ∈ {0, 1, . . . , H − K − 1} do

Setup Treehashh stack with νh [3].
5: Initial Retain Stacks

for each h ∈ {H − K, . . . , H − 2} do

for each j ∈
{
2H−h−1, . . . , 0

}
do

Retainh.push(νh [2j + 3]).
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Algorithm 3. Algorithm for authentication path computation as presented
in [7]

Input: s ∈
{
0, . . . , 2H − 2

}
, H,K, and the algorithm state.

Output: Authentication path As+1 for leaf s + 1.
1: Let τ = 0 if leaf s is a left node or let τ be the height of the first parent of leaf s which is a left

node: τ ← max{h : 2h|(s + 1)}
2: If the parent of leaf s on height τ + 1 is a left node, store the current authentication node on

height τ in Keepτ :
if �s/2τ+1	 is even and τ < H − 1 then Keepτ ← Authτ

3: If leaf s is a left node, it is required for the authentication path of leaf s + 1:
if τ = 0 then Auth0 ← Leafcalc(s)

4: Otherwise, if leaf s is a right node, the auth. path for leaf s + 1 changes on heights 0, . . . , τ :
if τ > 0 then
a) The authentication path for leaf s + 1 requires a new left node on height

τ . It is computed using the current authentication node on height τ − 1
and the node on height τ − 1 previously stored in Keepτ−1 . The node
stored in Keepτ−1 can then be removed:
Authτ ← g (Authτ−1 ‖Keepτ−1), remove Keepτ−1

b) The authentication path for leaf s + 1 requires new right nodes on heights
h = 0, . . . , τ − 1. For h < H − K these nodes are stored in Treehashh

and for h ≥ H − K in Retainh:
for h = 0 to τ − 1 do

if h < H − K then Authh ← Treehashh.pop()
if h ≥ H − K then Authh ← Retainh.pop()

c) For heights 0, . . . ,min{τ − 1, H − K − 1} the Treehash instances must be
initialized anew. The Treehash instance on height h is initialized with
the start index s + 1 + 3 · 2h < 2H :
for h = 0 to min{τ − 1, H − K − 1} do

Treehashh.initialize(s+ 1 + 3 · 2h)
5: Next we spend the budget of (H−K)/2 updates on the Treehash instances to prepare upcoming

authentication nodes:
repeat (H − K)/2 times
a) We consider only stacks which are initialized and not finished. Let k be

the index of the Treehash instance whose lowest tail node has the lowest
height. In case there is more than one such instance we choose the instance
with the lowest index:

k ← min

{
h : Treehashh.height() = min

j=0,...,H−K−1
{Treehashj .height()}

}
b) The Treehash instance with index k receives one update: Treehashk.update()

6: The last step is to output the authentication path for leaf s+ 1: return Auth0, . . . ,AuthH−1.
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Abstract. In this paper we provide a brief summary of our work on
privacy-preserving reconciliation protocols. The main focus of the pa-
per is to review two of our two-party protocols. We detail the protocols
and provide a comprehensive theoretical performance analysis. Further-
more, we briefly describe some of our work on multi-party protocols. We
also show how we have translated our theoretical results into practice—
including the design and implementation of a library as well as developing
iPhone and Android apps.

1 Introduction

Over the past few years, smart devices have become ubiquitous and much of our
daily activities leave some form of a digital fingerprint online. We use services
such as Doodle to find a suitable time for the next project meeting or ZocDoc to
make a doctor’s appointment; we use tools such as Google Calendar to efficiently
keep track of appointments and commitments; we use eBay to buy and auction
off goods; we rely on technology that enables us to be connected at all times
by having our smart devices seamlessly roam between our own home wireless
network, business networks, or various wireless service providers.

Today, in most of these cases not all parties involved have the possibility to
define the parameters and conditions under which and how they would like to
see these activities being carried out. For example, Doodle does not allow the
user to specify that he prefers some meeting times over others. And even if such
preferences could be specified, there typically is no transparency whether and
to what extent these will be considered. Furthermore, the issue of privacy is
generally neglected and more information is disclosed than is needed or desired.
For example, at least the participant starting a Doodle poll can see the selections
made by all the others.

It is in this context that our work on privacy-preserving reconciliation strives
to develop solutions that allow for a reconciliation process that yields an optimal
solution while recognizing the preferences of the involved parties and assuring
suitable privacy guarantees.
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Our work falls into the area of Secure Multi-Party Computation (SMPC).
Loosely speaking, SMPC enables parties to compute a commonly known func-
tion of their private inputs where nothing else but the result of the computation
becomes known to the parties. Since Yao’s seminal paper [35], SMPC has evolved
greatly both with regard to general-purpose protocols as well as specialized pro-
tocols. In fact, these developments do not only extend in theory but also there
is an ongoing discussion as to whether or not special-purpose protocols typi-
cally outperform general-purpose solutions in practice (e.g., [15,7]). At the core
of much of our work to date are Private Set Intersection (PSI) protocols. While
our early work on two-party protocols directly builds on the work by Freedman et
al. [9], our later contributions in the two-party context use PSI as a generic build-
ing block which allow the use of any PSI protocol (e.g., [8,14,5]). For multi-party
settings, our work builds on multi-party protocols for specific privacy-preserving
multiset operations. Such protocols were first proposed by Kissner et al. [16].
While there are some works on set intersection (e.g., [33,6,25,2]) and set union
(e.g., [10]) operations in the multi-party setting, the work of Kissner et al. still is
the only work that supports all operations required by our multi-party protocols.
On the practical side there have been recent advances both with regard to im-
plementations of generic constructions (e.g., [11,1,3]) as well as special-purpose
protocols (e.g., [4,8]).

Outline. In the following, we first review important notations and definitions
that are used in the remainder of this paper (Section 2). At the core of the
paper, we then provide a detailed description and analysis of two of our two-
party privacy-preserving reconciliation protocols (Section 3). This is followed by
a high-level description of our work in the context of multi-party reconciliation
protocols (Section 4). Then, we provide some insights on how we have taken our
theoretical results and translated them into practice—focusing not only on the
design and implementation of a library but also exploring real-world applications
(Section 5). We close this paper with some remarks on future work.

2 Definitions and Tools

2.1 Definitions

Throughout this paper, we consider n ≥ 2 parties P1, ..., Pn with private input
sets S1, ..., Sn with exactly k distinct elements each, chosen from a common do-
main D. Each party has certain preferences associated with its input set which
allow a party to define a total order on its private inputs. The goal of reconcil-
iation protocols is to find one (or more) common input element(s) while taking
the preferences of all parties into account in an equal manner. In the following,
we more formally define these notions, starting with the input sets of each party:

Definition 1 (Ordered sets & ranking). Let D be the domain. (S,<) ∈ 2D ×
2D×D is an ordered set if < is a strict total order on S. We write {x1 > ... > xk}
for the ordered set ({x1..., xk} , {(xj , xi) |1 ≤ i < j ≤ k }). The ranking function
rankS : S → N is defined as rankS (xi) := k − i + 1.
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In order to allow for a more formal definition of reconciliation protocols that
take the preferences of all parties into account in an equal manner, we first
need to properly define the composition of multiple ordered sets into a single
pre-ordered set:

Definition 2 (Composition schemes). Let (S1, <1) , ..., (Sn, <n) be ordered
sets. The pre-ordered set

(
S1 ∩ ... ∩ Sn,≤{P1,..,Pn}

)
is called the combined pre-

ordered set of (S1, <1) , ..., (Sn, <n) w.r.t. Fcomp if ≤{P1,..,Pn} is the pre-order
induced by the function Fcomp : (S1 ∩ ... ∩ Sn) → N. The function Fcomp is called
the composition scheme.

In the following, we consider two composition schemes that are reasonable
choices in the sense that they consider the orders of all the individual parties
in an equal manner—also referred to as unbiasedness. In particular, the level of
unbiasedness that is achieved depends on how the composition scheme is defined,
i.e., how and to what degree it recognizes the orders of the individual parties.

The first composition scheme is referred to as minimum of ranks scheme and
determines the rank of an element in the intersection of all sets based on the
minimum rank assigned to it by any party.

Definition 3 (Minimum of ranks). The Minimum of Ranks (MR) composition
scheme is defined by the function

FMR(x) = min {rankS1(x), ..., rankSn(x)} .

The second composition scheme is referred to as the sum of ranks scheme. It
determines the rank of an element in the intersection of the ordered sets as the
sum of the ranks assigned to the element by the individual parties.

Definition 4 (Sum of ranks). The Sum of Ranks (SR) composition scheme
is defined by the function

FSR(x) = rankS1(x) + ...+ rankSn(x).

We can now formally define a reconciliation protocol on ordered sets:

Definition 5 (Reconciliation on ordered sets). A privacy-preserving,
preference-maximizing protocol for an order composition scheme Fcomp is a
multi-party protocol between n parties P1, ..., Pn each with an ordered input set
(Si, <i) drawn from the same domain D. Upon completion of the protocol, each
party learns (χ, τ) with

χ = arg max
x∈(S1∩...∩Sn)

Fcomp(x)

τ = max
x∈(S1∩...∩Sn)

Fcomp(x)

where arg maxx∈(S1∩...∩Sn)Fcomp(x) = {x|∀y ∈ (S1 ∩ ... ∩ Sn) : Fcomp(y) ≤ Fcomp(x)} .

No party Pi learns anything about the inputs and preferences of the other parties
except what can be deduced from χ, τ , and its private input set (Si, <i).



186 U. Meyer and S. Wetzel

The result of the protocol is the set of common elements with maximum
rank in the combined preference order and the corresponding maximum rank.
In the following, we will refer to the two-party reconciliation protocols as
PROS (Privacy-preserving Reconciliation on Ordered Sets) and the multi-party
reconciliation protocols as MPROS (Multi-party Privacy-preserving Reconcilia-
tion on Ordered Sets). The corresponding variants for the maximized minimum
of ranks and sum of ranks composition schemes will be referred to as PROSMR ,
PROSSR , MPROSMR , and MPROSSR , respectively.

2.2 Adversary Models

In secure multi-party computation two or more parties compute the output of
some function of their individual private inputs in a distributed fashion without
revealing any more information about each others’ inputs than what can be
deduced from the intended output. Two adversary models are commonly used:
the semi-honest and the malicious models. Both models assume the existence of
pairwise encrypted and authenticated channels between the participating parties
such that external attackers do not have to be considered.

Security in the Semi-honest Adversary Model. A semi-honest adversary is an
inside attacker that tries to infer as much (secret) information as possible from
its view of a protocol run, but strictly follows the prescribed actions of the
protocol.

Security in the Malicious Adversary Model. A malicious adversary is an inside
attacker that can almost arbitrarily deviate from the protocol. The only
actions it cannot take are the ones that cannot be prevented, namely: refusal
to participate in the protocol, manipulation of its own input, and protocol
abortion [12].

For more formal definitions refer to [12].

2.3 Tools

Additively Homomorphic Cryptosystems. Our two-party protocols re-
quire a semantically secure, additively homomorphic, asymmetric cryptosys-
tem. Similarly, our multi-party protocols require a threshold version of such a
cryptosystem.

A cryptosystem which has additively homomorphic properties provides an
operation in the ciphertext domain to compute the encrypted sum of two plain-
texts given only the corresponding ciphertexts. More formally, let Epk(·) be the
encryption function with public key pk. In an additively homomorphic cryp-
tosystem there is an operation +h such that Epk(a + b) = Epk(a) +h Epk(b)
which can be computed efficiently given only Epk(a), Epk(b), and pk. It is also
possible to perform an efficient scalar multiplication with a scalar q (chosen from
the plaintext domain) by repeatedly applying the +h operation. Formally,
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q ×h Epk(a) = Epk(a) +h ...+h Epk(a)︸ ︷︷ ︸
q times

= Epk(q · a).

In the following, we use the notation
∑̃

to denote an iterative homomorphic
sum, i.e.,

∑̃
1≤i≤�ci = c1 +h c2 +h ...+h c�.

In addition, we require the cryptosystem to provide for semantic security [13].
That is, if given two ciphertexts, it is infeasible for an attacker to find any
meaningful relationship between the plaintexts based only on the ciphertexts.

In a (t, n)-threshold version of an additively homomorphic cryptosystem, the
private key sk is shared among the n parties with each party Pi holding a
private share of the key. Using its private key share, a party Pi can compute a
partial decryption of a ciphertext. To successfully decrypt a given ciphertext, t
of the n key shares are required to compute the plaintext by combining t partial
decryptions of the ciphertext.

The Paillier cryptosystem [31] is a prominent and widely-used example for a
semantically secure additively homomorphic cryptosystem for which there also
is a threshold variant.

Private Set Intersection in the Two-Party Case. Our PROS protocols
make use of a PSI protocol. The first such protocol was proposed by Freedman
et al.[9]. Further two-party protocols solving the PSI problem include [8,14,5].
In the following, we describe Freedman et al.’s protocol (FNP) in more detail.

The FNP construction requires a semantically secure additively homomorphic
cryptosystem. It assumes a chooserC and a sender Y and allows these two parties
to compute the intersection IC ∩ IY of their private sets IC and IY (chosen from
the same domain). At the end of the protocol, C only learns which elements
C and Y have in common and Y learns nothing. The technique used by FNP
is oblivious polynomial evaluation. Oblivious means that Y only sees encrypted
coefficients and evaluates the polynomial without having access to its actual
coefficients. The intersection protocol then works as follows:

First, C generates a polynomial containing all her set elements ci as roots:

pC(X) = (X − c1) · (X − c2) . . . (X − c�) =
�∑

i=0

αi ·X i

Then, C encrypts all αi using her public key pkC and sends them to Y .
Y chooses a random ri for each yi in his set and obliviously computes pyi

C :=
EpkC (ri · pC(yi) + yi). Y then sends all pyi

C back to C. C uses her private key to
decrypt the result. Note that pyi

C decrypts to yi if yi is in IC and to a random
number otherwise. Thus, C can tell which elements of Y are also in her set. In
order for Y to be able to also determine the intersection, the protocol is executed
in the opposite direction. The protocol is proven to be privacy-preserving in the
semi-honest model [9].
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Privacy-Preserving Multiset Operations. Our MPROS protocols make use
of multi-party protocols for privacy-preserving multiset operations, specifically
intersection, union, and reduction.1 Kissner et al. [16] were the first to introduce
such protocols.

Representing Multisets as Polynomials. The essential idea of the operations pro-
posed by Kissner et al. is to encode the elements of multisets as the roots
of an encrypted polynomial and compute the result of the set operations us-
ing an additively homomorphic cryptosystem. A private input multiset Mi =
{mi,1, ...,mi,k} is encoded by defining a polynomial fi(X) =

∏k
j=1 (X −mi,j)

and then encrypting the coefficients of the resulting polynomial.
The result of multiset operations can now be computed solely by manipulating

encrypted polynomials. The sum of two polynomials can be computed by means
of homomorphic addition of their coefficients. We denote this operation by φ+hγ,
where φ and γ are encrypted polynomials.

Furthermore, the encrypted result π of a polynomial multiplication of an
encrypted polynomial φ and a plaintext polynomial g can be computed using
homomorphic addition and scalar multiplication. Specifically, the encrypted co-
efficients πi of the polynomial π can be computed as

πi =
∑̃i

j=0
φj ×h gi−j for 0 ≤ i ≤ deg(φ) + deg(g).

We denote this operation by φ×h g.
Finally, one can compute the derivative φ′ of an encrypted polynomial φ

using only homomorphic operations. A coefficient φ′i of the derivative of φ can
be computed as

φ
′
i = (i + 1)×h φi+1 for 0 ≤ i ≤ deg(φ)− 1.

Using polynomial addition, multiplication, and derivation, privacy-preserving
multiset operations can be achieved as follows.

Union. For an encrypted polynomial φ and a plaintext polynomial g, represent-
ing the two multisets F and G of arbitrary size, a polynomial representation of
the union F ∪ G can be computed by means of the homomorphic polynomial
multiplication

φ×h g.

The product contains all roots of f and g in the corresponding aggregated mul-
tiplicity (where f is the plaintext polynomial corresponding to the encrypted
polynomial φ). It is important to note that it is not possible to learn more
information from the decryption of φ×h g than one can derive from F ∪G.

1 A multiset is a generalization of a set in that a specific set element may appear more
than once. The multiplicity of an element is the number of times that the element
occurs in the multiset.
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Intersection. For two encrypted polynomials φ and γ representing two multisets
F and G of equal size, the intersection can be determined by means of

φ×h s+h γ ×h r.

Here, s and r are random plaintext polynomials of degree deg(φ). The roots of the
resulting polynomial are those common to φ and γ (with minimum multiplicity)
and thus represent the elements of F ∩ G. Again, from the decryption of the
resulting polynomial one cannot learn more than from F ∩G.

Set Reduction. For an encrypted polynomial γ representing a multiset G, one
can compute the element reduction Rdt (G) as

∑̃t

i=0
γ(i) ×h Fi ×h ri.

Each ri is chosen uniformly and independently from the set of plaintext poly-
nomials of degree deg(γ(i)). The polynomials Fi are of degree i and must meet
the additional requirement that these polynomials do not share any roots, i.e.,
gcd (F0, ..., Ft) = 1. Unlike the ri’s, the Fi’s may be fixed. For any element g ∈ G
with multiplicity b in G, Rdt(G) contains g with multiplicity max{b− t, 0}.

Other Protocols. While a variety of multi-party protocols solving the (multi)set
intersection problem have been proposed following Kissner et al.’s work
(e.g., [33,6,25,2]), there still is only a few privacy-preserving union protocols
(e.g., [10]). And to date, Kissner et al.’s work remains to be the only one that
solves the multiset reduction problem. In the following, we therefore use the
protocols proposed by Kissner et al. to design our multi-party reconciliation
protocols. Yet, it is important to note that our protocols could use other other so-
lutions that support all three set operations (union, intersection, and reduction)
and are composable in the manner that Kissner et al.’s protocols are. Specifi-
cally, the work by Kissner et al. allows the computation of any combination of
set operations that can be expressed by the grammar

Υ ::=Mi|Rdt(Υ )|Υ ∩ Υ |Υ ∪Mi|Mi ∪ Υ

where Mi are the input multisets of the parties P1, . . . , Pn.

3 Two-party Reconciliation Protocols

In this section we present some of our PROS protocols. We first introduce generic
constructions that can use any PSI protocol as a building block. In particular,
we show how any PSI protocol (e.g., [8,14,5,9]) can be used to construct generic
PROSMR and PROSSR protocols. We then provide a detailed description
and analysis of protocols that specifically use the PSI protocol introduced by
Freedman et al. [9].
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In order to improve readability of this section, we will use A and B to refer to
the two parties (instead of P1 and P2 or even PA and PB). Also, we denote their
input sets as SA = {a1, a2, . . . , ak} and SB = {b1, b2, . . . , bk} and assume that
they are ordered, i.e., {a1 >A a2 . . . >A ak} and {b1 >B b2 . . . >B bk}. As stated
before, the input sets are drawn from the common domain D. Furthermore, for
the remainder of this section we assume |D| = N .

3.1 Generic Construction from any PSI

We recall that the objective of a PROS protocol is to determine the common
element(s) in the intersection of the input sets of the parties A and B that
maximize the rank with regard to the combined preference order in a privacy-
preserving manner.

Using a PSI as a building block, the PROSSR protocol can generically be im-
plemented as illustrated in Figure 1 on the example where both parties A and B
have four distinct input elements each. In order to determine a common element

Fig. 1. PROSSR : comparison of input elements of parties A and B for k = 4

of the input sets of the parties A and B that maximizes the SR composition
scheme, the protocol progresses in a number of rounds. Each round consists of a
number of PSIs (each indicated by a line in Figure 1). For example, in Round 1,
parties A and B carry out one PSI to determine whether there is a match be-
tween A’s highest ranked input element and the highest ranked one of Party B.
If so, the protocol terminates as it found a common element in the intersection
of the input sets that maximizes the MR composition scheme. Otherwise, the
protocol moves on to the next round. All PSIs carried out in one round result
in the same sum of ranks. In particular, the sum of ranks in Round 1 is eight
(in the example, or 2k in case of both parties holding k distinct inputs). In each
round, the sum decreases by one, i.e., Round i corresponds to a sum of ranks
of 2k − i+ 1—thus guaranteeing that the protocol will in fact always maximize
the sum of ranks. In the worst case, the protocol will carry out 2k− 1 rounds of
PSIs.

As illustrated in Figure 2, the order in which the PSIs are executed is some-
what different when using the MR composition scheme. Unlike before, the focus
in each round is now on the common element with the smaller preference since
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Fig. 2. PROSMR : comparison of input elements of parties A and B for k = 4

the goal is to maximize that. Consequently, the respective PROSMR protocol
requires fewer rounds than the PROSSR protocol. In fact, the number of proto-
col rounds never exceeds the number of inputs the parties hold. As before, both
parties A and B each carry out a certain number of PSIs in each round of the
PROSMR protocol. For example, in Round 3 in Figure 2, parties A and B will
carry out up to five PSIs. Obviously, the minimum preference of all elements
considered in Round 3 is two. If no intersection is found, the protocol will move
on to the next round which is characterized by the fact that the minimum of
the preferences of the elements considered is decreased by one. This procedure
ensures that the protocol will determine a common set element that maximizes
the MR composition scheme.

The assumption that the PSI is privacy-preserving in the semi-honest model
automatically implies that the PROSSR and PROSMR protocols are privacy-
preserving in the semi-honest model—irrespective of the PSI protocol and com-
position scheme used. This is due to the fact that in the semi-honest model
both parties will follow the protocol. Consequently, if the PSI protocol used is
privacy-preserving in the semi-honest model, then a party will not learn anything
about any elements of the other party’s input set unless a common set element
is determined through the respective PSI. Obviously, an analogous statement
for the malicious model does not hold true as malicious behavior in the PROS
protocols may come into play both within a specific round (including multiple
PSIs) as well as in-between different rounds.

3.2 PROS Protocol for the Sum of Ranks Composition Scheme

We now detail the PROSSR protocol using the PSI introduced by Freedman
et al. Unlike in the generic construction above, we formally describe the pro-
tocol messages and introduce optimizations (both in the number of messages
exchanged as well as their respective payloads). We also provide a detailed se-
curity and performance analysis.

We assume that prior to the execution of any of the protocols introduced in
this section, the two parties A and B agree upon a semantically secure homomor-
phic encryption scheme. The parties choose their public and private key pairs
for the encryption scheme and exchange their public keys. We denote the public
encryption functions of A and B with EA and EB and their private decryption
functions with DA and DB.
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PROSSR Protocol: For each element ai ∈ SA (i = 1, . . . , k) we define f (i)A :=
(X − ai). The polynomial with coefficients encrypted under EA is denoted by
E

(i)
A . Similarly, for each bi ∈ SB (i = 1, . . . , k) we define f (i)B and E(i)

B .

Commitment Phase:

Round 0: B sends E(1)
B to A.

Round 1: A chooses a random r(1)A,1, computes c(1)A,1 = EB

(
r
(1)
A,1 ·f

(1)
B (a1)+a1

)
,

and sends it together with E(1)
A to B. B decrypts c(1)A,1 under DB and com-

pares the result to b1. If b1 = DB(c
(1)
A,1), then b1 = a1, that is, B has found

MAX := b1 = a1 and continues with the Match Confirmation Phase. Other-
wise, B sends E(2)

B to A and A continues with Round 2 of the Commitment
Phase.

Round 2 ≤ i ≤ k: For j = 1, . . . , 
i/2�, A chooses random r
(i−j+1)
A,j and com-

putes the ciphertexts

c
(i−j+1)
A,j := EB

(
r
(i−j+1)
A,j · f (i−j+1)

B (aj) + aj

)
and sends them as well as E(i)

A to B. For j = 1, . . . , 
i/2�, B decrypts c(i−j+1)
A,j

with DB and checks whether the decrypted value equals bi−j+1. If for some
j =: m the ciphertext c(i−m+1)

A,m decrypts to bi−m+1, B has found MAX :=
bi−m+1 = am and continues with the Match Confirmation Phase. Otherwise,
for 1 ≤ j ≤ �i/2, B chooses random r

(i−j+1)
B,j and computes the ciphertexts

c
(i−j+1)
B,j := EA

(
r
(i−j+1)
B,j · f (i−j+1)

A (bj) + bj

)
and sends them to A. For 2 ≤ i < k, B additionally sends E(i+1)

B to A.
For 1 ≤ j ≤ �i/2, A decrypts c(i−j+1)

B,j with DA and checks whether the
decrypted value equals ai−j+1. If c(i−m+1)

B,m decrypts to ai−m+1, A has found
MAX := ai−m+1 = bm and continues with the Match Confirmation Phase.
Otherwise, A continues with Round i+ 1 of the Commitment Phase.

Round k < i < 2k − 1: For j = 1, . . . , k − �i/2, A chooses random r
(k−j+1)
A,i−k+j

and computes the ciphertexts

c
(k−j+1)
A,i−k+j := EB

(
r
(k−j+1)
A,i−k+j · f

(k−j+1)
B (ai−k+j) + ai−k+j

)
and sends them to B. For j = 1, . . . , k−�i/2, B decrypts c(k−j+1)

A,i−k+j with DB

and checks whether the decrypted value equals bk−j+1. If for some j =: m the
ciphertext c(k−m+1)

A,i−k+m decrypts to bk−m+1, B has found MAX := bk−m+1 =
ai−k+m and continues with the Match Confirmation Phase. Otherwise, for
1 ≤ j ≤ k−
i/2�, B chooses random r(k−j+1)

B,i−k+j and computes the ciphertexts

c
(k−j+1)
B,i−k+j := EA

(
r
(k−j+1)
B,i−k+j · f

(k−j+1)
A (bi−k+j) + bi−k+j

)
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and sends them to A. For 1 ≤ j ≤ k − 
i/2�, A decrypts c(k−j+1)
B,i−k+j with DA

and checks whether the decrypted value equals ak−j+1. If c(k−m+1)
B,i−k+m decrypts

to ak−m+1, A has found MAX := ak−m+1 = bi−k+m and continues with the
Match Confirmation Phase. Otherwise, A continues with Round i+1 of the
Commitment Phase.

Round i = 2k − 1: A chooses random r
(k)
A,k and computes the ciphertext

c
(k)
A,k := EB

(
r
(k)
A,k · f

(k)
B (ak) + ak

)
and sends it toB. B decrypts c(k)A,k withDB and checks whether the decrypted

value equals bk. If c(k)A,k decrypts to bk, B has found MAX := bk = ak and
continues with the Match Confirmation Phase. Otherwise, B sends a message
to A indicating that no match was found and aborts the protocol.

Match Confirmation Phase: If B found the match b1 = a1 = MAX in the
first round of the Commitment Phase, then B computes c(1)B,1 and sends it to A.
A decrypts the received ciphertext with DA to a1. Thus, A and B both know
that MAX = a1 = b1.

If B found MAX = bi−m+1 = am in Round 2 ≤ i ≤ k of the Commitment
Phase, then B computes c(m)

B,i−m+1 and sends it to A. A decrypts the received
value under DA to am. Thus, A and B both know that am = bi−m+1 = MAX.

If A found MAX = ai−m+1 = bm in Round 2 ≤ i ≤ k of the Commitment
Phase, A computes c(m)

A,i−m+1 and sends it to B. B decrypts c(m)
A,i−m+1 with DB

and checks that DB(c
(m)
A,i−m+1) decrypts to a value bm ∈ {b1, . . . , b�i/2	}. Thus,

both parties A and B know that ai−m+1 = bm = MAX.
If B found MAX = bk−m+1 = ai−k+m in Round k < i < 2k − 1 of the

Commitment Phase, then B computes c(i−k+m)
B,k−m+1 and sends it to A. A de-

crypts the received value under DA to ai−k+m. Thus, A and B both know that
ai−k+m = bk−m+1 = MAX.

If A found MAX = ak−m+1 = bi−k+m in Round k < i < 2k − 1 of
the Commitment Phase, A computes c(i−k+m)

A,k−m+1 and sends it to B. B de-

crypts c(i−k+m)
A,k−m+1 with DB and checks that DB(c

(i−k+m)
A,k−m+1) decrypts to a value

bi−k+m ∈ {bi−k+1, . . . , b�i/2	}. Thus, both parties A and B know that ak−m+1 =
bi−k+m = MAX.

If B found MAX = bk = ak in Round i = 2k − 1 of the Commitment Phase,
then B computes c(k)B,k and sends it to A. A decrypts the received value with DA

to ak. Thus, A and B both know that ak = bk = MAX.

Intuitively, the protocol works as follows: The homomorphic encryption function
allows a Party A to encrypt a polynomial corresponding to one of its own inputs
in a way that the encrypted polynomial does not reveal any information to
Party B. In addition, if B evaluates the encrypted polynomial on one of its own
inputs, then its input is blinded and encrypted. From this blinded ciphertext A
learns nothing about B’s input, unless the input A used for the creation of the
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Fig. 3. Commitment Phase of the PROSSR protocol. For example, in Round 2 ≤ i ≤ k,
A for j = 1, . . . , �i/2� compares ai−j+1 with bj and B for j = 1, . . . , i/2� compares
bi−j+1 with aj without obtaining knowledge of these values (unless they are equal),
that is, in a privacy-preserving manner. Note that in each Round 1 ≤ i ≤ 2k − 1 all
inputs are compared that result in the same sum of ranks i+ 1.
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polynomial and the input on which B evaluated the polynomial coincide. This
is due to the fact that the blinded ciphertext decrypts to A’s input if and only
if the inputs coincide. A and B can thus determine a common input without
revealing inputs to each other that they do not have in common. Our protocols
make use of this basic procedure in multiple rounds.

In each round, parties A and B exchange polynomials and blinded ciphertexts
corresponding to previously received polynomials. They each decrypt the blinded
ciphertext and compare the result to the inputs corresponding to the previously
sent polynomials. The order in which the information is exchanged guarantees
that the protocol terminates when a common input is found that maximizes the
sum of ranks of the common inputs of A and B. For example, in the first round
of the protocol, B can check whether the two most preferred inputs of both
parties are the same (a1

?
= b1). If this is not the case, B does not learn anything

about a1. As a general rule, in Round i of the protocol, A and B compare all
inputs that result in the same sum of ranks in the combined preference order of
A and B.

Security Analysis: For SA ∩SB �= ∅, the Commitment Phase of the PROSSR

protocol always terminates with one of the parties finding a match. This is due
to the fact that for each pair (l, s) 1 ≤ l, s ≤ k, al is compared with bs in Round
l + s− 1. To be precise, for l < s, al is compared with bs by A and for s ≤ l, bs
is compared with al by B in Round l + s − 1. Let MAX = al = bs be a match
found in Round l + s − 1. Then, no match was found in any previous round of
the Commitment Phase. We claim that then MAX maximizes the sum of the
ranks of all elements in the intersection SA ∩ SB. If this was not the case, then
there would be a pair (ar, bv) with ar = bv ∈ SA ∩ SB and r + v < s + l. As a
consequence, ar would have been compared to bv already in Round r + v − 1 of
the Commitment Phase. This obviously contradicts the assumption.

In order to prove that the PROSSR protocol is privacy-preserving in the semi-
honest model it is necessary to show that the information that either party can
deduce from the PROSSR protocol is equivalent to either party knowing nothing
else but what can be deduced from knowing the matching input MAX (maximiz-
ing the SR composition scheme) and its rank FSR(MAX). As discussed before,
finding a match with the PROSSR protocol implies that both parties know the
result MAX which maximizes the combined preference order as well as the round
in which it was found. The latter corresponds to the rank of the matching input
under the SR composition scheme.2 In turn, knowing MAX itself and its rank
FSR(MAX) allows Party A (B) to determine rankB(MAX) (rankA(MAX)).
Furthermore, since MAX maximizes FSR(x) with x ∈ SA ∩ SB, it holds that
� a ∈ SA, b ∈ SB such that a = b and FSR(a) = FSR(b) > FSR(MAX). Since
2 It is important to note that if a match is found by A (B), A (B) may learn more than

one preference maximizing common input. This is due to the fact that more than
one pair of inputs may be evaluated by A (B) in each round. This asymmetry can
be prevented by adding subrounds to the Commitment Phase such that each party
commits to only one input in each subround of each round in the Commitment Phase.
This, however, would result in a higher communication overhead.
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FSR(MAX) directly corresponds to the round in which the PROSSR proto-
col would find the match, this implies that the operations in Rounds i with
i < fSR(MAX) in the PROSSR protocol should yield no information other
than that the respective inputs do not match. Using Freedman’s PSIs in each
round, the PROSSR protocol achieves this by construction as Freedman’s PSI
is privacy-preserving in the semi-honest model.3

Performance Analysis: We evaluate the worst case performance of the pro-
tocol by counting (i) the number of times A and B have to compare a received
decrypted input of the other party with one of their inputs, (ii) the number of
decryptions A and B have to perform, (iii) the number of encryptions of coeffi-
cients of polynomials, (iv) the number of ciphertexts A and B have to compute
to commit to their inputs, (v) the number of messages exchanged between A
and B, as well as (vi) the overall size of the payload of all messages exchanged,
counted in the number of ciphertexts included in all messages.

We count the above numbers for three different relations between the size N
the domain D of possible inputs to choose from and the number k of inputs A
and B choose from the D.

In the first case, we assume that N equals k. In this case, A and B share all
inputs and differ only in their preferences. The worst case occurs if the inputs
of A and B are in exactly the opposite order. In this case, the match is found in
Round k of the protocol. Table 1 shows the results.

Table 1. PROSSR : worst case performance for N = k

k = N

# Comparisons k(k−1)
2

+ 2

# Encryption of coefficients 4k − 3

# Decryptions k(k−1)
2

+ 2

# Commitment of inputs k2+2
2

(k even); k2+3
2

(k odd)
# Messages 2k + 1

Size of payload in # ciphertexts k2/2 + 4k − 2

For example, the number of comparisons is counted as follows: In the worst
case, the match is found in Round k by one comparison and confirmed in the
confirmation phase by yet another comparison. The preceding k − 1 rounds are
unsuccessful. In the ith round (i = 1, . . . , k−1), i comparisons take place. There-
fore, the overall number of comparisons is 1+2+ · · ·+k−1+2 = (

∑k−1
r=1 r) + 2 =

k(k−1)
2 + 2.

3 While deviations from the protocol always imply privacy violations, a malicious party
will not necessarily profit from deviations in terms of maximizing its preferences. This
is due to the fact that the combined preference order depends on the preference order
of the honest party. In order to profit from deviations a malicious party would need
to know the honest party’s preference order at the time of initiation of reconciliation.
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In the second case, we assume that k ≤ N ≤ 2k − 1. That is A and B differ
in at least one input and have at least one input in common. In this case, the
worst case occurs if A and B share only exactly one input and this input is the
least preferred input of both parties. In this case, the match is found in Round
2k − 1 of the protocol. The results are shown in Table 2.

Table 2. PROSSR : worst case performance for k ≤ N ≤ 2k − 1

k ≤ N ≤ 2k − 1

# Comparisons k2 + 1

# Encryption of coefficients 4k

# Decryptions k2 + 1

# Commitment of inputs k2 + 1

# Messages 4k − 1

Size of payload in # ciphertexts k2 + 4k + 1

Finally, in the third case, we assume that N > 2k− 1. In this case, the inputs
of A and B may be disjoint, which is also the worst case for this relation between
N and k. A and B realize that they do not have an input in common when no
match is found after 2k − 1 rounds. Table 3 shows the results for this case.

Table 3. PROSSR : worst case performance for N > 2k − 1

N > 2k − 1

# Comparisons k2

# Encryption of coefficients 4k

# Decryptions k2

# Commitment of inputs k2

# Messages 4k − 1

Size of payload in # ciphertexts k2 + 4k

Overall we can conclude that the computational overhead as well as the com-
munication overhead of the protocol are bounded by O(k2).

3.3 PROS Protocol for the Minimum of Ranks Scheme

The focus of this section is on a detailed description of the PROSMR protocol
using the PSI protocol introduced by Freedman et al. As discussed previously,
the main difference to the PROSSR protocol is the order in which PSIs are
executed (see Figure 2). We once again formally describe all protocol messages
as well as the operations carried out by the two parties A and B.
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PROSMR Protocol: Within this protocol description, we reuse the definitions
of f (i)A , f

(i)
B , E

(i)
A , E

(i)
B , c

(i)
A,j, and c(i)B,j introduced in the previous section.

Commitment Phase:

Round 0: B sends E(1)
B to A.

Round 1: A sends E(1)
A and c(1)A,1 to B. B decrypts c(1)A,1 under DB and compares

the result to b1. If b1 = DB(c
(1)
A,1), then b1 = a1, that is, B has found MAX :=

a1 = b1 and continues with the Match Confirmation Phase. Otherwise B
sends E(2)

B to A and A continues with Round 2 of the Commitment Phase.
Round 2 ≤ i ≤ k: For j = 1, . . . , i, A computes the ciphertexts c(i)A,j and sends

them as well as E(i)
A to B. B decrypts c(i)A,1, . . . , c

(i)
A,i with DB and checks

whether any decrypted value equals bi. If for some j =: m the ciphertext
c
(i)
A,m decrypts to bi, B has found MAX := bi = am and continues with the

Match Confirmation Phase. Otherwise, B computes the ciphertexts c(i)B,j for
1 ≤ j ≤ i−1 and sends them to A. For 1 ≤ i < k, B additionally sends E(i+1)

B

to A. A decrypts c(i)B,1, . . . , c
(i)
B,i−1 with DA and checks whether any decrypted

value equals ai. If for some j =: m the ciphertext c(i)B,m decrypts to ai, A has
found MAX := ai = bl and continues with the Match Confirmation Phase.
Otherwise, if i + 1 ≤ k, A continues with Round i + 1 of the Commitment
Phase. If i+ 1 > k, the protocol terminates without a match being found.

Match Confirmation Phase: If it was A who found MAX in Round i of the
Commitment Phase, A computes c(m)

A,i and sends it to B. B decrypts c(m)
A,i with

DB and checks that DB(c
(m)
A,i ) decrypts to a value bm ∈ {b1, . . . , bi}. Thus, both

parties A and B know that ai = bm = MAX.
If it was B who found MAX in Round i of the Commitment Phase, then B

computes c(m)
B,i and sends it to A. A decrypts the received value under DA to am.

Thus, A and B both know that am = bi = MAX.

Intuitively speaking, the difference between this and the previously described
protocol is that the order in which A and B exchange information and compare
inputs is changed. As a general rule, in Round i of the protocol A and B compare
all inputs that lead to the same maximum of minimum of ranks.

Security Analysis: For SA∩SB �= ∅, the Commitment Phase of the PROSMR

protocol always terminates with one of the parties finding a match. This is due
to the fact that for each 1 ≤ i ≤ k, ai is compared with b1, . . . , bi−1 by A in
Round i. Similarly, for each 1 ≤ i ≤ k, bi is compared with a1, . . . ai by B.

Let MAX be the first match found in Round i of the Commitment Phase
and let without loss of generality max(min(rankA(MAX), rankB(MAX))) =
rankA(MAX). Then, MAX maximizes the minimum of the ranks of all inputs in
the intersection SA ∩ SB . If this was not the case, then there would be an input
p ∈ SA ∩ SB with min(rankA(p), rankB(p)) > rankA(MAX).
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Fig. 4. Commitment Phase of the PROSMR protocol. In Round i, A compares ai with
b1, . . . , bi−1 and B compares bi with a1, . . . , ai without obtaining knowledge of these
values, that is, in a privacy-preserving manner.

This implies that rankA(p) > rankA(MAX) and rankB(p) > rankA(MAX)
and A as well as B would have committed to p in a round prior to Round i.
As a consequence, p would have been found in a prior round. This obviously
contradicts the assumption.

In order to prove that the PROSMR protocol is privacy-preserving in the semi-
honest model, it is necessary to show that the information that either party can
deduce from the PROSMR protocol is equivalent to either party knowing nothing
else but what can be deduced from knowing the matching input MAX (maxi-
mizing the MR composition scheme) and its rank FMR(MAX). As discussed
before, finding a match with the PROSMR protocol implies that both parties
know the common input MAX which maximizes the combined preference order
as well as the round in which it was found. The latter corresponds to the rank of
the matching input under the MR composition scheme.2 In turn, knowing MAX
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itself and its rank fMR(MAX) allows Party A (B) to determine rankB(MAX) if
rankA(MAX) > FMR(MAX) (rankA(MAX) if rankB(MAX) > FMR(MAX)).

Furthermore, since MAX maximizes FMR(x) with x ∈ SA ∩ SB, it holds that
� a ∈ SA, b ∈ SB such that a = b and FMR(a) = FMR(b) > FMR(MAX).
Since FMR(MAX) directly corresponds to the round in which the PROSMR

protocol would find the match, this implies that the operations in Rounds i with
i < FMR(MAX) in the PROSMR protocol should yield no information other
than that the respective inputs do not match. Using Freedman’s PSIs in each
round, the PROSMR protocol achieves this by construction as Freedman’s PSI
is privacy-preserving in the semi-honest model.3

Performance Analysis: As in the sum of ranks case, we evaluate the worst
case performance of the protocol by counting (i) the number of comparisons, (ii)
decryptions, (iii) encryptions of coefficients, (iv) ciphertext commitments, (v)
messages exchanged, as well as (vi) the overall size of the exchanged messages
counted in number of ciphertexts. Again, we consider three different relations
between the size N of domain D and the size k of the input sets of parties A
and B.

In the first case, we assume that N equals k. In this case, A and B share all
inputs and differ only in their preferences. The worst case occurs if the inputs
of A and B are in exactly the opposite order. In this case, the match is found in
Round �k/2+ 1 of the protocol. Table 4 shows the results.

Table 4. PROSMR : worst case performance for N = k

k = N k odd k even

# Comparisons k2+1
4

+ 2 k(k+2)
4

+ 1

# Encryption of coefficients 2k + 2 2k + 4

# Decryptions k2+1
4

+ 2 k(k+2)
4

+ 1

# Commitment of inputs k−1
2

( k−1
2

+ 1) + 2 k
2
( k
2
+ 1) + 1

# Messages k + 2 k + 3

Size of payload in # ciphertexts 2k + 4 + k−1
2

( k−1
2

+ 1) 2k + 5 + k
2
( k
2
+ 1)

In the second case, we assume that k ≤ N ≤ 2k − 1. In this case, A and B
have at least one input in common but may differ greatly in their preferences.
In this case, the worst case occurs if A and B share only exactly one input and
this input is the least preferred one of both parties. In this case, the match is
found in Round k of the protocol. The results are shown in Table 5.

Finally, in the third case, we assume that N > 2k− 1. In this case, the input
sets of A and B may be disjoint, which is also the worst case for this relation
between N and k. A and B realize that they do not have an input in common
when no match is found after k rounds. Table 6 shows the results for this case.

Overall we can conclude that the computational overhead as well as the com-
munication overhead of the protocol are bounded by O(k2).
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Table 5. PROSMR : worst case performance for k ≤ N ≤ 2k − 1

k ≤ N ≤ 2k − 1

# Comparisons k2

# Encryption of coefficients 4k

# Decryptions k2

# Commitment of inputs k2

# Messages 2k + 1

Size of payload in # ciphertexts k2 + 4k

Table 6. PROSMR : worst case performance for N > 2k − 1

N > 2k − 1

# Comparisons k2

# Encryption of coefficients 4k

# Decryptions k2

# Commitment of inputs k2

# Messages 2k + 1

Size of payload in # ciphertexts 4k + k2

3.4 Further Work in Theory on Two-party Reconciliation Protocols

Our recent work on PROS protocols includes the development of protocols that
are secure in the malicious model [21]. Furthermore, we have proposed privacy-
preserving protocols for interval computations that have the promise to yield
improved reconciliation protocols based on the use of intervals.

4 Multi-party Protocols

In [29,30], we propose multi-party reconciliation protocols for the sum of ranks
as well as the maximized minimum of ranks composition scheme, which are
secure in the semi-honest model. It is important to note that while it is pos-
sible to generalize the two-protocols described in the previous section in a
straight-forward fashion, this approach is highly inefficient requiring kn rounds of
multi-party set intersection operations (see [29]). Instead, the main idea of our
multi-party protocols proposed in [29] is to represent the ordered input sets of
the parties as multisets by encoding the rank of an element in the multiplicity
of the element in the multiset. For example, an ordered set {A > B > C} is en-
coded as the multiset {A,A,A,B,B,C}. We call this the rank encoding which
is formally defined as

renc (Si) =
{
s
rankSi

(sij)

ij , j = 1, ..., k

}
.

By carefully designing a sequence of multiset operations that are performed on
the multisets, we can now solve the reconciliation problem for the MR and SR
composition schemes.
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More specifically, given the parties Pi (i = 1, ..., n) and their private input sets
Si (each with k distinct elements si1, ..., sik), the MPROSMR protocol computes

Rdt(renc(S1) ∩ ... ∩ renc(Sn)).

for t = k−1, k−2, ..., 0 until the resulting set is non-empty for the first time. All
elements in this non-empty set then maximize the MR composition scheme. The
non-empty check is done by means of a threshold decryption of the resulting
set and a computation of the roots of the decrypted polynomial. Intuitively
speaking, the MPROSMR protocol entails the following steps:

1. Each party determines the polynomial representation of its multiset
renc(Si).

2. All parties compute the set intersection which is based on oblivious polyno-
mial evaluation on input sets renc(S1), ..., renc(Sn). After this step, all par-
ties hold an encrypted polynomial that represents renc(S1) ∩ ... ∩ renc(Sn).
This intersection encodes not only the elements which the parties have in
common but also the respective minimum preference for each of these ele-
ments across all the participants.

3. All parties iteratively compute the element reduction by t. The first time
this step is executed, the reduction value t = k − 1 is used. The reduc-
tion operation is applied to the result of the set intersection in Step 2. The
goal of the reduction step is to determine the element(s) in the intersection
renc(S1) ∩ ... ∩ renc(Sn) for which the minimum preference is maximized,
i.e., to perform element reduction using the largest possible t. A reduction
by t eliminates up to t occurrences of each unique element in the multi-
set renc(S1) ∩ ... ∩ renc(Sn). If t is too large, the reduction will yield the
encryption of a polynomial representing the empty set.

4. All parties participate in the threshold decryption of the result of Step 3.
Specifically, each party checks whether at least one of its input elements is
a root of the polynomial computed in Step 3. This will not be the case until
Step 3 results in a non-empty set which in turn corresponds to the maximum
of the minimum of ranks. As long as Step 3 yields an empty set, the parties
iterate Steps 3 and 4 with a decreasing value of t.

Similarly, the protocol MPROSSR computes

Rdt((renc(S1) ∪ ... ∪ renc(Sn)) ∩ (menc(S1) ∩ ... ∩menc(Sn)))

using the so-called multiplicity encoding

menc (Si) =
{
sn·kij , ∀sij ∈ Si

}
.

The protocol continues for t = kn− 1, kn− 2, ..., n− 1 until the resulting set is
non-empty for the first time. All elements in this non-empty set then maximize
the sum of ranks assigned by each party. The auxiliary multisetsmenc(Si) ensure
that only inputs that are common to all parties are in the resulting set. Intuitively
speaking, the MPROSSR protocol entails the following steps:
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1. Each party computes the polynomial representations of its multisets renc(Si)
and menc(Si).

2. All parties compute the set union on their input multisets
renc(S1), . . . , renc(Sn). After completing this step, all parties hold
an encrypted polynomial that represents renc(S1) ∪ . . . ∪ renc(Sn). This
union encodes not only all the input elements that are held by the parties
but it also represents the sum of the preferences for each element across all
parties.

3. All parties then compute the set intersection on input sets
menc(S1), . . . ,menc(Sn) and the result of Step 2. This step is nec-
essary in order to ensure that those elements are eliminated from
renc(S1) ∪ . . . ∪ renc(Sn) which are held by some but not all parties.

4. All parties iteratively participate in the element reduction by t with t =
nk − 1, ..., n− 1 on the result of Step 3. As in the case of the MPROSMR

protocol, the purpose of this step is to maximize the composition scheme.
This is ensured by possibly repeating Steps 4 and 5 for decreasing t.

5. All parties participate in the threshold decryption of the result of Step 4 and
check whether at least one of its input elements is a root of the polynomial.
If this is the case, the common elements with the maximum sum of ranks
are found. If this is not the case (i.e., t was too large and the polynomial
computed as part of Step 4 corresponds to the empty set), the parties repeat
Steps 4 and 5 with a value t decreased by one.

The computational complexity of MPROSMR is O(k6+n·k4) and O(n4 ·k6) for
MPROSSR. For the communication we have O(n · k3) in the case of MPROSMR

and O(n3 ·k3) for MPROSSR where n is the number of parties and k the number
of inputs. The protocols are secure in the semi-honest model with up to c < n
colluding attackers [29,30].

4.1 Further Work in Theory on Multi-party Reconciliation
Protocols

In more recent work, we further optimized the above protocols and analyzed
their performance in detail [26]. Also, by using novel zero-knowledge proofs we
were able to construct multi-party protocols that are secure in the malicious
model [27]. Furthermore, we explored how the use of a fully-homomorphic cryp-
tosystem would improve the performance of our multi-party protocols [34].

5 Practice

As mentioned earlier, our work on privacy-preserving reconciliation protocols
focuses not only on advances in theory but also strives to have practical impact.
In particular, the practical aspects include the implementation of our newly-
developed protocols, the comprehensive testing and performance analysis, the
consideration of real-world applications, as well as the development of respective
apps and comprehensive frameworks.
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In the following, we provide a high-level description of our library for privacy-
preserving operations and reconciliation protocols (Section 5.1) and briefly re-
view our other practical contributions (Section 5.2).

5.1 Library

Figure 5 shows the simplified stack of our library. The main goal in designing
the library was to provide for a modular structure while enabling an efficient
implementation of privacy-preserving operations and protocols.

The library consists of four main layers. The first layer implements basic
data types (e.g., sets, multisets, polynomials, intervals) and includes a network
interface which facilitates efficient communication between parties. It builds on
the multi-precision integer arithmetic GMP.

The second layer implements cryptographic primitives that are needed for
the various privacy-preserving operations and protocols. The functionality in-
cludes zero-knowledge proofs, commitment schemes, hash functions, and various
(homomorphic) encryption schemes (e.g., (threshold) Paillier, ElGamal).

The third layer of the library includes fundamental secure multi-party com-
putation protocols for privacy-preserving (multi)set operations (e.g., union, in-
tersection, reduction), secure comparison, oblivious transfer, etc.

The fourth layer of our library provides the implementations of our newly-
developed protocols. These include the two-party/multi-party reconciliation pro-
tocols described previously which were proven secure in the semi-honest model.
Furthermore, this layer implements various privacy-preserving interval opera-
tions which were also proven secure in the semi-honest model. Also included
are various newly-developed protocols which were proven secure in the mali-
cious model (e.g., a two-party protocol for verifiable private equality testing and
multi-party reconciliation protocols).

Privacy-Preserving Reconciliation Protocols

Privacy-Preserving Applications

Fundamental SMPC Protocols

Cryptographic Primitives

Network Basic Data Types

Multi-Precision Integer Arithmetic (GMP)

L
IB

R
A

R
Y

Fig. 5. Simplified logical layers of the library
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There are two implementations of the library—one in C++ and one in Java.
While both implementations share the basic structure as outlined in Figure 5,
the two currently differ in the functionality they provide. While the C++ version
provides more two-party functionality, the focus of the Java implementation was
on the multi-party protocols. For the future, we plan to further complete the
implementations with the respective functionalities.

For a detailed description of the library, its design, its functionality, and im-
plementations please refer to [17,20,26,27,28,32].

5.2 Real-World Applications, Apps, and Frameworks

Mobile apps. Building on the library stack and its implementation described
above, we have developed an app appoint for both iOS and Android which allows
for the privacy-preserving negotiation of a common meeting time while recog-
nizing the preferences of the users. Figure 6 and Figure 7 show some screenshots
of the apps. The network component implemented for the app uses peer-to-peer
networking via Bluetooth. As such the app assumes that the parties striving
to negotiate a meeting time are in the same physical location [20]. Aside from
scheduling, we have explored applying our protocols to other real-world contexts,
including electronic voting and auctions [18].

Fig. 6. iPhone app Fig. 7. Android app
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Fig. 8. SMC-MuSe: An-
droid client

Fig. 9. SMC-MuSe: Desktop client

Fig. 10. Testing framework

Framework for SMC. Extending on the system model used for the apps, we
have designed and implemented SMC-MuSE—a framework for Secure Multi-
Party Computation for MultiSets. Specifically, SMC-MuSe allows for asyn-
chronous communication and provides for a fully-automated key management.
Most importantly, SMC-MuSe addresses the challenge of properly implementing
assumptions that are typically underlying the theoretical solutions and protocols
in SMPC [28]. Figures 8 and 9 show some GUI components of the multi-party
scheduling application implemented on top of the framework.
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Testing Framework. An orthogonal component of our practical work is the
development of a suitable framework that allows for the efficient performance
testing of the various components of the library. While CaPTIF (Comprehensive
Performance TestIng Framework) was designed and implemented in the context
of our work on privacy-preserving reconciliation protocols, CaPTIF is a frame-
work that allows for the definition of test inputs, the scheduling and execution,
as well as the plotting, browsing and analysis of comprehensive performance
tests in arbitrary contexts. Figure 10 shows a screenshot of the framework’s web
interface. For more details refer to [19].

6 Conclusion and Future Work

The paper at hand provides some initial insights into a research project on
privacy-preserving reconciliation protocols. The results obtained so far and the
ongoing research agenda for this project include both theoretical and practi-
cal components. More details on this work can be found in our publications
[17,18,19,20,21,23,24,26,27,28,29,30,34] and on our project website [32].

Ongoing and future efforts for the project include the extension of the func-
tionality of the library as well as the frameworks CaPTIF and SMC-MuSe.
Also, we currently are pursuing other fields of application beyond scheduling,
voting, and auctions. On the theoretical side, the focus is on extending the
privacy-preserving interval operations and exploring game-theoretic approaches.
Furthermore, we are in the process of conducting user studies with the goal to
better understand and eventually provide for alternative notions of unbiasedness
to the ones used to date.
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abroad and experience the importance and benefits of extending their horizons
internationally.

As a PhD student, Ulrike visited Stevens Institute of Technology many times
to collaborate with Susanne. The work described in this paper was started during
one of the visits. It was motivated by Ulrike’s PhD work on secure roaming and
handover procedures in wireless access networks [22]. Specifically, the starting
point for this work was the fact that the decision on which mechanisms are
used to protect mobile communication is made by the network components and
forced onto the mobile device (and thus the user). We first explored whether it
was possible and, if so, how to recognize the preferences of both the network and
the user in determining the most suitable mechanism. Subsequently, this led to
considering privacy issues and extending the focus to other fields of application.
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Ulrike had finished her PhD. This was possible because we were always welcome
at Johannes’ institute.

However, foremost, this project follows in the footsteps of Johannes’ work in
providing not only for solid theoretical advances in the field but also translating
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include his contributions in algorithmic number theory and the development of
the LiDIA library as well as his advancing of public-key cryptography and the
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Abstract. In contrast to classical cryptography, the challenge of pri-
vacy in the context of databases is to find a trade-off between a security
guarantee and utility. Individuals in a database have to be protected
while preseving the usefullnes of the data. In this paper, we provide an
overview over the results in the field of database privacy with focus on
privacy notions. On the basis of these notions, we provide a framework
that allows for the definition meaningful guarantees based on the distri-
bution on privacy breaches and sesitive predicates. Interestingly, these
notions do not fulfill the privacy axioms defined by Kifer et al. in [1,2].

1 Introduction - What Is Privacy?

In classical cryptography, privacy is often used as a synonym for confidentiality.
For example a voting scheme that provides privacy for the voters [3,4] guar-
antees the confidentiality of single votes. A mix network that provides privacy
guarantees the confidentiality of the origin of a message [5].

Recently, privacy is also considered in the context of database disclosure.
Here, a database containing sensitive data has to be anonymized in order to
allow disclosure, for example to third parties that want to analyze the disclosed
database [6].

Consider an institution (e.g. the census bureau or a hospital organization)
wanting to disclose a database in order to allow for data mining. Since the privacy
of the individuals of the database has to be preserved, the database is anonymized
prior to disclosure (cf. Figure 1). In contrast to confidentiality, leakage of some
data is desired – even necessary [7] – while the privacy of individuals has to be
protected. An adversary should not be able to learn sensitive information given
the anonymized database. On the other hand it should still have utility in the
sense that the anonymized data is useful, e. g. for data mining. This trade-off
between utility and privacy is described by formal privacy notions.

Another application of privacy notions is secure database outsourcing. Here,
a client wants to outsource a database to a not necessarily trustworthy party.
This party should be able to execute queries on the database for the client while
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d anonymizer d′

Fig. 1. Privacy perserving database disclosure. An anonymizer transforms a database
d, and discloses the result d′.

learning as little as possible about the data [8,9]. Again, there is a trade off
between privacy and utility. But here, the utility is needed in order to support
efficient execution of queries.

In this paper, we present an overview of the developments in the field of
database privacy with a focus on privacy notions. Furthermore, we present a
framework for defining meaningful privacy notions. It extends the Pufferfish [10]
framework in a natural way and allows for explicitly modelling what predicates
the resulting notion should hide as well as how effective it should be. It introduces
privacy breaches of different magnitudes and asigns probabilities to each breach,
thereby enabling detailed and precise definitions of privacy notions. Based on
this definition classical notions such as (ε, δ)-differential privacy [11] can be de-
rived. We provide example notions as well as methods and argue that they are
incompatible with the privacy axioms defined in [2].

This paper is structured as follows: In Section 2, we present and discuss pre-
vious work. In Section 3 we present the framework. In Section 4, we provide
examples and discuss them in the context of the privacy axioms [1,2]. Section 5
concludes.

2 Previous Work

The first attempt to formally treat anonymity resulted in the concept of k-
anonymity by Samarati and Sweeney [12,6]. Their idea was to achieve anonymity
by letting each individual blend into a crowd of k individuals. Since this notion
has several shortcomings, it was iteratively improved to remove the inherent
problems, e.g. by Machanavajjhala et al. [13] in the form of l-diversity and by
Li et al. [14] in the form of t-closeness. A lot of variations and improvements
followed [15,16,17,18]. One main problem, however, was not solved: the combi-
nation of anonymized datasets can lead to a deanonymization of at least a part
of the database, as was shown by Ganta et al. [19]. Additionally, all of these
notions have another problem: they do not give a guarantee, but describe the
result of an process to achieve some form of anonymity. This problem does not
occur in [20], where it is guaranteed that the correlation between the secret value
and individuals in the database is hidden.

As it turns out, in general the actual goal should not be to achieve anonymity
in a crowd but rather to achieve privacy, i.e. the association of an individual
to a certain value or even the value itself has to be kept secret. In her seminal
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work Dwork [7] introduced the notion of Differential Privacy, which is the first
privacy notion defined with a cryptographic flavour. In contrast to previous work,
differential privacy gives a guarantee that for any two databases that differ in
a single entry the result of the anonymization process cannot be distinguished
except by a small factor ε. This can be achieved by adding noise from a Laplacian
distribution to the actual result. Here it is important to point out that the works
based on k-anonymity all expect a release of the complete sanitized database,
while differential privacy assumes a curator algorithm that answers queries about
the data without releasing a completely anonymized database. Many follow-up
works have been presented, see [21,22,23,24].

Differential privacy is the current gold standard in privacy research, although
there are some drawbacks. Kifer and Machanavajjhala [25] show that the def-
inition of differential privacy is too strict and thereby diminishes the utility of
the obtained data severly. The term utility in this context means the degree of
distortion of the actual result. The main reason for this is that only worst case
scenarios are considered and thus the amount of noise needed to achieve the de-
sired privacy is very large. Two different solutions were proposed to circumvent
this problem. One proposition is to use the noise that is implicit in the data such
that the utility is not reduced by the addition of noise. The other approach is to
weaken the definition such that a breach is not impossible, but unlikely.

Concerning the first approach, the assumption is made that an adversary does
not have the complete knowledge of a database except for a single entry. Instead,
it is assumed that the adversary’s knowledge has a given uncertainty which can
be described as a distribution on the attribute value [26,27]. From an adversary’s
point of view this means that the data has implicit noise. It was shown by Duan
[26] that this uncertainty can be enough to achieve differential privacy for sum
queries. Additionally, privacy measures similar to differential privacy based on
the implicit noise of the data were proposed [27]. Albeit, to maintain privacy
for several queries it is necessary that some fraction of the database is updated
between the queries, otherwise the adversary can learn the complete database
over time. The aforementioned work also incorporates the second idea, namely
a weakening of the privacy guarantee by allowing a privacy breach with small
probability.

One of the first relaxations of differential privacy was put forward by Dwork
et al. [21] and is called (ε, δ)-differential privacy, where δ signifies the proba-
bility that the factor between the two distributions is greater than ε. A lot of
notions [28,29,30,23,31,32] also seize the aforementioned idea, although in some-
what different contexts. Before the upcoming of differential privacy Chaudhuri
and Mishra [29] use an (ε,δ)-notion of privacy, where they show that a random
subset of a database can be released privately if no values with low occurence
are in this subset. The work by Blum et al. [31,32] is based on a concept that has
proven to be of increasing interest. The knowledge of the adversary is depicted
as a distribution of possible databases which is a generalization of uncertainty of
database entries. They release information for a class of queries where the utility
of the information has only been reduced by a (fixed) small amount. This concept
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was taken a step further by the recent results of Kifer and Machanavajjhala [33],
who introduced the Pufferfish framework. Instead of a strict and static guaran-
tee, they allow to specify certain predicates for which the privacy is enforced.
This was already previously used by Blum et al. [28], where a priori and a poste-
riori beliefs over binary predicates were considered, and by Evfimievski et al. [30]
for the case where a change in the probability of a predicate indicates a privacy
breach. The idea of [33] is to specify two mutually exclusive predicates: one that
describes the value to be hidden, the other serves as an indistinguishable value.
It is e. g. possible to choose the predicates value x is in the database and value
x is not in the database. With apropriate predicates, Differential privacy can be
modeled as a special case of this framework. Based on these results, Kifer et
al. extract a set of axioms for privacy notions [1,2] which should be fulfilled by
any anonymity notion. They define a privacy definition as a set of randomized
algorithms. The first axiom says that any privacy definition must be invariant
to transformations, i. e. the application of an arbitrary algorithm to the result
does not affect the privacy of the result. The second axiom says that any two
algorithms that satisfy a privacy definition can be applied interchangeably while
still satisfying the privacy definition. Based on these axioms a mathematical
analysis is possible, such that semantic guarantees of a privacy definition can be
made explicit [10].

In the following we will show that these axioms can be questioned to be essen-
tial for all anonymity notions, because there exist natural notions of anonymity
that contradict these axioms. Additionally, by weakening the Pufferfish defini-
tion to an (ε, δ)-notion we derive a notion that maintains a high utility, because
the implicit noise of the data makes an addition of noise unnecessary in most
cases. This new notion might enable additional methods to achieve privacy, like
subset sampling, which were not possible before.

3 Notions Based on Distributions of Privacy Breaches

In this section, we present a way to define privacy notions by explicitly declar-
ing the sensitive predicates it should hide, and its effectivity. This framework
extends the Pufferfish [10] framework. Notions in this framework are defined by
a probability distribution of breaches. A breach is the change of the probability
of a sensitive predicate given the release. As in similar frameworks, we model
the background knowledge of the adversary as a probability distribution over
possible datasets.

As mentioned above, we define sensitive predicates that an adversary should
not learn. This means that, given the anonymized database, the belief of the ad-
versary about the predicates should not change by much. We argue that in order
to allow for methods that provide good utility, we need notions that allow to fail
with a small probability. Previous notions based on this concept only considered
the worst case, which made for large amounts of noise. In the following, we
describe the notation the framework uses and provide definitions. An overview
over the notation is depicted in Figure 2. Figure 3 depicts an overview of how
the elements of the framework interact.
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U Universe of all possible datasets
X Set of possible distributions X of U
E Mechanism E : U → D that generates a databaset d from a datase u ∈ U
L Set of sensitive predicates, l ∈ L, l : U → true, false, l not a constant
F Anonymization mechanism, F : D → D
A the adversary

Fig. 2. Notation used by the framework

U u d d′

Pr[l] Pr[l|s]

A
↓
X E F

X s ← A

= ?

Fig. 3. The notion in a nutshell. A dataset u is drawn from the universe of all possible
datasets U according to a distribution X. A mechanism E allows for transformation
of the dataset prior to anonymization. The mechanism F anonymizes the resulting
database. Given the anonymited database d′, the adversary A has to guess a sensitive
predicate l.

The set of all possible datasets is called the Universe U . It is distributed ac-
cording to a distribution X . Please note, that an element of U may describe more
than one individual since it is possible that the probabilities of two individuals
occuring in the same dataset are not independet of each other. An example for
U is the power set of all possible residents of a city. The distribution X models
the background knowledge of the adversary. The set of possible distributions
X allows to limit the background knowledge of the adversary. For example an
adversary may know a number of individuals that unlikely live in the city U
describes. She also may know that for example for a survey, a reporter selects a
number of residents close to 1000. This makes some elements of U more probable
to be selected that others.

The database d that is to be anonymized is generated from a dataset u ∈ U
with a mechanism E known to the adversary. If E involes probabilistic processes,
the random coins used are unknown to the adversary. This introduces entropy
into the database in a natural way. An example for E that involves a probabilistic
process is randomized response [34]. The reporter may use this technique in
order to get more honest answers. Another reason to introduce this selection
mechanism E into the framework are the sensible predicates. We want to be
able to define predicates about individuals that are not in the database d. The
predicates, however, have to have a basic set even if they are not defined on d.
Therefore, we define predicates on U and introduce a mechanism that generates
the database d from a u ∈ U .
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As mentioned above, we introduce a set of sensitive predicates L. With a
predicate l ∈ L, l : U → {true, false}, we can model sensitive information the
adversary should not be able to learn given the anonymized database. We require
for every l ∈ L, that the probability of l(u) = true for a u ∈ U drawn according
to X is between 0 and 1. Examples for such predicates are ”individual a is in
the dataset” or ”individual b will vote republican”. It is pointless to define a
sensitive predicate that is true (or false) for every possible u ∈ U .

The anonymization mechanism F anonymizes the database d. This anony-
mized database d′ is disclosed. This may either be an anonymized database
(offline privacy preserving database disclosure), for example an anonymized vot-
ing database, or an anonymized result to a query (online privacy preserving
database disclosure), for example perturbed voting statistics. Depending on the
distribution X , the mechanisms E and F and the anonymized database d′, sev-
eral datasets ui ∈ U with d′ = F (E(ui)) are possible.

In order to provide privacy for a sensitive predicate l, the probability of l
being true and the probability of l being true given the realease of d′ should not
differ too much. Formally, the first part of this can be defined as the following
game:

Definition 1. Let U be the universe of possible datasets, L be a set of sensitive
predicates defined on U , and X a set of distributions of U . We define the exper-
iment PrivA as follows:

PrivA(U,L,X ):
A ← U,L
X ← A, X ∈ X
u← X
d← E(u)
l, s← AF (d), l ∈ L

In this game, the adversary A gets the universe of all possible datasets and a set
of sensitive predicates. Then, she may choose a distribution X for U . According
to X , a dataset u is drawn. This dataset is transformed by the mechanism E to
the actual database d. Then, the adversary A gets oracle acces to F (d) and has
to output a sensitive predicate l and a string s. The string s can for example be
a transcript of the interaction of A and F (d)

If the probability of a sensitive predicate l being true differs from the proba-
bility of l being true given s, we say there is a breach. Instead of Pr[l = true]
we write Pr[l].

Definition 2. For a given universe of datasets U with distribution X, a sensi-
tive predicate l and a string s, a breach b is defiend as

b = |Pr[l|s]− Pr[l]
Pr[l]

|

With these two definitions, we can define the probability of a breach. Since the
Privacy-Game involves probabilistic processes, we can consider probabilities for
specific breaches:
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Definition 3. For a given universe of datasets U with distribution X, a set of
sensitive predicates L, two mechanisms E and F , and a string s the probability
of a specific breach b is called probability of breach b and defined as

Pr[b =
Pr[l|s]− Pr[l]

Pr[l]
]

For example a breach of 1 may have probability 0, while a breach of ε may have
a probability of 1. An anonymization mechanism and therefore its anonymity
notion may also have different breaches with different probabilities. This depends
on the one hand on the number of sensitive predicates and the distribution X ,
and on the other hand on the probabilistic processes involved in the mechanis
E and as well in the anonymization mechanism F . Ideally, all breaches greater
than 0 have probability 0. This, however, may not always be the case. Consider
for example Figure 4. There are three breaches with a probability > 0. With
probability 0.25 there is a breach of 0.5; with probability 0.5 a breach of 0.5
and with probabiliy 0.25 a breach of 1. An anonymization mechanism may for
example be well suited for a specific predicate l, but not very well for another
predicate l′. Consequently, an anonymity notion can be defined as follows:

Definition 4. For a given universe of possible datasets U , an anonymity notion
is a tuple (L, p,X ), where L is a set of sensitive predicates, p : [0, 1] → [0, 1],
and X is a set of distributions X. Each distribution models possible background
knowledge an adversary can have. An anonymization mechanism F fulfills a
privacy notion (L, p,X ) with respect to a mechanism E iff for all strings s and
all distributions X that can be generated by an adversary A in the experiment
in Definition 1 the the breach probability distribution of the mechanism F is
dominated by p.

Breach

Probability

1

1

Fig. 4. Example for a probability distribution of breaches B (dots) and a dominating
function p (dashed line)
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Breach

Σ Probability

1

1ε

1− δ

Fig. 5. Cumulative distribution of the distribution in Figure 4. The probability of a
breach equal or less than ε is 1− δ.

For two anonymity notions A = (L, p,X ) and B = (L′, p′,X ′) we say that notion
B is stronger than A (A ⊆ B) iff L ⊆ L′, p′ ≤ p, and X ⊆ X ′.

In order to get more classical anonymity notions such as (ε, δ)-differential
privacy we can consider the cumulative distribution of the breach probability
distribution B, as seen in Figure 5 for the distribution of Figure 4. With such
a cumulative distribution, we can easily give guarantees that with probability
p = 1− δ all breaches are equal or less than ε. Depending on the sensitive predi-
cates the breach is based on, this translates to notions such as (ε′, δ)-differential
privacy.

Introducing the thresholds ε and δ also enables us to compare different privacy
notions. Let for two privacy notions, N = (P,B) and N ′ = (P ′, B′), the sensitive
predicates P ′ of N ′ be also senstive predicates of N (P ′ ⊆ P ), and for both
notions, the probability that all breaches be below a threshold ε is 1 − δ. Then
we can say that for this δ, the notion N is stronger than the notion N ′.

Such notions allow for methods that leak sensitive information with a small
probability δ. We deem such notions necessary. Consider for example a notion
that only leaks one bit to the adversay. Since we do not know the background
knowledge of the adversary, we have to consider all possible distributions X of
the universe U . Given the bit that leaks, the adversary can partion U into two
partitions and choose a distribution X as follows: A single database d1 in par-
tion 1 has probability 0.5 as well as database d2 in partition 2. The remaining
databases have probability 0. Since the adversary partitioned U given the single
bit that leaks, she can determine if the original database to a given anonymiza-
tion is from partition 1 or partition 2. Since in each partition only one database
is possible, she can determine the correct original database. Therefore, the pri-
vacy notion fails. A more formal proof can be found in [25]. This shows that there
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are distributions for which a notion cannot hold and notions need to account
for such cases. Therefore, we need to allow privacy notions to fail with a low
probability.

4 Examples

In this sections, we will provide and discuss example instanciations of our frame-
work. We will show, that the framework allows for meaningful notions that are
not compatible to the privacy axioms postulated by Kifer and Lin [2,1]. Addi-
tionaly, we show that the framework allows to describe the privacy of aggre-
gates such as average and that (ε, δ)-differential privacy can be modeld in the
framework.

(ε, δ)-Privacy and the Privacy Axoims
Kifer and Lin [2,1] presented two axioms which they deem are essential for every
privacy definition. They aim to achieve a consistent basis that allows a more
stringent mathematical evaluation of privacy notions. These axioms are known
to hold for differential privacy [7] and some notions of similar structure like the
Pufferfish framework [33].

Axiom 1. (Transformation Invariance). Let M be a privacy mechanism for a
particular privacy definition and let A be a randomized algorithm whose input
space contains the output space of M and whose randomness is independent of
both the data and the randomness in M. Then M′ ≡ A ◦ M must also be a
privacy mechanism satisfying the privacy definition.

This axiom states that any computation on the sanitized data should not
compromise the privacy, but even stronger the privacy definition must still hold,
i. e. the combined algorithms satisfy the same definition.

Axiom 2. (Convexity). Let M1 and M2 be privacy mechanisms that satisfy a
particular privacy definition (and such that the randomness in M1 is indepen-
dent of the randomness in M2). For any p ∈ {0, 1}, let Mp be a randomized
algorithm that on input i outputs M1(i) with probability p (independent of the
data and the randomness in M1 and M2) and outputs M2(i) with probability
1− p. Then Mp is a privacy mechanism that satisfies the privacy definition.

The second axiom says that two mechanisms for a privacy definition are sup-
posed to be interchangeable and the fact which algorithm was used cannot be
guessed.

In the following we will provide two examples of meaningful privacy definitions
that contradict the above mentioned axioms. For the first axiom, the transfor-
mation algorithm A can change the parameters of an (ε, δ)-notion in such a way
that it is not comparable to the original notion. Suppose an intelligence service
M has a release mechanism that tells the truth to a query half of the time,
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while answering “no comment” the rest of the time. Further assume a politician
A has to relay the information to a reporter, but does not want to give fishy
answers. So instead of the “no comment” the politician answers these queries
randomly. While this second mechanism always leaks some information, it also
gives the politician the possibility to deny some of his statements. Lets formalize
this example considering binary predicates.

Pr[M(b) = b] = Pr[M(b) = ⊥] = 0.5, A(M(b)) =

{
b M(b) = b

rand{0, 1} M(b) = ⊥

Breach

Probability

1

1

(a)

Breach

Probability

1

1

(b)

Fig. 6. (a) Breach distribution for the Mechanism M of the first example. With proba-
bility 0.5, there is a breach of 0 and with the same probability there is a breach of 1. (b)
Breach distribution for the Mechanism A ◦M of the first example. With probability
1, there is a breach of 0.75. The dominating function of M in (a) does not dominate
the breach distribution of A ◦M.

After application of M it holds that Pr[bin = 0 | bout = 0] = 1 and Pr[bin =
1 | bout = 0] = 0, i. e. with probability δ = 0.5 the breach is 1 if we consider
the release of the true value to be a security breach. The second mechanism A
changes these probabilities: it holds that Pr[bin = 0 | bout = 0] = 0.75, while the
probability that this information is released is 1, i. e. δ = 1. Thus the sever-
ity of the breach is smaller, while the probability of an occurence is increased.
Obviously, after application of A the security definition of the first algorithm is
not met anymore (cf. Figure 6). Still, as described in the example above, this
definition is meaningful.

Now consider the following scenario. Mechanism M1 hides a predicate with
high probability v, say v = 0.99. Another mechanism that also hides the predi-
cate (perfectly) is a mechanism M2 that returns r ∈ {0, 1} uniformly at
random. Seperately, both mechanisms satisfy the privacy definition that the
predicate has to be hidden with probability greater than 98 percent. If we com-
bine them as required per axiom 2 suddenly the random values are correlated to
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the real predicate, thus decreasing the probability that the predicate is hidden
to p · (1 − v) + (1 − p) ∗ 0.5. This does not hide the predicate with probability
greater 0.98 for any p. To summarize our results, there are meaningfull privacy
guarantees that do not fulfill the privacy axioms mentioned above.

Averages
Publishing the average of for example salaries intuitively preservers the privacy of
individuals if the uncertainty of the adversary is high enough. If a privacy notion,
however, does not allow for high breaches with a small probability, averaging
can not be considered to be a privacy preserving mechanism. In the following
example, we consider that every salary in the range from 1 to 3 and has identical
independent probability of p = 1

3 . Assuming our company employs 3 individuals,
every database has a probability of (13 )

3. We consider the salary of employee A
sensitive, but want to publish the average salary. There are 27 databases and 7
different possible average salaries. The table in Figure 7 shows the probabilities
of each average salary, and the breach induced by its publication.

Publishing an average salary of 2 for example results in a breach of 6
21 . Pub-

lishing an average salary of 1 results in fully disclosing the salary of A. In this
example, publishing the average is a mechanism, that fulfills privacy with ε = 2

3
and δ = 6

27 . Figure 8 depicts the breach distribution and the cumulative breach
distribution as well as ε and δ for this example. This is a very simple example
and larger databases with a bias to an average salary different to the expected
value are even less probable. This will result in a smaller ε and δ. Consequently,
high breaches are even less probable in larger examples.

Differential Privacy
As the Pufferfish framework, our framework is also able to model differential
privacy, even (ε, δ)-differential privacy. In the following, we present an outline
of a proof.

Lemma 1. Set the universe U to the set of all possible databases of a given do-
main, the mechanism E to the identity function, and the set of allowed

average salary probability breach

1 1
27

2
4
3

3
27

1
5
3

6
27

14
21

2 7
27

6
21

7
3

6
27

14
21

8
3

3
27

1

3 1
27

2

Fig. 7. Average salaries and their probabilities in the averaging mechanism example.
Figure 8 depicts the breach distribution and the cumulative breach distribution.
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1− δ1− δ

Breach

Probability

3
27

3
27

1

1 2

(a)

Breach

Probability

3
27

3
27

1

1 2ε

1− δ

(b)

Fig. 8. Breach distribution (a) and cumulative breach distribution (b) for the averaging
mechanism example. Even in this small example, the thresholds δ and ε are relatively
small.

distributions X to all distributions X with the following property: There are
database d1 and d2 with probability 1

2 , with d1Δd2 = 1. All other databases have
probability 0. If the set of sensitive predicates L contains all predicates of the
form ”Individual i is in the database d” for all Individuals i, then, a mechanism
F that fulfills ( 1

eε−1 , δ)-privacy fulfills (ε, δ)-differential privacy.

Proof outline:
With probability 1− δ, for all breaches b holds:

b =
Pr[l|F (d)] − Pr[l]

Pr[l]
≤ 1

eε − 1

After applicaton of the bayes rule, this is equal to:

Pr[F (d)|l] ≤ eε

eε − 1
Pr[F (d)]
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⇔ Pr[F (d)|l] ≤ eε

eε − 1
(Pr[F (d)|l] + Pr[F (d)|¬l])

⇔ Pr[F (d)|l] ≤ eεPr[F (d)|¬l]

⇔ Pr[F (d1) = x] ≤ eεPr[F (d2) = x]

Since the last equation holds with probability 1− δ for all l and d1, d2, it implies
(ε, δ)-differential privacy.

5 Conclusion and Outlook

In this paper, we presented an overview of the development in the field of
database privacy and a framework that allows for modeling privacy notions
based on allowed breaches for sensitive predicates. This framework allows for
notions that fail with a small probability δ.

Furthermore, we provided meningfull examples and argued, that this frame-
work allows more general notions than allowed by the privacy axioms of Kifer
and Lin [2,1]. We showed that this framework allows to describe the privacy
of aggregates such as average. Additionally, we showed that (ε, δ)-differential
privacy can be modeled in the framework.

For future work, we want to also consider infeasibility and computational as-
sumptions. This will enable methods like subset sampling or computing averages
to be used as an anonymization mechanism without the addition of noise. This
also will allow to use privacy notions defined in this framework to be used for
secure database outsourcing, where encryption is used as a way to hide sensitive
data.
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Abstract. A key-encapsulation mechanism (KEM) is a cryptographic
primitive that allows anyone in possession of some party’s public key
to securely transmit a key to that party. A KEM can be viewed as a
key-exchange protocol in which only a single message is transmitted; the
main application is in combination with symmetric encryption to achieve
public-key encryption of messages of arbitrary length.

The security of KEMs is usually defined in terms of a certain game
that no efficient adversary can win with non-negligible advantage. A
main drawback of game-based definitions is that they often do not have
clear semantics, and that the security of each higher-level protocol that
makes use of KEMs needs to be proved by showing a tailor-made security
reduction from breaking the security of the KEM to breaking the security
of the combined protocol.

We propose a novel approach to the security and applications of
KEMs, following the constructive cryptography paradigm by Maurer and
Renner (ICS 2011). The goal of a KEM is to construct a resource that
models a shared key available to the honest parties. This resource can
be used in designing and proving higher-level protocols; the composition
theorem guarantees the security of the combined protocol without the
need for a specific reduction.

1 Introduction

Key establishment is a cryptographic primitive that allows two parties to obtain
a shared secret key, which can subsequently be used in cryptographic mech-
anisms such as encryption schemes or message authentication codes (MACs).
The most important application of key-establishment protocols is in the setup
phases of protocols for secure communication, such as TLS or IPSec, but, further-
more, their unidirectional variant—key-encapsulation mechanisms (KEMs)—are
an important building block in most practical public-key encryption schemes.

This paper is dedicated to Johannes Buchmann on the occasion of his 60th

birthday. The topic of the paper, the key-establishment problem, a fundamen-
tal problem in cryptography, is one of the areas to which he has contributed
significantly (e.g., [3–5, 21]).

In this paper, we focus on the particular case where keys are established using
KEMs and only unidirectional communication. We build on [8], where public-key
encryption is treated in constructive cryptography, and some parts of this work
are taken from that paper.
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1.1 Security Notions for Key-Encapsulation Mechanisms

An important question for the application of KEMs is which level of KEM secu-
rity is required in order for a higher-level protocol that makes use of a KEM to
be secure. To define KEM security, game-based security notions for public-key
encryption have been adapted to work with KEMs. A game-based definition is
usually characterized by a security property that is to be maintained in the pres-
ence of an adversary launching a certain attack against the scheme in question.
Both security property and attack are encoded only implicitly into the security
game. As a consequence, the traditional answer to the above question is that for
each protocol one needs to identify the appropriate security notion and provide
a reduction proof to show that a KEM satisfying this notion yields a secure
protocol.

An alternative approach is to capture the semantics of a security notion by
characterizing directly what it achieves, making explicit in which applications
it can be used securely. The constructive cryptography framework [15, 16] was
proposed with this general goal in mind. Resources such as different types of
communication channels and keys are modeled explicitly, and the goal of a cryp-
tographic protocol or scheme π is to construct a stronger or more useful resource

S from an assumed resource R, denoted as R
π

==⇒ S. Two such construction
steps can then be composed, i.e., if we additionally consider a protocol ψ that
assumes the resource S and constructs a resource T , the composition theorem
states that

R
π

==⇒ S ∧ S
ψ

==⇒ T =⇒ R
ψ◦π
==⇒ T,

where ψ ◦ π denotes the composed protocol.
Following the constructive paradigm, a protocol is built in a modular fashion

from isolated construction steps. A security proof guarantees the soundness of
one such step, and each proof is independent of the remaining steps. The compo-
sition theorem then guarantees that several such steps can be composed. While
the general approach to protocol design based on reduction proofs is in principle
sound, it is substantially more complex, more error-prone, and not suitable for
re-use.

In this spirit, we treat the use of KEMs as such a construction step. We
show how one can construct, using KEMs, shared keys from authenticated and
insecure channels.

1.2 Constructing Keys Using KEMs

From the perspective of constructive cryptography [15, 16], the purpose of a
KEM is to construct a shared key from non-confidential communication, which
is modeled as channels. Channels and keys are resources that involve a sender,
a receiver, and—to model different levels of security—an attacker. The secu-
rity properties of a particular resource are captured by the capabilities available



228 S. Coretti, U. Maurer, and B. Tackmann

to the attacker. In the case of a channel they might, e.g., include reading or
modifying the messages in transmission.

The parties access resources through the interfaces they provide; these are
specific to each party. For example, the sender’s interface of a channel allows
to input messages, and the receiver’s interface allows to receive them. We refer
to the interfaces by labels A, B, and E, where A and B are the sender’s and
the receiver’s interfaces, respectively, and E is the adversary’s interface. In this
work, we consider two types of channels and two types of keys:1

– An insecure channel, denoted − →→ , allows the adversary to read, deliver,
and to delete all messages input at A, as well as to inject her own messages.

– An authenticated channel, denoted •−)→→ , still allows to read all messages,
but the adversary is limited to forwarding or deleting messages input at
interface A.

– A unilateral key, denoted =)=•, allows A to request keys. The adversary at
interface E may choose to deliver or delete keys requested at interface A to
B or to inject her own keys.

– A bilateral key, denoted •=)=•, also allows A to request keys, but the
adversary may not inject any keys.

In the straightforward application of a KEM, the receiver initially generates a
key pair and transmits the public key to the sender. The sender needs to obtain
the correct public key, which corresponds to assuming that the channel from B
to A is authenticated (←−•2). The sender, using the public key, generates a key
and corresponding ciphertext, which he sends to the receiver over a channel that
could either be authenticated or completely insecure.

The type of key that is constructed depends on the type of assumed channel
used to transmit the ciphertext to the receiver: We show that if the assumed
channel is authenticated (•−)→→ ) and the KEM scheme is ind-cpa-secure, the
constructed key is bilateral (•=)=•). If the assumed channel is insecure (− →→ )
and the PKE scheme is ind-cca-secure, the constructed key is unilateral (=)=•).

Using the above notation, for protocols π and π′ based on ind-cpa and ind-cca
KEMs, respectively, these constructions can be written as

[←−•, •−)→→ ]
π

==⇒ •=)=•

and

[←−•,− →→ ]
π′

==⇒ =)=•,

where the bracket notation means that both resources in the brackets are
available.

1 The notation is taken from [18]: The “•” in the notation signifies that the capabilities
at the marked interface, i.e., sending or receiving, are exclusive to the respective
party. If the “•” is missing, the adversary also has these capabilities. The �-symbol
is explained in Section 2.4.

2 The simple arrow indicates that ←−• is a single-use channel, i.e., only one message
can be transmitted.
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The notion of constructing the bilateral or unilateral keys from the two as-
sumed non-confidential channels is made precise in a simulation-based sense
[15, 16], where the simulator can be interpreted as translating all attacks on the
protocol into attacks on the constructed (ideal) key. As the constructed key is
secure by definition, there are no attacks on the protocol.

The composability of the construction notion then means that the constructed
key can again be used as an assumed resource (possibly along with additional
assumed or constructed resources) in other protocols. For instance, if a higher-
level protocol uses a unilateral key in symmetric encryption to confidentially
transmit a message, then the proof of this protocol is based on the “idealized”
unilateral key and does not (need to) include a reduction to the security of
the KEM. In the same spirit, the authenticated channel from B to A could be
a physically authenticated channel, but it could also be constructed by using,
for instance, a digital signature scheme to authenticate the transmission of the
public key (which is done by certificates in practice).

1.3 Related Work

Game-Based Security. The notion of KEMs was introduced by Cramer and
Shoup [9, 22], when they proposed an ISO standard for public-key encryption
(PKE). They adapted the standard security notions for PKE schemes to work
with KEMs. Today’s standard security notions for PKE are indistinguishability
under chosen-plaintext attack (ind-cpa) and (the stronger) indistinguishability
under chosen-ciphertext attack (ind-cca). Bellare et al. [2] compare them to var-
ious other PKE security notions. Herranz et al. [12] analyze the security of PKE
schemes obtained from KEMs in conjunction with symmetric encryption schemes
with various security levels.

Real-World/Ideal-World Security. The idea of defining protocol security with
respect to an ideal execution was first proposed by Goldreich et al. [10]; the
concept of a simulator can be traced back to the seminal work by Goldwasser
et al. [11] on zero-knowledge proofs. Canetti [6] introduced the universal com-
posability framework (UC), which allows the formalization of arbitrary func-
tionalities to be realized by cryptographic protocols. The framework is designed
from a bottom-up perspective (starting from a selected machine model), whereas
we follow the top-down approach of [16], which leads to simpler, more abstract
definitions and statements. Nagao et al. [20] give a treatment of KEMs in the
UC framework. They show that combining a cca-secure KEM with cca-secure
symmetric encryption realizes an “ideal KEM” functionality, which can be used
to implement the secure channel functionality of [7].

The constructive cryptography paradigm has been introduced by Maurer and
Renner [15, 16]. Several primitives have been modeled and analyzed following this
paradigm, including symmetric encryption [17] and public-key encryption [8].
Similarly to this work, both papers model the primitives as constructions and
compare the resulting security definitions to (game-based) notions from the lit-
erature. The unilateral key resource we use here is described in [19], where it is
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shown to be achievable by an interactive protocol based on (signatures and) a
cpa-secure KEM.

2 Preliminaries

2.1 Systems: Resources, Converters, Distinguishers, and Reductions

Resources and converters are modeled as systems. At the highest level of ab-
straction (following the hierarchy in [16]), systems are objects with interfaces
by which they connect to (interfaces of) other systems; each interface is labeled
with an element of a label set and connects to only a single other interface.
This concept, which we refer to as abstract systems, captures the topological
structures that result when multiple systems are connected in this manner.

The abstract systems concept, however, does not model the behavior of sys-
tems, i.e., how the systems interact via their interfaces. Consequently, statements
about cryptographic protocols are statements at the next (lower) abstraction
level. In this work, we describe all systems in terms of (probabilistic) discrete
systems, which we explain in Section 2.2.

Resources and Converters. Resources in this work are systems with three inter-
faces labeled by A, B, and E. A protocol is modeled as a pair of two so-called
converters (one for each honest party), which are directed in that they have an
inside and an outside interface, denoted by in and out, respectively. As a nota-
tional convention, we generally use upper-case, bold-face letters (e.g., R, S) or
channel symbols (e.g., •−)→→ ) to denote resources and lower-case Greek letters
(e.g., α, β) or sans-serif fonts (e.g., snd, rcv) for converters. We denote by Φ the
set of all resources and by Σ the set of all converters.

The topology of a composite system is described using a term algebra, where
each expression starts from one (or more) resources on the right-hand side and is
subsequently extended with further terms on the left-hand side. An expression
is interpreted in the way that all interfaces of the system it describes can be
connected to interfaces of systems which are appended on the left. For instance,
for a single resource R ∈ Φ, all its interfaces A, B, and E are accessible.

For I ∈ {A,B,E}, a resource R ∈ Φ, and a converter α ∈ Σ, the expression
αIR denotes the composite system obtained by connecting the inside interface
of α to interface I of R; the outside interface of α becomes the I-interface of the
composite system. The system αIR is again a resource (cf. Figure 1 on page 235).

For two resources R and S, [R,S] denotes the parallel composition of R and
S. For each I ∈ {A,B,E}, the I-interfaces of R and S are merged and become
the sub-interfaces of the I-interface of [R,S], which we denote by I.1 and I.2.
A converter α that connects to the I-interface of [R,S] has two inside sub-
interfaces, denoted by in.1 and in.2, where the first one connects to I.1 of R
and the second one connects to I.2 of S.

Any two converters α and β can be composed sequentially by connecting the
inside interface of β to the outside interface of α, written β ◦ α, with the effect
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that (β ◦ α)IR = βIαIR. Moreover, converters can also be taken in parallel,
denoted by [α, β], with the effect that [α, β]I [R,S] = [αIR, βIS].

We assume the existence of an identity converter id ∈ Σ with idIR = R for all
resources R ∈ Φ and interfaces I ∈ {A,B,E} and of a special converter ⊥ ∈ Σ
with an inactive outside interface.

Distinguishers. A distinguisher is a special type of system D that connects to all
interfaces of a resource U and outputs a single bit at the end of its interaction
with U. In the term algebra, this appears as the expression DU, which defines
a binary random variable. The distinguishing advantage of a distinguisher D on
two systems U and V is defined as

ΔD(U,V) := |P[DU = 1]− P[DV = 1]|.

The advantage of a class D of distinguishers is defined as

ΔD(U,V) := sup
D∈D

ΔD(U,V).

The distinguishing advantage measures how much the output distribution of D
differs when it is connected to either U or V. There is an equivalence notion
on systems (which is defined on the discrete systems level), denoted by U ≡ V,
which implies that ΔD(U,V) = 0 for all distinguishers D. The distinguish-
ing advantage satisfies the triangle inequality, i.e., ΔD(U,W) ≤ ΔD(U,V) +
ΔD(V,W) for all resources U, V, and W and distinguishers D.

Games. We capture games defining security properties as distinguishing prob-
lems in which an adversary A tries to distinguish between two game systems G0

and G1. Game systems (or simply games) are single-interface systems, which
appear, similarly to resources, on the right-hand side of the expressions in the
term algebra. The adversary is similar to a distinguisher, except that it connects
to a game instead of a resource.

Reductions. When relating two distinguishing problems, it is convenient to use a
special type of system C that translates one setting into the other. Formally, C
is a converter that has an inside and an outside interface. When it is connected
to a system S, which is denoted by CS, the inside interface of C connects to the
(merged) interface(s) of S and the outside interface of C is the interface of the
composed system. C is called a reduction system (or simply reduction).

To reduce distinguishing two systems S,T to distinguishing two systemsU,V,
one exhibits a reduction C such that CS ≡ U and CT ≡ V.3 Then, for all
distinguishers D, we have ΔD(U,V) = ΔD(CS,CT) = ΔDC(S,T). The last
equality follows from the fact that C can also be thought of as being part of the
distinguisher.

3 For instance, we consider reductions from distinguishing game systems to distinguish-
ing resources. Then, C connects to a game on the inside and provides interfaces A,
B, and E on the outside.
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2.2 Discrete Systems

Protocols that communicate by passing messages and the respective resources are
described as (probabilistic) discrete systems. Their behavior can be formalized by
random systems as in [14], i.e., as families of conditional probability distributions
of the outputs (as random variables) given all previous inputs and outputs of
the system. For systems with multiple interfaces, the interface to which an input
or output is associated is explicitly specified as part of the input or output. For
the restricted (but here sufficient) class of systems that for each input provide
(at most) a single output, an execution of a collection of systems is defined as
the consecutive evaluation of the respective random systems (this is similar to
the models in [6, 13]).

2.3 The Notion of Construction

Recall that we consider resources with interfaces A, B, and E, where A and
B are interfaces of honest parties and E is the interface of the adversary. We
formalize the security of protocols via the following notion of construction (which
is a special case of the abstraction notion from [16]):

Definition 1. Let Φ and Σ be as in Section 2.1. A protocol π = (π1, π2) ∈ Σ2

constructs resource S ∈ Φ from resource R ∈ Φ within ε and with respect to
distinguisher class D, denoted

R
(π,ε)
==⇒ S,

if {
ΔD(πA1 π

B
2 ⊥ER,⊥ES) ≤ ε (availability)

∃σ ∈ Σ : ΔD(πA1 π
B
2 R, σES) ≤ ε (security).

The availability condition captures that a protocol must correctly implement
the functionality of the constructed resource in the absence of the adversary. The
security condition models the requirement that everything the adversary can
achieve in the real-world system (i.e., the assumed resource with the protocol)
he can also accomplish in the ideal-world system (i.e., the constructed resource
with the simulator). More details can be found in [15].

An important property of Definition 1 is its composability. Intuitively, if a
resource S is used in the construction of a larger system, then the composability
implies that S can be replaced by a construction πA1 π

B
2 R without affecting the

security of the composed system. Security and availability are preserved under
composition. More formally, if for some resources R, S, and T and protocols π
and φ,

R
(π,ε)
==⇒ S and S

(φ,ε′)
==⇒ T,

then

R
(φ◦π,ε+ε′)
==⇒ T,



A Constructive Perspective on Key Encapsulation 233

as well as

[R,U]
([π,id],ε)
==⇒ [S,U] and [U,R]

([id,π],ε)
==⇒ [U,S]

for any resource U. More details can be found in [15].

2.4 Important Resources

In this work, we consider two types of resources: channels and keys. Both types
initially expect a special cheating bit b ∈ {0, 1} at interface E, indicating whether
the adversary is present and intends to interfere with the transmission of the
messages. The special converter ⊥ (cf. Section 2.1) always sets b = 0, in which
case all messages/keys input at the sender’s interface are delivered immediately
to the receiver. For simplicity, we will assume that whenever ⊥ is not present,
all cheating bits are set to 1.

An authenticated channel from A to B with message space M is a resource
•−)→→ with interfaces A, B, and E and behaves as follows: When the ith message
m ∈ M is input at interface A, it is recorded as (i,m) and (msg, i,m) is output
at interface E. When (dlv, i′) is input at interface E, if (i′,m′) has been recorded,
m′ is delivered at interface B. An insecure channel − →→ behaves as •−)→→ , but,
additionally, when (inj,m′) is input at interface E, m′ is output at interface B.

A bilateral key between A and B with key space K is a resource •=)=• with
interfaces A, B, and E and behaves as follows: When req is input for the ith time
at interface A, a key k ←R K is chosen uniformly at random and is recorded as
(i, k). Then, k is output at interface A and (key, i) at interface E. When (dlv, i′)
is input at interface E, if (i′, k′) has been recorded, k′ is output at interface B.
A unilateral key =)=• behaves as •=)=•, but, additionally, when (inj, k′) is input
at interface E, k′ is output at interface B.4

For R ∈ {− →→ , •−)→→ ,=)=•, •=)=•}, denote by
n

R the resource that processes

only the first n queries at A and E (e.g.,
n

•−)→→ only processes the first nmessages
input at A and the first n queries at E).

2.5 Key-Encapsulation Mechanisms

A key-encapsulation mechanism (KEM) with key space K is a triple of algorithms
Π = (K,E,D). The key generation algorithm K outputs a key pair (pk, sk) ←
K, the (probabilistic) encryption algorithm takes a public key pk and outputs
a pair (k, c) ← Epk, where k ∈ K and c is the corresponding ciphertext, and
the decryption algorithm takes a secret key sk and a ciphertext c and outputs
k′ ← Dsk(c

′), where k′ = ) indicates an invalid ciphertext.
A KEM is correct if for (k, c) ← Epk, Dsk(c) = k (with probability 1 over

the randomness of E) for all key pairs (pk, sk) generated by K. For security

4 Note that neither the channels nor the keys prevent the adversary from reordering
or replaying messages/keys sent by A. The �-symbol suggests the “internal buffer”
in which a channel/key stores messages input at A.



234 S. Coretti, U. Maurer, and B. Tackmann

properties of KEM schemes which are defined via a bit-guessing game, it will
be more convenient to phrase the game as a distinguishing problem between
two game systems (cf. Section 2.1). We consider the following games, which
correspond to the (standard) notions of ind-cpa (cpa for short) and ind-cca2
(cca).5

CPA Game. Consider systems Gcpa
0 and Gcpa

1 : For a KEM scheme Π , both
initially run the key-generation algorithm to obtain (pk, sk) and output pk. When
the query chall is input, they compute (k, c) ← Epk. Then, G

cpa
0 outputs (k, c)

and Gcpa
1 outputs (k̄, c) for a randomly chosen k̄ ∈ K. Ciphertext c is called the

challenge.

CCA Game. Consider systems Gcca
0 and Gcca

1 : They proceed as in the CPA case
but also answer decryption queries (dec, c′) by returning k′ ← Dsk(c

′) unless c′

equals the challenge c (if defined), in which case the answer is test.

3 Bilateral and Unilateral Keys from KEMs

In the spirit of constructive cryptography, we explicitly consider the purpose
of KEMs, namely to achieve a shared key between A and B over an untrusted
network. As a constructive statement this means that we view the KEM as
a protocol, a pair of converters (snd, rcv), whose goal is to construct a shared
key from non-confidential channels. Differentiating between the two cases where
the communication from the sender A to the receiver B is authenticated and
unauthenticated, this is written as

[←−•, •−)→→ ]
(snd,rcv)
==⇒ •=)=• (1)

and

[←−•,− →→ ]
(snd,rcv)
==⇒ =)=•, (2)

respectively.
In both cases, the channel ←−• captures the ability of the sender to obtain

the receiver’s public key in an authenticated fashion. In construction (1), the
communication from the sender A to the receiver B is authenticated, which is
modeled by the channel •−)→→ . The goal is to achieve a bilateral key •=)=•. In
construction (2), the communication from A to B is completely insecure, which
is captured by the insecure channel − →→ . Here, the goal is to achieve a unilateral
key =)=•, which does not prevent the adversary from sending its own keys to B.

In the following we first show how a KEM Π can be seen as a converter
pair (snd, rcv). We then prove that (snd, rcv) achieves construction (1) if Π is
cpa-secure, and construction (2) if Π is cca-secure.

5 We consider the so-called real-or-random versions of these games, which are equiv-
alent to the more popular left-or-right formulations (as shown in [1] for symmetric
encryption).



A Constructive Perspective on Key Encapsulation 235

3.1 KEMs as Protocols

Let Π = (K,E,D) be a KEM. Based on Π , we define a pair of protocol con-
verters (snd, rcv) for constructions (1) and (2). Both converters have two sub-
interfaces, denoted by in.1 and in.2, on the inside, as we connect them to a
resource that is a parallel composition of two other resources (cf. Section 2.1).

Converter snd works as follows: It initially expects a public key pk at in.1.
When req is input at the outside interface, snd computes (k, c) ← Epk and
outputs k at the outside interface and c at the inside interface in.2. Converter
rcv initially generates a key pair (pk, sk) using key-generation algorithm K and
outputs pk at in.1. When rcv receives c′ at in.2, it computes k′ ← Dsk(c

′) and,
if k′ �= ), outputs k′ at the outside interface.

3.2 Bilateral Keys from Authenticated Channels

Towards proving that the protocol (snd, rcv) indeed achieves construction (1),
note first that the correctness of the KEM immediately implies that the avail-
ability condition of Definition 1 is satisfied. To prove security, we need to exhibit
a simulator σ such that the assumed resource [←−•, •−)→→ ] with the protocol con-
verters is indistinguishable from the constructed resource •=)=• with the simula-
tor (cf. Figure 1). Theorem 1 implies that (snd, rcv) realizes (1) if the underlying
KEM is cpa-secure.

A B

E

←−•

•−�→→
snd rcv A B

E

•=�=•

σ

Fig. 1. Left: The assumed resource (two authenticated channels) with protocol con-
verters snd and rcv attached to interfaces A and B, denoted sndArcvB [←−•, •−�→→ ].
Right: The constructed resource (a bilateral key) with simulator σ attached to the E-
interface, denoted σE•=�=•. In particular, σ must simulate the E-interfaces of the two
authenticated channels. The protocol is secure if the two systems are indistinguishable.

Theorem 1. There exists a simulator σ and for any n ∈ N there exists a (effi-
cient) reduction C such that for every D,

ΔD(sndArcvB[←−•,
n

•−)→→ ], σE
n•=)=•) ≤ n ·ΔDC(Gcpa

0 ,Gcpa
1 ).

Proof. Consider the following simulator σ for interface E of •=)=•: Initially, it
generates a key pair (pk, sk) and outputs (msg, 1, pk) at out.1. On (key, i) at the
inside interface in, it generates (k, c) ← Epk and outputs (msg, i, c) at out.2. On
(dlv, i′) at out.2, it outputs (dlv, i′) at in. Consider the two systems
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sndArcvB [←−•,
1

•−)→→ ] and σE
1

•−)→→• .

Distinguishing Gcpa
0 from Gcpa

1 can be reduced to distinguishing these two sys-
tems via the following reduction system C′, which connects to a game on the
inside and provides interfaces A, B, and E on the outside (cf. Section 2.1 for
details on reduction systems): Initially, it takes a value pk on the inside and
outputs (msg, 1, pk) at the (outside) E.1-interface. On req at the A-interface, it
outputs chall at in. On subsequent key and challenge (k, c) at in, it outputs
k at A and (msg, 1, c) at E.2. On (dlv, 1) at the E.2-interface, it outputs k at
interface B. We have

C′Gcpa
0 ≡ sndArcvB[←−•,

1
•−)→→ ] and C′Gcpa

1 ≡ σE 1•=)=•,

and thus

ΔD(sndArcvB [←−•,
n

•−)→→ ], σE
n•=)=•)

≤ n·ΔDC′′
(sndArcvB[←−•,

1
•−)→→ ], σE

1•=)=•)
= n·ΔDC′′

(C′Gcpa
0 ,C

′Gcpa
1 )

= n·ΔDC(Gcpa
0 ,G

cpa
1 ),

where C := C′′C′ and the first inequality follows from a standard hybrid argu-
ment for a reduction system C′′. ��

3.3 Unilateral Keys from Unauthenticated Channels

We now prove that (snd, rcv) achieves (2). Note again that the correctness of
the KEM implies that the availability condition of Definition 1 is satisfied. To
prove security, we need to exhibit a simulator σ such that the assumed re-
source [←−•,− →→ ] with the protocol converters is indistinguishable from the
constructed resource =)=• with the simulator. Theorem 1 implies that (snd, rcv)
realizes (2) if the underlying KEM is cca-secure.

Theorem 2. There exists a simulator σ and for any n ∈ N there exists a (effi-
cient) reduction C such that for every D,

ΔD(sndArcvB [←−•,
n

− →→ ], σE
n

=)=•) ≤ n ·ΔDC(Gcca
0 ,G

cca
1 ).

Proof. Simulator σ for interface E of =)=• again has two outside sub-interfaces
out.1 and out.2 and works as follows: Initially, it generates a key pair (pk, sk) and
outputs (msg, 1, pk) at out.1. When it receives (key, i) at the inside interface in,
it generates (k, c) ← Epk, outputs (msg, i, c) at out.1, and records (c, i). When
(inj, c′) is input at out.2, σ proceeds as follows: If (c′, i′) has been recorded for
some i′, it outputs (dlv, i′) at in. Otherwise, it computes k′ ← Dsk(c

′) and, if
k′ �= ), outputs (inj, k′) at in.
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Denote by
n,q

− →→ the insecure channel that processes the first n inputs at

interface A and the first q inputs at interface E (and similarly for
n,q
=)=•). Consider

now the problem of distinguishing the two systems

U := sndArcvB[←−•,
1,n

− →→ ] and V := σE
1,n
=)=•,

which are depicted in Figure 2. A distinguisher D connected to the real-world
system U initially sees a public key at interface E.1. If D inputs req at interface
A, a key k is output at A and its corresponding encryption is output at interface
E.2 (both created by snd). When D inputs a ciphertext c′ at E.2, it sees a
decryption of c′ (by rcv) at B. The ideal-world system V behaves differently:
Initially, D also sees a public key. But when it inputs req at A, an encryption
c of a key k unrelated to the key k̄ output at A is output at interface E.2 (by
simulator σ). When c is input at interface E.2, k̄ is output at B (as σ issues a
dlv-instruction to the key). When c′ �= c is input at E, the decryption k′ of c′

(injected by σ) is output at B.

←−•

1,n− →→

snd rcv

pk

k

c c′

k′

1,n
=�=•

σ

pk

k

c c′

k′

Fig. 2. The systems U and V with the “message flow” from the perspective of a
distinguisher: Initially, a public-key pk is output at interface E.1. Requesting a key k
at interface A causes a ciphertext c to be output at the E.2-interface. Note that c is
the challenge in the cca-game. Inputting a ciphertext c′ at interface E.2 results in a
key k′ being output at B. This corresponds to the decryption oracle in the cca-game.

The translation between the channel setting and the game setting is achieved
by the following reduction system C′: Initially, C′ takes a value pk from the game
and outputs (msg, 1, pk) at the E.1-interface. When req is input at interface A
of C′, chall is output to the game, which returns (k, c). Key k is output at A
and challenge c is output as (msg, 1, c) at interface E.2. When (inj, c) is input
at interface E.2, C′ outputs k at interface B. When (inj, c′) with c′ �= c is input
at interface E.2, C′ passes c′ to the game’s decryption oracle and outputs the
answer k′ at interface B, provided k′ �= ). We have

C′Gcca
0 ≡ sndArcvB[←−•,

1,n
− →→ ] and C′Gcca

1 ≡ σE 1,n
=)=•,
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and thus

ΔD(sndArcvB[←−•,
n

− →→ ], σE
n

=)=•) ≤ n ·ΔDC′′
(sndArcvB[←−•,

1,n
− →→ ], σE

1,n
=)=•)

= n ·ΔDC′′
(C′Gcca

0 ,C
′Gcca

1 )

= n ·ΔDC(Gcca
0 ,G

cca
1 ),

where C := C′′C′ and the first inequality follows from a standard hybrid argu-
ment for a reduction system C′′. ��

The unilateral key −)→→• is the best key one can construct from the two
assumed channels. As the E-interface has the same capabilities as the A-interface
at both the authenticated (from B to A) and the insecure channels, it will
necessarily also be possible to inject keys to the receiver via the E-interface by
simply applying the sender’s protocol converter.

4 Conclusion

The purpose of this paper is to describe KEMs as a construction step that can
be used within higher-level protocols. While the most widespread application is
in the so-called KEM-DEM public-key encryption schemes, KEMs are also used
as a method to establish keys in interactive protocols such as TLS.

The constructive approach allows to fully isolate the analysis of the KEM
schemes from the analysis of the higher-level protocols that use the obtained
keys; protocols that are proven secure assuming a (unilateral or bilateral) shared
key remain secure if the respective key is obtained using a KEM. Hence, the
approach supports a fully modular protocol design where each cryptographic
mechanism is proven in isolation to achieve one construction step, and multiple
such steps are composed by the general composition theorem.

Compared with the traditional approach of explicitly proving tailor-made se-
curity reductions from breaking the security of the underlying schemes to break-
ing the security of a complex protocol, this modular approach leads to security
proofs which are simpler and consequently less prone to errors.
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Abstract. Security is simple to understand but hard to ensure. In the times of 
Internet, this task has been becoming harder every day. To date, computer 
science has not solved how to prevent the misuse of business processes.  While 
data objects can be protected, a process cannot. The reason is the security of a 
process depends not only on its individual accesses and can only be accessed 
upon the process’ termination or when cast into the context of other processes.  
Many unbelievable scandals encompassing sophisticated and powerful players, 
from Microsoft to Sony and credit card operators, from leakages in govern-
ments to cyber crime and war attacks could not be prevented despite heavy in-
vestment in security. The claim here is that the way in which computer science 
deals with security does not apply to processes. The key discipline in security is 
“cryptography”, where the “laureate” Prof. Buchmann got his distinction from. 
This paper is about how cryptography can be applied as a basis to automate se-
curity and give participants in a market an equal position and prevent fraud. To 
complicate the issue, the goal is security in business processes. The reason is 
obvious. If one makes mistakes or vulnerabilities are left uncovered, huge fraud 
incidents might happen, the stockowners rebel, the government complains and 
employees are, in the worst case, deprived from their pension. This is a real, 
sensitive issue, with unclear solutions, ambivalent in nature, but rigorous in pu-
nishment. The issue is not just to protect, but also to deter “bad things”, such as 
criminal intents. The option to judge people’s intentions is not an option for 
mankind; it is not an option though for computer science. We need to automate 
security and establish procedures that, upon the event of misuse, ascertain  
accountability. 

The main goal and challenge of security in business processes is, on one 
hand, to provide well-founded guarantees regarding the adherence to security, 
privacy and regulatory compliance requirements and, on the other hand, to inte-
grate the corresponding mechanisms into the business process management  
lifecycle. This paper introduces this research area, its current status and upcom-
ing practical challenges. 

1 Insufficient Business Process Security 

About 70% of the business processes in IT-based management systems are modeled 
and at least partially executed and managed by business process management systems 
(BPMS) [1]. This allows the flexible, adequate adaptation of processes to business 
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changes and integration external resources on demand. However, the benefits of au-
tomating business processes are accompanied by the need to pre-design business 
events while changes amongst business interaction cannot be stopped. This built-in 
inflexibility is accompanied by significant risks concerning the adherence to security 
guidelines. If companies want to, e.g., automate their processes or outsource them into 
the cloud, they must have guarantees that corresponding security promises or  
properties are not violated and that mechanisms exist to timely detect such violations.  

However, designing secure business process is as tricky as programming “Satan’s 
computer”. Recent fraud disasters show how subtle secure process engineering and 
control can be. The Swiss bank UBS suffered from a rogue trader scandal in 2011, 
which led to a loss of a then-estimated US$2 billion, was possible because the risk of 
trades could be disguised by using “forward-settling” Exchange-traded Funds (ETF) 
cash positions. Specifically, processes that implemented ETF transactions in Europe do 
not issue confirmations until after settlement has taken place. The exploitation of this 
process allows a party in a transaction to receive payment for a trade before the transac-
tion has been confirmed [2]. While the cash proceeds in this scheme cannot be simply 
retrieved, the seller may still show the cash on their books and possibly use it in further 
transactions. Eventually, the mechanics of this attack allowed for a carrousel of transac-
tions, thereby creating an ever growing snowball. Similar constellations, usually based 
upon insider threats, can also be made up in the fraud cases involving the well-
documented Société Générale case [3], but also the WorldCom and Parmalat cases. 

These cases evidence the fact that security cannot just partially be pre-planned, and 
that the need for control and audit of security: it must be ensured that processed in-
formation such as customer data, financial transactions and business’ secrets remain 
protected and its own processes are encapsulated from foreign influence and internal 
attackers. The confidence in existing solutions so far is very low. Lack of security and 
compliance guarantees are currently considered as the main obstacle to the operation-
al use of automated processes in the industry [1]. Here, despite the growing expenses 
in tool design for the compliant deployment and process certification, e.g. according 
to Control Objectives for Information and Related Technology (Cobit) and Commit-
tee of Sponsoring Organizations of the Treadway Commission (COSO), non-
compliance and the monetary damage they incur are still soaring. 

The trade-off to be solved occurs on many dimensions: Firstly, automating security 
costs time and performance and reduces response to customer demands, secondly 
security needs specified properties to design mechanisms to counter the violations, 
and thirdly, automating security need flexibility to even face the unplanned  
challenges.  

2 Process: Ubiquitous Processing Structures 

Processes are structured specifications of personal and business data usage. Tradition-
ally, they are associated to business processes, which capture the operational aspects  
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• The business layer defines the business processes, -objects and -targets, the assets 
of the company, as well as its organizational structure and guidelines to be  
followed. 

• The application layer contains the services and data schemas which are required 
for the execution of the processes. In this context service-oriented architectures 
(SOA) or higher service modes of Cloud and Grid computing are relevant. 

• The infrastructure layer provides the software and hardware needed to automate 
the execution of services and, hence business processes. This includes, e.g. the  
required databases, the operating system and virtual machines. 

Mechanisms of the enterprise security have to consider security and compliance re-
quirements at all layers and compositionally enforce them across all the layers. These 
mechanisms, and more generally the state of the art, can themselves be split according 
to the timepoint (and entity) they act upon in “design-time” (process models), “run-
time” (process instances) and “audit-time” (event logs). Figure 2 depicts the array 
containing both the abstraction layer and the time perspective. This is the security 
extended enterprise metamodel, as we have been proposing in Freiburg [56]. 

 

Fig. 2. The Freiburg Security Extended Enterprise Metamodel 

While procedures for the application layer and infrastructure layer have been tho-
roughly investigated and may easily be adapted and carried over to new architectures, 
taking into account the business layer is a relatively new, challenging and, practically, 
indispensable area to be investigated. The aim of “Security in Business Process Man-
agement” is to provide well-founded guarantees regarding the adherence to security, 
privacy and regulatory compliance requirements. Furthermore, it must ensure that 
security is seamlessly integrated into the business process management lifecycle. 

4 Requirements of Security in Business Processes 

The relevant requirements in Security in BPM encompass the traditional safety and 
security properties, regulatory requirements and privacy and data protection require-
ments. Generally, they are called, depending on the specific application setting,  
“policies” or “controls” and can be classified according the following general types. 
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• Authorization means enforcing access control to ensure that only authorized indi-
viduals/roles are allowed to execute activities within a process [8]. In enterprise 
computing settings, this is usually achieved with role-based access control. The re-
sulting authorization models can even in small enterprises easily exhibit more than 
500 roles and a complex role hierarchy. 

• Usage control expresses conditions that must hold after the access to a resource 
[9]. That way one can express, e.g., the maximal number of access to a resource 
(cardinality) or the obligation to delete local copies of a data item after accessing 
and using these data. In general, these requirements consider the interplay of dif-
ferent activities in the process (so-called processes’ control-flow), which can be 
captured as patterns to facilitate re-use [10, 11]. Usage control policies can be used 
to capture the vast majority of regulatory compliance and privacy and data protec-
tion requirements. 

• Conflict of interest aims to prevent the flow of sensitive information among com-
peting organizations/departments taking part of in a process execution. These re-
quirements are captured using the “Chinese-Wall” model [12] as an allusion to the 
metaphor in which, access restrictions to objects are built as walls around them. 

• Separation of duties expresses constraints associated with the process to limit the 
abilities of agents to perform activities, eventually reducing risk of fraud [13]. Spe-
cifically, it prescribes that some activities in the processes cannot be executed by 
the same subject or by the same role. 

• Binding of duties characterizes the dual of separation of duties. It prescribes that 
certain activities in the process must be executed by the same subject or subjects 
acting in the same role. 

• Four-eye rule defines that a critical activity in a business process (e.g., final loan 
grant) cannot be carried out by a single subject. The goal of this requirement, 
which is closely related to separation of duties, is to reduce the chance of fraud, but 
also to avoid mistakes and inappropriate use of rights. 

• Isolation generally says that information must remain confidential during the ex-
ecution of a process. Put another way, there is no information or data leak [14]. 
This ranges from prescribing that executions of the process do not interfere one to 
the other (inter-instance leak, e.g. via covert-channels), but also that the roles in-
volved in a process either “fully isolated” from each other or can only communi-
cate over a “declassification channel” (intra-instance leak, e.g. via direct authorized 
access to data items). 

Specifications of these requirements can be extensional, focusing on what has to be 
achieved, or intensional, focusing on how a certain property is guaranteed [15]. The 
corresponding formalisms to encode the requirements – for example, Petri nets, tem-
poral logics or process calculi – are chosen accordingly. Irrespective of the concrete 
way in which specifications happen, there is a multitude of enforcement mechanisms 
to ensure/detect their adherence or diagnose their violation. These mechanisms are 
embedded into the business process management (BPM) lifecycle and act upon  
different process “entities”. 
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translated into Petri nets [21], which then allow the formal verification of processes’ 
structure using standard concepts of Petri net analysis, such as reachability and trace 
analysis. In this setting, guarantees regarding the process isolation and compliance 
can be provided in an automated manner using toolsets, such as Seda [22] and SWAT 
[23]. The challenge here is to cross-layer ensure that the process is faithfully executed 
at the lower abstraction layers, namely application and infrastructure layers. 

The aforementioned kinds of analysis merely aim at detecting policy violations, or 
asserting that the model does not violate the policies. Process rewriting is a new re-
search direction whose goal is to adapt originally non-compliant processes to enforce 
the adherence to the designated policies [24]. Specifically, the goal is to add, remove 
or swap the order of activities in the process, so that they correspond to fulfill the 
policies. For this, the process must be analyzed for compliance and, if necessary, the 
rewriting algorithms change the process accordingly. One challenge here is to ensure 
that the rewritten process still provides the functionality it was designed for. Techni-
cally, this means that the rewriting operators must satisfy some congruence relations 
that ensure that these processes are, from the functional viewpoint, equivalent. 

Run-Time Analysis 

Monitoring approaches trace the process execution and are responsible for run-time 
analysis of processes. The process entity considered is the process instance, i.e. an 
instantiated model with concrete subject and data assignments. In the BPM lifecycle, 
this corresponds to the “Enactment” phase, in which the processes are executed by the 
Workflow or Business Process Management System. 

Monitors can exhibit a preventive or detective character. The former – and most 
traditional – stops the process execution before a policy violation; the latter detects 
the violation of a policy and signals it. The modality “preventive vs. detective” de-
pends, on one hand, on the type of requirement to be monitored and, on the other 
hand, on the architectural deployment of the system that eventually characterizes the 
scope of a monitor’s activity. 

Preventive monitors stop the execution of a process whenever its continuation vi-
olates a policy. This is, however, not always reasonable in industrial processes: stop-
ping and aborting a process means that it does not generate value for the enterprise. 
Technically, it might further lead to deadlocks in situations where other processes 
depend on the termination of processes just aborted. This chain reaction is known as 
“ripple effect” [25]. To avoid these situations, two sets of approaches exist to relax 
the “yes/no” decision. Risk-based [26, 27] approaches compute the risk, expressed as 
the probability that a policy will eventually be violated, and based the decisions upon 
this measurement. In these approaches, only “too risky” accesses are fully denied. 
Another approach is based upon the concept of “break glass” [28] originally devel-
oped to handle emergency situations. In break glass settings, the monitor stops the 
execution on the event of a policy violation and explicitly asks whether it should be 
resumed. If so, the transgressions of policies are recorded, as well as the further 
process execution, thereby providing a basis for a posteriori process analysis,  
traceability and accountability. 



 Why Are Business Processes Not Secure? 247 

 

In contrast to preventive approaches, detective monitors merely observe the 
process execution without interfering with it. Detected violations are recorded in an 
operational log file, or communicated to the responsible subject. Detective monitors 
allow the timely reaction to policy violations, but they cannot prevent violations. This 
feature is particularly interesting in the context of flexible business process. 

The general problem of monitoring approach is the performance overhead inherent 
to their activity. With figures ranging from 200 percent to 400 percent additional 
overhead, monitoring ads a prohibitive lag in, e.g., high frequency trading applica-
tions and event-intensive process management. 

Audit-Time Analysis 

The a posteriori analysis takes place at the audit-time using to this end the event logs 
generated during the business process execution. The audit-time analysis is related to 
the “Evaluation” phase. In this phase, process executions are analyzed as to whether 
(and how) the designated business goals are achieved and whether policies were ad-
hered to. The corresponding process entities are the recorded process executions,  
so-called cases.  

Approaches based upon Process Mining [29, 30] provide a set of tools for the event 
log analysis. These approaches can be roughly distinguished into two classes: 

• Process Discovery approaches reconstruct the structure (control flow), the data 
exchange (data flow) or role model of the process that generated the event log, the-
reby generating models (e.g. Petri nets or directed graphs) or declarative process 
specifications. Focusing on process’ structure, the reconstructed models denote the 
“de-facto” process executed in the system, which may then deviate from the “de-
jure”, designed process specifications using BPEL and BPMN. The so-called  
“delta-analysis” can be used to pinpoint these deviations and analysis methods  
“design-time analysis” used to detect policy violations [31, 32, 33, 34]. 

• Conformance Checking aims to detect discrepancies between the original process 
specification and the recorded traces without reconstructing the model. Further, the 
can be used to carry out a log-level root-cause analysis of the process based on 
each execution trace. That way it is not possible to measure the fitness between a 
process specification and its event log (i.e. how many traces can be “replayed” in 
the original specification), but also to analyze traces for adherence to policies, such 
as separation of duties and usage control [35, 36, 37]. 

The results of an audit-time analysis can serve as input for two further phases of the 
BPM lifecycle: the “Redesign” phase provides for incremental improvements on 
business process design, e.g. using process rewriting; the “Reengineering” phase, in 
contrast, carries out a fundamental change on the whole business process architecture. 
The focus of process reengineering, as task and process, lies outside the strictly  
technical scope. 
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6 Example 

Information leaks can be a consequence of covert channels induced by the faulty 
structure of business process specifications. The detection of covert channels (and, 
hence, potential leaks) is required in various certification standards. For example, the 
TCSEC's “Part B: Mandatory Protection” demands the “analysis of covert channels 
and their bandwidth” [38]. Similarly, ISO/IEC 27001 Section 12.5 “Security in devel-
opment and support processes” prescribes that “checks should be made for informa-
tion leakage for example via covert channels” [39]. Concrete audit and certification 
procedures for SAS 70 and SAS 117 equally demand security [40, Chap. 24]. Several 
papers expose the risks of covert channels in fields related to business process man-
agement and deployment, e.g. Cloud Computing environments [41], virtualization 
[42] and web services [43]. The threat of leaks is considered imminent [44] and real 
[45, Chap. 8], thereby motivating the need for well-founded process analysis and 
covert channel detection. 

Figure 4 depicts, schematically, the steps of an audit-time analysis. The left hand 
side of the picture depicts a simplified log file where only the case number and the 
execution traces are depicted. (Here, timestamps, involved subjects, their roles and the 
data types involved are omitted.) For readability, each capital letter denotes an ab-
breviation of an activity executed during the process. Specifically, A stands for “Enter 
Patient ID”, B for “Open Patient Record”, C for “Warn Invalid ID”, D for “Update 
Record” and E for “Close Record”. Process discovery can be used to the reconstruct 
the Petri net on the right hand side of the picture. This process is the so-called “Up-
date Patient Record” and is, in different shapes, ubiquitous in process architectures in 
the e-health setting. 
 

 

Fig. 4. Discovered process model 

To analyze whether leaks can occur between parallel executions of the recon-
structed process, the process is split into two “security levels”: the high level, denot-
ing the secret or confidential level and the low level denoting the public. The high 
level could be represented by process runs executed by physicians, whereas the low 
level could stand for process runs executed by nurses. The resultant model, depicted 
in Fig. 4, contains two process runs (for each level) and a shared resource (record). 
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Fig. 5. Multi-level model 
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7 The Stakes Are High 

The development of modern enterprise systems and architectures towards the BPM 
“in the large” [51] pose barriers to the aforementioned methods and tools. In particu-
lar flexible process specifications, the highly interconnected and distributed process 
architectures as well as the emergence of Big Data in event-intensive process execu-
tion bring about new challenges to the reliable security management in BPM. Current 
relevant research topics include: 

• Requirements formalization. The extraction, structuring and formalization of re-
quirements are essential for the analysis. Current works aim at collecting systemat-
ically libraries of patterns that capture requirements at a higher level of abstraction. 
Concrete requirements specifications can be then derived by instantiating these pat-
ters for a specific analysis context. While this works well for structural characteris-
tics (control flow), capturing the time component and involved data objects is a 
present challenge. 

• Corrective enforcement. Monitors, as introduced above, have a detective-
preventive operating mode. Currently, approaches are being investigated to equip 
monitors with corrective capabilities to ensure that a process execution meets its 
non-functional goals. The so-called corrective enforcement [52] is challenging in-
sofar as the modified execution must furthermore achieve the objectives planned 
for the process while being only aware of the current prefix, not the whole process 
shape as in the case of process rewriting.  

• Data-aware reconstruction. Process Discovery approaches currently consider indi-
vidual perspectives of the process (control-flow, data-flow and role model) in iso-
lation [53]. For a security analysis, though, the interdependencies between these 
perspectives are particularly relevant. One pressing research topic focused on the 
simultaneous detection of control-flow and data-flows, so that more expressive  
approaches to the detection leaks can be built. 

• Simulation. One challenge when it comes to designing mechanisms and testing 
process mining techniques is the presence of representative event log files which 
controllably contain violations of selected properties [54]. That is because, with 
such event logs, developers and scientists can assert the “kill-rate” of their tech-
niques, i.e. evaluate whether the devised approaches can in fact, e.g., detect the  
violations of properties, reconstruct process outliers or correct process models. 

• Resilient BPM. Resilience is defined as a composition of two quite contradictory 
properties of systems: on one hand robustness and, on the other, adaptability in 
case of disruptions and incidents. Current studies investigate the transfer and im-
plementation of these properties to processes in the so-called “Process-Aware In-
formation Systems”, which includes AristaFlow, SAP R / 3 and IBM Websphere. 
In particular, given a process architecture, a present challenge is to circumscribe 
resilience properties and design continuous, non-intrusive monitoring techniques to 
measure the resilience state of a process architecture [55]. 
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8 Summary 

The systematic consideration of security in BPM is a young research field that is still 
in development. It counts on a very active, fast-growing research community. In re-
cent years numerous conferences were held on the subject. Moreover, the topic has 
been receiving increasingly attention in established conferences, a development which 
can be substantiated by the increasing number of publications lying at the intersection 
of computer security, process management and formal reasoning. 

Despite the relevance of the topic, the integration and transfer of the results 
achieved so far into the field of “Enterprise Security” turns out sobered. Business 
process management systems do not offer native support for security analysis, and if 
they do so, the types of analysis are rudimentary. The lack of guarantees poses a great 
hurdle for the widespread adoption of business process. Therefore, the trend to be 
observed in the next years will encompass the incremental integration of existing 
scientific approaches into enterprise systems’ software. This is certainly not only the 
case at the level of business process specification, but also at certifying the secure 
composition of services and their realization on a particular type of infrastructure. 
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Abstract. The human-centred security research area came into being
about fifteen years ago, as more and more people started owning their
own computers, and it became clear that there was a need for more fo-
cus on the non-specialist computer user. The primary attitude fifteen
years ago, in terms of how these new users were concerned, was one of
exasperation and paternalism. The term “stupid user” was often heard,
often muttered sotto voce by an IT specialist dealing with the aftermath
of a security incident. A great deal of research has been published in this
area, and after pursuing some unfruitful avenues a number of eminent
researchers have started to focus on the end-user’s perceptions and un-
derstandings. This has come from a realisation that end users are not
the opponents, but rather allies in the battle against those carrying out
nefarious activities. The most promising research direction currently ap-
pears to be to focus on mental models, a concept borrowed from the
respected and long-standing field of Psychology and, in particular, cog-
nitive science. The hope is that if we understand the end-user and his/her
comprehension of security better, we will be able to design security so-
lutions and interactions more effectively. In this paper we review the
research undertaken in this area so far, highlight the limitations thereof,
and suggest directions for future research.

1 Introduction

Over the last few years a number of different security mechanisms have been de-
veloped in order to protect users from different kinds of attacks eg. the SSL/TLS
protocol. Some of these mechanisms have been formally proven to be secure and
evaluated based on international security standards such as the Common Criteria
or ISO 27001. However, a number of user studies [82,95], as well as the preva-
lence of attacks [61] successfully targeting the human end-user, demonstrate that
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many of these security mechanisms falter and fail as soon as the user is involved
in the process. One big problem is the large number of security warnings users
are confronted with. Users are habituated into ignoring these since they do not
understand and thus perceive any risk [94].

This can either be attributed to the ‘stupidity’ of the user (not understand-
ing what is secure and what is not) or the ‘obtuseness’ of the developers (not
designing systems properly and not giving due consideration to the non-security
related nature of the end-user’s primary goal or task). As a solution, one could
try to eliminate the end-user from the security mechanism’s operation altogether.
While this might work in a few cases (eg. virus scanners and firewalls), there
are many contexts in which this is not advisable, for many reasons, as discussed
in the paper ‘Security Automation Considered Harmful?’ [40]. For instance, in
some cases eliminating the user could restrict functionality to such an extent
that users will reject the mechanism (e.g. preventing users from visiting https
web servers which do not possess extended validation certificates). There are also
applications where user input is mandated by law. For example, the user has to
be able to verify the correct processing of their vote when voting electronically.

Instead of eliminating the user altogether, one could try to force users to
behave securely by defining corresponding policies or (long) lists of security and
privacy rules and guidelines and try to compel the user to comply. In some cases
users are punished for non-compliance, or at least threatened with sanctions [53].
This does not really work very well, at least in the way policies are designed
nowadays [88]. For instance, policies often forbid actions that human nature
almost compels eg. password sharing between colleagues in order to perform the
primary goal/task effectively.

Wash and Rader [106] argue against all these options. It is far better, argue
Wash and Rader and other researchers [106,19,5,1], for developers to align nec-
essary security-specific user interactions, educational endeavours and risk com-
munication efforts with users’ mental models and capabilities. Users’ actions and
decisions are directed by their mental models so it is crucial for designers and
developers to know and understand their models when developing and designing
security mechanisms. The design should be aligned with the end-users’ men-
tal models but not, as is nowadays often the case, purely with the developers’
and designers’ mental models and based on their assumptions about end-users’
mental models and capabilities. Risk communication, particularly, can only be
effective if it does not only depend on the nature of the risk but also on the
alignment between the conceptual model embedded in the risk communication
and the users’ mental model(s) related to the context and reality of the risk.
Risk communication is an important aspect of Human-Centered Security as it
is implicit in each warning.

Mental models also influence trust and acceptance of technology: An incorrect
mental model can make users mistrust insecure technologies [21]. This constitutes
yet another reason for paying attention to end users’ mental models.

In this paper we focus on aligning interactions and risk communication with
the users’ mental models. The first goal of this paper is to provide security
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researchers with an introduction to mental models and lessons learned from
other disciplines in which they have been successfully applied for many years.
We also address mechanisms by which mental models are modified (either im-
plicitly or explicitly). This is important because mental models are not static but
rather change over time and differ between users or groups. The second objective
is to provide an overview of existing security-related research on mental models
in human-centred security. The mental models identified in the literature are
summarized to inform the development of future security mechanisms and, in
particular, security-related user interactions or the improvement of existing in-
teractions including risk communication. Finally, we identify some limitations in
the research, and the findings, and speculate about how these can be mitigated
in future human-centred security mental model research.

2 Mental Models – Introduction and Overview

The term ‘Mental Model’ was first used by Craik [28] in 1943 in his book ti-
tled “The nature of explanation”. Craik explained that a mental model was a
physical working model which works in the same way as the process it parallels”
(p. 4.2). Yet others described the concept of mental model before that, even
though they used different terminology. Johnson-Laird [58] wrote a history of
mental models and points out that Ludwig Boltzmann, writing in 1890, spoke
about “constructing an image of the external world that exists only internally”.
The literature on mental models uses a range of terms and nomenclature, which
makes the field somewhat challenging to investigate, with researchers using the
following range of terms to refer to internal constructs of the world: analogy [29],
metaphors [69,56], perception [43,97], theme [51], theory [98], internal concept
[25] and reasoning [67]. For the purposes of this discussion we will use the term
“mental model”.

In 1983, two books with the words “Mental Model” in the title were published
[57,48]. Gentner and Stevens [48] argue that a study of mental models is ben-
eficial since it helps us to understand human knowledge about the world. The
first chapter in their book is written by Don Norman, who explains that men-
tal models provide both a predictive and explanatory power for understanding
our interaction with our environment, with other people and with technologi-
cal artefacts. He also emphasises that the models are always evolving, are not
necessarily accurate but that they do have to be functional.

Rouse and Morris [91] provide a definition of mental models that seems generic
enough to encapsulate the meaning of all the different terminologies: “mecha-
nisms whereby humans generate descriptions of system purpose and form, ex-
planations of system functioning and systems states, and predictions of future
system states” (p.49).

In the same paper, Rouse and Morris warn that any research into mental
models, while it might deliver an understanding of the what of the mental model,
cannot deliver an understanding of how the human uses it. For example, even
if a person possesses a comprehensive mental model, and knows how to act
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in a particular situation, it is particularly difficult to control for the impact
of emotions [100]. Emotions are an imponderable which can make competent
people (with perfect mental models) perform poorly. Consequently, even having
identified mental models does not necessarily mean that they can be used to
predict how people will deploy them in a particular situation.

The subsequent discussion will provide further insights into the intricacies of
mental models while focusing on those aspects that are important for security
researchers and developers to take cognisance of. This includes considerations of
how mental models can be measured, developed and fostered.

2.1 Important Properties and Aspects of Mental Models

In 1985, Rouse and Morris [91] suggest that the two important aspects are (1)
how the model is manipulated (ranging from implicit to explicit) and (2) how
much discretion the human has in developing the model (ranging from none to
full). They also identify a number of issues which beset mental model research.
These are phrased as pertinent questions below, and a review of related literature
provides a brief discussion of each:

To What Extent Is It Possible to Capture the Details of Mental
Models? Norman [80] warn that mental models are incomplete and unsta-
ble, and sometimes confused with each other. Also Jones et al. [59] say that
mental models are “inconsistent representations” which “adapt to continually
changing circumstances and to evolve over time”. Given that this is true, how
can one know that a study has delineated one particular mental model, in its
entirety, without corruption from others? Researchers generally attempt to gain
access to mental models by asking people to verbalise their understanding of a
particular concept. Intuitively this seems a reasonable approach. Bostrom [15] et
al. used interviews to determine whether the lay public have an understanding
of the dangers of radon. They justify their use of interviews but acknowledge
the potential for cognitive entrapment to occur. Unfortunately, Payne [83] found
that when people were asked to verbalise their mental models of a particular
construct, in their case bank machines, the ad hoc nature of the description was
striking. Payne noted that people deployed mixed explanation types, where they
mixed pre-existing conceptions with new insights and generally expressed some-
thing that was heterogeneous and it often seemed to evolve as they spoke. So
eliciting verbalisations might well not be the best way of capturing details of
mental models accurately. Also Richardson et al. [89] showed that attempts to
elicit mental models ran the risk of distorting them.

Rowe and Cooke [92] carried out a comparison of four elicitation mechanisms:
think-aloud, laddering1, relatedness ratings and diagramming in order to deter-
mine the link between the quality of the resulting mental model representation

1 The interviewer gives the participant a series of problem statements and asks them
to identify four relevant aspects of the problem and then asks in-depth questions in
order to explore linkages between answers the participant gives.
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and the troubleshooting ability of the participant. They found think-aloud to be
particularly weak in this respect. They argue that laddering and rating appear
to measure different aspects of the mental model, seeming to confirm the argu-
ment made by Staggers and Norcio [99] about the multi-faceted and dynamic
nature of mental models including hierarchies of models or related models that
are subtypes or specialisms of others. Rowe and Cooke also reported that the
diagram quality was predictive of troubleshooting performance, suggesting that
a sound mental model leads to a high quality diagram. Langan-Fox et al. [73]
review a number of different techniques for eliciting mental models, and offer
a methodology for choosing the optimal elicitation mechanism, depending on
the research problem being investigated as well as the practical and theoretical
considerations of the study.

Important to know: Accessing a mental model is challenging because one
runs the risk of interfering with what one is attempting to measure. Even so,
it is important to elicit mental models and, in the process, try to alter them
as little as possible. Drawing diagrams where applicable seems to be the most
promising approach.

Fig. 1. Adapted from Richardson et al.’s [89] model

Do Cues Help to Draw out the Details of Mental Models? Since it
is so challenging to elicit mental models it is worth considering the use of cues,
both in elicitation and in assisting a user in correctly diagnosing a particular
situation. Richardson et al. [89] apply a systems model approach2 and claim
the following primary mental model components: intentions, perceptions, system
structures and plans. They see the mental model through the lens of a cybernetic
loop, with the person interacting with the external system state and perceiving
changes in order to close the feedback loop (Figure 1 - left). They then extend
their model, as shown on the right of Figure 1, to include the presence of cues, as

2 A conceptual model of a system which attempts to depict causatives and influences
leading to outcomes.
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mediating between the actual state of the system, and the perceived state of the
system, showing the importance of cues that the human can interpret in order
to understand the state of the system. They explain that cues are the signals
that humans pay attention to, and argue that it is critical to understand how
people use strategies and tactics are employed, and how such cues are interpreted.
Dörner [35] explains that cues help to complete the feedback loop, thus helping
people to build a more accurate mental model.

Even though cues are important it seems difficult to guarantee that cues will
be efficacious. For example, visual cues are often missed, due to attentional
limitations [96]. Even if someone notices a cue, sometimes they don’t respond
to it because they don’t have the prior knowledge to understand it [87]. Even
if they do have the necessary understanding, they may not react correctly due
to emotional issues [39]. Finally, even if they notice the cue, know how to react,
and their emotional state is such that they are able to react correctly, they may
still misinterpret the cue if they do not trust its source [54].

Important to know: Cueing is simple and understandable in well-known con-
texts such as the theatre. When the cueing context is a human operating within
a complex system, provision of a cue that will be noticed, interpreted and acted
upon as intended is very difficult indeed.

How Are Mental Models Encoded in the Brain (Content /Structure/
Specificity)? Mental Models develop as humans experience life events [93],
and are also impacted by the collective mental models of the group the person
inhabits [59]. Such experiences can include exposure to media reports [70], cul-
ture [8] and education and training [104]. Moreover since human experience is
as individual and unique as humans themselves, it is clear that mental models
will differ from person to person depending on individual information processing
strategies [90] even in people with similar backgrounds. The resulting mental
model might well differ in representation format from person to person.

There is some speculation about whether they are analogical or spatial [83],
or organized hierarchically [102] or as a cognitive collage [103]. Since the human
brain can be considered one of the final, as yet uncharted, frontiers, it is possible
that any attempt to pin down the precise mental model storage mechanism will
be futile.

There is likely to be a difference in specificity too, especially when one com-
pares novices and experts. Staggers and Norcio [99] provide some references to
show that experts’ mental models are more abstract and richer than those of
novices [112]. They refer to the expert model as a macro model, that represents
a higher level of functioning than novices’ models. In addition to being more ab-
stract, Thatcher and Greyling [102] also report that experts have more complete
and detailed mental models. It is clear then that novices have an understanding
of a particular problem situation, but do not possess sufficiently abstract mental
models which enable them to extract core principles from such an understand-
ing. This means they cannot necessarily apply their models to solve problems
which are different in specifics but generically similar.
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Important to know: Mental models are based on past general and educational
experiences. Moreover, it seems that the process which makes someone an expert
also results in an abstracting process, so that they develop generic mental models
which can be applied to a wide variety of contexts.

How Should the Development of Correct Mental Models Be Encour-
aged? If one wishes to impart a mental model one always has to contend with
the person’s prior knowledge and experience. In terms of topic-specific prior
knowledge there are three possibilities:

The topic is completely new to the learner. How best ought we to develop
mental models in the minds of learners? It is important to ascertain people’s
understandings and assumptions, and to ensure that one matches educational
delivery to these [110]. If the new material is not ’pitched correctly the lecturer
runs the risk of either boring or confounding the listener. If this happens the
intended mental model will not develop.

The learner has a correct but limited mental model of the topic. One should
try to elicit some sense of what the person already knows [26] and then try to
provide links to this knowledge so as to ease extension of the pre-existing mental
model [101].

The learner has an incorrect mental model of the topic. Chapman and Fer-
folja [23] outline the consequences of poor learning, and consequent imperfect
mental models. They term the outcome as disruptive. It is especially damaging
if further learning needs to build on a mental model that is faulty since the mis-
understanding then impacts the entire learning process. Bain [7] explain that we
need to prove that mental models are incorrect nefore they will realise that they
need to change the way they see something. Having understood this, people can
be helped to unlearn concepts, but it seems that this needs to be facilitated ex-
plicitly: one cannot merely present people who hold an incorrect understanding
with the correct information [22]. This is time-consuming and effortful and so
this situation should be avoided if possible.

One of the most common examples of incorrect models is demonstrated by
shared, incorrect yet commonly held folk models [30]. Some examples include
beliefs about diabetes by Bangladeshi British (incorrect eg. believing living in
Britain caused diabetes) [49], shared models of infection in an English suburban
community (incorrect eg. feed a cold, starve a fever) [55], understanding about
heat loss from houses (incorrect eg. closing off rooms preserves energy) [65]. The
danger of incorrect folk models is that they resist scientific checks which would
highlight their flaws and are too easily generalised to situations they were never
meant to be applied to [31]. A primary example of the resistance of folk models
to change is the MMR controversy in the UK, where many parents believed that
the vaccine would lead to autism, despite scientific evidence to the contrary [18].
It is difficult to challenge folk models, since they are so resistant to change.

People’s mental models are formed by life experiences, and informed by educa-
tional activities. As security researchers and practitioners, we need to understand
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how to design our educational endeavours so as to maximise the development of
correct mental models. Morey and Frangioso[77] present six principles of effective
learning: (1) acknowledging the person’s existing mental models (2) fostering
an understanding of the complexity of human-machine systems (3) challenge
unthinking assumptions (4) listen to learners in order to understand where they
are coming from (5) observe, assess, design and then implement (6) let learners
teach others. These seem to deal with all of the possibilities mentioned above.

Important to know: In First Aid, the golden rule is “Do No Harm”. In teach-
ing, that should be our mantra too [17]. An effective teacher will first determine
pre-existing assumptions, then challenge those that are faulty, then pitch the
new material in order to match pre-existing knowledge, and finally facilitate
peer to peer discussions to ensure that the new material is emphasised and
remembered [23].

In Conclusion. Mental models are obviously complicated multi-faceted men-
tal entities, they are dynamic, based on individual experiences, are not easily
described, combine many different modalities, are different between different
groups and in particular between lay persons and experts, and are very difficult
for researchers to capture. Finally, any attempt to capture the details of mental
models are likely to change such models, and researchers have to be sure that
they do not affect mental models during the process of measuring them. More-
over, when we become aware of an incorrect mental model we need to confront
the holder(s) with the inconsistencies and imperfections of this model, so that
we can guide them towards a correct model.

2.2 Example Applications of Mental Models

Mental model research has been deployed successfully in a variety of contexts.

Application Areas. For example, Littman et al. [75] instructed programmers
to develop two different kinds of mental models of software: the first was a
systematic strategy and the second the as-needed strategy. Using the first, the
programme attempts to trace the data flow all the way through the code where
the latter focuses attention only on local code without consider antecedents.
They found that the former strategy was by far the more effective in leading
to better software maintenance. Pfeffer [84] explains how best to change the
mental models of senior managers in organisations. Converse et al. [27] describe
how best to foster shared mental models so that teams operate more effectively.
Finally Nemire [79] relates how an incorrect mental model of how roller coasters
operate led to a fatality, and argue for the need for specific educational efforts
in order to address incorrect mental models.

Risk Communication vs. HCI. Fischoff et al. [44] write about the impor-
tance of aligning risk communication with people’s perceptions, understand-
ings and assumptions. They also explain that emotions and social processes
play a role in how people make use of mental models in making risk decisions.
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They acknowledge these confounding factors but argue for the need to get the
cognitive aspects right, which can be controlled. An example where emotions
and outrage overcame the best efforts of risk communicators is the MMR vaccine
controversy [18].

In the human-computer interaction (HCI) field mental models have also been
used to support design. Three examples serve to indicate the range of work in
this area. Bates [11] designed an information searching interface that modeled a
‘berry picking’ metaphor which is better aligned to human information search-
ing behaviour than traditional information retrieval interfaces. Khaslavsky [66]
attempted to design an interface which was sensitive to cultural mental models
but does not report on an evaluation of the interface. Finally, Donker et al. [34]
determined that blind users had different mental models of an interface from
sighted users, and designed an interface specifically for them.

3 Mental Models in Security Research

The only way to develop security mechanisms that effectively protect users
against attackers is to align the design of security-related interactions, educa-
tional efforts and risk communication with users’ mental models and capabili-
ties. Users only protect themselves if their mental model includes some concept
vulnerability to attacks. It might be necessary to attempt to adapt, extend or
modify the target users’ mental models in order maximise the possibility that
users will act, and act correctly, to protect themselves from potential attacks.

The common knowledge about mental models presented in the previous sec-
tion offers a suitable launching pad for a discussion of their use in security-
related research. In particular, security researchers and developers of security
mechanisms and security critical applications need to understand how end users
mentally model their systems, and the security thereof (with or without taking
additional security-related actions), and how they understand the effects of their
actions on these systems.

As a consequence, security researchers have been conducting mental model
research from different perspectives and using a variety of different methods to
elicit their details. Many different methods have been applied, including: differ-
ent types of interviews, user studies, and card sorting. Some researchers carry
out the research in order to design security-related interactions more effectively,
some to communicate risk, some to tailor educational efforts, and some to eval-
uate whether specific user interactions and interfaces lead to appropriate men-
tal models. Such models are crucial in leading users to make informed security
decisions.

Here we provide an overview of the most important research that has been
conducted in the area of human-centred security, presenting findings and limi-
tations. We also present and discuss research on mental model research which
is intended to improve security interfaces, such as firewalls, anonymous creden-
tials and Single Sign-On. We commence this discussion by presenting concrete
security-related models identified in literature and continue by summarizing the
general findings.
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3.1 Concrete Mental Models of Threats and Security Mechanisms

Jean Camp [19] identified mental models of security and privacy based on a
literature review, i.e. mental models that are currently indirectly or directly
being used to communicate security and privacy issues. These are:

– Physical Security Model (e.g. because of the lock metaphors)
– Medical Model (e.g. because of the phrase ‘infected by a virus’)
– Criminal Model (e.g. being arrested if you hack into a system)
– Warfare Model (e.g. because of intrusion detection and firewall tools)
– Market Model (e.g. because of people losing money)

Camp discusses these in detail, outlining their positive and negative impacts on
user behaviour, with respect to security decisions. She explains that each of the
models only covers parts of the security and privacy problems and thus only
helps to protect against a subset of possible attacks. For instance, the Physical
Security Model helps to protect the computer hardware but does not preserve
privacy in terms of how much information one should provide using different
services. Camp et al. [76] validated these five models using card sorting and
interviews while distinguishing between experts and lay-persons. They found
out that many of the studied security risks were either assigned to the Physical
Security or the Criminal Models. However, they also conclude, that none of the
five mental models “fit the understanding of the impression of the related risk”
[76]. The Physical Security Model was also indirectly supported by results of
Furman et al. , [46] as they show that end-users have most trust in banks (due
to their physical protection) and and shops that they know in the physical world.

Rick Wash published a interview-based study [105] in which he indentifies
folk models of security threats that are used by north American home computer
users to decide what security software to use and which security advice to follow.
He derived eight distinct folk models and explained how people used these to
justify ignoring security advice. The mental model they ascribed to influenced
whether or not they made backups, whether they installed anti-virus software
and whether they were open to advice about their security-related actions or not.
For example, some believed that one could only catch a virus if you visited a bad
part of the Internet and thus did not think they were vulnerable. Some believed
that they themselves were too insignificant to be worthy of a hacker’s attentions,
and thought they were therefore not at risk. Some also believed that hackers were
only after large databases or companies and that they, as individuals, would
not be attacked. Wash points out that efforts to explain how virus-protection
software works to protect computers might encourage end-users to use it. Some
advice was routinely ignored but not by all mental models. In summary, he
identified the following models (four for risks and four for attacker types):

– Virus – generally bad but only high level understanding.
– Virus causes mischief i.e. annoying problems with computer/data.
– Virus intentionally downloaded in buggy software computer will misbehave

in time: e.g. crash or does not boot any more.
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– Virus supports crime e.g. by stealing personal/financial information.
– Hackers perceived as geeks who want to impress friends.
– Hackers are criminals who target big fish (rich and important people).
– Hackers support crime, looking for large databases of info.
– Hackers are burglars who steal personal/financial information.

Kauer et al. [62] replicated this study in Germany. They found, in total,
eleven folk models, with the eight from Rick Wash being mentioned with small
differences. In addition, the authors identified: Viruses are Governmental soft-
ware, Hackers are Governmental Officials referring to the Bundestrojaner and
Staatstrojaner (engl. Federal Trojan horse) as well as Hackers are Stakeholders
with individual and opportunistic purposes such as Anonymous3 and the Chaos
Computer Club4. With respect to the first two extra models, all participants
said that the government only acted if there were suspicion of some crime. With
respect to the latter model, participants did not fear being targeted, since these
stakeholders are perceived to be more interested in media-effective targets. The
government was also mentioned throughout the interviews conducted by Furman
et al. [46]. Considering the question about whom or what users need to protect
themselves from, their participants also mentioned colleagues and scammers (in
addition to hackers, bad guys, and criminals).

Dourish et al. [36] also probed mental models of security using interviews.
They identified four classes of threats:

– Hackers cause mischief and harm; vandalism; the least commonly identified
threat.

– Stalkers get information online but can also continue their activities offline.
– Spammers advertise by means of unsolicited messaging which is perceived as

a type of denial-of-service attack.
– Marketers invade individual privacy by surreptitiously collecting information

about activities, purchasing patterns, etc.

Weirich and Sasse [108] also conducted interviews to explore perceptions of
who they thought tried to get into other people’s accounts and whom they
targeted. The identified models for the first question were:

– Kids: only want to prove that they can do it, but do not cause serious harm;
– Vandals: plain mad, who cause serious harm;
– Criminals: only attack online-banking;
– Vengeful people: disagree with individual or organization;
– Others: industrial spies, terrorists, and jokers.

Friedmann et al. [45] identified mental models related to secure connections.
The authors conducted 72 interviews (including drawings) and, in particular,
asked how the participants to decided whether a connection was secure or not.
They also asked what a secure connection meant to them. They identified five

3 http://du-bist-anonymous.de/
4 https://www.ccc.de/en/

http://du-bist-anonymous.de/
https://www.ccc.de/en/
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strategies with respect to the first question: (1) HTTPS; (2) lock/key icon; (3)
point in transaction (main pages are usually not secured); (4) type of information
requested, and (5) type of webpage. The last two are particularly interesting as
this means that people assume that when sensible data is requested (like pass-
words or credit card information) the server ensures that the connection is secure.
Similarly, they assume that organisations such as banks take due care. Regard-
ing the second question (meaning of secure connection), the authors identified
three mental models:

– Transit: protecting the confidentiality of information while it moves between
entities.

– Encryption: specific mechanism for encoding/decoding messages.
– Remote Side: protecting data once it arrives at recipient. From the draw-

ings, one can conclude that people with this mental model assume that the
connection is either always secured, secured by default secured or unsecured
since it there is no way for anyone to interfere with the transmitted message.

Benenson et al. [12] studied smartphone users with respect to privacy con-
cerns and awareness. They identified two different mental models: the Android
and the iPhone mental model. They confirmed that Android users did seem to
be more privacy-concerned and -aware, as they significantly more often men-
tioned data privacy as an important factor for choosing an application. iPhone
users thought that if applications needed the required access they would not
necessarily ask. Moreover, iOS users were mostly unaware of application data
usage. These results are explained by the different ways Apple and Google chose
to inform users of applications’ data usage. Furthermore, the researchers found
that technical features were an important factor in informing smartphone choice.
People are more likely to own an Android phone if they cared about technical
features. People who were interested in technology were more likely to own an
iPhone.

3.2 Mental Models to Improve Interactions in Concrete
Applications (HCI)

HCI Sec researchers also studied mental models in the context of Interface design.
We report here about five different types of applications.

Anonymous Credentials. There is a great deal of technical research on anony-
mous credential and privacy-friendly identity management. Wästlund et al. [107]
evaluated three different interfaces and three different corresponding metaphors
in a user study to explore the ideas behind anonymous credentials namely card-
based, attribute-based and adapted card-based metaphors. The objective was to
test whether the built mental models of anonymous credentials are correct for
any of these approaches. Therefore, they asked the participants to explain which
information flows exist and who could violate anonymity. While the adapted
card-based technique performed best, further improvements are necessary.
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Firewalls. Raja et al. [85] base their research on firewall warnings on the
physical mental model described in [19] after having identified a number of mis-
conceptions with personal firewalls in [86] . They use this model to visualize the
functionality of a firewall. Their comparison with the Comodo personal firewall
shows that the visualization of a fireproof wall separating parts of a building
helps users to develop better mental models of firewalls. While most users pre-
ferred the warnings designed by Raja et al., some participants in their study
mentioned that they would take these new warnings less seriously than warnings
from Comodo.

Web Single Sign-On (SSO). Sun et al. [52] investigate, using interviews
and drawings, end-users’ perceptions of web SSO technology for authentication
and found many misconcepts causing mistrust in the whole approach and raising
privacy and security concerns. They re-designed the interfaces of a SSO solution
and show that many more participants would use and trust this “new” approach.

Password Manager. Chiasson et al. [24] studied two different password man-
agers and found that most of the identified problems were caused by inaccurate
or incomplete mental models of the software’s operation. For instance, most users
do not even have a high-level understanding of how password managers function.
The authors recommend more visibility (vs. more transparency) to enhance the
usability of password managers.

Secure E-Mail Products. Whitten and Tygar [109] conducted a cognitive
walkthrough evaluation and a user study on PGP 5.0. From the cognitive walk-
through many problems were identified including those related to mental models
and metaphors e.g. the lack of differentiation between private and public keys.
The results from the user study showed that most users had difficulties with key
management and with understanding the underlying PKI concept, leading to
errors such as sending the secret unencrypted or encrypted with the wrong key.

3.3 General Findings

In this subsection, we provide the general findings on mental models in human-
centered security independent from concrete mental models. We first report
about a couple of general misconcepts and then about differences between dif-
ferent groups of users.

Problems with Diverse Antecendents. Computer users face different types
of problems: common computer problems (e.g. buggy program or disk failure)
and security / privacy5 problems. Gross and Rosson [51] conducted interviews to
better understand end-user security management based on the hypothesis that

5 Note, although the focus of this subsection is on security some researchers have
studied both aspects together and thus those results are included here if they are
not only privacy specific.
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people have difficulty distinguishing between these two kinds of problems. Their
findings in [51] seemed to confirm this. However, in a later paper [50], Gross
and Rosson showed, based on an online survey with 368 participants, that end-
users did indeed make a distinction between these problems. Furthermore, they
showed that end-users are more concerned with security and privacy problems
than with general computer failure.

Focus on Confidentiality. Furman et al. [46] interviewed 40 people about
their perceptions of security. They found that although the participants men-
tioned confidentiality, few mentioned the other two cornerstones of information
security: integrity and availability. This was confirmed by other researchers. For
example, in [45], the authors found out that people only considered confiden-
tiality and encryption in their definitions of secure connections. When it comes
to smartphone security, the situation is slightly different. When talking about
these devices, users do actually mention availability [78] but more in terms of
high mobility devices being more likely to be lost or stolen, thus referring to the
availability of the device rather than the data on the device.

Others Being Responsible. Gross and Rosson [51] attempted to understand
end-user security management in companies and organizations. Most of their
participants attributed responsibility for security to the IT staff or to the or-
ganization or both but most emphatically not themselves. Furman et al. [46]
report a similar result in the home environment: people assign the responsibility
to third parties such as the government, software companies, credit card compa-
nies, banks, or IT professionals. Also, Dourish et al. [36] showed that end-users
were in favour of delegating responsibility, namely to technology, knowledgable
colleagues, family members, room mates, organizations and institutions such as
banks. According to an AOL/NCSA study6 from 2005, most people felt that the
responsibility laid with the government and with big companies (while at at least
15% felt that they themselves were responsible). Hence, it is not surprising that
many studies [16,46,36] confirmed that users are rather relaxed when it comes
to online banking as they assume the bank will take care (including ignoring
warnings for such pages [16]).

In the smartphone context, King [68] shows that end-users trust applications
because they assume that an in-depth evaluation has been carried out by Apple
and Google before these are provided in their stores. This was confirmed by
Kelley et al. [64] for Android users. The same observation was made in [81]
within the context of electronic voting: people assume that observers will make
sure that votes are properly tallied.

An opposing finding is reported by Furnell et al. [47], who found that 90% of
respondents (strongly) agreed with the phrase ‘It is my responsibility to protect
my computer from online attacks’. The difference might be caused by the ques-
tion being concrete about one aspect while the other studies posed more broad-
ranging open-ended questions. Moreover, it is possible that the direct question

6 http://www.bc.edu/content/dam/files/

offices/help/pdf/safety study 2005.pdf

http://www.bc.edu/content/dam/files/offices/help/pdf/safety_study_2005.pdf
http://www.bc.edu/content/dam/files/offices/help/pdf/safety_study_2005.pdf
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asked by Furnell et al. might have been misunderstood by the participants in
the sense that it is not clear to them what is implicitly required; maybe they
thought it just meant that they should install a virus scanner. This mismatch is
a more general finding and is addressed in the next paragraph.

Lack of Awareness/Misunderstandings/Misapplication. Wash and Rader
[106] explain that users often believe they were doing what was necessary to pro-
tect their computers. They argue that users were motivated to take necessary
actions but obviously only against those attacks or threats they were aware of.
Gross and Rosson [51] also found that their participants believed themselves to
be able to sufficiently protect themselves, e.g. they know about Phishing, and
know that they should check for urgency-related terms and typos in emails. Un-
fortunately, their knowledge is often out of date. Similarly, they are aware that
software and passwords should be regularly updated and changed. However, reg-
ularly, to them, means six monthly. The authors of [6,46,47] drew similar conclu-
sions. For instance, most of the participants in [46] could identify the evaluated
trust and security seals/icons but did not understand what they meant. Differ-
ent researchers [64,41,74] report that smartphone users, in particular Android
users, express doubts about the permissions applications might have, but ex-
plain that they do not understand the explanations about permissions provided
at installation time.

Researchers could also show that there are situations in which the end-users
know very well how to behave but still decide, for arbitrary reasons, not to behave
securely: (1) When one considers smartphone authentication, the participants in
[78] mentioned that they knew they ought to use an authentication mechanism
but stated that the mechanism available on the phone was inappropriate. They
felt it was overly stringent if they wanted to access innocuous information such
as the weather forecast. Similar findings were reported by [68] with respect to
general security and privacy concerns on smartphones. (2) In [108], the authors
identified social aspects in organizational environments in the context of pass-
word security as one reason: not being a nerd but being a team player; and not
being paranoid. Similarly [78] reported that people explained that they did not
lock their smartphones because they did not want to type passwords in front of
their friends. To them, this made it look as if they wanted to hide something.
Some also felt that such an action would send a message that that they did not
trust their friends and this might compromise the relationship.

Misconcept of Hackers’ Targets. Weirich and Sasse’s [108] participants
mentioned the following targets: security-conscious organisations, high-profile
organizations, people with important information, and anyone who had annoyed
an attacker. Wash [105] confirmed their findings with his different folk mod-
els as well as others. This suggests that many people consider themselves too
insignificant to be attacked.

Dourish et al. [37] found that many of the non-specialist participants they
interviewed in their study reported feeling that their security efforts were futile.
They reported that they were unable to protect themselves from the efforts
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of faceless and nameless attackers. Also participants in the interviews of [108]
argued that hackers could always find a way in despite their efforts. Wash [105]
reports that some of his participants felt powerless to protect themselves from
the efforts of hackers and therefore did not take any action to protect their
computers. Others believed that all they had to do was to make it harder for
hackers to get into their accounts than into those of other home computer owners,
what Wash refers to as the ‘speed bump’ theory. These findings were confirmed
by [36]: people referred to the ‘unknown other who will always be one step ahead’.

Differences between Novices and Experts. Several security researchers
[76,4,47] confirmed the results reported by Staggers and Norcio [99] that experts’
mental models are more abstract and richer than those of novices (see also
Section 2.1). For instance, Asharpour et at. [4] showed that the mental model of
security risks strongly correlate with their level of expertise in security. Liu et at.
[4] even tried to measure the distance between the mental models of experts and
lay-persons. Experts are defined in this paper as those who know all the technical
definitions of the security-related words. In a later paper, the authors [4] changed
the definition to “One who has at least five years expertise in security as a
researcher, student or practitioner” (so called security specialist)7. The authors
reported differences between the security specialists and ‘the others’.

Bravo-Lillo et al. [16] report a mental model study on how people (experts
and lay persons) decide whether to ignore or follow security warnings. Experts
are defined by having completed at least one year’s security or privacy course or
at least a one year security or privacy project. They report very clear differences
between novice and expert users and thereby confirmed previously mentioned
research. For example, they found that experts actively looked for vulnerabili-
ties and considered multiple factors when they encountered a potentially risky
situation. Novices, on the other hand, performed fewer security checks. Novices
can either relate a warning to viruses or they consider that there is actually
no problem. Furthermore, novices tended to assess the safety of an action after
they performed it whereas experts tended to be more cautious and assessed the
safety of a task (considering recent actions, sensitivity of information and con-
sequences) before they embarked on it. They also found that novices were more
likely to trust in the ability of large corporations to protect them. Accordingly,
they expected online banking to be secure because banks traditionally have good
security. They confirmed the findings of [111,45,63] that novices made decisions
based on the look and feel of a website. On the other hand, experts agreed that
bank websites with warnings were usually not trustworthy. They also identified
a misconcept with respect to file storage. Novices believed that storing a file was
more dangerous than opening it They thought that opening the file provided
them with a safe preview but saving the file on their desktop was akin having a
time bomb on their computer: the file posed a danger due to its presence.

7 The second definition is far more appropriate since it represents a higher level of
understanding in terms of Bloom’s [2] well-known taxonomy of the cognitive domain.
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Bartsch and Volkamer [9] study in a qualitative card sorting study how lay
and expert users assess risks connected to Web sites. Their results indicate the
diversity of mental models, both between the two groups and between individu-
als, particularly related to their preferences (e.g. concerning privacy or financial
consequences). Bartsch and Volkamer conclude that it is not enough to distin-
guish between experts and lay persons.

Cultural and Demographic Differences. Most of the research on mental
models has been conducted in the USA. Moreover, there are only a few studies
considering cross-cultural issues in mental models of security and privacy. For
instance, Diesner et al. [33] studied mental models of data privacy and security
in India – a country without data protection laws at this point in time. They
conducted interviews with 29 participants and used Network Text Analysis and
map analysis techniques including Auto map [20,32] to evaluate the transcripts
and NetDraw [14] to visualize the results. They found that personal information,
identity, and knowledge were the central contents while security-related terms
are not central in people’s minds. Later, Kumaraguru et al. [72] conducted an
exploratory study in India and in the USA to compare privacy perceptions and
concerns in the two countries. They suggest that Indians and people from the
US differ with respect to level of concern about privacy, and people from the
USA are more privacy-aware when it comes to new technologies. Kauer et al.
[62] replicated Wash’s folk model study [105] in Germany. They identified some
differences. In particular, they considered the government and the ‘Bundestro-
janer’ as possible threats as well Anonymous and the Chaos Computer Club.
These were not mentioned by participants in Wash’s study.

There is very little research into demographic differences in the context of
mental models. Dourish et al. [36] identified some differences between younger
and older participants in terms of who might threaten them on the Internet:
young people are more likely to identify big organizations as threats than older
ones. Sheng et al. [95] studied the susceptibility of different demographic groups
with respect to phishing. The results may lead to the conclusion that women
are, in general, more susceptible than men and that people between the ages of
18 and 25 will be more susceptible than the older computer users.

Different Environments. The authors of [51] concentrate on the organiza-
tional environment. They do not state this explicitly but it seems as if there is
a mental model considering IT Staff as being responsible for security within or-
ganisations. Thus, it could be expected that people have different mental models
about security at home and at work but this is not specifically addressed in this
paper.

Muslukhov et al. [78], in common with other researchers, noticed differences
between the mental models of home computer and smartphone security. People
assume their smartphone to be a less secure device on which to store sensible
data. They attribute this to the mobility of smartphones which made them more
likely to be lost or stolen. In general, their main concerns are the smartphone
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being lost or stolen combined with losing data such as their address book or
someone dialing expensive numbers on their account.

Trust and Adoption. Researchers who studied privacy critical applications
have in common that they (indirectly) showed that misconception can lead to
distrust and thus lead to end-users not adopting the proposed technology (e.g. in
[107,52,60]). Thereby the confirmed the research from Castelfranchi and Falcone
[21] who studied the relation between mental model in trust in general.

4 Conclusion

To conclude this overview paper, we present some pertinent limitations of mental
model research and suggest directions for future research.

4.1 Limitations

This review of mental model research, with a particular focus on human-centred
security, has revealed uncertainty about the following:

Validity of Findings: the findings of current mental model research may not
be applicable in other contexts, because existing research has been carried out
with limitations on:

– Methodology: Most of the studies on mental models are based on self re-
ported data about security behaviour which might or is very likely to be
inaccurate (participants want to be seen as more security and privacy aware
and concious than they actually are) and depends on the context.

– Heterogeneity: Most of the studies have been carried out within one coun-
try within a limited area. We could not find any comparative study which
contrasts or compares the findings from one country to that of others. Clearly
the findings of such homogeneous studies need to be replicated in differ-
ent contexts in order to confirm, validate, and if possible generalize their
findings.

– Time: Much of the research seems rather dated in 2013. Mental models are
extremely dynamic, and findings from some years ago are now of questionable
validity.

Design Methodology: no attempt has been made to design interfaces to ac-
commodate an understanding of mental models. This might be because these will
probably differ slightly across user populations, and change during the lifetime
of the system.

Measuring Mental Models: The question of how to identify individual men-
tal models still remains an open question. A number of techniques have been
deployed, as explained in Section 2, but none has so far been identified as being
the best mechanism. Furthermore, it would be necessary to identify the mental
models of a particular user before start using a security mechanism; and this
should not take too much time. In addition, it is unclear how to handle the
dynamic characteristics of mental models.
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Identifying Experts: There is no clear way to distinguish novices from experts.
It is important to be able to do this, since one might want to use different
metaphors to train them [56] or provide them with different interfaces [3]. One
cannot simply ask people if they are expert, since humans are notoriously bad
at judging their own abilities [38,71]. One could ask people how long they have
been using a particular technology, but people make use of their time differently,
so time, being a weak indicator, is not a reliable predictor. The traditional way
of assessing knowledge is to set a task to determine whether the person is able
to complete it. That is probably an infeasible approach outside an educational
setting, and, moreover might suffer from the same problems mentioned in the
discussion related to accessing mental models in Section 2.

4.2 Future Work

To move forward we need to ascertain how to utilise this knowledge about
the different aspects of mental models. A number of aspects are particularly
prescient:

1. How do we identify which mental model(s) a particular user ascribes to in
order to adopt risk communication, education and interfaces accordingly?
Does it mean that we have to ask the user a set of questions before launch-
ing an application? Should the system learn about the mental model(s) by
‘observing” the user’s behaviour as he/she uses the system? How do we de-
tect changes in the user’s mental model(s)?

2. On the other hand, it might be possible to design generic risk communication
techniques, educational efforts and interfaces. It could be that we ought to
design in such a way that is independent of the different concrete mental
model(s) users possess.

3. How do we predict user behaviour based on our understanding of their men-
tal models? There is some research proposing different approaches, such as
Blythe and Camp in [13] who model Wash’s folk models [105] in software
agents according to Gentner and Stevens [48] in a type similar to STRIPS
[42] or in terms of causalities [10] or in terms of a graph [16]. Clearly more
research is needed to consolidate the findings and generate guidelines for
informing design.

4.3 In Closing

This paper has presented an overview of mental model research with particu-
lar application to human-centred security. We do not claim this review to be
exhaustive but it does give a flavour of the applicable research in the area and
highlights areas that require more attention.
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