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Abstract. Today still big challenge in world is to find efficient technique for 
perform recognition on mental tasks and distinguish between them. These allow 
us to use Brain Computer Interface applications to help disabled people to 
interact with environment and control external devices such as wheel chair. In 
this article we used EEG data from National University of Sciences and 
Technology, Pakistan, which are available online. We made our experiments on 
signals from one subject performing hand movement task. First we applied 
Faster Fourier Transformer (FFT), removing the EEG higher frequencies, 
applying the inverse Fourier transformer then converting EEG data into 
graphics by turtle graphics, then find the similarity between these trials by 
Lempel–Ziv complexity, to find maximum similarity between EEG data for 
same mental task. Our model reached average accuracy up to 52.63%.    

Keywords: Electroencephalograph (EEG), Neuron, Lempel–Ziv Complexity, 
Turtle Graphics, EEG Data Similarity.  

1 Introduction 

There are several algorithms to analyze similarity and recognition of mental tasks, but 
still remains big challenge in world to find very efficient method for analysis and 
recognition human mental tasks. We will use Lempel–Ziv Complexity technique to 
finding similarity between EEG data and distinguish between human mental tasks. 
There are several approaches to classify EEG signal, they include Support Vector 
Machines (SVM), L1 regularized logistic regression and non-negative matrix 
factorization (NMF) [1]. In this paper we will give some glance at EEG, Lempel–Ziv 
Complexity, Turtles graphics and applying proposed method for 
Electroencephalograph (EEG) data similarity.  

2 Introduction to EEG 

EEG include on complex irregular signals that may provide useful information denote 
about underlying neural activities of the brain [2]. The human brain electrical activity 
has been recognized from more than a century. It is defined as that variation of the 
surface potential distribution on the scalp that reflects functional activities emerging 
from the underlying brain [3]. This electrical surface potential variation can be  
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Fig. 1. Structure of Neuron [4] 
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complex fractals [8]. To understand turtle geometry, we will explain that it by a 
virtual turtle. The virtual turtle must know own position, facing direction, and step 
size, it to follow some commands to change own position, or heading, or notion scale 
[8]. For example we have a turtle on a plane. The location of turtle on the plane can 
be represented by a point  given by pair of ( 1, 2), also the turtle heading can 
represent by vector  given by pair of ( 1, 2), the length of vector  denote on 
turtle step size, the pair ( , ) denote on turtle state.  

 

 

Fig. 2. Data conversion 

On the left figure on Fig. 2 we can see interpretation in a line chart of the measured 
raw data. The right figure shows interpretation measured after conversion into turtle 
graphic command. The command are on the top edge of figure. The final commands 
sequence for our example is ABCCDD. In this example we have only four 
commands. The C and D commands doubled, because third and fourth angles have 
same value. In case of D command is the situation same to command C. 

5 Lempel–Ziv Complexity  

The Lempel–Ziv (LZ) complexity for sequences of finite length was suggested by 
Lempel and Ziv [9]. It is a non-parametric, simple-to-calculate measure of complexity 
in a one-dimensional. LZ complexity is related to the number of distinct substrings 
and the rate of their recurrence along the given sequence [10], with larger values 
corresponding to more complexity in the data. It has been applied to study the brain 
function, detect ventricular tachychardia, fibrillation and EEG [11]. It has been 
applied to extract complexity from mutual information time series of EEGs in order to 
predict response during isoflurane anaesthesia with artificial neural networks. [12] 

LZ complexity analysis is based on a coarse-graining of the measurements, so 
before calculating the complexity measure ( ), the signal must be transformed into 
a finite symbol sequence. In this study we have used turtle graphic for conversion 
measured data into finite symbol sequence . 

The sequence P is scanned from left to right and the complexity counter ( ) is 
increased by one unit every time a new subsequence of consecutive characters is 
encountered. The complexity measure can be estimated using the following algorithm 
[9] and [12]: 
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1. Let  and  denote two subsequences of  and  be the concatenation 
of  and , while sequence  is derived from  after its last 
character is deleted (  means the operation to delete the last character in 
the sequence). Let ( )  denote the vocabulary of all different 
subsequences of . At the beginning, ( )  =  1 ,  =  (1) ,  = (2), therefore,  =  (1). 

2. In general,  =  (1) , (2) , …, ( ) ,  =  (  +  1) , then  = (1), (2), … , ( ); if  belongs to ( ), then  is a subsequence of 
, not a new sequence. 

3. Renew  to be (  +  1), (  +  2) and judge if  belongs to ( ) 
or not. 

4. Repeat the previous steps until  does not belong to ( ) . Now  =  (  +  1) , (  +  2) , …, (  +  )  is not a subsequence of  =  (1), (2), …, (  +   −  1), so increase ( ) by one. 
5. Thereafter,  is renewed to be  =  (1) , (2) , …, (  +  ) , and  =  (  +   +  1). 

These procedures have to be repeated until  is the last character. At this time the 
number of different subsequences in P – the measure of complexity – is ( ). 

In our experiment we do not deal with measure of the complexity. From the 
individual subsequences we create a list of then. One list is created for each data file 
with turtle commands of the compared commands files. 

5.1 Comparing Data Using LZ Complexity and Turtle Graphics Commands 

The comparison of the LZ sequence lists is the main task. The lists are compared to 
each other. The main property for comparison is the number of common sequences in 
the lists. This number is represented by the sc parameter in the following formula (1), 
which is a metric of similarity between two turtle commands lists. =  ( , )    (1) 

Where 

-   Count of common LZ sequences in both dictionaries. 
- ,    Count of LZ sequences in list of the first or the second file. 

The SM value is in the range between 0 and 1. If = 1, then the commands lists 
are equal and they have the highest difference (have nothing common), when the 
result value of = 0. 

6 EEG Experiments 

6.1 EEG Data    

In our experiment we used EEG data that available online from National University of 
Sciences and Technology, Pakistan, we choosing Dataset 2 - 2D motion.  The EEG 
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data raw was recorded at 500Hz,  from a subject male 21 years old using 19 
electrodes FP1 FP2 F3 F4 C3 C4 P3 P4 O1 O2 F7 F8 T3 T4 T5 T6 FZ CZ PZ, 
consisting on several trials of hand and leg movements. In our experiments we used 
left hand back movement trial - LeftBackward1, left hand back movement trial - 
LeftBackward2, left hand back movement trial - LeftBackward3, left hand back 
Imaging movement - Left Backward Imagined. 

6.2 EEG Data Preparation   

The EEG data are prepared in following steps. As a first step separate dataset into 
individual mental tasks, trails and sensors. We got 122 data parts. In the second step 
of our process we applied Faster Fourier Transform to transform raw sensor data from 
time domain into frequency domain. In the frequency domain we removed higher 
frequencies above than 150Hz. In the next step we applied Inverse FFT to convert 
data back from frequency domain into time domain. This filtered data we converted 
using turtle graphics into text format. For the turtle graphic we used 128 commands. 
Each command represents an angle in the selected first and fourth quadrant. We used 
only first and fourth quadrat, because the time in data line goes from left to right and 
the signal does not go backwards.  

After that each EEG trial were prepared by LZ complexity to get LZ subsequences 
from turtle commands list. For each data trial we created a list of LZ subsequences. 
We compared training and testing lists to find the maximum similarity between EEG 
trials of same mental task.   

6.3 Experiment Results   

We made similarity between the EEG trials for left hand back movement and imaging 
left hand back movement task, to find maximum similarity between different EEG 
trials of the same mental task. Our results are listed in the Table 1. The maximum 
similarity results of mental tasks by our method reached to 100.00%, minimum 
similarity was 30.00% and average value of similarity was 52.63%.  Our suggested 
model reached accuracy up to 52.63%. 

Table 1. Similarity results 

 Minimum Maximum Average 
Correctly identified 30.00% 100.00% 52.63% 
Incorrectly identified 0.00% 70.00% 47.37% 
True positive rate 0.00% 100.0% 35.53% 
False positive rate 0.00% 100.0% 55.26% 
Accuracy 30.00% 100.00% 52.63% 

 
In Figure 3 we can see accuracy of all used sensors. The accuracy of sensor nr. 1 

reached to 100%, sensors nr. 5 and 6 reached to 80%, the most accuracy sensors  
values was between 40% and 60%. 
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Fig. 3. Sensors accuracy 

7 Conclusion 

We made our experiments on EEG signals from one subject performing left hand 
back movement task in three trials, and other trial for imaging left hand back 
movement, we applied FFT to EEG data, removing high frequencies, applied Invers 
FFT, represent EEG data by turtle graphics, then finding the maximum similarity 
between these trials by LZ complexity. The experiment results on EEG data showed 
the maximum similarity results of mental tasks by our method reach to 100%, 
minimum similarity was 30.00% and average value of similarity was 52.63%.  Our 
model reached accuracy up to 52.63%. In future work we will try to collect EEG data 
using Emotiv EEG neuroheadset, and use this data to find similarity between trials of 
mental tasks by our proposed method to analysis and recognition on mental tasks. 
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